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Preface

The 2nd International Conference on Web-Based Learning (ICWL 2003) took
place in Melbourne, Australia.

ICWL 2003 followed the tradition of the successful ICWL 2002 held in Hong
Kong and aimed at providing an in-depth study of the technical and pedagogi-
cal issues, as well as incorporating management issues of Web-based learning.
Additionally, there was a focus on issues of interest to the learner, offering the
optimal Web based learning environment to achieve high academic results. De-
akin University organized this conference in conjunction with the Hong Kong
Web Society, to provide a forum which gathered educators, researchers, technolo-
gists and implementers of Web-based learning from around the world to discuss,
collaborate and advance all relevant issues pertaining to this area of research.

The main focus of ICWL 2003 was on the most critical areas of Web-based
learning, in particular, Web-based learning environments, virtual universities,
pedagogical issues related to Web-based learning, multimedia-based e-learning,
interactive e-learning systems, intelligence in on-line education, e-learning solu-
tions, CSCL, and authoring tools for e-learning. In total, the conference received
118 papers from researchers and practitioners from 13 countries. Each paper was
reviewed by at least three internationally renowned referees. Papers were rigo-
rously examined and selected based on their originality, significance, correctness,
relevance, and clarity of presentation. Among the high-quality submissions, 50
papers were accepted and included in the proceedings. Later, the proceedings
editors will recommend that some high-quality papers from the conference be
published in a special issue of an international journal.

We believe the conference provided a forum for discussion among educators,
researchers and technologists for addressing the various aspects of Web-based
learning; provided a suggestive guide for the implementation of the Web-based
mode of learning, and addressed the technical, pedagogical, management and so-
cial issues associated with the implementation; explored concepts and examples
of good practice in developing, integrating and delivering e-learning solutions;
and provided an opportunity for conference participants and solution providers
in e-learning to exchange views and provide feedback on Web-based learning

We would like to take this opportunity to thank all the authors for their
submissions to the conference. Many of them traveled some distance to parti-
cipate in the conference. We also thank the Program Committee members and
additional reviewers for their efforts in reviewing the large number of papers.
Thanks also go to the local conference organizers for their great support.
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Last, but not least, we would like to express our gratitude to all the organiza-
tions who supported our efforts to bring the conference to fruition. In particular,
we are grateful to Deakin University and the Hong Kong Web Society for their
sponsorship and assistance.

August 2003 Wanlei Zhou, Paul Nicholson
Brian Corbitt, Joseph Fong
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Challenges of Web-Based Learning Environments:
Are We Student-Centred Enuf?

Judithe Sheard1 and Julianne Lynch2
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Melbourne, Australia
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2Faculty of Education
Deakin University

Melbourne, Australia
jlynch@deakin.edu.au

Abstract. The last decade has seen a phenomenal growth in the use of the Web
in university education, with various factors influencing the adoption of Web-
based technology. The reduction of government funding in the higher education
sector has forced universities to seek technological solutions to provide courses
for a growing and increasingly diverse and distributed student population
[13,14]. Another impetus has been a shift in focus from teacher-centred to
learner-centred education, encouraging educators to provide courses which
enable students to manage their own learning [6]. In this paper we discuss
challenges associated with the design and provision of Web-based learning
environments that are truly student-centred. We draw on interview and
questionnaire data from an evaluation study to raise issues surrounding the
provision of online environments that meet learners’ needs. We discuss the
challenges of catering for the needs of different learners and the challenges
associated with helping students to make the transition into new online learning
environments.

1 Introduction

Within university teaching programs the use of the Web ranges from occasional,
supplementary use (sometimes initiated by the learner) to the provision of fully
integrated electronic environments where all learner interactions happen online [8,10].
Increasingly educators incorporate a range of Web-based resources in their teaching
programs. The organisation of these into an integrated environment is typically
referred to as a Web-based learning environment [16]. Piguet and Peraya [15]
describe a Web-based learning environment as “a place where learners and teachers
interact” and defines it as “a hypermedia based program or system that uses the
attributes and resources of the WWW to facilitate learning” (n.p.). The use of Web-
based learning environments is increasingly supported by university administrators. In
fact, universities educators are now often required to demonstrate the Web presence of
their units [10,11]. A factor in this trend is the reduction of government funding in the
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higher education sector which has forced universities to seek technological solutions
to problems associated with a growing and increasingly diverse and distributed
student population [13,14]. However, research must be undertaken to ensure that
these so-called solutions do not cause new problems.

What do we know about how students experience these environments? Although
the Web can potentially be used to provide exciting and engaging learning spaces, it
should not be assumed that learners will find these spaces a comfortable and easy
environment in which to learn. Arif [2] questions the assumption that all students are
ready to use these environments effectively. Using an electronic environment requires
skills and learning processes that are different from those used in a paper-based or
face-to-face environment. Carlson, Repman, Downs and Clark [3] maintain that “even
experienced students face challenges in a new kind of learning environment and they
may find that skills that served them well in a traditional classroom are inadequate for
learning via the World Wide Web” (n.p.).

An important consideration in the provision of Web-based learning environments
is determining students’ reactions to these environments in terms of the way they
interact with them and their affective and attitudinal responses. Davis [7] determined
that users’ attitudes towards a technology system have a significant impact on their
acceptance and usage of these systems [7]. An investigation of the literature by
Harrison and Rainer [9] determined that the main causes of resistance to using
technology systems are negative attitudes towards computers, high levels of anxiety
and low self-efficacy. In their study investigating these factors, Coffin and MacIntyre
[5] found that they were related to inexperience with computers and low motivation to
learn to use computers. Studies have shown that inhibitive affective responses can
stem from characteristics of both the learning environment and the learner. Akerlind
and Trevitt [1] claim that the change to a new learning environment can produce
discomfort or anxiety which may inhibit the learning process. Their research suggests
that the extent of feelings of anxiety experienced by learners is related to their
previous experience and the degree to which the new environment is different from or
similar to environments previously experienced, with environments that are less
familiar more likely to engender feelings of discomfort. Furthermore, characteristics
of individual learners have also been found to affect the extent of these reactions [4].

These studies are founded on an understanding that different learners will respond
to a learning environment in different ways. They demonstrate the usefulness of
examining students’ reactions when evaluating a learning environment. The findings
of studies that examine the range of learner reactions to particular types of
environments and that identify the antecedents of particular reactions have important
implications for the design and effective use of Web-based learning environments.
Although many university educators view the primary impetus behind moves towards
Web-based learning environments to be top-down directives based on non-
educational rationales [12], a more palatable rationale is that these environments can
facilitate a shift in focus from teacher-centred to learner-centred education,
encouraging educators to provide courses which enable students to manage their own
learning [6]. Enabling the learners more control of their learning has become the
“central goal or a desirable side benefit” of computer technology [1, p.96]. Examining
student reactions to Web-based learning environments can give insights into the
possible effectiveness of these environments and to the possible problems they give
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rise to. If students are to use these environments effectively then factors which could
inhibit their learning should be determined [11]. These factors should be considered
when providing Web-based learning environments.

2 Context of the Research

This paper draws upon data collected as part of an evaluation of a website that was
developed to supplement face-to-face components of an undergraduate education unit.
The Web-based learning environment provided general information about the unit of
study and various resources including a synopsis, definitions, extended reading,
scenarios illustrating concepts (‘snapshots’) and interactive forums. Two drop down
menus known as “Global Navigation” and “Local Navigation” provided access to
most resources on the site. The site was largely static: it was designed and created
prior to the commencement of the semester and most of the content (outlines of
topics, examples illustrating concepts, definitions, links to external sites) remained the
same for the duration of the semester. The only exceptions were discussion forums
that asked students to post in responses to classroom scenarios. Students were able to
choose if and when they would view particular topics, but they had no control over
the format of the information provided.

3 Research Methods and Participants

A decision was made to work with a small number of students intensively to get
deeper insights into their experiences. Twenty students enrolled in the education unit
as part of a Bachelor of Education participated in this study. Volunteers were sought
from three of a possible 14 tutorial groups. The students were aged from 18 to 47
years; however, only four students were over the age of 25. Eight students were male
and 12 were female. Eight students were enrolled in a Primary Teaching course and
12 in a Secondary Teaching course.

Each participant attended an interview with the evaluator. During the interview,
students were asked to complete a questionnaire that asked for demographic data and
for information about students’ usage of computers, the education unit website and
their opinions of its usability and the usefulness of its contents. Each participant was
then observed as they completed a series of tasks inside the unit website. Tasks
ranged from locating a page on the site to completing an entry in a discussion forum.
The evaluator then asked follow-up questions, following a semi-structured interview
schedule. Each session was from 30-45 minutes in duration. The data was collected
from the 6th to the 8th week of 2nd semester 2002.

4 Computer Usage

The students generally rated themselves as having an average skill level with
computers. Using a seven point Likert scale, where 1 indicated beginner and 7
indicated expert, half the students rated their skill level at the midpoint (M = 4.15, SD
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= 0.99). However, their reactions to computers tended to be positive. Using a scale
where 1 indicated negative and 7 indicated positive, they rated their experiences with
computers (M = 4.75, SD = 1.16, t = 2.8) and feelings about computers (M = 4.95, SD
= 1.36, t = 3.1) significantly above the mid-point of the scale as measured using one
sample t-tests.

All except three students had access to the Internet outside the university and
indicated that they had moderate use of the Internet for coursework (M = 4.10, SD =
1.45) and for general use (M = 3.80, SD = 1.74). Their frequency of access varied,
with nine students accessing it daily, six twice weekly, four weekly and one monthly.

The students were not frequent users of the education unit website. Twelve
students claimed that they had only accessed the site three times or less and most
mentioned that at least one of these accesses had been during class. They were
generally positive about the usefulness of the site for their work in the unit and
indicated a very purposeful use of the site. Most of the accesses to the site appeared to
be for their assessment tasks, which required them to post a response or comment to a
discussion group. Most showed a scant knowledge of the content of the site beyond
what they had used for their assessment tasks.

5 Reactions to the Website

The students expressed a range of affective reactions to the unit website, from
positive feelings of satisfaction and comfort to negative feelings of anxiety,
frustration, confusion, annoyance, lack of confidence and being overwhelmed. The
mini case studies provided below illustrate the range of responses reported by
participants.

5.1 Graeme

The most common negative effective responses reported by the students were
confusion and frustration. These were often reactions to problems locating
information and navigating within the site and in some cases involved students
becoming disoriented within the site. Many students indicated that there were initial
problems learning to use the site. Graeme illustrates this type of response.

Graeme was a mature age student who had returned to study after a variety of
careers. He claimed to be a “traditionalist” but was also interested in online education.
He was comfortable using computers however rated his computer skills as low. He
accessed the Internet daily, mainly for personal use; however, he had only accessed
the unit website three times and was concerned that these were sketchy and not
competent sessions.

Graeme was enthusiastic about the unit and expressed a keen desire to fulfil the
online assessment requirements; however, throughout the interview he expressed
annoyance and frustration with various difficulties he had experienced with the
website:

It is frustrating because I know I have got work to do, same as we have
assignments and readings to do for tutes and there is a barrier to being able to



Challenges of Web-Based Learning Environments         5

do it. You want to do it but it is very frustrating when you can’t get the thing to
work.

Most of Graeme’s negative reactions seemed to relate to the organisation of the
website and the accessibility of information. He spoke of barriers and hurdles to
overcome to access the information. He described his reaction to the site as “problems
– how am I going to get in there” and spoke of being intimidated by the site. Graeme
did not seem comfortable with inherent nature of the hypertext environment in which
material is organised with a multidirectional rather than sequential format. He
maintained he would have felt more comfortable if the website was organised in the
same way as the printed materials for the unit. He liked things to be straightforward
and clear. He spoke of the information on the website as being hidden:

I’m sure there is an awful lot in there …it’s very hidden …I like to see what
I’m dealing with before I go in one at a time, and I like that, I want to see what
I’m dealing with.

However, despite these difficulties he was eager to persist with the site and saw
that his confidence would build with familiarity and practice.

But there are always pluses and minuses. I am really eager to do it now, not
only because we have to but because I want to make a comment or two on the
topics we are doing. But the mechanics …it’s almost like the form is the
problem not the content. The content of [the website] is no problem – but it’s
the form of it that is holding me back a little.

5.2 Rosie

Some students did not have confidence in the site as a safe and useful learning space.
Rosie illustrates the responses of learners who do not trust the information on the
Web.

Rosie indicated she was comfortable using computers and she rated her skill level
as above average. She was a regular user of the Internet for general use however had
only used the unit website twice and claimed that this was because she did not like
using it. There appeared to be several reasons for this. First, she stated that she found
that the information on the site was not clearly laid out, commenting that “It’s all
confusing and I hate it – its just a blobbery mess”. During the interview she spoke
several times about being confused by the site and mentioned feeling lost. She further
explained:

It’s just totally confusing. You get in there and it’s just like – “where am I
supposed to go, what am I supposed to do”, there’s no clear “you need to go
here”. It’s just Global Navigation, Local Navigation. It reminds me of the big
Internet and how you do searches – it’s just not clear.

Second, the appearance of the website did not appeal to her and did not inspire her
curiosity:

Dull and boring. Considering it’s education I think they need to make it nice
and bright and welcoming, easy to use, treat it as if we were kids and
teenagers and we really don’t know what we are doing. Flashing stuff – you
know - news for this week.
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She expressed annoyance at having to use the website and stated that she only used
the site because it was mandatory.

…I’ve just gone to where I had to go…. If it was easier for me to get around
and understand then I would probably use it more often than I do.

Furthermore, she had a general mistrust of the Internet claiming “there is so much
dodgy stuff” and she commented on the difficulty of finding original sources of
information.

5.3 Chris

The mature-aged students who participated in this study appeared to experience
particular difficulties with anxiety. They were keen to use the technology effectively
and recognised the significant role it has in education. However they had little
experience with computers and appeared to lack confidence when using them and to
have less access to peer support than did other students. The case of Chris illustrates
some of the challenges faced by mature aged students.

Chris was a mature age student who had returned to study. She rated her skill level
with computers as low and did not use computers much for general use. She indicated
that she did not feel uncomfortable with computers, however while performing the
tasks she seemed anxious and unsure of what she was doing. Chris came to the
interview with her login details written down on a piece of paper and was the only
student who did this.

Chris commented several times throughout the interview that she liked the website
and indicated that she thought it was a good idea. She claimed the site was useful as it
reinforced the material covered in class. Furthermore, it forced her to use computers
and this had increased her confidence in using them.

… I quite like it, when I give it a go - generally I like it – as long as it’s easy
enough to get into – I like it. I’ve found I do all my readings as well and in
class there is usually only about two of us who do this - so maybe they jump on
the Net and do it that way, I don’t know.

She expressed frustration in the many small difficulties that she had faced while
attempting to use the site. As a mature age, female student who had not used a
computer before the course she felt isolated in her class and the lack of readily
available support at university and home had caused problems. She suggested that a
special class for people in her situation would be beneficial.

… it took me a long time to figure out how to get into it. And I think, also,
because I am so much older that anyone else, if I had been in a group I could
have just said “well how do you get into it”, but I didn’t, I struggled and
struggled for so long, nights, and didn’t get in there and once I got in there it
was easy, but oh gee, it was so long.

In spite of these difficulties, she was determined to use the website and quietly
confident that eventually she would succeed:

I know it is very limited what I know. I would like to know more and have it all
make sense – put it all together…It doesn’t look like I do today but when I am
in there at home I can work it out.
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Chris acknowledged the benefits of online education but felt that in her situation,
with difficulties in gaining access to computers, she needed to also work in a paper-
based environment.

5.4 Elizabeth

Some students expressed irritation and annoyance with the site. Elizabeth was an
interesting case because the source of her irritation was a fundamental dislike of
working with computers. She expressed a preference for more conventional teaching
and learning environments.

Elizabeth rated her computing skill level as average and was one of the lowest
users of the Internet amongst the students interviewed. She did not indicate in the
survey that she had had any negative experiences working with computers, however
during the interview she commented several times that she did not like working with
them. She claimed that she preferred face-to-face classes, “I learn better if I have
someone explaining it to me. Even lectures - I would rather blackboard and chalk”. In
a previous unit she did an assignment in which all the work was done on the Internet,
which she had hated. She further stated that she had “little motivation when it comes
to using the Internet to learn”.

Elizabeth had accessed the site six times and claimed that she had explored the site.
There were aspects to the site that she liked:

I like that it has general information – so for the topics you can get a fairly
general rundown on the information and then it has links to go to more
detailed sites. That is one of the things I do like about it – it makes it easy to
search other areas of the Internet that is the only thing I really think, “oh, that
is good”.

However, a dislike of working in an electronic environment seemed to influence
her reactions to the site.

I think it’s really good it’s just I don’t like using it. It’s just a personal thing - I
don’t like sitting in front of a screen – I can’t learn that way – I just get really
tired and lose concentration quickly. But I think the site’s really good.

She also mentioned that accessing and finding the information on the site was a
problem and had led to some confusion, but that was mainly because of a lack of
familiarity with the site caused by infrequency of access.

Every time I go into the site I always feel like, “where do I have to go again”.
It still doesn’t register – it is not in my memory bank to go straight to that one
or straight there, because, every time I have been looking for something
different as well – so it’s not always really clear to me.

5.5 Kim

Students who gave positive comments about the unit website usually referred to the
usefulness or potential usefulness of the site for their work. The case of Kim
illustrates his comfort and satisfaction with the site as a learning environment.

Kim rated his experience with and reactions to computers as average. However, he
used the Internet every day and had accessed the unit website every week during the



8         J. Sheard and J. Lynch

semester. He was the only student interviewed who appeared to be using the website
in the manner intended by the unit teaching staff.

Our tasks are to go into each week, then each module and each topic – you
sort of follow on each week.

Kim’s use of the website appeared to be both purposeful and exploratory. He
demonstrated a good knowledge of many of the features of the website and had
contributed to the discussion topics more than was required for assessment. He
appeared confident using the website and attributed this to regular use. While using
the website and during the interview he commented that the website was well
organised and the navigation was straightforward.

… the Local Navigation in there makes it so much easier – rather than
searching for anything - it’s all there. It helps if you know what you are going
after, but to have it all in that one drop down menu makes the searching for
links here and there easier.

Kim found that the website compared favourably to other websites he had used.

Probably one of the easiest websites to use …You go to some websites and
there are icons here, there and everywhere, you have got to follow through -
here it is all there in the one place.

6 Discussion

Students who participated in this research made many positive comments about the
usefulness of the Web-based learning environment provided for them; however, they
also reported affective responses that the literature suggests would be inhibitive to
their learning. Such affective responses are of interest here because research suggests
they impact negatively on students’ acceptance and usage of new learning
environments (Davis, 1993). Addressing the causes of students’ reactions which could
adversely affect learning presents challenges to the designers and implementers of
Web-based learning environments.

6.1 Different Needs

The Web-based learning environment used in this study was designed and fully
implemented prior to the commencement of the semester by instructional developers
in consultation with the educators. This approach to provision of a Web-based
learning environment differs from other possible approaches where content is
developed incrementally, responding to the needs of the students as they progress
through their course. The approach used in this study affords the advantage of the
educator being able to think through the aims of the unit and provide high quality
information that is presented in a consistent format. Another advantage is that it
reduces the time needed during the semester to update and maintain the website.
However, although the design of such an environment is informed by the anticipated
experiences of student-users, it is teacher-centred. The educator’s control over the
form and content of the website is maximised. The design of the website is based on
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the educator’s view of how the students will use the website but this is not an easy
thing to anticipate given the diversity among student cohorts. The content of the unit
website in this study was organised into topics which were provided to summarise and
complement content covered in class each week; however, Kim was the only student
who had visited the website each week as the unit educators intended. The other
students appeared reluctant to incorporate the website into their chosen learning
space.

6.2 Competing Needs

The website used in this study made use of hyper-linking and navigation tools to
organise information so that the need to scroll down the screen would be minimised.
This design principle has become part of our popular understanding of how to build
good websites. Yet Graeme found this characteristic of the environment inhibiting:
“I’m sure there is an awful lot in there … it’s very hidden … I like to see what I’m
dealing with before I go in one at a time.” The technologies that currently
predominate in the online provision of university course materials do not afford
students any control over format. Both Graeme and Rosie were uncomfortable with
the hyperlinked environment and both expressed dissatisfaction with Web
environments more generally. No one format is going to meet the needs of all
students. Just as not all students learn effectively in a one-to-many lecture, not all
students can be expected to learn effectively in the same online environment. Digital
technologies have the potential to provide environments that can be tailored to
individual students’ needs and to offer students some choice and flexibility in the way
they engage with the content of their courses. This principle is beginning to be seen in
the provision of adaptive websites which cater for to the learning styles and needs of
individual students [17]. This type of website may be able to provide the flexibility
required to accommodate the needs of Graeme and Rosie.

6.3 Dilemmas of Motivation and Authentic Use

Common reactions to the website used in this study included the confusion,
frustration and annoyance that often accompany early encounters with new learning
environments. For most students, these inhibiting affective responses lessen as they
become more familiar with the environment. However, familiarity is difficult to gain
if use is infrequent. Unless a website is accessed regularly users tend to forget the
website structure and the location of information. Elizabeth indicated that each time
she used the website it was an effort to remember where she had been before. A
difficulty here is that most of the students appeared to access the website only when
necessary.  Students’ assessment in the unit included hurdle tasks, one of which was a
requirement to contribute to two of the discussion forums. These tasks acted as an
extrinsic motivator for students to access and explore the website.  However, in the
case of Rosie and Elizabeth, this limited use was not enough to overcome difficulties
they faced in using it

The use of mandated hurdle requirements is a common feature of university
teaching where a Web-based environment is used to complement a predominantly
face-to-face unit. However, the setting of such tasks is not unproblematic for
educators. Most educators would prefer to believe that learners’ motivation for
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accessing and exploring their online materials is intrinsic and bolstered by the value
that they gain from their online activities.  However, this would appear to be
unrealistic. Most students in this study gave no indications of any intrinsic motivation
to use the website and the use of extrinsic motivators appeared necessary to encourage
use of the website.  Graeme indicated that his motivation for using the website had
developed from the initial extrinsic requirement to a desire to contribute to online
discussions: “I am really eager to do it now, not only because we have to but because
I want to make a comment or two on the topics we are doing.” In the case of Graeme,
the provision of extrinsic motivation for developing basic skills in using the website
lead to the development of intrinsic motivation.

6.4 Overcoming Anxiety

Another reaction to the website used in this study was anxiety. This particularly
affected the students who were unsure about computers and the Web environment.
Graeme and Chris as mature age students had had very little experience with
computers and felt particularly vulnerable in a class of predominantly younger
students who they assumed had used computers extensively at school. Chris had the
added difficulty of gaining access to a computer outside class time. Confidence can
develop with familiarity and practice however this becomes difficult to achieve when
access to computers and the Web is limited or problematic. Educators need an
awareness of the possibility of these difficulties to help students overcome the initial
hurdles they may face using an environment they are unused to. Responding to
student needs is challenging and the introduction of an electronic learning
environment, which is unfamiliar to both students and educators, provides a new
range of challenges.

7 Challenges

This paper highlights a number of challenges that face those involved in the design
and implementation of Web-based learning environments, including the challenge of
catering for students with different needs (particularly in terms of learning style and
preferred modality), the challenge of motivating students to use environments that
complement face-to-face teaching, and the challenge of assisting students to
overcome initial affective responses that might inhibit their learning or cause them to
discontinue their use of the environment. When incorporating Web-based learning
environments into teaching programs it is important to recognise factors that may
inhibit their effective use.  Students bring a great diversity of experiences and
expertise to an electronic learning environment and educators should be sensitive to
these and adapt their teaching programs to cater for the needs of all students.
Addressing these issues will ultimately enhance the students learning experience.

Online environments offer the possibility of providing access to education that is
more flexible and more responsive to students’ needs. However, it is possible that
such environments, while responding to the anywhere-anytime needs of students, fail
to address the diversity in students in terms of learning style, modality preference,
computer skills and experience. Future developments in online course provision
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technology, if such technology is to facilitate truly student-centred teaching and
learning, need to be smart enuf to respond to these challenges.
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Abstract. On-line Web-based learning environments with automated feedback,
such as WebLearn [5], present subject questions to the student and evaluate
their answers to provide formative and summative assessment. With these tools,
formative learning activities such as quizzes and tests are mostly pre-planned,
since testing instruments are generated by selecting questions in a pre-specified
manner out of question banks created for the purpose. Although this approach
has been used with a significant degree of success, the real challenge to support
students’ learning is to mimic what a human instructor would do when teaching:
provide guided learning.
The main difficulty associated with creating such an ’electronic tutor’ is to
implement the required intelligent dynamic behaviour during learning. That is,
at any stage of a student’s learning session the system should take into account
his/her demonstrated cognitive level to generate the next appropriate formative
testing instrument. For students to be able to make the higher-level cognitive
contributions as they progress through a session, the system must keep a history
of students’ answers and must react accordingly. We call here that behaviour
adaptive learning by adaptive formative assessment.
We propose on this paper a strategy to implement an adaptive automated
learning system, based on establishing an incremental cognitive path from the
lowest to the highest level questions related to a concept. In the research
literature this has been often called ’cognitive scaffolding’. For our on-line
automated environment, the first hurdle has been how to define the scaffolding
and how to implement it from question banks that have not been created for this
process. Our approach is embodied in WebTutor, a ’black box’ component being
developed at RMIT University to work in combination with the generation,
presentation and feedback capabilities of the WebLearn system.

1   Introduction

Cognitive scaffolding represents what an instructor does when working with a student
"to solve a problem, carry out a task, or achieve a goal which would be beyond his
unassisted efforts" [10, pp 90]. It is generally a dynamic process, with the student
interacting with the instructor, who attempts to understand from the student responses
what the cognitive gaps are, and accordingly provide guided support to progress along
the intended learning path. Instructors do this by presenting appropriate examples to
reflect on and problems to solve, and demonstrating skills that student can imitate.
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This typically follows a "from shallower to deeper" approach, as a sequence of steps
intended to guide the student to the desired depth of understanding. The best
instructors are the ones who, during a session, follow a student’s demonstrated
progress and adapt the learning activities to promote as much as possible reflection by
the student. To do so, they present content to stimulate inquiry in the students, present
alternative points of view on a concept, raise points for consideration, and decide on
subsequent steps in the instruction. During that process, often students are asked to
perform learning activities for which they are unprepared. If that happens, a skilful
instructor follows the student’s answers and evaluates the shortcomings, and
backtracks looking for a place to start again on a firmer footing. The teacher’s model
of instruction includes a continuous evaluation of what are the difficulties with the
problem at hand, and what would be the necessary steps for helping students advance
towards their goals.
In on-line teaching and learning there is much less teacher-student face-to-face
contact than traditionally, thus changing the emphasis from a teacher-centred to a
student-centred approach [3, 8]. The main purpose of teaching is now to properly
manage the learning process rather than to transmit information in a clear and
organised manner, (a la Level 1 and Level 2 in [9]). Learning environments with
automated feedback have been used rather successfully in online learning, albeit
mostly for rote learning by focusing on drilling exercises. As discussed above,
however, creating an ’electronic tutor’ would require engaging students in appropriate
self-directed learning activities that foster question, reflection and analysis along an
incremental cognitive path. With the support of an appropriate environment, well-
structured learning tasks should induce consideration, inquiry and discovery in the
students, progressing students through their learning process to the higher levels
required for deeper learning (See for example [6, 7]).
However, on-line learning environments today are not capable of adequately
supporting learning processes in such a way. Not only they are typically restricted to
questions with a given simple format, such as Multiple Choice, Multiple Answer, or
Short (Key) Text, but they lack the human instructor’s ability to retrace steps and
dynamically change the angle of instruction based on what the student seems to have
learnt/not learnt up to that stage. We argue that an automated learning system
providing formative assessment might, to a certain extent, be able to do that if the
system keeps the history of the previous student answers during a session and decides
on what testing instrument to generate next based on what the student has already
learnt and is still required to achieve.
This issue is naturally related to Computer Adaptive Testing (CAT), where there has
been considerable research attention focused on Item Response Theory (IRT) [1]. IRT
is attractive because it is based on solid statistical foundations, and because, with the
right item bank and variance of examinees, it may be very effective for computer
based automated testing. Our interest here is not, however, adaptive testing but
adaptive learning by adaptive formative assessment. By this we mean that we intend
to endow the learning environment with the capability of guiding students through a
learning session where questions are presented as a response to their previous answers
in the session, following a strategy resembling a human instructor.
The rest of this paper is organised as follows. Section 2 presents previous research on
WebLearn, a Web-based learning environment with which WebTutor is tightly
associated. Section 3 presents the basics of Item Response Theory (IRT), a line of
research closely related to this paper. Section 4 discusses the conceptual differences
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between IRT and our line of research. Section 5 presents the proposed strategy to
establish the cognitive scaffolding for a given item bank related to a concept or
concepts. Section 6 concludes, and presents suggestions for further research.

2   WebLearn, a Web-Based Online Learning Environment

WebLearn is a WWW-based tool that supports self-learning by presenting questions
of different types and providing student with automated feedback. The system is easy
to use by non-computer experts, it is highly configurable to reflect diverse subject
objectives and personal teaching preferences and it can accommodate subjects in
many different disciplines. The system supports the teaching of ’WebLearn subjects’,
divided into modules, each divided into set of learning objectives (e.g. Bloom’s
Taxonomy of Educational Objectives, [2, 4]). Each module requires questions
addressing the learning objectives, compiled into quiz and tests question banks. For
formative assessment, WebLearn automatically generates random quizzes from the
stated learning objectives, according to the instructor’s directions, checks the answers
given by the students, and provides immediate feedback. Quiz questions can be
Multiple Choice and Multiple Answer (more than one correct answer), Short Text,
and a variety of numeric and other types with and without random generation of
parameters.
Over the last two years, WebLearn has been working in combination with Maple, a
Mathematics symbolic manipulation package. Systems such as Maple provide an
environment with which students can interact in mathematical terms, since they
include specialised ’engines’ that interpret abstract mathematical language. On the
other hand, environments such as WebLearn have been designed to present questions
to students and analyse their answers against predefined correct answers supplied by
the instructors. Our approach combines the generation, presentation and feedback
capabilities of WebLearn with the analysis capabilities of the Maple engine. When
required, WebLearn automatically generates a formative or summative  a quiz or a
test  testing instrument. Students’ answers are captured by WebLearn and fed
through Maple. The response from Maple is then caught back by WebLearn to be
analysed, massaged into an appropriate form, and fed back to the students. This
makes possible the correct evaluation of questions with no unique answer, for
example, providing proper assessment of any right answer provided by the students.
WebLearn treats Maple essentially as a 'black box', making possible to quarantine
software changes to either system. The interoperation between Maple and WebLearn
offers a wide variety of unique features, including handling of symbolic mathematics
in areas such as general calculus, differential equations, Fourier and Laplace
transforms, algebra, finite mathematics and geometry.
The development of WebTutor follows the same 'black box' approach.When
WebLearn requests the generation of a new testing instrument to present to the
students, WebTutor generates the new quiz by inspecting the student's history and
deciding on the best way forward. Currently the system uses a very simplistic
approach to make this decision, so this research intends to provide a sound strategy to
move the student along an incremental cognitive path. Thus, we are developing a
formal framework on which to base these decisions, effectively implementing the
above mentioned scaffolding. The two main problems we currently face are the
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development of appropriately graded question banks, and the provision of a set of
criteria and structures to progress students up the cognitive ladder. This paper
discusses our progress on the first one of these issues.

3   Item Response Theory

Item response Theory (IRT) was first introduced to provide a formal approach to
adaptive testing. The theory establishes how to estimate the unknown ’ability’ θ of a
student being tested with a test consisting of a number of items (questions). Each of
these items measures an aspect of the ability being estimated. Answers to an item are
assessed as correct or incorrect; the student receives a score of one for a correct
answer, zero otherwise. The main goal of IRT is to determine the true ability of an
examinee by studying the probability of a correct response to each individual item in
a test. Therefore, the primary interest of IRT is whether an examinee answered each
individual item correctly or not, rather than a total test score. The theory considers
each examinee to have a numerical ability value θ somewhere on the ability scale.
The value of θ is measured on a scale having a midpoint of zero, a unit of
measurement of one, and a range from negative to positive infinity.

Item Characteristic Curve
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Fig. 1.

Although IRT has been used for free-response items, more often automated tests
consist of multiple-choice items.  One of the main applications of IRT has been to
implement adaptive testing within an automated system by providing a carefully
chosen sequence of questions. IRT determines at each step of the testing process
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which is the best next item to be presented to a given student, provides a stopping
condition for the test, and a statistical estimation of the value of θ at the end of the
exercise. The fundamental construct of the theory is the Item Characteristic Curve,
which for each item represents the probability P(θ) that an examinee with ability θ
will give a correct answer to the item. In the case of a typical test item, this
probability will be smaller for examinees of low ability and larger for examinees of
high ability (See Figure 1).
The shape of the curve is typically a smooth S, with differences depending on the
value of some parameters. The first of these is the difficulty of the item b, determined
– somewhat arbitrarily – by the point on the θ axis where the probability P(θ)=0.5.
The second parameter is the item discrimination a, which describes to what extent an
item discriminates between examinees having abilities below and above, and close to,
b.  The discrimination parameter is often interpreted as the slope of the curve at
abscissa b, although the value is actually a/4. There are actually several models in
use – with one, two and three parameters – so this model is identified as the two-
parameter model. 
The 1-parameter model fixes the value of a=1, so there is only necessary to determine
the difficulty parameter to establish the characteristic curve for the 2-parameter
model.  The three-parameter model includes the guessing parameter c. Although this
last model lacks the mathematical elegance of the one and two parameter model –
mainly because it doesn't follow a logistic model – this third parameter c is very
important for CAT.  In automated testing, it is reasonable to assume that if students
don't know the answer to a Multiple Choice question they will attempt to guess it.
This is certainly strongly expected in the case of an examination, probably slightly
less so in a learning situation. Still, it is clear that the probability of getting a question
right is affected by the likelihood of getting it right by pure chance. For example, a
question with a true/false answer will have a 'floor' probability of being answered
right of .5; even if the examinee knows nothing about the matter he/she would be
expected to get it right 50% of the time by chance alone. Naturally, the probability of
getting it right will still increase with the value of the ability θ, the higher the value
the closer to 1 the probability of getting the question right.
The introduction of the third parameter does not change the basic shape of an item
characteristic curve, but it certainly changes some of the values, as follows:

• the new value of the lowest probability becomes c rather
than 0;

• the value of b is now the value on the θ axis where
P(θ)=(1+c)/2 (the middle point between c and 1);

• the actual value of the slope at b is a(1-c)/4.

4   IRT and Adaptive Formative Assessment

Our first step to implement adaptive learning is the definition of the scaffolding.
Although there are many similarities between IRT and the requirements for adaptive
learning, there are also important differences:
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• The value of θ under IRT is loosely defined as the ’ability’ of an examinee at the
moment of taking the test.  This is assumed to embody the knowledge and
cognitive capabilities of the examinee at the time of the test. The examinee is not
supposed to learn during the examination process. However, adaptive learning as
defined here perceives the value of θ to change as learning progresses. Actually,
our intention is not to try to determine θ•• as adaptive testing tries to do, but to
move students along an incremental cognitive path so their value of θ increases
on a particular topic.

• The discrimination parameter a is very important for adaptive testing, since it
indicates the sensitivity of the estimation of θ. Given that the purpose of the
examination is to determine the level of θ, a high value of a indicates that the
item is capable of discriminating between two very close levels of ability within a
certain range. For our purposes, though, an exact value of a is less relevant, since
the intention is not to determine the value of θ but to increase it as a result of the
learning process. In practice, however, questions are to be divided into categories,
and the discrimination parameter may be used as a decision mechanism to trigger
item selections from a higher cognitive category: a correct response to an item
close to the category edge with a high value of a may indicate that is time to
move the student to next category up.

• The difficulty parameter b is crucial to our research, specifically to create the
cognitive scaffolding based on increasing values of b. If the learning system
consists of questions with an established level of difficulty, it is possible to
progress up the learning path until a certain stopping condition occurs.

• During an examination under IRT, the sequence of items presented to an
examinee is determined by selecting, at each step in the procedure, the ’best next
item’. Intuitively, this should be:

o an item with difficulty close to the examinee’s θ value, since selecting an
item that is too easy or too hard will provide no new information about the
value of θ;

o an item with a high value of a, since it is desirable to have an item that is
most useful in discriminating between examinees with abilities close to the
unknown value θ.

For adaptive learning, however, these considerations are not that important. Students
are supposed to learn during a session, and therefore there is no fixed value of θ to
estimate in this case.  The intention is to present a sequence of items that challenge,
but don’t discourage, students. We are only interested in a reasonable estimate of the
value of θ at any stage of the learning session, to be able to make a decision about
when to move the student up the incremental cognitive path.

5   The Cognitive Ladder

In systems such as WebLearn, the question banks have not been developed with
cognitive scaffolding in mind, so regardless of how questions have been grouped they



18 G. Fernandez

need to be re-classified so the system can progress the students up the cognitive
ladder. To this end, the items in a question bank must be classified from lower to
higher in a chosen cognitive taxonomy. A question may be classified higher than
another question in a given taxonomy for different reasons, such as when the higher-
level question is perceived as harder, more abstract, or requiring a deeper
understanding than the lower-level question.  We argue that it is unreasonable to put
this classification burden on the instructor, for several reasons:

• Given that a bank used for this purpose may contain thousands of different items,
the large number of questions may be too much for an instructor to categorise.  If
more than one instructor is used, problems of consistency would arise.

• The resulting classification by an instructor would be a very subjective one, and
highly dependent of the opinion and experience of the instructor.

• Such a long and demanding task will inevitably result in an inconsistent
categorisation, even by one instructor.

Fig. 2. An item classified, a = 0.411, b = -1.273
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Regardless of the taxonomy, the only known invariant is that, given a question in a
bank, students of higher ability are more likely to answer the question correctly than
students of lower ability.  It is possible to use this invariant to automatically classify a
whole bank if the abilities of a group of students are known, or estimated by other
means.  The chosen strategy for this project was to use historic students’ results as an
estimate of their ability, and to use this information to provide a classification for the
whole item bank. It was then possible to establish a correspondence between the
estimated difficulty of the students' answers to the question banks for a first year
programming subject. Two different, parallel approaches were considered for this
project, as follows:

• The results of student tests were considered from the historical records. The
unknown ability θ of the student cohort was estimated by their subject and
examination results, and divided into categories θj. The proportion of correct
answers to total number of answers pj/mj was then established for students in
each category θj and used as an estimator of the probability value for the item
response curve. This is an estimation of the true probability P(θj), and it is
then possible to obtain corresponding pairs (θj, P(θj)) to fit the characteristic
curve and obtain the parameters a and b. This approach directly classifies
automatically all the questions in the bank. Figure 2 depicts one of the
characteristic curves obtained.

• A group of five experienced instructors was given a set of 30 questions to
categorise into five categories: from 1 (Very Easy) to 5 (Very Hard).  This gives
a reasonable estimation of the difficulty of the items in the small question sample,
with the intention to try to infer from this grading a classification for the whole
collection.  For this second approach, a Neural Network was then trained with the
values obtained from the experts, and made to classify the whole item bank based
upon the students’ results and the classification by the experts. Once the Neural
Network learns the ranking process, any number of questions can be ranked using
just their historical information.  It was then possible to automatically estimate
the value of b for each question of the whole bank.

With both approaches, different strategies are being tried on this phase:

• It is possible to consider the final subject results, or only its examination
component, as a measure of students’ ability.  Preliminary results seem to indicate
that examination marks are a better indicator than overall subject marks.

• It also remains to be determined whether the experts’ opinion is a good estimation
of the difficulty of the questions in the sample, so it may be used when there are
no historical data available.

• There are several ways of aggregating the experts’ opinion, likely to produce
different results.  Data collection and analysis is progressing in this area.

• There are also several ways of categorising students’ abilities θj, such as using
equally spaced intervals or equal population segments (quartiles, deciles and so
on).  These are also likely to produce different results.

A complete analysis of the results obtained is currently progressing.
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6    Conclusions and Further Research

Preliminary results are very encouraging. The scheme makes possible the automated
classification of the items in a question bank to implement the cognitive ladder, even
when the bank has not been developed for the purpose. The analysis of the results is
currently in progress, in an attempt to establish the best strategies to follow in the near
future. Some questions remain unresolved, in terms of the best indicator of the
students’ ability, whether the experts’ opinion and Neural Network strategy provides a
good estimator for when there is no historical results available, what is the best way
of categorising the experts’ opinion, etc. Research is progressing on these issues.
After this phase is concluded, the research will attempt to establish an appropriate
strategy to progress students up the cognitive ladder.
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Abstract. The paper describes the issues relating to the security of e-learning
systems. The security perspective in e-learning systems is often ignored. This
paper introduces the major information security issues as a primer for the re-
search being carried out by the authors into the developing of generic, baseline
information security standards for the e-learning environment.

1   Introduction

E-learning involves more than the availability of texts or lecture notes online or
merely the use of the Internet within a course. Different electronic media may be used
including computers, the Internet, intranet, CD-ROMS, DVDs, audio and video tapes,
and virtual environments.

E-learning provides a convenient and flexible learning experience that can comple-
ment or replace traditional face-to-face teaching for on campus students. For off cam-
pus students, e-learning is a more engaging and interactive method of learning than
conventional approaches such as the post and telephone. Students can work in an envi-
ronment that seems much less isolated from their lecturers and fellow students. Acces-
sibility is also improved to students with geographical or time issues. Students can
work at their own pace, have up to date course information that can revisited at any
stage and have synchronous or asynchronous contact with the unit’s staff or other
students.

Some of the key features that have been identified by (Smissen, 2002) for online
teaching and learning include:

� Easy to use;
� Platform and browser compatibility;
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� Synchronous communication;
� Asynchronous communication;
� Collaborative work;
� Online assessment;
� Result management;
� Assignment submission.

It should be noted that the security requirements of E-learning seldom appears in the
literature in relation to E-learning. But security is an important aspect of all IT sys-
tems.

2   The Australian Security Problem

A recent AusCERT Survey (Auscert, 2002) has focused upon the state of E-security
within Australia, the following is a summary of the main results:

� 67% of all organizations surveyed have been attacked in 2002 - twice the
1999 level and 35 per cent of these organizations experienced six or more in-
cidents;

� 98% of companies had experience either computer Security incidents / crime
or other forms of computer abuse (such as network scanning, theft of laptops,
employee abuse);

� of Australian organisation who were victims of computer incidents, 65% of
these attacks were from internally parties within the organisation and 89%
came from external sources;

� 43% of Australian organizations were willing to hire ex-hackers to deal with
security issues, three times more than in the US.

The survey showed that E-security and computer misuse are a major problem within
Australia. The survey showed that external attacks were the source of the majority of
attacks. An Australian Federal Government department NOIE (National Office of the
Information Economy) sponsored project tried to determine the risks associated with
the Information Economy. They determined that 43% of survey respondents were
concerned with privacy issue and 42% of survey respondents were concerned about
fraud (Allen Consultancy Group & NOIE, 2002).

These previous security studies indicate that Australia has a major problem with secu-
rity in the corporate world, there has however been no studies into the security prob-
lems that face Australian Universities. One can only guess at what level the problem
of IT security relates to Australian Universities.
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3   E-learning Technologies

Deakin University is an Australian university that is at the leading edge of using the
latest E-learning technologies. They use a number of e-learning technologies and these
include the following:

WebCT
WebCT is a web-based tool that incorporates the school’s intellectual and technical
resources to serve as a store of information and facilitate a more flexible learning
experience for students. Course notes, class news, results and other relevant materials
are kept online for individual units and updated when required.  Additional features
include: facilities for asynchronous or synchronous discussions, a whiteboard, student
tracking, internal course email and quizzes.  The WebCT folder for a particular unit is
accessible only by the teaching staff and students associated with that unit (Trondsen,
1998).

FirstClass
FirstClass is an Internet based communication system which provides real-time chat,
group conferences with threaded messaging, email, a community directory, file shar-
ing and many other useful features.  Staff and students involved in a unit have access
to meet online and communicate with each other in small, private, study groups or in
more public discussions (Deakin University, 2003).

4   Security Considerations

Security problems have arisen through the use of e-learning technologies. A number of
different situations have developed which show the weaknesses associated with the
security mechanisms underpinning the e-learning systems. The following scenarios
indicate major security flaws and suggest a poor level of Information Security being
implemented within these systems.

The security problems that the authors have found include:

Passwords – a single default method is used to generate students' passwords. The
problem is that the same simple method is used to generate thousands of students'
logins. If the method of password creation were made public it would compromise
thousands of passwords at the start of the semester. The other problem is that students
are then expected to change their default password. The problem is that there is not a
mechanism to force the students to change their password and some students use the
default password for the entire semester.

Guessing URLS – students can bypass the security authentication mechanisms by
directly guessing a URL address. For instance if a lecturer calls an assignment solution
– solution.htm and stores it in the SCC209 (unit) directory, the student can directly go
to SCC209/solution.htm page avoiding the security authentication mechanism. The
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only solution to this problem is to use abstract names for the naming of pages e.g.,
instead of solution.htm use ssdddccc.htm. An example is shown by figure 1, where a
person has directly entered the URL to an obtain an assignment solution, this action
has by passed all the security mechanisms associated with Web-ct.

Fig. 1. Direct Link to Assignment Solution

Problems with Software – the E-learning systems do not log students out of the system
when they finish. This means that another student can use the computer after the
authorized student has finished their session and gain access to their E-learning ac-
count. This allows some one to masquerade as an authenticate user and then for exam-
ple post offensive messages to other students or staff.

Non-Repudiation – the e-learning systems allow students to submit their assignments.
The problem is that the systems do not allow non-repudiation to be carried out. Staff
cannot prove that the correct student did the assignments submitted. Also, the system
also does not show that a student has tried to submit an assignment and failed e.g. a
session crashing during the upload process.

Complexity of e-learning systems – due to the complex nature of the e-learning sys-
tems novice users may mis-configure the system they are using. This means that staff
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may not set-up the security features correctly which allow students to gain access to
information that they should not have for example, assignment solutions.

Many of the security problems and weaknesses described are often not discussed by e-
learning researchers. The authors’ experiences have shown that e-learning systems are
not secure and can easily be open to abuse. Of course, the security dimension often
seems at odds with the ’open’ and flexible requirements of a university environment.
Many universities (for example, Edith Cowan University) allow a certain access to
non-students as a marketing tool.

5   The Security Issues

The Security implication of e-learning needs to be fully considered. The authors are
conducting the development of security guidelines that focus upon e-learning. These
guidelines will be focused towards the protection of systems from the user viewpoint
and administrator viewpoints.

The authors are using the baseline approach to dealing with the problems of Informa-
tion Security within e-learning. Baseline security offers an alternative to conventional
risk methods as they represent the minimally acceptable security countermeasures that
an organization should have implemented. These countermeasures are applied in a
generic manner for example; every organization should have the same baseline secu-
rity countermeasures implemented.

The advantages of using baseline methods include (Warren and Hutchinson, 2000):

� cheap to use;
� simple to use;
� no training is required to use the method;
� it is quicker than undertaking a full security review.

The authors are using this security rationalize to develop a series of baseline security
guides that will assist users of e-learning technologies as well as the staff who develop
such systems. The authors are focusing upon developing security awareness programs
for users of such systems. The research will be validated at the universities of both
authors and will be the source of future research papers.

6 Conclusion

E-learning is a powerful tool that all Australian Universities are now using. E-learning
is here to stay but the security issues and problems need still to be addressed. The
major advantage of e-learning out weighs any disadvantages relating to security prob-
lems.
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The security implication of e-learning needs to be fully considered. The authors are
developing guidelines that could have implications of all users and developers of E-
learning systems within Australia.
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Abstract. The designer of a subject was involved in creating a learning
management system for use by 1400 students, in several countries with varying
delivery modes, educational requirements and different technology
infrastructures. The learning management system described currently consists
of a CD-Rom, a Web site and a textbook. The product is utilised not only by the
learner, but also as a support to the facilitators of the learning. Database
concepts need to be adopted to ensure that the subject stored resources acquire
the attributes of a relational database. A number of advantages are provided by
way of storing educational components in a Web site as reusable objects. The
system is a work in progress. There will be a resultant reduction in the
redundancy of knowledge components of the subject and an improvement in the
production time for online courses. This paper will discuss the process involved
in the development of this learning management system.

1 Introduction

At the core of the work undertaken to create a Learning Management System is the
constant evaluation of student’s perceptions of effective teaching and learning
processes and staff review. The aim is to use available human and technological
resources to provide a quality, flexible, learning, environment for staff and students.
In particular “It is intended that the resources provided assist undergraduate students
in the early stages of their programs.  Students at this level typically have limited
work experience and practice applying taught skills in a problem-solving
context.”(Richardson et al, 2003)

The learning management system described is currently comprised of a CD-Rom, a
Web site and a textbook. The system is however a work in progress. It has been
designed to not only be used by a learner, but also as a support to the facilitators of
the learning. This was not intentional, but emerged from the fact that the
designer/manager of the subject was involved in creating a learning resource for use
by 1400 students in several countries with varying delivery modes, educational
requirements and different technology infrastructures.

Several essential factors describing the student population underpinned decisions
relating to the design of the subject. The large and diverse group of students requires
the use of various teaching processes to cater to individual learning needs.  Students
are culturally and geographically diverse. Commonalities included an interest in
business and a need for end-user high order computing skills. The fact that the unit
aims to provide students with current business computing skills and concepts is
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secondary when assessing available technologies to add to the repertoire of teaching
tools and processes.

Flexibility was an imperative to ensure a robust product as the learning spaces and
student groups varied between the locations where the subject was delivered. The
choice of applications software used for development and storage of resources affects
the delivery due to differing infrastructures and platforms. For instance, there was no
point in using Windows XP if the materials could only be used in one location. The
environmental differences also impacted on technology based design decisions. The
approach was to use an authoring tool that created a product that could be accessed by
a range of browsers and be easily portable across platforms and technologies. The
authoring software and the versions of productivity tools initially used enabled the
same product to be presented via a CDROM and/or a Web site.

The engagement of learners and facilitators to address the tasks at hand is
traditional. Problem-solving tasks in a business context bind the learning activities
and the delivery of these activities is augmented by new technology. Continual
improvements to existing resources have been built for the unit. The early adoption of
technological tools as they become available provides a rich teaching and learning
environment for the students and staff.

To mobilize the desired functionality for the subject materials a strict adherence to
a design process was required.  The initial design of the unit included a description of
content, educational processes and relevant student outcomes. Once the content was
outlined technological tools aimed at augmenting the quality of the student experience
were chosen. Each traditional use of teaching spaces and contact hours was examined
with a view to improving the quality of the student experience and augmenting or
replacing the traditional content with technologically supported media.

2 Lectures and Demonstrations

The conceptual base necessary to provide a basis for student’s understanding of end-
user computing in a business context was to be delivered in a traditional lecture
format. The content was delivered using PowerPoint and enriched via business
context case studies. As the delivery options were broadened to include CDROM and
the WEB, the focus in the lecture theatre shifted.  Time was spent interacting with the
students as they were expected to complete exercises aimed at ensuring an
understanding of conceptual material covered.

The lectures explained concepts and terminology. The case studies were used to
provide real life problems and opportunities to which end-user applications software
could provide optional solutions.  Demonstrations used the case studies to illustrate
the solutions to problems posed during lectures.  The solutions described also covered
all skills required to obtain a higher grading in the assessment tasks for the unit. The
tying of the examples provided in demonstrations to real-life problems and
assessment tasks provided an abstract linking of the different components of the unit.

Several staff was responsible for creating audio files of the lectures and
demonstrations that were stored on the CDRom. These learning activities could be
accessed by students and completed in a similar fashion to the actual lecture theatre
experience as the audio was synchronized with the PowerPoint slides.  The design of
the site enabled students to listen and type their own notes in PowerPoint.
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3 Workshops and Case Studies

Detailed instructions that could be used to create the case study FrontPage, MS Excel,
MS Word, PowerPoint and MS Access real-life solutions to problems were included
in the CDROM and WEB site as workshop exercises and samples that provided
assistance for completion of assessment tasks.  This was extended in recent versions
of the Web site and CDROM for the unit to include videos of real life business
problems.

For the last three semesters all continual assessment tasks have related to a
problem posed for one of the four case studies included in the design of the unit and
Web-based descriptions of the case studies. The assessment solutions require the
integrated use of Word, Excel, Access and PowerPoint.  Exceptional solutions created
by the students are included in the WEB site and CDROM.  This enriches the existing
case studies, provides experience of complex problem solutions and enables students
to learn from each other.

The continual improvements to existing resources built for the unit, the focus on
problem solution and the early adoption of technological tools as they become
available provide a rich teaching and learning environment for both the students and
staff.  The paradigm for both stakeholders has shifted.  Staff access resources from the
CDRom or online and in doing so can multitask and modify resources depending on
the current interactions occurring with a student group and save then modification for
later use. Students can also multitask, save modifications to existing resources and
completed work and print if required.  The system has the potential for growth as the
number of choices for staff delivery increases as well as student learning activity
choice.

4 The Learning Management System

As additional resources have been created for the subject supported by the differing
types of technology usage the site has become large and complex. Lectures can be
attended, listened to or read. Problems can be read, discussed or a case based video
watched. The book contains the concepts and theory required by end-users to enable
them to solve problems in business using standard technologies. A thorough
description of the knowledge base is accompanied by examples of the processes
utilized to solve the business problems in each chapter of the text. New problems
based on the case studies described on the CDRom are also provided. Problems posed
require the application of systems thinking tools and/or the application of software
productivity tools.  These are supported by extra resources on the CDRom.

The CDRom contains the case studies, the application based workshop activities,
problem description videos and audio and PowerPoint’s of the lectures and
demonstrations. Until now the Web site has been the continuous improvement point
replica of the CDRom.  Now the intention is to utilise the Web site to enable the staff
to schedule learning activities, choose resources and create assessment tools and
contextualising material.  The site will also be accessible for students to interact with
staff and each other, to choose resources and check on their learning.
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The effective usage of each of the resource delivery modes is slowly becoming
delineated according to effective use by staff and students. This represents a point in
time for the identification of the capacity of the technology and therefore may change.
However it also reflects staff and student needs. Over time students have become
accustomed to using a split screen and multitasking. A paradigm shift has occurred
when they accept using online workshop activity instructions which requires that they
build a web site or develop an Excel model.

5 Implementation Issues to Enable Development – A Case Study

The need for the creation of a subject development process underpinned by database
design concepts has been driven by the placement of tertiary education in the
marketplace. This has necessitated the creation of subject resources suitable for
flexible delivery modes and media. The web and CDROM technologies have been
particularly useful. As a by-product of the subject content end-user applications and
new technologies are integrated into the teaching and learning resources to inform
students of potential usage.

Time constraints imposed by the requests for variations of the course, changing
technologies and the inclusion of new technologies demand an alteration in the
subject creation process. It is not advisable to create a subject for traditional and
online delivery that is built in a top-down manner without recognition of a future need
for modification and the re-use of educational components. In order to ensure that
subject content is stored in a modular reusable fashion the design needs to be
approached in a bottom up fashion. The knowledge capability content stored in the
educational components needs to be dynamically addressable to compress the subject
design process time line.

Database concepts need to be adopted to ensure that the subject acquires the
attributes of a relational database. A number of advantages are provided by way of
storing educational components in a Web site as reusable objects. There will be a
resultant reduction in the redundancy of knowledge components of the subject and an
improvement in the production time for online courses.

6 Outcomes and Objectives

The first step in the subject design process (Figure 1) is the definition of objectives
and outcomes.  The learning objectives are set out in two categories, those specific to
the knowledge capabilities of business computing and those more general ones, the
generic capabilities. The knowledge capabilities for this subject represent the business
computing specific knowledge that would be expected of a business graduate. The
generic capabilities refer to the means by which students utilize and apply the
knowledge components required in a broader context.

The outcomes required at the conclusion of the subject include both knowledge and
broadly based generic capabilities and these are described. Specified outcomes
necessitate the application of knowledge capability components utilizing mapped
generic capability characteristics. An outcome specified for the course described in
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this case study is “Effectively use a variety of software packages widely employed in
business practice”.

The entire subject mapping process retains a focus on the learning experiences
provided for students via the description of subject outcomes, the inclusion of
education components containing generic capabilities, technological augmentation
and assessment tools that combine both. The effectiveness of the subject is
determined by the successful completion of assessment tasks.

Fig. 1. The Subject Design process

7 Mapping

7.1   Knowledge and Generic Capabilities

The education components containing the knowledge and generic capability content
required for the subject are mapped. The process of mapping the knowledge content
for end-user applications requires the collection of resources relating to the skills,
concepts and terminology needed in order to achieve specified outcomes for students.
The knowledge capabilities need to be collected in educational components and stored
in a manner that enables reuse

In a traditional delivery mode these resources may include material from
textbooks, workshop manuals and PowerPoint presentations. As part of this new
mapping process each resource chosen to be included in an educational component
needs to be matched with technologies that mimic or augment the traditional learning
experience.  In reality each resource probably needs to be stored for flexible delivery
and perhaps requires storage in a series of ways.

During a traditional subject design process the academic responsible for the subject
design and development may or may not feel ownership of the individual knowledge
component resources included. The ownership relates to the actual creation of
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resources. So usually the academic owns the design, scheduling and delivery modes
of the course.

In the new mapping process the academic is responsible for the choice of resources
to be included, the technologies to be used to provide specified modes of delivery and
the navigational pathways through a web site that mimic the traditional schedule.  The
academic designs the learning experiences required to enable the acquisition of
knowledge. These learning experiences integrate the knowledge based educational
components of a course.

The part of a subject that entails the application of knowledge in a real world
context is an important part of all learning completed and is included in the subject
map as the generic educational components. Designed outcomes for a subject become
deliverables by virtue of the use of generic capabilities. The ability to solve problems,
to build models and to communicate solutions has been mapped as educational
components of this course.

Fig. 2. Learning Object Comprised of Knowledge Based Educational Components
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7.2   Determine Content

Discipline expertise is utilized to choose topics to be included in the course. The
number and nature of topics incorporated into a subject to be undertaken over a
specified period of time is determined. This part of the design process matches the
content to the level or depth required.

A number of related skills and concepts make up an educational component, as per
Figure 2. A number of educational components make up a learning object. All are
topics abstractly linked by generic capabilities and assessment tasks.

7.3   Design Educational Experience

Learning experiences were chosen to suit the knowledge content, level of expected
achievement and generic capabilities. The academic controlling this process
incorporates knowledge expertise, educational experience and personal preference for
delivery modes into the product. Consequently the academic owns the mapping
procedure and resultant course.  The modes of delivery required for the subject impact
on the selection of technologies needed to transmit or enable learning.

Traditionally decisions relating to whether a type of learning was best delivered by
a lecture or a demonstration, or a workshop exercise were all that was necessary.
Now options are possible and another layer has been added to the decision process
due to available technologies.  Each topic within an educational component has to be
assigned a preferred delivery mode as per Figure 3.

Read Text Listen To Audio Demonstration

Workshop exercises –
Skill and Practice

Answer Questions Assessment

Fig. 3. Delivery modes

7.4   Design Assessment

The assessment is then designed and mapped across both the knowledge and generic
capability components of the course.  Attention also needs to be paid to the level or
depth of learning required by the group of students in question. Case studies were
used to perform this task and also integrated throughout the subject materials to
enhance the abstract integration and contextualisation of subject resources.
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7.5   Navigational Pathways

Once the content and learning experiences for all of the educational components for a
particular subject have been created the on-line version needs to be built. Each
learning experience is assessed and matched with a range of suitable delivery
technologies. To suit the database methodology imposed upon this process each
educational component needs to be an addressable entity in its own right. This design
enables an increased flexibility in usage as demanded by the market.

The educational components are then sequenced and combined by the navigational
pathways created for the online delivery. Order of delivery is scheduled via the
pathways of the site and content of the subject by the addressable packages. The
navigational pathways created provide alternative scheduling or flexible delivery of
knowledge content. The choice of knowledge expertise, assesment mechanisms,
scheduling and mode of delivery are designed by the academic. The envisaged
developer interface assists in the creation of Web sites underpinned by modules of
knowledge content. By replacing the traditional resource choice, collection and
development processes subject development productivity is increased. Knowledge
becomes reusable. An example of a repository map for the Business Computing
Applications Area is included as Figure 5.

The focus of the developer is maintained for complex resource development,
scheduling or ordering and the creation of integrative components for the system. The
scheduling of learning experiences to suit delivery models, the integration of
fragmented content by way of assessment mechanisms and even the creation of
knowledge components not currently available are all important tasks performed by
the developer or academic in this instance.

8 The Learning Management System – The Future

Authoring software used to develop educational Web-sites is now user friendly.  The
software however operates from an end-user perspective and all building is completed
in a top down manner.  This approach was initially effective due to two factors:

� The developer only had to manage the conceptual understanding of
the outcome desired

� The simplicity of the functionality required.
Now the complexity of the technical and functional requirements of the outcomes

or Web-sites require a database design approach be taken in the building of the
underpinning storage site for Web-sites.  The amount of resources stored has become
unwieldy in a number of instances. A bottom up approach to the design of the site
needs to be enabled.  Storage would be more ordered and easier to modify.  To enable
this it is suggested that a second interface specifically built for the developer or
academic be created. The graphical design of the end-user interface to ensure
attention to metaphors etc could then be completed in a top-down manner and
connected to the underpinning content and functionality.

At the current time the site described in this case study has a business learning
environment metaphor that is clearly articulated using Flash animated pictures for the
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Fig. 4. The Current Learning Management System

first two levels. The continuation of the metaphor to the detailed description of the
learning environments the student would traditionally be utilizing is vaguely
embedded via the backgrounds used for each of the workshops, lectures,
demonstrations, case studies and scheduling pages. The extension of the metaphor to
include the navigation via the buttons was restricted by time and technology. It is
however intended to use identified objects drawn from the context pictures in the text
to assist navigation throughout the site. These objects will also support an abstract
graphical connection between the concepts delivered in the text and the context
technology driven applications or solutions to problems on the CDRom and Web site.

Historically the building of sites in education has been predominantly completed
by educational designers (experienced end-users of applications software) who are not
working at the operational level.  The focus of development has therefore been at the
level of the interface rather than functional usability. These workers have not been
integrated by the organizational structure, project management or the description of
roles and responsibilities. As the technologies have matured the gap between those
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developing sites and those using them has become greater and hidden by the creation
of complex compliance processes and the use of technology to re-brand and market.

Attention needs to be paid to the integration of content by the application of
content in context by students to solve problems. The technology is the tool used.
The processes relate to the application rather than the structure and design of the sites.
This contextual layer of activities require academic decisions relating to delivery
mode, and learning activities

The design and usage has not been addressed from both the subject developer
(academic) and student perspective. The technology is mature enough for common
work practice processes to be recorded and utilized to inform the design of the end-
user interface. It is necessary to fragment the content and then decide on technology
usage to digitize.  This then needs to be re-built by the interaction between teachers
and students and the assessment tasks. Figure 6 depicts the intention for the system
under construction.

9 Conclusion

At the time of writing this paper the components of the learning management system
for the introductory end-user computing subject are built. The design for the
underpinning of a web-site comprised of learning objects is also complete. The next
step is to tag the learning objects to enable a search engine to operate at the web-site
level.  The database layer description and the course developer interface also need to
be created.  As the system has developed the type of resource to be stored in any part
of the system has been attached to effective usage.  The distinctions between the types
of resources to be stored traditionally, or as learning objects in digitized means or
merely as transient communication is becoming clearer. Figure 4 illustrates the
knowledge base that can be developed as re-usable objects. The illustration also
identifies the components of the system to be stored traditionally and the components
of the system that need to be altered for delivery of the resource into different
contexts.
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Abstract. Wireless technology can enhance the Web-based learning applica-
tions with efficiency and effectiveness. This paper presents the design and im-
plementation of a novel Wireless Web-based Learning system (called Wireless
AnyServer) that enables web-based learning system to be accessed in the wire-
less communication environment.
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1   Introduction

Web-based learning systems become the main trend for e-learning environment and
help the learning process of students with efficiency and convenience. Web-based
learning, on the one hand, possesses vast information base that may play a major role
in enriching educational resources. On the other hand, greatly improve the quality of
traditional teaching by providing efficient and fast way of resource detection, access-
ing and sharing. There are many well-known systems existing in the market, such as
WebCT platform [6, 7] that provides students with web-learning environment for ac-
cessing various course materials.

However, web-based learning still requires lecturers or students to approach to those
online systems in order to receive the helps or access the information resource. When
applying in real environment, such as in the large conference theaters, large recreation
centers etc, the learning or training process may not have the fixed network connec-
tion for web accessing. In this situation, wireless accessing to the learning information
resources becomes necessary. Based on our intelligent platform AnyServer, this paper
presents a novel system (called Wireless AnyServer) using wireless connection and
accessing to enable the web-based system to be accessed through wireless devices
such as PDA or laptop. Therefore, both instructors and students can interactively ac-
cess/share the course information and resource in the motion without physically rely-
ing on fixed the internet or machines. This is particularly convenient for instructors
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and students to interact with the on-line teaching / learning resource in the mobility.
For instance, when students are in the campus area, they can retrieve the course mate-
rials through the Palm or PDA.

The rest of this paper is organized as follows: Section 2 gives the background infor-
mation and supporting technology of the system. Section 3 discusses the detailed
system design and implementation using ad-hoc wireless connections. Section 4 in-
troduces a pilot system we are currently using and testing for the teaching at City
University of Hong Kong and we conclude the paper in the final section.

2   Background Information and Supporting Technology

2.1   Wireless Technology

Wireless LAN standard is provided in the IEEE802.11 specification [2], it first relies
on the Physical Layer to define the modulation and signaling characteristic for the
sake of data transfer. IEEE802.11b defines two distinct modes of MAC layer [2, 3]:
the Infrastructure network and the ad-hoc network. Infrastructure network may re-
quire the device to access wireless network through calling access point and then the
traffic from the mobile radio signal is transferred to the wired network. In ad hoc net-
work, peer mobile nodes communicate through mutual connection of wireless LAN
card. A simple network is formed and the communication channels are established
between the multiple hop devices in a given coverage range without the use of wire-
less access point [3]. IEEE802.11 wireless technology offers the following advantages
[4]: (1) appliance interoperability; (2) faster product development; (3) stable future
migration; (4) price reductions and (5) avoiding incompatibility.

2.2   AnyServer [9]

AnyServer is an intelligent platform that provides smart information and system inte-
grations. It allows users with an easy way for the organization and management of in-
formation base such as teaching materials in a semantically way and enables multi-
media documents and different software to be organized/synthesized under the same
platform. Various documents in the form of MS Word, MS PowerPoint, PDF, video
clips, audio, executable files etc. can be easily integrated and presented in AnyServer.
AnyServer not only synthesizes the information but also sets links for the entities and
concepts within the information objects.  To make the system easy to use, the inter-
face design of the AnyServer applies the similar interface such as Windows Explorer
and allows the information nodes in the branch to communicate with each other; this
is different from Windows Explorer in which the different files are just physically in-
tegrated together whereas files cannot communicate with each other.
In particular, AnyServer organizes the teaching materials into a tree structure. The
tree in the server not only provides the text-based descriptions for each node, but also
indicates the relationships (associations) among all nodes on the tree. The associations
are established by adopting the conceptual network [1], which is used to model and
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express the internal relationships among objects (concepts). In order to facilitate the
students to effectively and efficiently access and study the materials, the concept as-
sociation mechanism has been designed and implemented by specifying the overall
picture of the study paths through various concepts. Thus, AnyServer enables educa-
tors to organize and associate their course materials semantically and logically
through tree structures by simply adding/deleting/editing the tree nodes, a set of
common primitive operations have been implemented such as CREATE(),
DELETE(), MERGE() and SPLIT() for the tree nodes. With these operations, we can
integrate different information objects together to form a single semantic and rela-
tional structure.

With the intelligent information/system, AnyServer has been implemented with effi-
cient web-mapping mechanism. With WebMapping subsystem, once the teaching in-
formation is installed or integrated into AnyServer, with the help of WebMapping, the
integrated material can be easily shift to web server for custom presentations.

3   Overall System Architecture

Wireless AnyServer is a 3-tier system: 1st tier: the mobile clients; 2nd tier: the ad-hoc
front ends that provide connection to the mobile clients; and 3rd tier: the web-
intelligent server: AnyServer. In the following, first we briefly illustrate Wireless
AnyServer in terms of client and front-end design and we finally show a pilot system
that we have implemented at the moment.

3.1   Wireless AnyServer

Wireless AnyServer can be installed into a laptop that becomes an ad-hoc front end.
The overall architecture of Wireless AnyServer is shown in Fig. 1 in which both in-
structors and students can work in two ways of connections, i.e., through connection
to servers in the wired network or ad-hoc multi-hop connections to Wireless Any-
Server Front-end that is installed with customized information. Wireless AnyServer
supports two different kinds of modes of wireless accessing to the information: (1)
through mobile connection while the mobile nodes connect to the servers which is
fixed in the locations (such as in a large conference room, thereat etc); (2) Ad-hoc
mode where the nodes may use multi-hop connections to access the learning material
through front end system.

At the client side, students can use thin client devices such as PDA or laptop to access
the Wireless AnyServer front-end through multi-hop connections. The front-end can
be a laptop equipped with wireless LAN card and it can be further customized with
specific information resource with local installation or connected to the Internet.
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Fig. 1. System Overview of Wireless AnyServer

3.2   Client and Front End Connection

Based on IEEE802.11 standard, the wireless connection can be supported through two
different kinds of modes: (1) Infrastructure mode that has the involvement of wireless
access point to front end or (2) Ad hoc mode that relies on the ad-hoc connection
from one hop to another directly. We focus on the second approach as it offers easy
implementation and instant connection flexibility without the need to establish a
wireless infrastructure like access point.

For the ad hoc network, one has to set up the establishment of ad hoc network ID in-
side the each device wireless LAN card (see Figs. 2 and 3). When considering the use
of PDA and Pocket PC (applied in our applications), the effective range of controller
application actually depends on the wireless LAN coverage area. The overall
IEEE802.11b wireless range is around 100m in an open area [2], it guarantees that the
mobile client can function at any position in a large lecture or conference room.
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Fig. 2. Configuration in Ad Hoc mode with Network ID to “ANY” in desktop PC

We use Win CE and Pocket PC as the implementation OS with applying WinSock [8]
Window component and eMbedded Visual Basic [5] for system developments. Fig. 4
shows the communication architecture between PDA and front-end using a TCP port.

When an application in PDA needs to send message to the laptop, it transmits the data
through the TCP port. Through the MAC layer of the PDA driver, the data will be
processed to fit the signal specification of IEEE802.11b in the Ad Hoc Mode. When
the front-end device wireless LAN card receives the signal and assembles it back to
computer digital data, the upper application finally collects that data through TCP
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port. The corresponding source codes concerning the connection between 2 devices
are shown in Fig. 5.

Fig. 3. Configuration Ad Hoc mode with Network ID to “ANY” in Pocket PC

2.4G Hz wireless signal

PDA

IEEE802.11b Ad Hoc
Mode

Port:2222Port:2222

2.4G Hz wireless signal

Fig. 4. Ad-hoc Connection Architecture
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Private Sub Connect()

        W1.Protocol = sckTCPProtocol

        W1.RemotePort = SOCKET_PORT
        W1.RemoteHost = SERVER_ADDR

        W1.Connect

End Sub

Private Sub W1_ConnectionRequest(ByVal requestID
As Long)

    If W1.State <> sckClosed Then
W1.Close

   End If
   W1.Accept requestID

Comment
When connected by the PDA, the database tree
structure will send to PDA
/Comment

  Call TreeFlatten
End Sub

Codes in PDA to connect the Laptop Codes in Laptop to receive PDA request

Fig. 5. Source Codes of Making Connection between 2 devices

On the PDA side, when the subroutine Connect() is initialized, the WinSock [8] com-
ponent in  eMbedded Visual Basic is used. It is first set to use TCP connection and the
remote network address and the corresponding port number is assigned to the Win-
Sock component. Finally, the codes call the Connect Method in WinSock to start the
connecting process. On the Laptop side, after the data is transferred through the wire-
less ad hoc mode network and received at Laptop, the corresponding WinSock event
method W1_ConnetionRequest() is initialized. In the method, it first checks current
WinSock component is in used or not, then it accepts the connection request made by
the PDA. Finally, the data processing method TreeFlatten() is called to analyze the
incoming data as shown in Fig. 5.

Fig. 6 shows the thin client interface in which the tree structure of AnyServer has
been downloaded into the PDA screen. The thin client interface can be used for both
instructors and students. An instructor can use the thin client to control the display
and an action of the front-end. On the other hand, the students may use the thin client
device to browse the text outline of study material and perform some interactive tasks
with the front-end (e.g. asking questions). In general, users can choose the PDA
working mode through downloading the contents from Wireless AnySever or work in
the interactive way with the front-end system to interact with each other. In the later
mode, using PDA interface may control the ad-hoc node to show the message in the
front-end or send a command to the front-end for some actions.

Since the thin client (PDA, Palm or mobile phone) has very limited resource (less
memory and small screen), it is difficult to transfer the entire tree structure informa-
tion from internet or front-end to the thin client device screen for presentation. There-
fore, the notations and management of the course information in a concise way are es-
sential. To solve the problem, we have designed a XML form tree markup representa-
tion. As a result, the entire tree representation will be marshalling into the text list that
is easy to transmit in the narrow band wireless network. Fig. 7. gives an example how
a course lectures are represented with tree markup tags.
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Fig. 6. Thin client tree format presentation

<Tree>({Lecture 1|C.0}{Lecture 2|C.1}({Lab Note|C.1.0}{Tutorial Note|C.1.1}))</Tree>

XML-like tag embraced
entire tree list

 A Node structure
embraced in {}

Node Name displayed in
screen

Key to uniquely
idtentified a node

Fig. 7. Example of text list of tree content

When the tree information is retrieved, the corresponding data will be marshaled by a
series of layout. According to the layout showing in Fig. 7, the entire tree list is em-
bedded in the tag format of <Tree>… </Tree> and each tree node is embraced in the
parenthesis. The node name and node key will be separated by a pile and the nodes of
sub tree list are further included in an additional rounded parenthesis. Through this
marshalling scheme, the entire tree formation can be marshaled and sent to the thin
client. After unmarshalling at the PDA side for instance, the tree list will be then re-
formatted on the PDA screen.
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3.3   A Pilot System: Remote Slideshows Controller

Currently we have implemented a pilot system using PDA to access the remote
teaching slides of courses (powerpoint). With the system, during the lecture in a large
theatre, a lecturer is able to easily control the slide transformation. Thus, the lecturer
may approach students who may need help, or provide the direct guidance without
going back to the machine to control the overhead projector for showing the slides.
Besides, this application is also interested to the lecturer who may need to teach the
students in different lecture rooms. Through this technology, we actually arouse the
student learning interests at the City University of Hong Kong by increasing the class
interactivity between students and instructors. On the other hand, if the students bring
back their laptops, they may even download the on-line learning material on spot
from the front-end through ad-hoc wireless connection.

4   Conclusions and Future Works

We have designed and implemented a pilot wireless web-based e-learning system us-
ing the ad-hoc mode of IEEE802.11b standard communication in our intelligent plat-
form AnyServer. The wireless systems can facilitate web-based learning with more
flexibility and easy accessing the teaching materials for users. Thus, adopting the
state-of-the-art wireless technology can greatly improve the accessing efficiency and
convenience. Currently, we are working on the process to develop the Wireless Any-
Server into an interactive system which is a kind of wireless chartroom that enables
the students to interact with instructors directly without interrupting the teaching pro-
cess of instructors. Furthermore, the features of handling multimedia teaching mate-
rial to present into the thin client mobile device are also under the development.
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Abstract. This paper presents an intelligent Information (course materials)
Management System, (called AnyServer) which can serve as an Web based
Learning platform (WLP) and enable course educators to easily manage and
organize their teaching materials into conceptual and semantic associations
among “pieces-wise of knowledge” and publish their materials in web in a
“well-organized” format. Our platform is different from the traditional web-
based learning tools in the sense that educators can dynamically organize the
teaching knowledge with tools in AnyServer and then convert the teaching
materials into web-publishing materials with easy way. The interfaces and the
features of the systems are very sophisticated, flexible and enable users to
effectively navigate the materials and search for the learning material to their
needs.

Keywords: Web based Learning platform; Information system; e-Learning;
Internet Intelligent System.

1 Introduction

In the traditional learning pattern, educators have to act as an active role to publish the
course materials so as the students can access through downloading or some simple
searching mechanism. Through the downloaded notes, the students normally read the
notes page by page for learning. However, this kind of learning pattern is passive and
only suitable for the students who have sufficient time to study page by page. If the
students intend to learn particular concepts only, they have to hurry to search all
related concepts without going through all course notes. For example, if a user intends
to learn a concept A only, but the concept A will refer to another concept B. Then one
has to search the concept B from his notes or other ways while learning the concept A
if there is no association mechanism is built. It is usual that one concept often
associates many other concepts and the concept associations are not explicitly
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indicated. Consequently, there is no clear picture for the study paths and the concepts
for given materials. The searching and setting up the associations may overwhelm or
even confuse students’ study life. In the worst case, the students may give up using
these tools.

In order to facilitate the students to effectively and efficiently study the materials
with the clear picture of the study paths, we designed and implemented an
Information Management System (called AnyServer) and a Web-based Learning
Platform (WLP) with concept associations. AnyServer enables educators to organize
and associate their course materials semantically and logically through tree structures
by simply adding/deleting/editing the tree nodes. The formatted material through
AnyServer thus may be published to the web with easy tools provided by WLP
backend system. The WLP front-end thus is an environment for students to access the
teaching materials with convenience and efficiency. Students may study those course
materials from Web with additional personalized or customized services. Figure 1
illustrates the overview of our prototype e-learning system.
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Fig. 1. Overview of our e-learning system

2 Overview the System

AnyServer is such a system that provide users with easy organization and
management for course materials in a semantically way. It enables multimedia
documents and different software to be organized under the same root – i.e., in the
same platform such as the documents in the form of MS Word, MS PowerPoint, PDF,
video clips, audio, executable files etc. To make the system easy to use, the interface
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design of the AnyServer applies the similar interface of Windows Explorer. However,
AnyServer allows the information nodes in the branch to communicate with each
other, this is different from Windows Explorer in which the different files are just put
together whereas files cannot communicate with each other basically.

AnyServer is able to organize and synthesize the teaching materials and various
systems into an integrated tree structure. The tree in the AnyServer does not only
provide the text-based descriptions of the associated tree node like file path, last
modified date and access modes, but also includes the relationships (associations)
among all nodes on the tree. The associations are established by adopting Conceptual
network, which was proposed by [1]. Moreover, the integrities of the associations
among nodes are maintained through a set of pre-defined and user-defined rules. The
idea of the integrity maintenance is more or less same as the idea in the database
management system. Conceptual network is used to model and express the internal
relationships among objective objects (concepts). In this paper, the terms of
information entity and concept are used interchangeably.

The tree nodes either associate with local resources or remote resources. The
remote resources are located on remote machines that may not under the educator’s
control. For those remote resources, some communication/transport protocols and
authentication mechanisms are required to make the resources accessible. Using
which communication protocols for accessing the resources from the AnyServer
depends on what communication protocols are used at the remote machine. The
common protocols are FTP, HTTP, SOAP and RPC. Therefore, the protocol for
accessing one node’s resources may be different from each other’s. In order to
achieve the access transparency, AnyServer is proposed to enable users to access
every node using the same set of operations regardless of the locations of the
resources once the node is created. In the phase of node creation, the user must
provide the information (e.g. location, authentication information, resource name,
protocol used at the remote machine) for accessing the new resource with the help of
wizard. After the node has been created, all operations of this node are mostly
identical to the others. In this paper, the detailed design and implementation of the
resource access will not be discussed.

Apart from organizing information semantically, AnyServer can act as an
information browser which can recognize the type of the selected information and
display them appropriately. At the current development stage, AnyServer can present
and playback the most common file and multimedia documents like MS Word, MS
PowerPoint, FLASH, PDF and video stream etc. For those files that are composed of
text, they can be converted to artificial speech using Text-To-Speech (TTS)
technology. Currently, AnyServer supports both English and Mandarin. This feature
enables the users to have an alternative way to browse (i.e. listen to) the selected
information by voice. Since the different kinds of information are organized as a set
of trees structure thus AnyServer provides a set of common primitive operations such
as CREATE(), DELETE(), MERGE() and SPLIT() for the tree nodes. With these
operations, we can integrate difference information objects together to form a single
semantic and relational structure.
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Fig. 2. The main panel of the AnyServer

2.1   Framework of AnyServer

The AnyServer can be divided into three layers: Presentation, Functional and
Database. MS Visual Basic 6 is mainly used for implementing the prototype of the
AnyServer.

Fig. 3. The framework of the AnyServer in three-tires

2.1.1   Presentation Layer and Functional Layer
In AnyServer, the user interface is divided into several user controllers. Each user
controller has its own interface and is also responsible for handling the events
triggered within the controller. Therefore, each controller has its separated functional
modules to perform the corresponding functionalities related to the controller. If the
functional module changes the shared resources such as the content and the
associations, the changes will be reflected on the InformationTree which is shared
among all controllers. Figure 4 shows the interactions and the relationships among all
components in  AnyServer.
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Fig. 4. User controls in the AnyServer

At the current development stage, three user controls are defined: InformationTree,
PPTControl and RegistryControl. Each user control can communicate with each other
through the published APIs. The RegistryControl acts as the directory that records the
name and reference of every control in the main form. If one control intends to call a
method in another control, it contacts the RegistryControl to get the references of the
callee control first.
� InformationTree: This control customizes the TreeView control. The user interface

of this control and most events associated with this control are similar to the tree in
the Windows Explorer. When we right-click on the node, the context menu pops
up and let the user to quickly select options such as Cut, Copy, Delete, Rename and
Properties etc. The options in the context menu may be different for node to node
because different nodes may associate with different objects that have their own
properties and actions.

� Multiple ObjectHandler: Since different objects have different properties and
behaviors, different program modules are required to handle different objects. For
example, when we want to initiate/create a PPT object, PPTHandler is called to
process the corresponding tasks. If we want to create a PDF object, PDFHandler is
called instead. Those handlers are extended from the ObjectHandler that provides
common methods and properties for all other specific handlers that extend from it.

� PPTHandler: PPTHandler is one of the specific handlers extended from the
ObjectHandler. It processes all operations related to Power Point file. Here is the
example of showing how a PPT file is added on the InformationTree: When a user
created a PPT file as a node, AnyServer will create a folder named as the prefix of
the file name and automatically split the PPT slides into leaf nodes under that
folder. For example, with the file fold CS5301, if one wants to create a PPT objects
under the course name CS5301 folder, one can click the creation menu to add a
node named “CS5301” and then right-click the CS5301 folder and choose “new”.
After specifying the path of the PPT file called Lecture_1.ppt, AnyServer
automatically generates the Lecture_1 folder and the leaf nodes (Slide_1 to
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Slide_n). AnyServer can also analyze and extract the text in the PPT slide. To
formulate the text file enables text mining and also serve as the source for TTS
(text-to-speech) subsystem (to be introduced later) to read the contents of the
slides.
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Fig. 5. ObjectHandler and its subclasses

� PPTControl: This control is specifically for displaying the user interface and
manipulating the PPT slides. The operations include: 1) slide preview; 2)
configuring of the relationships among slides and 3) changing the logical order of
the slides.

2.2   Database Layer (DBHandler)

This layer (class) is responsible for directly manipulating the database. All controls in
the presentation layer do not manipulate the database directly; they must submit the
request to the DBHandler for executing the corresponding operations on behalf of the
controls. The advantages with the DBHandler can be illustrated as following:
� The user controls do not need to deal with the communication with the database.

Thus the database is transparent to the users so that the database can be protected.
� To minimize the number of changes on the controls if the database design is

changed. The database thus is de-coupled from the user interface to maintain the
integrity of the database system.

� The database implementation can be concealed. For example, if a node is deleted
from the InformationTree, the DBHandler may decide to either delete that node
permanently from the database or set the status of that node is “deleted”.

3 Web-Based Learning Platform

The Web-based Learning Platform (WLP) provides the environment for users
(students) to browse information (course materials) using Web browsers. The WLP
serves as front-end system and allows e-learning system to be installed in the web. It
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also relies on technology of ASP.NET and the database system that is shared by both
the AnyServer and the WLP.
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Fig. 6. The Web-based Learning Platform

The figure above illustrates the design of the WLP. After the instructors have
prepared and processed their course materials using AnyServer, all course information
and the associations are stored in the central database. When a student uses a Web
browser to access a main page (index.htm) of the WPL and successfully logon, the
ASP.NET pages are invoked to process the requests for that user. Since the WPL
provides personalized service for each user (student), different authorized users will
have different access right for reviewing the contents of the web pages. This is usual
that different students have their own habits and progress-speed of learning, so that it
is inappropriate to make a system that treats all users as the same. Therefore,
personalized services are required for the effective and efficient e-learning system.
The personalized service subsystem includes:
1. The customized layout and style of content pages;
2. The personal information of the user;
3. The information of people who are related to the user;
4. The progress of the e-learning study of the user;
5. The personalized course materials which are delivered based on the past

progress and the knowledge level of the user;
6. The personal notes written by the user;
7. The personal bookmarks of the course materials;
8. The recommended course materials suggested by the WLP. The

recommendation is based on the past progress and the past results of the user.
The recommendation is also represented in a graph, which can give the visual
overview of the past and the future study paths to the user.
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Fig. 7. Web-based interface for e-learning

Figure 7 shows the preliminary layout of the personalized content page. The page
shows the content of the course materials in a tree structure at the left-hand side. The
contents can be any types that can be displayed or interpreted by the Web browser and
they are organized semantically. The Search function is also provided to search the
keywords and their associations. The figure also shows that the page contains some
other kinds of personal information like name cards, upcoming conferences and
papers published. Another two special features are Import and Export which are
explained in the followings:

Import: This feature allows the user to upload data files which must be supported
by the WLP. Then the WLP recognizes the types of the files and validates the file
contents. If the files are supported and validated without errors, the WLP integrates
the import files with the existing contents. For example, a user may get a course
material in PPT format from a third party and he wishes to access it anytime and
anywhere. In this case, one may import that MS PowerPoint file to the WLP which
integrates it with the existing contents and makes the PPT be a part of the tree.

Export: This feature enables the user to export the information such as course
materials, personal information and the tree structure into certain supported formats
and lets the user download it. For example, the user may export the tree structure into
a XML file and export the personal information into a Web page, so that one may
save those exported files and customize for one’s own purposes.



54 P.O. Au et al.

Fig. 8. The search page: the search results are still maintained in a semantic structure

4 Conclusions

We have presented an integrated e-learning systems that supported by dynamic
information management and web-based development systems, targeting at the help
for both educators and students to easily prepare the course materials and effectively
search contents respectively. In fact, the two systems can be used independently.
AnyServer system provides the environment for instructors to easily manage and
semantically organize their course materials. WLP provides the personalized web-
based services for students to learn effectively and efficiently. The prototype of the
system is under the development and we are currently using the system in City
University for several thousands of students to access.
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Abstract. This paper describes our experiences in developing and run-
ning the WebCMS course management system in the School of Computer
Science and Engineering (CSE) at the University of New South Wales.
We analyse the usage of the system via a range of techniques, draw some
conclusions on its current usage, and suggest some future directions for
the project.

1 Introduction

WebCMS [3] is a course management system that allows lecturers to create
courses and manage student- and course-related matters through a web-based
interface backed by a centralised database. It was developed in the School of
Computer Science and Engineering (CSE) at the University of New South Wales
as a replacement for and extension of a suite of X-windows-based class manage-
ment tools also developed in CSE. One aim was to provide the convenience of
web-access to class records. Another was to see precisely how difficult it would
be to build a system similar to WebCT, but tailored for local needs. The system
is built on top of an Apache/PHP/MiniSQL platform.

WebCMS was installed in July 2001 and has been used by 35 courses since
then. The system has not been promoted as an official teaching tool within the
School nor have we conducted any training in how to use the system. All usage
has been by staff interested in what the system might provide, and most have
kept using it.

The system provides a wide variety of functionality (including a Group Man-
agement Tool, a MessageBoard, and templating mechanism for writing course
introductions). This paper aims to analyse how this functionality is actually be-
ing used, to gauge the success of the system thus far, and to use this as a basis
for suggesting future changes.

The remainder of the paper is structured as follows: section 2 provides an
overview of the functionality of WebCMS; section 3 describes our experiences in
developing and users’ experiences in using the system; section 4 discusses current
usage of the system; and section 5 concludes what we have learned and suggests
directions for future development.
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Fig. 1. Course Main Homepage

2 Overview of WebCMS

In this section, we summarise the functionality of WebCMS; further details may
be found in [4].

WebCMS users are broadly categorised as staff and students, with sub-classes
of staff such as lecturer-in-charge and tutor. WebCMS aims to allow lecturers to
produce a course website in a style similar to existing CSE course websites, but
with minimal effort. Since WebCMS promotes a common look-and-feel across
all course websites, students find the website of a new course instantly famil-
iar and can access relevant information with little effort. In addition to effort
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minimisation, WebCMS provides interaction features (such as a NoticeBoard
and MessageBoard) that were previously only available on course web sites in
an ad hoc fashion and with considerable effort by the course staff. An example
WebCMS course page is shown in Figure 1. All course websites are displayed
via a sidebar menu, with a main frame for displaying content and carrying out
interactions. The following are the main features of WebCMS:

Course Creation. The course website is created by the lecturer-in-charge of
the course. This involves simply supplying a name and course code and selecting
a colour. After this, a basic website is immediately available, with tools such as
NoticeBoard and Calendar.

Course Look and Feel. WebCMS provides an interface for limited customi-
sation of course Web pages. Lecturers can select a colour scheme to be carried
throughout the web site, and can select which tools and other links appear in
the sidebar menu.

Course Content Management. WebCMS allows course material such as lec-
ture notes, tutorial questions/solutions and laboratory exercises to be integrated
into a website either by uploading them into a central file store or by setting up
links to material stored elsewhere. Some kinds of material (e.g. course introduc-
tions) can be generated via a template and stored in the WebCMS database.

Notice Board. This allows lecturers to post messages of interest to the class.
The NoticeBoard appears in the main frame when students initially access the
course website (see Figure 1).

Calendar. This allows staff to post information about class events (such as
assignment due dates). WebCMS displays a list of these events along with the
number of days remaining before each event.

Student Management (WebSMS). WebSMS provides four major compo-
nents for lecturers to manage and track student assessment. The Student com-
ponent allows staff to add, delete and search for students in the class list. The
Assessment Item component allows staff to store details of graded classwork (e.g.
assignments), including various styles of grading or marking, and validation con-
straints on the values that can be entered. The Assessment component enables
staff to update student results on the assessment items. The Final Mark compo-
nent allows lecturers to generate final course marks by defining an overall mark
formula and by scaling marks with an interactive graph-based scaling system.

Group Management (WebGMS). WebGMS provides facilities for creating
and managing project groups for courses that run group-based assignment work.
Students create and register groups online. Once a group is created all members
of the group have access to shared group website under the class website where
they have a range of private facilities for managing group work (e.g. noticeboard,
calendar, todo list, and a web-based interface to CVS for managing software de-
velopment). Staff initially set group size limits and a registration timetable. As
groups begin to use their sites, staff can monitor their progress via simple activ-
ity indicators such as number of intra-group messages.
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Message Board. An asynchronous threaded discussion board provides means
for students and staff to engage in collaborative exchange about topics in the
course. This allows staff to answer common questions in a well-defined forum to
reduce the number of repeated questions that arise in a forum such as one-to-one
email. All posters on the MessageBoard need to be authenticated.

Tool Incorporation. A tool is a feature supplied by WebCMS that provides a
specific service such as Message Board or Group Management. It can be incor-
porated into any course. A particular tool may not be appropriate in all courses,
and so WebCMS provides a facility enabling lecturers to add/delete these tools
when necessary.

The above features/modules form the basis for the original WebCMS system
that is analysed later in this paper. New modules for on-line marking, running
multiple-choice quizzes, and allowing class registration will be discussed in Sec-
tions 3.4-3.6.

3 Experiences

WebCMS was developed by the first author during March-June 2001. It was
first deployed in the UNSW semester from July-November 2001, and used by
one course (taught by the second author). After this initial trial, it has been
steadily adopted by more courses, and, in the current semester (March-June
2003), is being used by 10 courses, some for the third time. The courses range
from first-year classes with enrolments of over 700 to specialist postgraduate
courses with enrolments of less than 20. The students in CSE come from a range
of backgrounds, including widely different skill levels with computer technology
and many different ethnic backgrounds.

This section analyses the current usage of the WebCMS, as well as giv-
ing details of ongoing developments. Feedback on usage was obtained in
three ways: questionnaire, web server access log analysis, and informal sugges-
tions/comments given by users. The questionnaires were administered in March
2003 with the aim of discovering the system’s accessibility, tool effectiveness and
usability, and collecting other general comments. WebCMS runs on its own web
server and the access log was available for the period April 2002 to March 2003
(comprising over 700MB of data). We used both ordinary statistical analysis as
well as data mining on the log to ascertain usage patterns. This is discussed
in detail in section 3.7. The informal comments from users were drawn from a
number of different sources, including email, face-to-face discussions, and com-
ments on MessageBoards where topics had been set up specifically to discuss
WebCMS.

3.1 Message Board (Bulletin Board)

The MessageBoard has been used extensively and is incorporated in most
WebCMS-based courses. It is largely used by students to post/answer questions
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on assessment-related matters such as assignments, projects and lab exercises,
and other course-related matters such as looking for group members, reporting
bugs, etc. For lecturers, it provides a common area for them to answer student
questions (similarly to an FAQ), saving them from having to repeatedly answer
similar questions. 71% of respondents agreed that Message Board provides mean
for students to collaborate with lecturers apart from using email. 87% of respon-
dents agreed that Message Board provides a way for students to share knowledge
with each other. Students also reported that they always find the answer they
want in the Message Board. However, there are some students who do not read
the existing messages before posting a question, resulting in repeated messages
in the Message Board as noted by one respondent the respondents:

“There seems to be a lot of repeat messages, because people don’t read other
ones first...”

One possible solution is to include a filtering feature to check whether a message
is similar to any current messages and display these messages to the poster. If
they think that none of these messages is similar to the one they want to post,
then they can proceed in posting the message.

A new feature added to the Message Board in response to user requests
was a notification service where users can opt to have new messages emailed to
them. The email contains the message itself, along with a hyperlink referring to
a WebCMS page where the user can view and reply to the message. A future
improvement (suggested by users) is to allow users to add filters to restrict
notification only to messages of a certain kind e.g. messages on a certain topic,
or responses from the course staff.

“Email notification is great, but it would be nice to be able to ignore certain
thread.”

“Email notification for responses to selected thread.”

A variation on this would be to modify the way messages are presented on
WebCMS course websites, e.g.

“Highlight messages posted by the lecturer and tutors as they are the most
newsworthy.”

There are several limitations in the Message Board: it uses only a two-level
hierarchy (a list of broad topics, and a list of messages within each topic); and,
the searching system does not provide sufficient recall. The rationale for using
a two-level hierarchy was that users would be likely to “lose themselves” in a
deeply nested hierarchy. However, feedback from users suggests that the two-level
hierarchy causes problems with topics becoming too large (too many messages).
Converting the system to use a multi-level hierarchy is relatively straightforward
because of the data structures used in the original implementation.

“Once you get above 30 or so messages on a topic, it is too hard to find
relevant questions, so you start to get people asking questions that have already

been answered.”
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“The current topic/category structure breaks down a bit when you’ve got a
large number of posts under a topic. e.g. a topic like Assignment 2 accumulates

a large number of posts around the assignment deadline, and it gets quite
annoying for ppl looking at the messageboard for answers to click through post

looking for what they want.”

Analysis on the web server log revealed that of those people who accessed the
Message Board, only 1% of them have used the search mechanism provided.
One possible reason for this might be that the current search mechanism al-
lows searching based only on the poster and the message title. A better search
mechanism would clearly include content-based search. However this will need
to wait until the system is ported to a more powerful database system (the cur-
rent database MiniSQL, does not support search within long text strings). An
alternative to full content-based search would be to require users to supply a set
of keywords with their message. Whether users would supply sensible keywords
is matter of conjecture.

Some users have indicated that having to identify themselves in their posts
is threatening enough to discourage them from posting at all. At least one user
has suggested the use of aliases to overcome this:

“I don’t really like the feature in Message Board that it will list/post your real
ID. I don’t feel comfortable with that feature at all because sometimes I just
want to be unknown and consider the case when you post a straightforward

question or wrong comments. I suggest replacing this feature with a user-chosen
nickname.”

We do not support this. If students can hide their identity in posts, then there
may be an increased likelihood of posting silly questions or giving incorrect
answers to other students’ queries.

While there is clearly some work required to overcome the problems described
above, the Message Board was rated highly by users (3.7/5) in terms of overall
usefulness.

3.2 Group Management (WebGMS)

WebGMS is one of the most popular modules, and has been used in many
WebCMS-based course websites (primarily because group project work is quite
common in CSE course). It was also rated highly (3.3/5) in terms of overall use-
fulness. Positive feedback was received for most WebGMS features, particularly
the online group registration. Class administrators were especially pleased with
online registration, because they previously performed this task manually via
many rounds of email. Some indicative feedback from the questionnaire:

“This is a very good tool that assists in better project management.”

“Generally it’s a good tool that lets the groups find themselves.”
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Upon registration, a group web page is generated to allow collaboration among
group members. A group-tracking feature is also available for lecturers to mon-
itor the progress and activities in the group web pages. While 604 groups had
been formed under WebGMS, only 60 of them have actually made use of the
group website for any serious collaboration (based on activities such as posting
messages, notices, meeting minutes, adding calendar entries, etc.) There were
242 groups who had at least “done something” in their group website, but the
number of activities never exceeded five messages/notices. A possible reason is
that these groups were initially testing out the features on the group website but
decided not to use it for collaboration. When asked about this in questionnaire,
the following comments were given:

“It is much more easier and faster to use email/phone/direct. Usually people
just too lazy to specially log on to WebGMS.”

“Not all the groups members have access to Internet regularly or would like to
use this tool. Besides, there is lots of efficient substitute, i.e. SMS/mobile

phone/home phone/ICQ.”

“Initially used it, but then people got lazy to login all the time to check if
there’s anything new. We ended up communicating through email instead.”

From the comments given, it shows that students prefer to use communication
channels other than the group website for collaboration. This means that the tool
is being used primarily for group registration. One possible solution to encourage
participation is to force students to use more features of the tool by making it
part of their assessment (e.g. using group web logs as records of the development
process).

One problematic feature of the current registration process is that students
form groups by selecting a list of group-mates from all students enrolled in the
class not currently in a group. Students can be added to groups regardless of
whether they actually want to work with the other people in the group, and need
to explicitly remove themselves from a group once added. Allowing students to
specify a list of people they would (or would not) be willing to work with might
streamline this process somewhat.

3.3 Assessment (WebSMS)

WebSMS is the least used module. It provides functionality to manage class lists,
course assessment items and student assessment records as well as marks finali-
sation. However, of these four features, only one of them is being used: class list
management. Most staff continue to use the older X-windows-based class man-
agement tool (SMS [1]) for handling marks, even if they use WebCMS for the
rest of their course website. Some users reported that they do not use WebSMS
because they were not well-informed of the functionalities provided by this mod-
ule, while other users commented that they would consider using WebSMS if it
provided all of the functionalities available in SMS, such as producing reports
of final marks in the precise format required for submission to the University.
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Others did not use WebSMS because they were worried about the security of
storing confidential information such as marks in a Web-based system.

3.4 Quiz (WebMCQ)

WebMCQ is a recent module implemented in March 2002. It allows lecturers set
up multiple-choice quizzes. There are four major components: Category, Ques-
tion, Quiz and Registration. The Category component allows staff to set up
different question categories. The Question component allows them to add ques-
tions for each category. The Quiz component provides facilities for staff to gen-
erate an entire quiz. Quiz questions are selected from a question bank in one
of three ways: manually, randomly selected from the entire question bank, or
randomly selected from each topic (in which case the number of questions from
each topic needs to be specified). Restrictions on the quiz can be specified such
as opening/closing date (date which students can/cannot take the quiz), date on
which the results can be released to students, specific times at which students
can take the quiz, duration etc. The Quiz component is linked to the Course
Assessment Item component of WebSMS. Upon generating a quiz, a course item
for this quiz is also generated, allowing the student assessment result for the quiz
to be stored. The Registration component allows staff to associate students to
classes, to ensure that students can only take the quiz within the time specified
for the class. For lecturers, it displays a list of students along with their results
and answers for the quiz.

This module has been used in a number of courses and was rated 3.3/5 by the
respondents. 68% of the respondents agreed that WebMCQ provides students
with valuable and instant feedback on their performance. 87% of them said that
having a summary of overall class performance in the quiz would be useful. One
staff member was more specific on what information would be useful to them on
class performance:

“I needed statistics that told me: a. how many students answered each answer
(not just each question.) b. clustering of students to tell if there’s a group of

really bad/really good students that skews the results in a. c. how many
students answered how many questions correctly.”

One improvement to WebMCQ would be to link quiz Categories to course mate-
rials. At present, the course material (e.g. Lecture notes) is organised based on
topics, which are quite similar to WebMCQ categories. Hence, instead of having
staff to set up Categories in WebMCQ, they could make use of existing topics
as the basis for question categories. Under such as system, we could develop a
recommendation system that suggested useful course material for student, based
on their quiz assessment results. When asked on this point in the questionnaire,
77% of respondents agreed that a mechanism to provide a recommended reading
list of topics based on quiz performance would be useful.
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3.5 Assignment Management

This is another new module, developed as part of an Honours Thesis project
[2] in 2002. It provides facilities to allow electronic submission, marking and
collection of CSE coursework assignments. There are three major components
for this module: Assignment Setup, WebGive and WebMark. Assignment Setup
allows staff to set up assignment submission and marking systems. WebGive
presents a simple, straightforward method for staff to set up either an individual
or group-based assignment submission system. Restrictions related to an assign-
ment submission such as due date, late penalties, file size and file types can be
specified accordingly to the needs of an assignment. It also includes the abil-
ity to activate assignment submission and/or collection functions for students.
WebMark features the ability to run automated and subjective marking on as-
signment submissions. Markers are able to insert annotations and marks into
submission source code files. This allows staff to provide detailed feedback to
students.

3.6 Class Registration (WebCRS)

WebCRS is a new module currently being developed. This module allows stu-
dents to register for laboratory or tutorial classes online. Restrictions on class
can be specified such as the capacity (class size), whether it is a regular (e.g.
lab, tutorial) or one-off (e.g. presentation) class, opening/closing date for reg-
istration, etc. Students will be notified if there is any class clash within the
course or other courses in WebCMS. Waiting lists are provided to allow students
to register for a class that is already full, and be notified by email if a place
becomes available. Reporting facilities are available for staff to show confirmed
registrations and waiting list lengths for each class.

3.7 Web Log Analysis

Prior to the web log analysis, we preprocessed the log via the following steps:

Data Cleaning. This step aims to remove unwanted or unnecessary data from
the raw data such as image files, or URLs related to other applications running
on the web server. Table 1 shows portion of the raw web server log.

Session partitioning. After the data cleaning step, we have to partition the
log file into sessions to identify a collection of pages accessed by a single user
(identified by their IP address). In WebCMS, sessions time out after 20 minutes,
so we use this as a threshold for the partitioning. If an IP address does not access
the server until more than 20 minutes after the previous access, we consider it
to be a new session.

Course partitioning. Because a user can access several course Web sites in a
session, it would be interesting to know what kind of pages were being accessed
by users for each course. Hence, we further partition the session into courses.
The course accessed can be obtained from the cid parameter in the URL.
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Table 1. Raw web server access log

IP Address Date & Time Type Request object Protocol Stat Bytes

211.28.45.60 14/May/2002:23:07:17 GET /webcms/image/cselogo.gif HTTP/1.1 304 -
202.7.181.42 14/May/2002:23:07:18 GET /webcms/course/menu.phtml?

tid=&cid=12&mode=
HTTP/1.1 200 4203

129.94.241.59 14/May/2002:23:07:19 GET /webcms/course/index.phtml?
cid=16

HTTP/1.0 200 783

211.28.45.60 14/May/2002:23:07:21 GET /webcms/lecture/view lecture.phtml?
tid=&cid=16&mode=

HTTP/1.1 200 9635

129.94.241.59 14/May/2002:23:07:22 GET /webcms/notice/view notice.phtml?
tid=&cid=16&state=view&mode=

HTTP/1.0 200 10250

129.94.241.59 14/May/2002:23:07:22 GET /webcms/course/menu.phtml?
tid=&cid=16&mode=

HTTP/1.0 200 3997

129.94.241.59 14/May/2002:23:07:23 GET /webcms/image/cselogo.gif HTTP/1.0 304 -
211.28.45.60 14/May/2002:23:07:27 GET /webcms/intro/view intro.phtml?

tid=&cid=16&mode=
HTTP/1.1 200 155

211.28.45.60 14/May/2002:23:07:27 GET /webcms/intro/template.phtml?
tid=&cid=16&

HTTP/1.1 200 14053

211.28.45.60 14/May/2002:23:07:28 GET /webcms/class/view class.phtml?
tid=&cid=16&mode=

HTTP/1.1 200 11729

The WebCMS interface is designed using a two-frame system: the system has
a sidebar menu containing a list of operations/modules available to the user, and
a main frame containing the current content. Users typically access the system
by going to the “home page” for a particular course (course/index). This script
sets up two frames which are loaded with the sidebar menu (course/menu) and
the course noticeboard (noticeboard/view_notice). The menu also loads a
copy of the CSE logo. Subsequent accesses include clicking the options in the
menu sidebar, which will invoke scripts in the main frame. When a user has only
read privilege, the main frame will contain the current content of the module.
When user has read/write privilege, the main frame is subdivided into a Control
frame and a Display frame. The Control frame displays a set of functions related
to a module (e.g. Add, Edit, Delete and View), whereas the Display frame is
where user views information or provides input to the system.

The objective of this analysis is to gain some insight into how users actually
make use of the system, as well as look for interesting access patterns using data
mining tools. The analysis considered the following questions:

Question 1: What is the number of pages accessed in a typical session/course?
How much time is spent in a typical session? What are the pages accessed in a
typical session?

In determining session length, we include all pages accessed, including the three
accesses that comprise the load up of the main course web page.

The maximum number of pages accessed (i.e. session length) in a single ses-
sion is 2465 (1 occurence) whereas minimum pages accessed is 1 (21835 oc-
curences). Subsequent analysis of the very long session revealed that it accessed
many pages from a number of different courses in a very short time. Checking
the IP address revealed that it was a robot for a search engine. Analysis of other
sessions longer than 500 revealed a similar pattern. It seems that very few “real”
sessions exceed 500 pages.

As noted above, there were 21835 sessions consisting of a single page access.
This result is interesting, as we would have expected that all sessions would have
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accessed at least the course main homepage, giving a session of at least length 3.
The most common kind of session of length one (4485/21835) involves a single
access to the page lecture/view_lecture. It appears that people may have
bookmarked individual pages within WebCMS for quick access to important
parts of the site.

As expected, sessions of length 3 are the most frequently occurring. The vast
majority of these consist of the three page accesses for a main course website.
The interesting aspect of this is that very many people simply go to the main
course web page and then go no further. Presumably they are simply checking
the Noticeboard for new notices.

If we consider the initial access (which loads the frames and the menu and
noticeboard in those frames) as a single access, the average number of pages
accessed per session is around 6.

Question 2: What is the first page when session starts?

As expected, the first page that most users access when session starts is course/
index (46076 occurences). This is followed by view_lecture (43933), view_lab
(24416), view_notice (20102), view_messagetopic (19329), view_tutorial
(15265) and view_intro (7625). It appears that these pages are bookmarked
by very many users.

Question 3: What is the most frequent access to pages/modules

Table 2 and Table 3 show the ten most frequently accessed pages and modules.
It is interesting to note that many people are making use of the collaboration
tools, Message Board and WebGMS.

Question 4: What do users do after logging in?

It should be noted that users are not required to login in order to access the
course home page. They can view the general information about the course (e.g.
Notices, Lecture Notes) by simply accessing the main course web page. They
need to authenticate themselves only when they want to have the “write” access
to some module (e.g. to post a message). Therefore, it would be interesting to
draw out the possible reason they login to the system (i.e. whether there is any
relationship between login and the kind of activities performed after login). The
number of sessions which involve login is only 10197 out of 328966 total sessions
(i.e. only 3% of sessions result in a login).

The three pages most frequently accessed after login were the three pages
loaded on initial access to the course site; this is expected since these three pages
are reloaded after login. Note that the menu needs to be reloaded because login
in can cause additional links to be displayed in the menu to reflect additional
privileges from logging in. Other pages frequently accessed after login are the
Message Board (as one has to authenticate him/herself in order to post any
message), Course Creation (this functionality is only available to staff), and
WebGMS.

Question 5: What are the interesting patterns such as pages accessed fol-
lowing some other pages accessed previously?
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Table 2. Frequently accessed pages

Page Frequency
notice/view notice 540151
course/index 475583
course/menu 473333
messageboard/view content 166476
lecture/view lecture 164407
messageboard/view message 115513
tutorial/view tutorial 93907
lab/view lab 92143
messageboard/view msgtopic 69491
intro/view intro 30749

Table 3. Frequently accessed modules

Module Frequency
Notice 542321
Message Board 366990
WebGMS 264435
Lecture 170120
Tutorial 95871
Lab 93321
Course Creation 47067
Course Introduction 37699
Class 24240
Calendar 18038

To determine the answer to this question, we used association rule mining to
reveal relationships between pages accessed in a typical session. Following are
partial results from the initial mining (confidence level 9̃9%):

notice/view_notice, course/index,
tutorial/view_tutorial => course/menu

lecture/view_lecture, course/view_notice,
course/index => course/menu

notice/view_notice, course/index, lab/view_lab => course/menu
...

The first example is interpreted as: for those people who access pages
notice/
view_notice, course/index and tutorial/view_tutorial, 99% of them will
also access course/menu in a session. This is because of the two-frame system in
WebCMS, which will load the menu frame (course/menu) and main frame (e.g.
notice/view_notice) when accessing the course web site. It should be noted
that this mining does not take into account the sequence of these pages (i.e. it
is not sequential mining). Since these results are expected, in the subsequent
mining, we remove the course/index, course/menu and course/notice since
these are very frequently loaded at the beginning of a session. Some of the
interesting results are (minimum support=0.1 minimum confidence=0.1):

tutorial/view_tutorial => lecture/view_lecture 57%
tutorial/view_tutorial => lab/view_lab 44%
lab/view_lab => lecture/view_lecture 40%
lab/view_lab => tutorial/view_tutorial 39%
lecture/view_lecture => tutorial/view_tutorial 30%
lecture/view_lecture => lab/view_lab 24%
This suggests either that students often make use of several kinds of course

content together (e.g. look at the lecture notes while doing a lab exercise), or
that they try to do all of their content access in a single session (e.g. printing
lecture notes and also printing tutorial questions for the next week).
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4 Discussion

When questioned about the most useful/interesting features in WebCMS,
some of the comments received included consistent layout, ability to choose
to login or remain public, ease of use and navigation, provision of a stan-
dard/centralised way to access resources, message board, group management
system, and multiple-choice question. Comments received for the most use-
less/uninteresting features include lack of functionality to individualise course
web site (this contrasts with our original aim of having a consistent look-and-feel
to all course web sites), multiple-choice questions (one user complained about its
complexity), group management system (the possible reason is the use of other
communication means) etc. Features that users would like to see added: online
class registration system (currently being implemented), greater customisation
options, meeting agendas, moderated instant messaging system, chat room and
linking of calendar events to the actual deliverable. Overall, users are satisfied
with WebCMS. Some of the comments received:

“Overall WebCMS is an excellent system that enables students to get any
course information required as well as to provide a more interactive learning

environment.”

“WebCMS is a great idea, it would be great if it was standard throughout all
subjects and the entire university. Making it mandatory would be great as well.

I believe it makes things easier for lecturers, students and administrators.”

“I think that people behind WebCMS have done a great job in providing this
tool as it is easy to use.”

“Overall, I think it’s a very nice system for course management.”

Users who have experienced with other course management system include We-
bCT (94%) and customised systems developed in other UNSW Schools. When
asked about how these systems compared to WebCMS, most of the comments
related to efficiency and usability, including:

“WebCMS is useful and easier to use, you do not need to follow a zillion links
to get where you want to go, the helps provided are less ambiguous and it does

not crash as often as WebCT.”

“WebCMS is better, no need to login unless need to post a message.”

“I find WebCMS much nicer. I found WebCT was quite cumbersome to use,
and many of the features if offered were not used by the lecturer, although I

guess that could apply to WebCMS too.”

“WebCMS provides more clear user interface.”

“The frequency of failure of WebCT is higher than WebCMS, WebCMS seems
a bit more stable, but the user interface looks boring? it should allow greater
flexibility on changing how it looks, with the functionalities stay unchanged.”
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5 Conclusions and Future Work

WebCMS, a web-based course management and online learning environment,
has been in operation at the School of Computer Science and Engineering since
July 2001. During this period, users have provided much useful feedback and
many suggestions which have led to improvement of existing modules as well as
development of new tools. Future work includes development of a more general
framework that provides greater flexibility in determining user access to course
items, development of new modules such as WebPoll (a survey system), a facility
for copying courses from one semester to the next, and other module-specific
modifications mentioned before. We are also planning to port the system from
PHP3/mSQL to PHP4/PostgreSQL. The platform will also be used to explore
ideas in the area of personalised learning environment.

Acknowledgement. We would like to thank all the staff and students in CSE
for providing us with useful suggestions and comments throughout the develop-
ment of WebCMS as well as those who participated in our survey.
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Abstract. In a web-based learning environment, student-centered study plan
become critical since the target users who have the self-learning expectation
and individual academic background are very different from those of a tradi-
tional classroom. In fact, designing individual study plan is very complicated
and time consuming as the target users normally are very diversified. To the
best knowledge of our understanding, most of existing course enrollment facili-
ties are quite primitive. In this paper, we introduce a conceptual framework for
setting up individual student-centered study plan through 1) a dynamic con-
ceptual network mechanism for capturing the relationships among courses to
facilitate the dynamic generation of a study plan, and 2) intelligent knowledge
base facilities, such as personal profiles, to help understand students’ behavior
so as to provide student-centered results to different learning groups.

1   Introduction

To face up to the increasing trend of continued learning demand, most universities are
taking advantages of technology for their Web-based education [8, 9]. One character-
istic in Web-based education is that the learning initiative is driven by the students.
Thus, there is an increasing need to explore a mechanism for helping learner design a
personalized study plan.

In fact, the design of individual study plan is very complicated and time consum-
ing. The target users are generally in a very wide range and of different background.
In the traditional classroom learning, the design of a program is usually targeted to a
student group rather than individual students. It may seem to be possible that personal
mappings of the student’s background to the study program can be done manually, the
procedures and resources involved however are tremendous. The program designer
has to consider individual user’s academic study background as well as the vocational
study background before admitting a student into a program. Apart from the study
background, other issues like the prerequisites of each course (if applicable) the
proper duration of the program to the student, and the student’s progression will also
need to be considered. It inevitably creates the problem of duplicating the efforts and
wasting time and resources.

Meanwhile we have to realize the fact that users carry different knowledge and dif-
ferent goals. So “One program with pre-defined courses for all” approach is insuffi-
cient for today’s Web-based education. The focus of online education is to understand
individual student’s background knowledge and learning needs in order to provide
proper courses in the program for their study anytime anywhere. Currently the course
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choices provided in a program are quite limited and the duration and progression of
the program are also pre-defined. There is little room to allow students to switch from
one to the other or to proceed faster in their study route based on their own progress.
One of the advantages of e-Learning is the ability to provide a bulk of courses in a
particular period because it needs not take into account the issues of teaching man-
power, classroom, student schedule, and so on. However, most of existing web-based
education systems are quite unsatisfactory in providing sufficient flexibilities for the
selection of courses, progression of study, and duration of study.  Thus, there is a need
for such systems to re-organize the courses contained in the program based on indi-
vidual needs by using proper Web-based education system in an effective and effi-
cient manner.

1.1   Paper Objective and Organization

To facilitate the Web-based individual study plan generation, we introduce in this pa-
per an innovative mechanism that utilizes user profile and dynamic conceptual net-
work to provide the personalized study plan. The proposed mechanism makes use of
the user profile to determine the characteristics of the study group, including back-
ground knowledge and learning goals. The dynamic conceptual network is a hierar-
chy tree in association with courses. Each course is stored in a node of dynamic con-
ceptual network. Apart from the course contents, each node also contains some
attributes for construction of relationship among each node and self-description of
each node. This paper aims at advocating the idea of treating different students differ-
ently in the generation of personalized study plan based on the hybrid use of user-
profiles, XML, and Java technologies. Our proposed web-based mechanism is thus
able to establish, in particular, the relations among the program and courses, and also
adapt to users having very different backgrounds and learning goals.

Through designing the conceptual framework and algorithms for dynamic concept
network, we aim to address the following main topic in this paper: How to effectively
serve individual student in preparing the personalized study plan? The rest of this pa-
per is organized as follows: Section 2 reviews the current e-Learning systems and dis-
cuss their pros and cons. The specific features of the proposed conceptual framework
and algorithms are detailed in sections 3. The final section concludes this paper and
makes suggestions for further research.

2   Related Work

For the past few years, some researchers have focused on the areas of agent-based,
multimedia, and adaptive approaches for e-Learning system. Before we introduce our
dynamic study plan generation approach, some related research projects are discussed
as below.

For the agent-based research work, Andes [6] a collaborative project started since
1995 between the University of Pittsburgh and the US Naval Academy, has took a
modular architecture, and is implemented in Allegro Common Lisp and MS Visual
C++. The main agents of Andes contain a problem author, a problem solver, an action
interpreter and a help desk. These agents function in the sequence of creating problem
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definition, generating the problem solution graph model, and referring to the student
model to make decisions upon receiving appropriate feedback and assistance.
LANCA [7] adopts an intelligent agent’s approach to distance learning in a distributed
environment by using a constructive approach instead of user profiles to assist stu-
dents in difficulty by building a common and useful databank. Unlike Andes and
LANCA, DT Tutor [12] uses decision-theoretic methods for coached problem solving
to select tutorial actions that are optimal given the tutor’s beliefs and objectives. It
employs a model of learning to predict the possible outcomes of each action, weighs
the utility of each outcome by the tutor’s belief that will occur, and select the action
with the highest expected utility.

Among the multimedia-based projects, Classroom 2000 [14] is designed to auto-
mate the authoring of multimedia documents from live events. The researchers have
outfitted classrooms at Georgia Institute of Technology with electronic whiteboards,
cameras, and other data collection devices that collect data during the lecture and
combined it to create a multimedia document to document the class activities.  Cor-
nell Lecture Browser from Cornell University [10] captures a structured environment
(a university lecture). It automatically produces document that contains synchronized
and edited audio, video, images and text, so as to synchronize the video footage in the
live classroom with the pre-recorded slides used in the class. Last but not the least,
MANIC, from University of Massachusetts [9], discusses the ways of effectively util-
ized WWW-based, stored materials and presentation paradigms. In particular, MANIC
proposes that students be given the opportunity to browse the materials at their own
pace, stopping and starting the audio at their will.

For the adaptive approaches for online course materials, WebCT [11] has been
widely used in education sectors to produce online courses or to act as a tool for pub-
lishing supplementary materials for existing courses. A WebCT course is mainly cre-
ated by using a series of linked HTML pages which are defined as paths or “road
map”, and all these interactions take place through a web browser.  InterBook [15] is
based on a specific concept-based approach to develop an adaptive Web-based LISP
textbook while NetCoach [16], an authoring system, allows the users to create adap-
tive and individual course modules without programming knowledge. The concepts
used in InterBook are basically elementary pieces of knowledge for the given domain,
with a more advanced form of the domain model being a network. Each page has a set
of outcome concepts and a set of prerequisite concepts associated with it to support
adaptive navigation and hyperlink annotation. Unlike WebCT and InterBook, Net-
Coach implements two adaptive navigation techniques: curriculum sequencing and
adaptive annotation of links. In NetCoach, the knowledge base of a course consists of
concepts that are internal representations of the pages to be presented to the learner at
the front-end.

However, individual or tailored instruction based on learners’ needs and back-
ground has not been achieved yet. Therefore, the integration of multiple agents [4,5],
user profile [13], and multimedia technologies into a collaborative learning environ-
ment remains a very challenging problem.
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3   Conceptual Framework and Algorithms

In this section, we describe a conceptual framework of the dynamic conceptual net-
work and study plan generation algorithms. In order to provide an overall picture of
the implied structure, the conceptual framework for the dynamic conceptual network
will be explained first.

3.1   Relationship for Program, Course, and Credit Units

With the existing online education systems, one of the most important limitations for
study plan generation is that the relationships among the courses of a specific program
are not well defined. Thus, preparing an individual study plan is very complicated and
timing consuming. In order to provide a better solution, we need to identify the
structure for courses of a particular program.

As an example, figure 1 shows the main structure of a particular program (Master
of Business Administration) as an illustration. Due to the wide variety of target users
in online education, a credit unit system for online learning is introduced in our model
in order to serve the individual student needs. Normally, a program includes core
courses, elective courses, and minimum required credit units. A student is required to
complete the core courses as the fundamental training. Subsequently, he/ she also
needs to determine the major study by choosing the elective courses. Both the core
and elective course are assigned with a number of credit units. Upon completion of
the courses, the credit units will be recorded in the individual user profile. Finally, an
academic designation will be awarded if the minimum credit units of the program are
reached.

In order to define the dynamic conceptual network, we need to identify the rela-
tionships among program and courses. As shown in figure 1, some natural relation-
ships are implied and to be discussed as follows.
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Fig. 1. Structure of an example program (Master of Business Administration)

• Relationship among program and program. A program is designed for un-
der- and post-graduate level. Normally, a student is required to complete the
under-graduate program first, and then the post-graduate program is provided
for the advanced study consideration. To ensure the student with sufficient
knowledge to learn the post-graduate program, usually the prerequisite (ad-
mission requirements) checking is used. The student is only allowed to enroll
the program if the prerequisites are fulfilled.
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• Relationship among program and course. A program includes a set of
courses whose syllabus is designed based on the program nature such as sci-
ence, business, philosophy, and so on. To meet the individual learning goals
and study background, a student is allowed to choose from the set of courses
those that can meet the individual program requirements for receiving an
academic award.

• Relationship among course and course. A Course is a unit to contain con-
cepts and knowledge for student’s studying. Normally, a student is required
to complete the foundation courses first, and then the advanced courses will
be provided for further study. To ensure the student with sufficient knowl-
edge to learn a particular course, usually the prerequisite checking is also
used.  The student is only allowed to take a course if its prerequisites are ful-
filled.

3.2   Conceptual Framework for Dynamic Conceptual Network

In order to build up the relationship among the program and courses, we introduce a
dynamic conceptual network for personalized study plan generation.
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Fig. 2. Dynamic conceptual network

Definition: A dynamic conceptual network (figure 2b) is a hierarchical tree for
developing the inter-relationships among courses. Each course is stored in a course
node (figure 2a) of the dynamic conceptual network.

The dynamic conceptual network is composed of course nodes. Each course node
has a unique identity for easy reference. As shown, the course node in figure 3a in-
cludes contents, tasks, and attributes. The contents are presented by text, graph, audio,
and video. Tasks include self-test questions and exercises. In order to provide facili-
ties for building up relations among the course nodes, three attributes are defined in
each course node, i.e., Parent-child relation of concepts, relevance of learning objec-
tives, and level of difficulty. The semantics of each attribute is explained below.

• Parent-child Relations. These inter-concept links are for building up the dy-
namic conceptual network. Each relation contains a parent link and child
link, which refer to the identities of some other course nodes.
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• Relevance of Program. This is the information for identifying the relevant
course for a particular program and the program admission requirements.

• Nature of Course. As a means to serve the concept of personalization, this is
a parameter to determine whether the course is core or elective for the tar-
geted group.

                           

Course
A

Course
B

a : No relationship
between course A and B

b: Course A and B with a
relationship on an equal level

c: Course A and B with a
relationship and course B

is based on course A

Course
A

Course
B

Course
A

Course
B

Fig. 3.  Course nodes relationships

Based on the above attributes, figure 3 shows three possible scenarios among the
course nodes, i.e., no relationship between course, courses A and B with a relation-
ship on an equal level (level of difficulty), and courses A and B with a relationship
and concept B is based on course A. A rule-based mechanism [4] is employed for the
concept node’s mapping using the following rules.

• Rule A: // Figure 3a shows no relation between courses A and B.
IF <no equal of parent-child attributes for the course nodes A and B>
 THEN <No relation between A and B>

• Rule B: // Figure 3b shows that courses A and B are of a relationship on an
equal level.

IF <the parent links of course A and B in their parent-child attributes are
of the same object reference>
THEN <A and B are of the relation on an equal level>

• Rule C: // Figure 3c shows that courses A and B are of relationship and course
B is based on course A.

IF <the parent link of course node B is of the same object reference as that
of    course node A’s child link >
THEN <A and B are of the parent-child relation; course node A is the par-

ent and
course node B is the child>

3.3   Personalization of Course Materials for Target Study Group
1

According to the above rules and mechanisms, we now show for a particular program
how a subset of dynamic conceptual network is used to generate a set of personalized
study plan for a target study group. The overall processes are divided into two stages:
extraction of relevant courses from the program and filtering the most suitable
course(s) for the target group based on the result set. For illustration, we assume that
student A graduated with Bachelor of Computer Science and student B graduated

                                                          
1 We assume that the program requirements for those students who have similar user profiles

are much the same. Thus, we can serve a target group of students based on their alike user
profiles.



A Dynamic Conceptual Network Mechanism         75

with Bachelor of Engineering. Now both two students want to take a Master of Busi-
ness Administration program in order to strengthen his management skills.

Extraction of relevant courses for the program. Although the relations are only
built on the course nodes, we can still extract the relevant course(s) for the particular
program due to the attributes of each course node. Based on the attributes, a multi-
layer retrieval mechanism is devised to retrieve the relevant information based on at-
tributes’ value and reconstruct the hierarchy based on the parent-child relations, as
captured by the algorithm in figure 4. As an example, for the given program “Master
of business administration” of figure 1, relevant course nodes within the program will
be compared based on the pre-defined rules (cf section 3.2) so as to identify the rela-
tions among the course nodes for reconstruction of the hierarchy tree. Following the
algorithm in figure 4, we obtain a preliminary subset of dynamic conceptual network
(as shown in figure 5) in which the courses include financial accounting, market
analysis, operations management, modeling and analysis for management, manage-
ment accounting, marketing management, organizational behavior strategic advan-
tage, e-business, financial management services management and international busi-
ness.

Fig. 4. Extraction of relevant courses for the given program

DCN = Dynamic conceptual network
SRP = Student Required Program
RelevantSubset(DCN, SRP)
Empty(SubsetofDynamicConceptualNetwork)
While not Empty (DCN.CoursetNodes) do

   If DCN.CoursetNode.RelevantofProgram = SRP then
    /* Checking the relationship among course nodes based on the above rules */
   /* The comparison is below the DCN.CourseNode to nodes of the result set
       (subset of  dynamic conceptual network) */
   /* If the rules B,C are true, the relationship link will be added to the result set */

      While do
            If Rule C  is true then
               Mapping the relation to the result set
               Exit do
            Else Rule B  is true then
                If  DCN.CoursetNode.NatureofCourse= core then
                     Add a new dimension to the result set in core course root
                Else
                     Add a new dimension to the result set in elective course root
                Endif
               Exit do
            Endif
      Until  Empty(SubsetofDynamicConceptualNetwork)
  Else
      Disregard

Endif
Enddo
Return (SubsetofDynamicConceptualNetwork)
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Fig. 5. A preliminary subset of dynamic conceptual network

Filtering the courses for the target group. In order to provide a personalized study
plan for Web-based education, student profiles can be utilized [2,3]. In particular, a
student is only required to identify the interested program, and then based on the stu-
dent profiles available, the proposed mechanism will generate the relevant program
structured for his/ her consideration. The information contained in a user profile in-
cludes student study history, preference and so on.  To show the function of person-
alization, assume we have two individual user profiles: 1) Student S1 who has studied
the operations management; and 2) Student S2 who has studied the financial ac-
counting. The algorithm in figure 6 assumes that if the parent node is irrelevant to the
target group, then the child node is also irrelevant. First, the user profile will be com-
pared with the result set in order to identify the irrelevant course nodes based on the
study history of the study group. The irrelevant course nodes will be marked “irrele-
vant” in the child link so as to ignore them in the dynamic concept network. The re-
sult of this filtering process is shown in figure 7 where S1 is provided with such
courses as financial accounting, market analysis, modeling and analysis for manage-
ment, management accounting, marketing management, organizational behavior stra-
tegic advantage, e-business, financial management services management  and inter-
national business. In contrast, S2 is provided with the courses of market analysis,
operations management, modeling and analysis for management, management ac-
counting, marketing management, organizational behavior strategic advantage, e-
business, financial management services management and international business.

3.4   Multi-layer Model for Study Plan Generation on the Internet

We now introduce a Multi-layer Model for Web-based study plan generation. Among
others, it leverages various mechanisms of the framework's programming model, so as
to produce efficient applications that are also maintainable.

Figure 9 shows the Multi-layer Model that facilitates the development of the study
plan generation; it consists of User View Layer (UV), Processing Layer (PL), and
Knowledge Repository Layer (KR). All layers have their own functions that can han-
dle different tasks on behalf of the model. The UV layer, as the information collector,
is located at the first to receive queries from the requesters. When a student submits a
request, UV starts to function and passes the information to the second layer, PL that
cooperates with KR for designing personalized study plan. The KR layer includes
XML-based study program and course information and User Profiles. At the final
stage, UV is requested by PL for the result sets’ presentation.
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h = study history of the target group
r = RelevantSubset(DCN, SRP)
t = true
ProcessFiltering(r, h)
While not is Empty (r) do
    t = true
   While not is Empty (h) do
       If h.course  = r.CoursetNode then
            Assign “Irrelevant” to the r.CourseNode.Child.Link
              t = false
        Endif
    Enddo

  If t = true then
       If  the child link of parent node for the r.CourseNode marked with “Irrelevant”

then  
             Assign “Irrelevant” to the r.CourseNode.Child.Link
         Endif
    Endif
Enddo

Fig. 6. Identifying the relevant learning courses for the target study group
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Fig. 7. Result of personalized course materials for students S1 and S2
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Fig. 8. Multi-layer Model

As a comparison on delivering study plan to students, UV depends on the student’s
user profile to determine the presentation layout as a frame for study plan delivery. In
contrary, PL and KR are based on each individual request to generate the required re-
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sults. Under this proposed model, each layer works independently in terms of its own
tasks.  Thus, no matter how any combination of courses for a program or how the user
view is changed, the possible negative chain effects and cost of modification can be
minimal. Eventually, the efficiency and effectiveness of development, implement and
maintenance can be enhanced.

3.4.1   Implementation Aspects

To implement the proposed framework, the following techniques and tools are
adopted for the elements in each layer:

User View Layer

• Java server pages (JSPs) – JSPs expect the servlet to provide data in the re-
quest context that is after formatting ready to be inserted into an HTML page.
In general, the role of the JSP page is to make the final decision about the for-
mat and content of the response to an end user request
Processing Layer  

• Servlets – Servlets provide the coordination between the programming and
content elements of an application.

• Java Architecture for XML Binding (JAXB) – JAXB provides an API and
tools that automate the mapping between XML documents and Java objects.

• Command beans – Command beans are beans that implement a basic busi-
ness logic step. Their roles are to abstract and regularize the computations
supported by the business logic of the application.
Knowledge Repository Layer  

• XML – All course materials are stored in XML format. As an XML document
is typically structured in a tree/hierarchical way, the relationships inside are
mainly parent-to-child, which facilitate easier addition or removal of the nodes
or documents. Relational databases do not deal well with highly flexible data
relationships. XML-native data is treated more like a document, which is good
for two key purposes: document-resident data is subject to changes, and
documents need to be passed around intact to a number of people.

Based on the above, the servlets in PL can process HTTP requests and coordinate
the rest of the application elements (such as Java Bean and JAXB) for study plan gen-
eration. As mentioned, the KR layer is to serve the PL in providing relevant source of
the course and user profiles for the study plan generation. The responsibility for gen-
erating the user interface is assigned to JSPs in UV. For the study plan delivery, the
JSPs take data provided by the servlet, format it and insert it into a HTML data stream
to be sent to the client. Such a multi-layer decomposition provides a basis for rapid
customization of dynamic pages and thus supporting the customization model of de-
velopment.

4   Conclusions and Future Work

In this paper, we have presented a dynamic conceptual network mechanism for per-
sonalized study plan generation through the hybrid use of dynamic conceptual net-
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work, user-profiles, XML and Java technologies. Among the many desirable features
offered by the proposed mechanism, the following ones are worth particular men-
tioning:
• Dynamic conceptual network. It provides a hierarchical tree for developing the

inter-relations among individual courses. Each course is stored in a course node
of a dynamic conceptual network, through which a student is supplied with the
relevant study background information for a particular program.

• Personalization of study plan for target study group. The suggested study plan
is generated based on individual learning group’s expectation and learning goals,
which supports the ideas of personalization and interactive learning [1] effec-
tively. A win-win solution can be delivered in that the teacher has the relevant
study plans for further advisory, and the student also has a personalized study
plan for reference.

Currently, the presented study plan mechanism is being incorporated, together with
a cooperative tutoring mechanism [3], into our agent-based e-Learning system [2]. In
our subsequent research, we plan to design a personalized scheduler to help student
arrange the online learning timetable for any given period.
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Abstract. Platform for Distance Education of China will manage large
amounts of educational resource files and large numbers of users, both
of which are geographically distributed all over China. In such a grid
environment, a high scalable, distributed file sharing approach with dy-
namic replication is needed. In this paper, we review existing related
activities in file sharing and propose a web-based distributed file manage-
ment architecture called Grid File System (GridFS). We describe its two
fundamental services (namely, file access service and metadata service)
followed with query processing and dynamic replication algorithm. Our
query processing algorithm eliminates the duplication of query messages,
and the simulation results show that our approach eliminate exponen-
tially increase of the number of average per-site messages as the TTL
(Time To Live) of a query increases to get higher query success rate. We
believe GridFS would benefit most grid applications, web information
systems and hierarchical web cache systems.

1 Introduction

Within a context of rapid technological change and shifting market conditions,
the education system is challenged with providing increased educational op-
portunities without increased budgets [14]. Many educational institutions are
answering this challenge by developing distance education programs. Chinese
Ministry of Education is developing a platform for distance education of China
(PDEC), which will provide services (rural and remote education) for nearly
hundred millions of people all over the P.R.C.

Students, faculty and educational resources are key players in education.
Since, in distance education face-to-face interaction between a teacher and stu-
dents is restricted, educational resources play an important role in bridging the
instructional gap.

Most of educational resources such as text, images, flash, courseware, audio
and video exist in the form of files. These files in PDEC have the following
characters:

W. Zhou et al. (Eds.): ICWL 2003, LNCS 2783, pp. 81–92, 2003.
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– Large amount and continuously increased
– Various sizes from kilobytes-scale to gigabytes-scale
– Multifarious types and complex relationships between one and another
– Heavy load (hundred-million-scale users)
– Shared among different institutions and individuals
– Geographical distribution of themselves and their consumers

It is also necessary for these files to be writable, since it is required that PDEC
should allow users not only to explore the shared files but also to edit/update
them and create/publish new files as easy as operate files on their local tradi-
tional file systems.

In order to manage such educational resource files we have launched an effort
to build a writable, serverless data grid with large scale, high performance, and
high reliability. We call it Grid File System (GridFS) to emphasize that it is
the extension to data grid [1] built over the web with self-governed internet-like
topology and dynamic replication. We believe GridFS would be valuable to most
grid applications, web information systems and hierarchical web cache systems.

The organization of this paper is as follows. We first discuss related activi-
ties in file sharing (section 2). Then, we introduce our GridFS architecture and
describe two basic services of GridFS (section 3). Next, we propose a query
processing algorithm (section 4) and a dynamic replication strategy (section 5)
applied in GridFS. Section 6 is about the simulation of our methods. The pa-
per ends with the conclusion and an introduction of the implementation status
(section 7).

2 Related Work

The idea of large scale, high reliable file sharing with high performance is so
fundamental that we might assume GridFS-like technologies must surely already
be widely deployed. In practice, however, while the need for these technologies
is indeed widespread, we find only primitive and inadequate solutions to PDEC
problems.

Traditional distributed file systems like Network File System (NFS) [2] and
Andrew File System (AFS) [4] provide a convenient interface for remote I/O
with a uniform file name space. However, this approach does not support multi-
site replication issues and also cannot achieve good performance due to a lack of
collective I/O functionalities. In contrast, parallel/stripped file systems like DFS
[3], HPSS [6] provide collective I/O but their parallel/stripped data transferring
can only be applied in one cell, which is the basic administrative unit consists
of some servers (master, replica, backup and metadata catalogue) and clients.
Each cell is self-governed and one cell cannot cooperate with another one. This
restricts their scalability and performance. SRB [5] provides a means to organize
information stored on multiple heterogeneous systems into logical collections for
ease of use. As the key part of a federated deployment of multiple SRB servers,
MCAT (Metadata Catalogue) [5] is not distributed but centralized. This makes
MCAT a bottleneck and restricts the scalability and reliability of SRB.
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In peer-to-peer (P2P) file sharing systems such as Gnutella [16] and Freenet
[15], files are stored at the end user machines (peers). Such systems identify
resources (files) through their names. That is, P2P systems use names as their
search criteria. However, in the context of PDEC, requests specify sets of desired
attributes and values: for example, the type of educational resource, the keyword
of resource content, and what course, which chapter is the desired resource file
relevant to.

Our work is more closely related to data grid [1], which is a specialization
and extension of the “Grid” [7]. Some data grid related projects (e.g. EDG [8],
GriPhyN [9]) have been established to solve real and specific problems. Those
projects are motivated by the requirement of an increasing number of scientific
applications ranging from high-energy physics to computational genomics to
access to large amounts of data. In each of these projects, the topology of all the
sites is a tree designated in advance and only the root site contains the original
files. This makes the root site a bottleneck and restricts the flexibility and makes
it difficult for geographically distributed users to share their own files directly
on the end user machines. Moreover, the original files can be replicated on the
intermediate sites or leaf sites for clients to get high performance, but a file can
only be replicated along certain branch from higher level to the next level [11].
This leads to the impairment of flexibility and performance.

3 GridFS Architecture

From section 2, we can see that current distributed file/storage systems do not
address all of the concerns and requirements in PDEC. It is here that Grid File
System (GridFS), the extension to data grid, enters the picture.

Our objective is to construct a decentralized distributed file system to share
file objects across a mass of different institutions and individuals. GridFS should
be decentralized in order to achieve high scalability so that it can accommodate
large numbers of (e.g. 108) machines. Platform-independence should be another
important feature of GridFS so that it can be deployed on diverse platforms
from desktops, top end servers to clusters, even distributed systems with dif-
ferent OS and other software. Security problems across multiple administrative
domains, which are not our focus in this paper, are also very important. All these
requirements lead to our architecture design which makes GridFS achieve high
performance and high trustworthy in file discovery, read operation and write
operation.

3.1 Topology and Basic Components

As depicted in Fig. 1, the topology of our GridFS architecture is multi-level. A
certain intermediate node (e.g. Site A) at certain level may have several children,
which belong to the next level. The relationship of them is netlike and they can
contact with one another. When a node is added, its parent node is specified.
Through its parent node, the new node can find out all of its siblings. To avoid a
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single point of failures, a node can have several parent candidates with automatic
failover.

file access
service

p rovider

file access
service

consumer

metadata
service

consumer

metadata
service

p rovider

Site A

Fig. 1. GridFS topology and basic components

It is apparent that the topology is similar with that of the Internet. An
intermediate site is similar to a gateway in the Internet and a leaf site is similar
to a terminal computer.

Each site in GridFS is constructed into an atom grid and each intermediate
site, along with all of its descendants, constitute a composite grid. Each grid,
whether atom grid or composite grid, not only can work on its own but also can
be combined with its sibling grids to provide more powerful service (This is also
our vision about the “Grid”). The parent site in one grid is the bridge between
this grid and other grids. It also can cache/replicate files that are frequently
accessed to get high performance.
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Each site can act as a service provider as well as a service consumer. A
service provider provides two basic services: file access service and metadata
service, which serves the service consumers. A service consumer can only access
directly the metadata service on its parent or siblings, but it can access the file
access service on any site in the system directly. Here, we merged concepts from
P2P into our GridFS.

A service provider manages not only the files to be shared on its owner site,
but also the replicas copied from other sites. Replicas are created automatically
by a dynamic replication strategy which will be discussed in section 5. The main
aims of replication are to reduce access latency and bandwidth consumption.
Replication can also help in load balancing, striped file transferring for large
files and can improve reliability by creating multiple copies of the same file.

3.2 File Access Service

In a grid environment, files may be stored in different locations and on different
storage systems with different characters. The file access service hides the in-
frastructure differences among the underlying storage systems to present client
applications with a uniform view of files and with uniform mechanisms for ac-
cessing these files. In this way, it is needless for client applications to be aware
of the specific low-level mechanisms required when accessing to files at a partic-
ular location. On request to appointed file, the file access service at a particular
site authenticate (beyond this paper) the client user first, if the authentication
succeed, the file access service will go into operation by accessing the specific
underlying file system through its own interface.

File access service provides partial access to a file. This made it possible for
several sites, which hold the replica or original of the same large file, to coop-
erate in a stripped transfer. Our parallel/stripped transfer model assumes three
entities: the control side (the logical entity initiating and finalizing a transfer),
the source side (the source of file(s)), the sink side (the sink of file(s)). The con-
trol side could be a third party or a module collocated at either the source or
sink side. Both the source side and the sink side can be composed of one, two,
or more sites. That is, the source file object may be striped or replicated on
different sites and so does that on the sink side. The control side specifies the
distributed source file(s) and the distributed sink file(s) by using the metadata
service (will be discussed in next sector), which manages the information about
files and their hosts, and then initiate a transfer. When a transfer finishes, the
control side will finalize it by adding or updating the metadata of the source or
sink file(s) through the metadata service.

The model definition assumes reliable connection-mode transfer protocol.
HTTP is a good choice since it is sophisticated, popular, secure (HTTPS), effi-
cient, robust and easily extensible. HTTP combines control and data over single
channel. This makes it simple, easy to bind with Web Service, and easy to get
through a firewall. So we construct GridFS over the web and a site is a web
server in practice. We believe web information systems and web caching would
benefit from GridFS.
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3.3 Metadata Service

Besides the file access service, GridFS includes another set of basic machinery,
which manages the information about GridFS itself, including information about
the contact among different sites, the underlying file system on each site, file
instances, the contents of file instances, etc. This is called metadata service,
which provides a means for publishing, accessing and filtering the metadata.

There are various types of metadata, application metadata, replica metadata,
system configure metadata, runtime metadata. Application metadata describes
two types of information about a file. One is the basic information such as file
type, file size, file owner, and file access right, etc. The other is the information
content represented by the file and other information useful to applications that
access the file. Actually, application metadata defines the logical structure or
semantics that should apply to the uninterrupted bytes that make up a file
instance, a set of file instances or a sect of a file instance. The system configure
metadata describes the fabric of GridFS itself. This information includes network
connectivity and such details, about the underlying file system on each site, as
their type, interface for access, capacity etc. The replica metadata, which is made
up of the mapping information from file instances to particular locations, is used
to manage replication of a sect of a file instance, a file instance, or a set of file
instances. The runtime metadata describes the information about the status of
the file: for example, being read or being written.

As discussed above, GridFS is a hierarchical and distributed system, so, in
order to achieve scalability, avoid any single point of failure, the metadata ser-
vice should be also treated as a distributed service. In most of current data grid
projects, it is assumed that the replicated files are read only and the updates to
metadata are infrequent. So, in such cases, distributed directory services, such as
that provided by LDAP [10], are used to represent data grid metadata. In PDEC,
where GridFS will be applied first, updates to both file objects and metadata
are to be increasingly frequent both because there are more file objects and com-
plicated relationship and because more and more file objects are published and
replications are created or removed dynamically when needed. Unfortunately, the
existing directory services (provided by LDAP, etc.) are well known to perform
poorly in the presence of frequent updates. To meet the needs of PDEC, we start
with implementing metadata service based on a relational database management
system (MySQL), which not only can avoid the limitations of LDAP-like direc-
tory services in the presence of frequent updates, but also can provide powerful
query language, SQL, which can execute more sophisticated queries that extract
data from over the entire metadata domain.

4 Query Algorithm

In this paper, a “client” is referred to a site that initiates a request for a file
handle. When a client (e.g. SA) wants to access a file, it first produces a query (Q)
that describes the information about the file. Next, metadata service consumer
(MSC A) on SA sends the query to local metadata service provider (MSP A)
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if MSP A exists. If MSP A does not exist or MSP A cannot find corresponding
file handle, MSC A will pass Q to all metadata service provider on the siblings
of SA along with a parameter TTL (time to live). At the same time, MSC A
passes Q to the metadata service provider on the parent node (SA P) of SA. The
parameter TTL is also sent to SA P. The detailed query algorithm is described
as follows.

Metadata Query Algorithm

Site.QueryProcess(Q, TTL, Sender){
/*
Q: the information about the requested file handle
TTL: the maximum times that Q can be transmitted.
sender: the site that Q comes from.

*/
ExeQry(Q); //Execute query Q locally
if (there is a returned result!=null) return result;
if (TTL==0) return null;
if (Sender is myself or my child){
//transmit Q to my siblings;
for (each sibling Si){
Si.QueryProcess(Q, TTL-1, this);

}
//transmit Q to my parent
parent.QueryProcess(Q, TTL-1,this);

}
if (Sender is myself or my sibling or my parent){
//transmit Q to my children;
for (each child Ci){
Ci.QueryProcess(Q,TTL-1,this);

}
}
if (there is a result!=null returned) return result;
return null;
}

5 Dynamic Replication

5.1 Replica Selection

After receiving a list of replicas of the requested file, SA will make a selec-
tion among these replicas to get a replica that is predicted to provide the best
performance. This process, namely replica selection, is based on response time
prediction. With up-to-date status information about remote sites in its local
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metadata repository and that returned by query, SA can predict the response
time of each replica accurately.

Response time (Tr) consists of two components: service time (Ts) and waiting
time (Tw) and can be formulated as Tr=Ts+Tw. SA will select a replica that
achieves a predicted minimum Tr. Waiting time denotes the time necessary for
SA to establish the connection with the remote site which accommodates the
particular replica. Service time is the time that the transfer will last and is
computed by dividing the file size S, by the transfer speed V. So the formulation
changes into the following:

Tr = S/V + Tw (1)

For a particular remote site (e.g. SB) that ever be accessed by SA, SA main-
tains lists of Tws and Vs of N recent accesses. Variables V and Tw in Formulation
(1) is respectively the average of those Tws and the average of those Vs. If no
information about SB exists in the metadata repository of SA, Tw will be as-
sumed to be the average of the known average waiting-times, and the recent
average output speed of SB will be assigned to V. The average output speed of
SB is monitored and is periodically pushed to all the correlative sites by SB.

For a large file, SA can select two or more replicas and even cooperate with its
parent, sibling, or children sites to start up a stripped transfer discussed above.

Fig. 2. Distribution of Replicas

5.2 Replica Acquisition, Release, and Reallocation

After the file transfer from the selected site (SB) to SA finishes and the lists of
Tws and Vs about SB are updated on SA, the average waiting time (avg(Tws))
and the average of transfer speed (avg(Vs)) to the selected replica(s) are respec-
tively calculated. If avg(Tws) is larger than the waiting time threshold (THw)
or avg(Vs) is slower than the transferring speed threshold (THv), a “replica



GridFS: A Web-Based Data Grid 89

acquisition” request will be sent to SB. Each site is free to select THw and
THv differently. SB will accept the request by returning the metadata about the
replica to SA and recording the information about SA. In GridFS, the distri-
bution of replicas of the same file is tree-like, as depicted in Fig. 2. Besides the
bidirectional link between itself and its parent replica, each replica has also a
spare link to its grandparent replica so that it can turn the grandparent into a
new parent if its old parent is to be released or becomes unavailable. In addi-
tion, each replica keeps a link to the original so as to acquire writer lock from
the original (replica consistency is beyond this paper). Certainly, more ancestors
are linked to in succession, more reliability will be achieved.

If the pool (on SB) of available replicas of the same file is full filled, the replica
whose last access time is the earliest will be released. After the specified replica
is released, all its children are notified and they will send “replica acquisition”
requests to SB by themselves. The above process will be repeated.

If no storage space is available to accommodate a new file copy, SA will first
examines the local cache, which holds replicas of different files, to see which
replica is the most infrequently accessed one and then move it to SA’s parent
site (the motivation for this moving is that the parent site maybe be able to
accommodate the replica and thus propagate the object up to make it cover
more sites and have more chances to be searched). This replica reallocation
processing will be repeated until SA shas enough free storage spaces.

6 Simulation

6.1 Metrics

Performance issues in GridFS are extremely complicated. In addition to issues
such as load on the network, load on network participants, and delays in getting
positive answers, there are a host of other criteria such as success rate of the
query, the bandwidth of the selected provider nodes, and fairness to both the
consumer and the provider. It is impossible for us to use all of these criteria in
evaluating query and replication algorithms.

Instead, we focus on efficiency aspects of the algorithms solely, and use the
following simple metrics. These metrics, though simple, reflect the fundamental
properties of the algorithms.

– P(success): the probability of finding the queried object before the query
terminates. Different values of TTL have different criteria for terminating
the query, and lead to different probabilities of success.

– avg. #msgs per site: overhead of the algorithm as measured in average num-
ber of query messages each site in GridFS has to process. The motivation for
this metric is that in GridFS, the most notable overhead tends to be the pro-
cessing load that the network imposes on each participant. The load, usually
message processing, is directly proportional to the number of messages that
the node has to process.
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6.2 Methodology

In the evaluation of our query method and replication strategy, we run a set of
simulations constructed using PARSEC[12] and report aggregate results.

In our simulations, the internet-like topology consists of numlevel levels. For
simplicity, we assume that each site, except leaf sites, has n children on the next
level. The total number of all the sites in GridFS is denoted by N. We first place
N files on these N sites randomly (This results in that none of these files is placed
on some sites and some sites contains more than one files.) And qi represents
the relative popularity, in terms of the numbers of queries issued for it, of the
i’th object. The values are normalized.

N∑

i=1

qi = 1; qi ∝ 1/iα(Zipf − like : α is a constant) (2)

Since studies have shown that web queries tend to follow Zipf-like distribu-
tions [13] and GridFS queries are similar to web queries in practice, we generate
1000N different queries that follow Zipf-like distributions, each query starting
at a random site (i.e., we randomly choose different site from which to initiate
the query). Then, for each query, we simulate our query processing and dynamic
replicating.

Statistics are collected from the 1000N queries for the N files randomly dis-
tributed on N sites. In our simulation, numlevel=6 and n=10. This results in that
N=111111. For replication in our simulation, we assume that the more hops be-
tween two sites, the better is the network performance between them (i.e. the
waiting time is shorter and the transfer speed is higher). We also suppose that
one object (original or replica) on certain site can only be replicated 5 times at
most. We calculate the aggregate results for the following metrics: P(success)
is the number of successful queries divided by the total number of queries gen-
erated; avgMsgs is the average number of messages generated for each query
divided by the total number of sites in that network.

As a final note about our methodology and metrics, we stress that they omit
a lot of issues, including the message delays in the network, the service time for
file transfer, the actual load on a site for processing and propagating messages,
etc. However, these models help us understand the fundamental properties of
our query processing and replication algorithms.

6.3 Results

GridFS uses TTL to control the number of hops that a query can be propagated.
However, choosing the appropriate TTL is not easy. For files that are widely
present in GridFS, small TTLs suffice; for files that are rare in GridFS, large
TTLs are necessary.

Fig. 3 shows the probability of success and average per-site message overhead
as TTL increases. We are likely to think that it is difficult to eliminate exponen-
tially increase of the number of average per-site messages as the TTL increases
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Fig. 3. How the probability of success and average per-site message overhead vary as
TTL vary.

to get higher probability of success, but our simulation results depicted in the
figures show that the probability of success approaches 100% quickly as the TTL
increases, and the number of average per-site messages increases smoothly as the
TTL increases. The reason is that the internet-like topology and our query pro-
cessing algorithm eliminate the duplication of query messages and our replication
algorithm makes the hot files widely present quickly. The simulation results also
show that the appropriate value of TTL is 3 or 4.

7 Conclusion and Status of Implementation

In this paper, we present a web-based data grid, namely GridFS, for the dis-
tributed sharing of educational resource files. After introducing the architecture
of GridFS, we propose a query processing algorithm and a dynamic replication
strategy. Our internet-like topology and the query processing algorithm elimi-
nate the duplication of query messages, and the simulation results show that
our methods eliminate exponentially increase of the number of average per-site
messages as the TTL increases to get higher probability of success.

We have made progress on several fronts in our effort to identify the basic
services for GridFS. We have a preliminary design of the file access API, which
provides a standard interface including create, delete, open, read, write and close
operations on file instances. This interface also support transfers started and
controlled by a third party. For this prototype API design, we have developed
a library in Java and SOAP to implement interfaces to web servers. In this
library embedded in Apache Tomcat, we have also implemented metadata service
including query processing and dynamic replica management. Metadata service
uses MySQL to store metadata of files, file contents, replica distribution, and
the fabric of GridFS itself. We can use SQL language to query these attributes
to find replicas associated with particular specification.
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Abstract. This paper is to report a previous project on showing how physically
classroom training, web-based course materials and web-based communication
can help in teaching an e-business development course. The various planning
and implementation issues in this project will also be discussed.

The case addressed in this paper was about a virtual laboratory for an
undergraduate course in City University of Hong Kong (CityU). One of the
major objectives in this course is to design and develop an e-business
application using existing programming tools and software packages. Students
can learn the concepts of an Electronic Commerce (EC) website and follow the
steps to build up a complete EC website. With the support of this virtual
laboratory, the development and learning process can be carried out at any place
of the world where Internet access is available.

1   Introduction

Hong Kong has an excellent telecommunications infrastructure boasting full
broadband network coverage. By February 2002, broadband network covering 98% of
households and all major commercial buildings through fiber-to-the-building and
Digital Subscriber Loop (DSL) technologies. Broadband users in household totaled
624 thousands in February 2002 and reached 916 thousands in December 2002.
Besides, the Internet traffic through broadband networks totaled 27 terabits in
December 2002 [1]. The tremendous growth of Internet broadband network coverage,
broadband penetration rate and broadband usage produces a new form of electronic
community daily. For example, teaching and learning are no longer to be confirmed
within the four walls of a classroom but can be on the Internet.

Due to the breakthrough of Internet bandwidth restriction, the materials transferred on
the network are not limited to static texts or some graphical images but can also be
audio and video. As the most important benefits of web-based learning are the use of
hypertext and hypermedia to link plain documents or multimedia information [2, 3], it
is why a fastest-moving change occurs is in the education sector. Also, a sufficient
network bandwidth makes possible to implement a ‘virtual classroom’, which has
many of the same features of a physical classroom such as access to lecture materials,
to ask and answer questions, to turn-in homework, etc. As a result, web-based
teaching and learning have been attracting more and more attention in Hong Kong.
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The subsequent sections of this paper are organized as follows: Section 2 describes
the background of our work and the reason why to build up a web-based virtual
laboratory. The discussion about the design and implementation is given in section 3.
In section 4, the selection and the use of EC package will be discussed. Section 5
describes the security issue in our virtual laboratory. Section 6 concludes the paper.

2   Background

The case addressed in this paper was about a virtual laboratory for an undergraduate
course. The course was developed by Department of Information Systems, which is a
department in the faculty of business from CityU, in 2001 autumn. We have used 4
months to design, implement and test our virtual laboratory. Meanwhile, we also have
designed a 13-week courseware material. The first student intake started in January
2002 and there were 48 students who have registered this course in that semester.

2.1   About the Course

The course, was known as IS4338 Rapid e-business Application Development, was
offered to third year students using a combination of physical classroom teaching and
web-based training. These students have taken a year or more of high-level
programming language (eg. Visual Basic) courses during their undergraduate
education. The teaching pattern of this course was a mixture of on-campus lectures
and off-campus virtual laboratory sessions. They were distributed alternately along a
semester with 13 weeks. We considered our virtual laboratory was a part of web-
based training in this course.

This course lasted for one semester and it covered the fundamentals of EC website
with emphasis on developing and programming. One of the major objectives in this
course was to design and develop an e-business application using existing
programming tools and software packages. Upon successful completion of the course,
students were expected to comprehend the concepts of an EC website. With the
support of our virtual laboratory, students could follow the steps to build up a
complete EC website.

2.2   Reason to Develop a Virtual Laboratory in Our Course

There are four major reasons to propose this project. Firstly, Electronic Commerce
has already become the major focus of teaching and research in our faculty of
business. EC related teaching is really in demand at the levels of both undergraduate
and graduate and practice of implementing an EC website is a very useful way to
enhance students’ knowledge and skills which are a must for their careers in the field.
This remote laboratory can provide an excellent means for our students to actually
implement the EC concepts learnt from their classrooms.

Secondly, although virtual teaching is not a new concept, bringing an EC building
laboratory to students’ homes is a new practice, at least in the faculty of business. The
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price of an EC solution package, such as Microsoft® Commerce server from
Microsoft Corporation [4] and INTERSHOP® from Intershop Communications [5], is
far from being affordable for our students. Moreover, the installation of such a
package involves a number of associated software packages and therefore is a
complex task. For example, Microsoft® Commerce server requires Microsoft® SQL
Server™ 2000 to host the database. Without a remote EC lab, our students have to
physically come to a specific computing laboratory in order to learn the practical
issues of EC systems development. Each workstation in this lab should have
expensive software packages installed. Also, both hardware and software must be
maintained by computing experts. The number of students who can benefit is then
very small and the allocated time for an individual is limited. A remote EC lab can
enable our students to implement EC applications by themselves, i.e., without any
help from computing experts is required, without the constraints of time and location.

Thirdly, due to well-provided coverage of broadband network in Hong Kong, it has
made possible greatly increased access to networked multimedia information. It is
easier for us to distribute high quality audio and video materials on the Internet.
Students can better make use of these multimedia materials to review the lecture or to
look at our demo video clips.

Lastly, although several web-based course management system such as WebCT and
Blackboard [6, 7] supporting on-line lecturing and tutoring have been adopted in
CityU, these tools are not able to provide students convenient online access to
programming facilities available in computer labs. One of the powerful features of our
virtual laboratory is the integration of the existing EC software packages together
with a remote development environment.

2.3   Courseware Development

We have developed 13 lectures and 12 tutorial training exercises. All these learning
materials were available on the web, including lecturing PowerPoint slides, reference
documents and demonstration video clips, etc. These materials were available ‘on-
demand’, at times and locations that most convenient to students. For each week
during the semester, the students were required to come to the campus to have the
lecture. Each web-based training exercise on a specific topic was followed by a
lecture accordingly. The topics, which were covered in this course, were followed in
this order: DHTML, JavaScript, Active Server Pages (ASP), Active Data Objects
(ADO), Component Object Model (COM) technologies in Microsoft Commerce
Server and XML.

One of the optimal modes for a web-based distance lecture is to use streaming video
clips for the audio/video lecturing, and dynamically loaded HTML pages to present
the lecture notes [8]. We have adopted Microsoft Windows Media™ Technologies
[9, 10] to help us to develop and deploy streaming multimedia content across the
Internet. The ability of this Windows Media™ platform could stream our multimedia
courseware. Students could render content while that content is being received over
the Internet without downloading it first. Streaming was selected instead of
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downloading multimedia files because it could greatly reduce the waiting time and
storage requirements of the students’ computers. Otherwise, our students had to wait
for the video files to fully download before they could start to view them. This was
extremely helpful for those students did not have fast enough access to download
large multimedia files quickly such as using 56K dial-up connection. Also, for our
student there was no charge for any videotape.

The instructor recorded 13 one hour of lectures of IS4338 while having the physical
classroom training. We have encoded the digital media content into Windows Media-
based content by using the Microsoft Media™ Encoder. The Advanced Streaming
Format (ASF) codec was our selected file format, which is a highly flexible and
compressed format, could contain streaming audio, video, slide shows, and
synchronized events. With the help from Windows Media™ ASF Indexer, we have
integrated and synchronized the instructor’s PowerPoint slides with the corresponding
video clip. The finalized streaming materials were act like video-based presentations
on the Internet. Students have taken advantages of the recorded lecture and were
using them at home or elsewhere for review after lectures.

Those ASF media files and published PowerPoint slides were put on our Microsoft®

Windows Media™ Service Server as on-demand contents. The streaming delivery
technique was multicast that can preserve our network bandwidth. When we were
going to provide streaming media, we have considered the line capacity that our
student might have. As streaming video is quite sensitive to users’ Internet-connection
speeds, thus we have encoded the digital content at different data-delivery rates. We
did not only just produce the high-bandwidth video clips but also the low-bandwidth
one. We have both 100kbps (kilobit per second) and 300kbps encoding rate for
streaming video. The faster the speed, the better the clip will look and sound. As we
do not have to maintain a clear focus and smoothness of the lecture’s movement, we
use a frame rate of 12fps (frames per second) to produce the streaming video. Besides
the multimedia courseware, other text-based materials will be saved in ‘portable
document format’ (PDF) using Acrobat software and can be viewed directly on the
web.

3   Design and Implementation of the Virtual Laboratory

The server operation system used in our virtual laboratory was Microsoft Windows

2000 Server edition. The software used to provide web services was Microsoft

Internet Information Server. The software adopted to be an EC application was
Microsoft Commerce Server 2000 and the software used to provide relational
database management services was Microsoft SQL Server™ 2000. The software
used to provide streaming audio and video over the Internet was Microsoft® Windows
Media™ Service Server. Besides the phpBB discussion board, most of the
components of this web-based classroom environment were built in Active Server
Pages (ASP). The system architecture of the remote lab is shown in the Figure 1.
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3.1   Web-Based Environment

In order to provide a fast, reliable and high available server system to accommodate
numerous simultaneous accesses, a 3-tier web-enabled architecture will be adopted in
our EC virtual laboratory. Our platform has two servers and each was equipped with
one Pentium III Xeon 1GHz CPU, 1 GB of SDRAM and a three-disk 18 GB RAID5
(Random Array of Inexpensive Disks) storage. With RAID support, our systems
could tolerate the loss or failure on any one hard disk. The primary purpose of these
two servers was to provide web, application and database services.

Fig. 1. System Architecture of the Virtual Laboratory

3.1.1   Web/Application Server
The Web/Application Server was the front gate of the whole system. We will not
discuss the firewall and other Internet networking devices in our paper. The Web
Server accepted requests from the users and sent the results back to the users. The
Application Server provided all necessary facilities for the users to build an EC Web
site. The users could use their own browsers to access the Web/Application Server
building an EC website together with a SQL database located within our campus.
Since only a browser was needed for the client side, all clients of our system were
very “thin” and the users did not need to install or configure any thing before allowed
to use the remote EC lab to build an EC website. The basic architecture of the remote
lab is shown in Figure 2.

3.1.2   Database/Video Streaming Server
The Video Streaming Server was responsible for delivering compressed video to our
students’ request for a particular video stream. This was handled by Microsoft

Windows Media™ Technologies which were a commercial streaming media software
packages. The Database Sever enabled the connections between the Application
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Fig. 2. Basic Architecture of the System Environment

Server and the SQL database. Data in Microsoft® Commerce Server and phpBB
discussion board would be hosted in the Database Sever. As video streaming required
a fairly high-performance system, that was why we separated the Application and the
Video Streaming into two separate systems.

3.1.3   Workstation
In order to access our virtual laboratory, a Microsoft® Internet Explorer 5.5 web
browser was a basic requirement which acted as an ActiveX container. We adopted
ActiveX technology in our environment. For Internet Explorer, Windows Media™
Player was embedded as an ActiveX Control object in the web page. Windows
Media™ Player needed a proprietary codec, which was called TechSmith Screen
Capture Codec (TSCC), to play our streaming video.

3.2   Features and Functions

Our virtual laboratory was implemented in Windows 2000 environment. There were
totally 10 functions in our virtual laboratory platform and they were done mainly in
ASP. All students connected to our system through a graphic user interface as shown
in Figure 3. Students needed to login to our system before they could get full access
rights browsing through our website. The following features and functions were
included in our EC virtual laboratory.

3.2.1   Course Materials
All the archived teaching materials were located in this section. Students could
download the PowerPoint slides and exercises by simply logon to our web server. If
students wanted to review the previous lectures, they could simply choose the
encoding rate and click on the URL. Both the video and the presentation PowerPoint
slides were played within the pop-up window with 780�550 pixels. This dimension
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Fig. 3. Screen Layout for the Main Page

could suitable for those users who were still using 800�600 screen resolution. It was
not recommended for our student to use 640�480 screen resolution because it was too
small to display both.

A Windows Media™ Player was embedded in the top of the left frame while
presentation slides were displayed on the right one. As the lecture proceeded, the slide
refreshed automatically, synchronized with lecture audio. During streaming the video,
student could pause the lecture at any point to take notes, or to repeat a section.

3.2.2   Design Tools
Since the development of an EC website under any EC solution packages was by
default working locally, the adopted EC solution package in our virtual laboratory had
to be reconfigured so as to allow remote website constructions over the Internet. A
submission and deployment mechanism, which allowed the students to upload their
web pages to our server and view their developed websites, were facilitated in this
section.

Also, we have integrated a management tool, which was called Business Desk, from
the Microsoft Commerce Server for students remotely to manage their Commerce
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Server 2000 websites. For example, students could access those pre-built modules
within Business Desk to update pricing information in their product catalog or run
reports base on sales transactions. Students can start to learn the components of an EC
website by using these modules without doing any programming. As these beneficial
features from the software package provided all basic back-end administrated tool,
students would only need to focus on the front-end web pages development.

3.2.3   Demo Videos
Besides the video-based presentation, we also provided other video demo clips on our
server. These videos were in streamed format showing all the necessary steps to
install the commercial software packages such as Microsoft Commerce Server and
Microsoft SQL Server™. In order to make the user guide in a more effective visual
way for our virtual laboratory, we also captured the Windows desktop activities using
those facilities provided. Students could simply play these pieces of streaming video
from their browsers so as to understand the processes to build up an EC website.

All these multimedia screen capturing were done by Camtasia Studio [11] which was
a video screen-recording studio. We have used TechSmith Screen Capture Codec
(TSCC) to optimize for recording computer screens and to compress these videos. We
first used Camtasia Recorder to record the Windows desktop activities into several
AVI files and then used Camtasia Producer to convert them to streaming files in
Microsoft Advanced Streaming Format (ASF).

The advantage on using TSCC codec was lossless whenever compressed at reasonable
compression rates. We could produce the video exactly like the screen that was
recorded. Although the TSCC codec was not part of the standard Microsoft
distributed codecs, it was compatible with Windows. Students only needed to
download and installed this freely available codec which was used by the Windows
Media™ Player to play the video.

3.2.4   Sample Site
We have put together some sample sites that were built by using Microsoft

Commerce Server for our students. Students not only saw just how powerful this
software package could be, but they also could get a few ideas that they might not
have thought about such as the designs, the interfaces, the functions of different kinds
of EC websites.

3.2.5    Discussion Board
Although there were many ways for people to communicate electronically with one
another outside of class at their own convenience, our virtual laboratory was heavily
relied on electronic discussion board to facilitate a communication channel. It was
useful to find that we could now only need to answer a question once following by
posting the answer on-line then all students could benefit from the answer. This could
help us to increase our efficiency and productivity. At the end of the semester, we
found that our students were more readily to interact with each other and thereby the
discussion board could provide our student a new opportunity for peer-to-peer
learning.
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We have not built up our own discussion board. We simply implemented the phpBB
[12], which was an open source bulletin board system, on our Windows platform to
promote asynchronous interactions between students, lecturer and teaching assistants
whenever after class. Students could access the phpBB from anywhere on the
Internet. This tool allowed our student to post messages containing text (in various
fonts, sizes and colours), graphics, and any type of file attachment.

3.2.6   Frequently Asked Question (FAQs)
Besides our interactive bulletin board system, we have also created a Q&A
mechanism which provided effective assistance to help the users to overcome possible
difficulties they might encounter in building an EC Web site. Those most commonly
asked questions would be posted in this section. The users read some pre-set
questions and answers before sending e-mail to ask us.

3.2.7   Related Links
This section contained extensive listings of related information that can be found on
the Internet.

3.2.8    Downloads
If students wanted to download the evaluation copy of those commercial software
packages and installed in their own machine, they could benefit from these
hyperlinks.

3.2.9    Contact Us
The e-mail address and contact number of lecturer and those teaching assistants
would be listed in this section.

3.2.10   Site Map
We have added a sit map which acted like a website index for student to access the
web pages at their convenience.

4   Software Justification

Microsoft Commerce Server is the latest EC solution package of Microsoft. It
reduces the complexity and the time for building tailored, effective EC solutions. By
providing the application framework together with sophisticated feedback
mechanisms and analytical capabilities, Commerce Server allows our students to
quickly develop an EC website. This software package provides the critical EC
infrastructure needed to build an effective online EC business. User profiling and
management, product and service management, transaction processing, and targeted
marketing and merchandising are all integrated to create a comprehensive system
customizable for our students’ specific needs.

The Commerce Server Solution Sites provide a significant head start for developing a
website based on Commerce Server 2000. They provide a highly structured approach
to building a website that will be easy to extend and maintain. Students can use the
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Solution Sites to build working websites that they can customize as needed. Most of
the basic features needed for creating a commercial website are present in the
Solution Sites, such as a shopping basket, a checkout procedure, a product catalog,
user profiles, and so on.

5   Security Issue in Our Virtual Laboratory

Besides physical restrictions were in place for the two servers, additional security
controls were needed and have been implemented in our virtual laboratory. We have
divided these controls into two parts: restricting access to specific files or directories
and verifying the identity of users who try to view those files.

5.1   File Security

As most of the files were located in the web server including the teaching materials
and students’ files, the first place where security was needed was to restrict access to
specific files or directories on that server. File security relied on controls built into the
operating system. Windows authentication was used to verify the identity of students
who tried to write files to the server. “Course Materials”, “Design Tools” and “Demo
Videos” were restricted categories on which viewers were not allowed to access these
facilities through an anonymous account.

5.2   Identity Verification

Each student has had a login user account on the web server and they were granted
with write permission on his/her own working directories. Besides the file access
level control, we also have implemented application level security. In the database
server, each student was separately assigned a username and password for SQL
Server authentication which were different from Windows authentication.

5.3   Security Lack

Streaming media servers have relied on the security features of web server to protect
their media streams. This was done by only allowing authorized students to view the
“Demo Videos” category. However, whenever the users could get access to that web
page, they could view the source code and discover the actual “hidden” URL for those
media files. If they really did so, we had nothing to prevent them from freely
accessing the file and from sharing that address with others.

Streaming video which is unlike a progressive download and suppose to be not
allowed to save on the viewer's computer. However, streaming digital media files are
no longer necessary to ensure stream without downloading. Several programs are
currently available that allow viewers to capture an audio or video stream and save it
to a file on the their computer. As those streaming materials are not that confidential,
we still convert the media files into streaming media files which already good enough
to provides a certain level of security on our media content.
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6   Conclusions

In this paper, Microsoft Commerce Server has been successfully integrated in our
virtual laboratory which help students to understand an EC website development.
Being a computer-based learning and development platform, our virtual laboratory
allowed students to gain access to course materials and to use those facilitates from
Microsoft Commerce Server. According to the usage of our virtual laboratory, it can
only be considered as a supplement rather than a replacement of all physically
classroom training. Because of the only requirement on the client side is a Microsoft®

Internet Explorer 5.5 web browser, a Windows Media™ Player and a TSCC codec
plug-in, it is very convenience for students to start developing their own EC websites.
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Abstract. This paper proposes a new architecture for web-based
virtual laboratory with CORBA technology. In the architecture, Java
Applet acts as the client tool, CORBA acts as the communication
bridge between different objects. The integration of JavaBean, Matlab
and COM/DCOM is implemented as the computing tools on the server
side. By using the architecture, the efficiency of developing virtual
laboratories can be improved markedly. This paper also introduces
the implementation of virtual laboratory for communication principle
based on the architecture. In the virtual laboratory, the instruments
are developed as components, which improves the developing efficiency
and the reuse of components. Matlab is also used for computing in the
server, which enhances the simulation capability.

Keywords: Web-based virtual Laboratory, CORBA, Matlab, Architec-
ture

1 Introduction

With the rapid development of Internet, modern long-distance education as a
new education mode has became an important problem for discussion. Virtual
Laboratory (VL) based on the Internet is a key on improving the quality of
distance education since experiments are significant for most engineering and
application courses. For most current virtual laboratories, there are some dis-
advantages. For examples, they are only fit for certain kind of course and may
not be flexible; if they are modified to meet the needs of the other courses, sub-
stantial workload is to reform the system. Considering the dynamic changes, we
design a new architecture for web-based virtual laboratory with CORBA tech-
nology, which can integrate the third party software developed with Java, C++
or others. The architecture has the following features: it has expansion capabil-
ity, independence of platform, and software reuse. With these characteristics, we
can construct various kinds of Virtual Labs.
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The rest of the paper is organized as follows. In section 2, we introduce related
researches. Section 3 describes the design of system architecture. Section 4 deals
with the implementation of system including client side and server side. Section
5 gives an example. Conclusion is given in section 6.

2 Related Work

VL can be classified into two categories according to its realization technologies.
The former is developed with pure software while the latter is developed with the
combination of software and hardware. The former mostly adopt these popular
WWW technologies including HTML, CGI, Java, Applet, Java Servlet and so
forth. Ref.[1] discussed the design and development of a virtual biology lab, most
of which components, including all the virtual experiments are implemented as
Java Beans. Extensible Markup Language (XML) is used for application and
data description. Ref.[5] introduced a VL platform based on Internet, which is
developed with pure Java language. It uses Java Applet in client side, and the
experiment components are implemented as Java Beans. In the VL, users can
design and run their experimental flow according to their requirements. Ref.[6]
proposed a design of virtual programming lab for online distance learning. It uses
HTML and Java Applet on the client side, and CGI and Java Servlet in server
side. Before running an experiment, users need to write their program codes
in the client, then the client sends the codes to the server. After receiving the
request, the server invokes the corresponding language compiler, then returns the
result to the client. Ref.[7] described an internet-based computer laboratory for
DSP courses, in which all the programs are written as stand-lone Java Applets.
Most of the experiments in the VL use the Java Digital Signal Processing (J-
DSP) Editor, which allows users to design and simulate a large variety of systems.

Ref.[2] presents a virtual network laboratory for learning IP network, in which
one Ethernet Switch and many personal computers running on Linux operation
system act as simulation equipments in the server. Users input Linux network
commands by using Web then receive output from the server. A VL for the
disabled persons is introduced in Ref.[4]. The laboratory adopts Macromedia
Company’s Authorware to design the user interface thus makes the interface
more lively. Their design uses LabView platform to carry out simulation. A
realization scheme of VL given in Ref.[3] applies WWW technologies including
HTML, CGI, Java and LabView platform to provide usage for real equipments
with standard interface. A web-based distributed virtual educational laboratory
discussed in Ref.[8] allows components of server side to be distributed in different
host computers. Service components of the VL are developed with LabView
platform.

Among these VL systems mentioned above, they all only can transfer infor-
mation among the same type of objects. They failed to realize the communication
mechanism among the various types of objects. In addition, integration of the
existing virtual simulation systems is not possible. For overcoming the draw-
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backs, we thus propose a new architecture for web-based VL in order to improve
the developing efficiency.
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 Fig. 1. The architecture of system

3 The Architecture of System

The Common Object Request Broker Architecture (CORBA) allows distributed
applications to interoperate with each other, regardless of what language/tools
they are used for the implementation or where these applications reside. The
Object Request Broker (ORB) in Fig. 1 connects a client application with the
objects whenever necessary. The communication is transparent. The client pro-
gram does not need to know the detail implementation of the internal object
regardless of the object locations (either local or remote). In our system, the
client program only needs to know the object’s name and knowhow to invoke
the object’s interface. The ORB takes care of the details of locating the object,
routing the request, and returning the result. The interface is defined with the
Interface Definition Language (IDL). IDL is a descriptive language used to de-
scribe the interfaces implemented by the remote objects. Within IDL, we can
define the name of the interface, the name of each of the attributes and methods
etc. Thus CORBA technology is used to implement our VL system.

Development efficiency and components reuse are key issues during our de-
velopment of VL. Matlab is high-powered software for science and engineering
computation, which provides us with powerful numerical computing capability
and many simulation tool packets. By using Matlab, we can implement system
modeling and simulation in multi-domain. So with the integration of Matlab, VL
system’s developing efficiency and simulating capability can be greatly improved.
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The system requires interoperation among Java, Matlab and C++ objects.
Therefore we choose CORBA as the right developing tool. The architecture of a
VL falls into two parts: clients and server. Clients are Java Applets embedded in
browsers, which makes clients have the independence of platform and security,
and so on. The server mainly contains: CORBA server components written by
using Matlab computing engine, Matlab DLL, COM/DCOM components sup-
plied by the third party, Java Bean components. The architecture of web-based
VL is proposed in Fig. 1.

Users can connect Web Server through browsers. After entering a VL,
browsers automatically download applets from server to clients. Then applets
will run on Java Virtual Machine (JVM). Through client side’s ORB and server
side’s ORB, clients can connect and access server.

4 Implementing the System

4.1 IDL Interface Definition

Clients and server use the same IDL interface: CommPrinciple.idl. The IDL file
describes the interfaces implemented by the remote objects. Once you’ve created
the IDL file, you can use an IDL compiler to generate the client stub code
and the server skeleton code. In clients, idl2java compiler generates client’s stub
code by compiling CommPrinciple.idl. The stub code which implements methods
definition according to CommPrinciple.idl will be used to resolve long-distance
CORBA objects by clients. In server, idl2cpp compiler generates skeleton code by
compiling CommPrinciple.idl. The skeleton code will be used to transfer clients’
service requests.

When a client makes a request, the client’s ORB locates the object imple-
mentation, activates the object if necessary, delivers the request to the object,
and returns the response to the client. The client is unaware that whether the
object may be is on the same machine or across a network. A client program
uses a remote object by obtaining a reference to the object. Object references
are usually obtained using Naming Service. Then the object’s reference will be
passed to stub code. With the help of stub code and ORB, the client can trans-
fer his request to skeleton code, then to the target service object. The compiling
process of CommPrinciple.idl is proposed in Fig. 2.

4.2 The Design of Server

The server side mainly includes the entry of main program, the implementation
of objects’ methods, and the activation of the Matlab engine.

The main program is with responsibility for initializing ORB, setting up
Portable Object Adapter (POA) to manage service objects, then, creating service
objects based on the CommPrinciple.idl file, waiting for receiving requests. The
implementation of objects’ methods is written in C++ language.

Two methods can be used to invoke Matlab. The first is to invoke Matlab
engine. By this way, Matlab, which acts as a service process, provides clients
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Fig. 2. The compiling sketch map of client and server interface definition CommPrin-
ciple.idl

with a group of engine functions. With the help of these functions, clients can
communicate with Matlab engine conveniently. The method provides program-
mers programming simplicity. However, the system can’t run without Matlab
runtime environment, and server can’t provide clients with frequent visit. The
second method is to invoke DLLs. With the compile tools provided by Matlab,
the “M” files can be transformed into DLLs. In this way, the advantage of Mat-
lab and C++ can be developed well including powerful computing capability
and rapid executing speed. But the program developed in this way is hard to be
modified and debugged, and the codes converted from “M” files are hard to be
understood for programmers. So we choice one of these two methods or both to
develop our server program according to the actual applications.

4.3 The Design of Client

The client side mainly includes the implementation of Java Applet and exper-
iment components. The applet mainly answers for the implementation of the
main interface. A component is written as Java Bean, which take charge of the
obtaining and invoking of a service object.

The main interface mainly includes: menu bar, tool bar, attribute editor for
components, experiment operating window and equipment bar, and so on. The
equipment bar provides all the system components. By using it, user can select
the required component. Then drag and drop the component to experiment
operating window. The user needs to link the selected components in order to
assemble an experiment flow. Finally, user can run his experiment by dropping
the running button.The process of simulation is proposed in Fig. 3.

A Java Bean obtains service objects by using Naming Service. Server invokes
the “bind” method of a Naming Context object in order to not only publicize
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Fig. 3. The process of simulation in client of system

the object but also provide the object self and it’s name framework. By invoking
the “resolve” method of the very Naming Context object, client can discover the
object.
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Fig. 4. The implementation of system

4.4 Implementation of the System

Just as the illustration of Fig. 4, the VL system falls into two parts: clients and
server. They both compile the same IDL file: CommPrinciple.idl. Then clients
will generate stub code while server will generate skeleton code. Based on the
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skeleton code, Server will implement the methods defined in the CommPrinci-
ple.idl file then publicize service objects by using Naming Service. Based on the
stub code, clients can activate the methods of service objects with the help of
Naming Service, client ORB, and server ORB.

As a result of the restriction of “Sand-Box” in almost browsers, the Java
Applet can’t access the other servers besides the Web server. So without the
help of the IIOP agent the Java Applet can’t communicate with CORBA server,
except that CORBA server and Web server reside in the same machine. In our
system, we use VisiBroker as CORBA server, which provides Gatekeeper as
IIOP agent. Clients’ requests are sent to Gatekeeper at first. Then Gatekeeper
transmits the requests to server. The answers are also sent back with the other
way round.

5 A Virtual Lab for Digital Communication

The filtering experiment of digital communication can illustrate the develop-
ment process of the system. The filtering experiment needs signal generator,
signal adder, filter, and oscilloscope. The signal generator, signal adder, and os-
cilloscope are implemented as Java Beans, while the filter need to invoke the
Matlab function “lowFilter()”, which has been compiled in Matlab engine.

In the CommPrinciple.idl file, filter’s interface has been defined, which has
two methods: lowFilter and heightFilter. The input parameter is the sampled
data of signals.

//CommPrinciple.idl
typedef sequence< double > mytype;
interface Filter{

mytype lowFilter(in mytype inData);
mytype heightFilter(in mytype inData);

};
In the server side, the main program is responsible for initializing ORB and

creating filter service object ”FilterImpl”. The main code is showed as follows:
orb = CORBA::ORB init(argc, argv);
rootContext = CosNaming::NamingContext:: narrow

(orb− >resolve initial references(”NameService”));
rootContext− >rebind(name, reference);
The code of FilterImpl is followed:
mytype ∗ lowFilter(const mytype & inData) {

if (!(ep=engOpen(NULL))) { exit(-1); }
b=mxCreateDoubleMatrix(1,inData.length(),mxREAL);
mxSetName(b,”x”);
memcpy((void∗)mxGetPr(b), (void∗)num2,

inData.length()∗sizeof(double));
engPutArray(ep,b);
engEvalString(ep,”y=lowfilter(x)”);
t = engGetArray(ep,”y”);
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engEvalString(ep, ”close;”);
for(i = 0;i < length;i++)

{data[i] =∗(mxGetPr(t)+i); }
result = new mytype(0,length, data, 1);
return result;

}
The implementation of height filter is passed over because it is parallel to

the low filter.
The code of the client’s Applet is showed as follows:
<APPLET codebase=”.” CODE = ”Entry.class” archive=”vbjorb.jar”

NAME = ”vLab” WIDTH = 200 HEIGHT = 100 ALIGN = middle>
<param name=”org.omg.CORBA.ORBClass”

value=”com.inprise.vbroker.orb.ORB”>
<param name=”vbroker.orb.alwaysTunnel” value=”true”>
<param name=”vbroker.orb.gatekeeper.ior” value=”gatekeeper.ior” >
</APPLET >
As a Java Bean, ”LowFilter.java” use the followed code to look up objects

and invoke methods.
orb = org.omg.CORBA.ORB.init(args,null);
. . . . . .
Object = ((NamingContext)root).resolve(root.to name(” Filter”));
Filter manager = FilterHelper.narrow(Object);
result = manager.lowFilter(sampleData);

 

 

Fig. 5. Operating interface of Virtual lab

Fig. 5 gives the main interface of the VL, which can be accessed through
Web by users. The main interface mainly includes: menu bar, tool bar, attribute
editor for components, experiment operating window and equipment bar, and
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so on. The equipment bar provides all the components for the VL of digital
communication. User choose the corresponding components from the equipment
bar to do experiments, such as lowpass filter, highpass filter et.al.Then user wants
to link the selected components in order to assemble an experiment flow. Finally,
he can run his experiment by dropping the running button and the experiment
results is shown as Fig. 6.

 
 

 Fig. 6. Interface of processing result

Fig. 7. Processing result interface of quantifying experiment

Fig. 6 shows the interface of the output, which is the result of filtering ex-
periment. The left frame gives the result of height filtering while the right shows
the result of low filtering. The middle presents the original signal, which is the
overlap-add of sin(4πt) and sin(20πt).
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Fig. 7 shows the result interface of quantifying experiment. The left frame
gives the result of nonuniform quantification while the right gives the result of
uniform quantification. The middle shows the quantified signal.

6 Conclusion

The development of remote education has played an important role in the world.
Moreover, virtual laboratory based on Internet is the key on improving the
remote education. This paper particularly discusses the architecture and im-
plementation of the VL platform. In the architecture, the integration of Java
Bean, Matlab and COM/DCOM improves the efficiency of developing the vir-
tual laboratory. This paper also illustrates the key design and implementation
technologies of communication principle virtual laboratory based on this archi-
tecture. In the virtual lab, Java Applet is used as client tools, which provides
clients with the independence of platform and safety. Matlab is also used for
computing in the server, which enhances the simulation capability. The system
provides designers with an effective approach to develop virtual lab, at the same
time providing users with an experiment environment without the restriction of
time, place and equipments. By using the system, the reform of the colleges’ ex-
periment teaching will be expedited, and the quality of long-distance education
will also be improved markedly.
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Abstract. This paper discusses some of the practical factors associated with the
creation and maintenance of a Website supporting an online, postgraduate,
tertiary-level subject, created and maintained largely by a single lecturer. The
size of two subject Websites are described, some factors effecting maintenance,
possible problems in adapting teaching styles to a simple Web page format and
problems that may arise when the lecture of a subject changes or a visiting
lecturer participates.

1 Introduction

This paper discusses some of the practical factors in the creation and maintenance of a
Website supporting an online, postgraduate, tertiary-level, subject. Two subjects
taught online by the author at the University of Melbourne are used as the main
examples. Students in these subjects are all practicing teachers, from preschool to
tertiary level. Most, but not all, have formal teaching qualifications, the notable
exceptions being those from the training industry and the tertiary sector.

The subjects discussed were created largely by a single lecturer and maintained in the
same way. Thus they represent only a small number of online subjects but their
essential simplicity makes them relatively easy to study. Their basic structure and
substance is sufficiently representative of the essence of online teaching to be usefully
analysed. They utilise quite low-level technology which, while it does not give any
comparison against courses utilising powerful, interactive multimedia, does make a
first-approximation analysis on the basis of the size of the site practical. Their
educational effectiveness is not analysed, although over the four years of their
existence they have proven to be very effective.

2 The Creation of an Online Subject

The creation of an online subject is no small task. Even assuming the prior existence
of a suitable subject description, the actual work that goes into the creation of the
Website is but a part of the process. The educational approach, the means by which
subject matter can be conveyed within the limitations of Web technology and
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appropriate communication and means of assessment should all be thought out and
decided upon before work commences on the site itself. The need for progressive
evaluation and maintenance of the site will exist for the life of the subject and this
may be compounded if the original creator leaves.

The structure of an online Website could conceivably stretch from being a list of
linked resources with minimal original material and an assessment requirement, to a
full self-contained original work. Most subjects will fall somewhere between these
extremes. First year chemistry at Melbourne for instance, is almost totally online. A
“tutorial package” [1] provides the lectures, exercises and much of the tutorial
material online with the practical laboratory sessions ‘live.’ This structure is the work
of a big, diverse and expensive team over many years, an investment that can be
justified by the large number of students involved and the stability of the material. An
analysis can be found in Fritze [2].

The two subjects forming the basis of this paper are Software Environments for
Learning, and Teaching With Information Technology. These are offered online and
face-to-face as part of the Masters level program in the Faculty of Education at the
University of Melbourne. The major impetus for putting these subjects online was to
allow remote students to take them, but it also solves some timetable and employment
clashes. All subjects in the program run for one Semester (12 weeks), and form one
quarter of a full time year. The assessment associated with these subjects is “the
equivalent of 8,000 words.”

These subjects have a long history reaching back to 1980. It was this accumulated
background of experience, knowledge, evaluation and lecture notes which made it
economically possible to offer then online within the budget available at the time,
which, considering the task, was minimal: in the region of $2,000 per subject. That
the subjects exist at all is due largely to overtime put in by their two creators. Both
subjects were first offered online in 1999.

The Website for Software Environments was originally developed by John Warner1

and the author built the Teaching With Information Technology site. Neither used, or
uses, any particularly advanced Web or programming techniques. The nature of the
existing subjects was such that text and simple graphics, largely screen grabs and
simple line diagrams, sufficed. The inherent structuring characteristics of a Website
provided the educational structure for the subjects. (Projected developments utilising
more sophisticated and rich media are not discussed here.)

Software Environments concerns all the usual application software teachers expect to
find on a personal computer: word processing, spreadsheets, graphic manipulation,
multimedia creation, Web page editing and, lately, digital video and sound editing.
The emphasis is on the educational significance and use of these products—the ability
of students and teachers to take over the technology for their own purposes—but
since many teachers begin the course with only a basic knowledge of word
processing, it is necessary to provide descriptions of their operation, and examples to
work through so they can become quite familiar and comfortable with the tools.
(Face-to-face students get demonstrations and workshops—a superior solution.)
Although assignments require a moderate level of competence in using the various

1 John Warner is now a Senior Fellow in the Department of Science and Mathematics
Education at the University of Melbourne.
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tools as, essentially, a ‘hurdle requirement,’ grades above pass standard rely on the
educational elements.

Teaching with Information Technology is a very different subject. It has a lecture-
seminar format and is concerned with three main things:

1. An exploration and evaluation of the different ways that computer and
communication technology could be used in educational contexts. The aim is
to have each student consider uses to which they might put the technology in
their classes in relation to their own educational psychology and philosophy. In
the nature of things, the degree of detail and the scope of this section is
severely limited by the time available.

2. An exploration of the many practical issues concerned with the use of
computers in education: where to locate computers; Internet access; the IT
budget; professional development; Web access and Acceptable Use Policies;
data security; equable access to computers etc. This part of the program is
carried out via a Seminar program and for online students an online Forum.

3. To start the students on their careers as researchers. Basic research skills,
techniques and orientation are fostered and developed.

From 1996 the Education Faculty provided a basic vehicle, (SOCS), of their own
design, into which material could be loaded to support online teaching of this type.
Since 1999 the main University Information Technology Service has offered a
slightly more versatile version of its own called WebRAFT. Material from the two
complete subject Websites is loaded from lecturer’s computers to one of these
servers.

The size of the Websites required to support subjects of this nature and at this level
may be surprising to anyone yet to involve themselves in an enterprise of this type. A
raw word count on both subject sites produced, in round figures, the following
numbers:

Software Environments for Learning, 2003: 63,400 words

Teaching with Information Technology, 2002: 95,500 words.

The word counts do not consider graphics and other embedded files, the work
required to set up and maintain the structure of the sites or another considerable
volume of work on the respective Forums, but they are interesting nevertheless. Pages
specifically provided for face-to-face students (largely concerned with assignments)
have been omitted from these word-counts.

Breaking down the site by general area produces the word-counts in Tables 1 and 2.

Table 1. Word Count: Software Environments for Learning

Area Words
Administrative pages, main indexes etc., 9,700
Assignments 1,280
Lectures 48,380
Workshops 4,040
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The raw word count overestimates the actual scale of the intellectual property to some
extent. Some material, for instance instructions for using the Net and finding the
Websites, is common to both subjects and some is copied straight from Department
and Faculty material and available elsewhere but repeated to make sure students take
notice. This takes up roughly half the ‘administrative material.’

Nevertheless, with the exception of standard page-footers giving creation date and
creator etc., there is something approaching 48,000 words of original work in the
lecture pages. This is supplemented with copious linked pages, scanned and electronic
material and access to full text, online journals, not included in the word–count.
Assessment in both subjects has to offer a considerable amount of latitude and
guidance to make it suitable for all levels of education, hence the large number of
words. Online assignments also include a wealth of detail provided to face-to-face
students during the normal course of lectures.

Table 2. Word count: Teaching With Information Technology

Area Words
Administrative pages, main indexes etc., 8,360
Assignments 6,212
Lectures 80,930

In Teaching With Information Technology, probably 18,400 words should be subtracted
from the lectures to account for one which is largely three scanned papers contributed
by a Departmental staff member on software evaluation and not written specifically
for the subject. This still leaves an ‘original’ lecture content of some 62,500 words
(and the evaluation material will have to be replaced for the 2003 version).

Any body of electronic work of this size will require a considerable amount of
maintenance. As new technology relevant to education becomes available it must be
incorporated into the subject and the educational material revised to take account of it.
This may require a very minor alteration, or it may require the complete replacement
of a lecture. The sites have to be completely overhauled each year and the lectures, to
a greater or lesser degree, rewritten. (This excludes any other educational revision to
the syllabus, educational approach or a different selection from applicable material.)

3 Adapting Teaching to the Web

Not all material, and certainly not all teaching, is easily amenable to online education.
One of the consistent lessons our students have delivered, in several ways and at
different times to the lecturing staff, is that while teachers are generally happy to learn
in whatever medium the material is presented through, provided they perceive it as
relevant, they are, as group, far more reluctant to adapt their own teaching to suit a
medium they perceive as restrictive. Thus while, for instance, they may be quite
happy to take their own lectures from the Web and communicate with the lecturer via
the Forum and email, when confronted with using the same medium for their own
teaching, many exclaim that ‘This isn’t the way I teach!’ Fortunately current
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technologies and computerised tools allow sufficient flexibility to satisfy many
teaching requirements, but this still occurs and may also obtain at the lecturer level.

Two of the Teaching With Information Technology lectures were written by a
colleague on the subject of Constructionism. He was not entirely happy with the idea
of delivering a formal lecture on the subject since he considered a lecture to be
inconsistent with the subject matter, but the lectures were given. When it came to
putting this material on the Website for distance learners, after considerable thought
and trial, he was forced to the conclusion that the Web was not an appropriate system
in which to shape the content and his approach to it: his educational philosophy. This
lecturer has considerable technical and practical skills with areas of computing, yet he
eventually had to confess defeat and post two, quite inadequate, to him, MS Word
files covering the lectures. He was not happy.

4 Maintenance

The subject Websites did not start out at their current sizes. Over the years both have
grown. They are probably both now at about the maximum appropriate for their
subject size. If they grew much more students would be faced with an inappropriate
amount of material to get through. In the last two revisions, material added had to be
roughly balanced by material deleted or relegated to ‘further reading.’ Teaching with
Information Technology began in 1999 with 70,800 words. 63,600 of these were
taken up by 11 lectures. Overall, although the lectures have grown somewhat, most of
the subsequent inflation has been in the ‘Administrative’ area. The average lecture
runs to around 5,600 words.

As an example, Lecture 10 is about “Life in CyberSpace.” This would occupy a
nominal one and a quarter hours, face-to-face. The 2002 version ran to 9,600 words.
The 1999 version was 6,820 words. (In 1998 it didn’t exist.) Differences between the
2001 and 2002 versions are marked and when rewritten for Semester 2, 2003, new
material will have to be added at the expense of existing ideas. Obviously it is not just
the process of typing that is important here, these lecturers are to a large extent totally
original and the thinking and the research have to be done.

There have been many invited (face-to-face) guest lecturers, some paid by the
University, some not. It is a rare invitee who is in a position to contribute a page to
the online site and in the case of these subjects, it hasn’t happened. (One did promise,
but nothing eventuated—the ‘missing’ 12th lecture from 1999.) It is simply too much
to expect an invited lecturer to produce the material and if they did there is an
immediate issue of copyright. Certainly there is nothing in the Departmental budget to
finance such a thing. In this case either the online students get a summary, placed on
the site by me, or miss out on that facet entirely. Given time constraints and my
reluctance to represent someone else’s material as gathered by me in a lecture, usually
they just miss out.
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5 Changing the Guard

An emerging issue is the status of a Website when a subject is taken over by another
lecturer. It is one thing to develop an online version of a subject while it is taught
face-to-face and have it ready for the next year. It is something else to take over a
subject with, say, a month or two to prepare an online version in that time. If a subject
is running and the lecturer changes, the only possibility is to take over the existing
Website. This raises immediate and very difficult issues in Intellectual Property and
will probably raise educational issues as well. (Contracted online lessons or the work
of a full team of developers where copyright issues are settled at the beginning and
the institution retains full control are in a different category.)

Personally I have seen both sides—I took over an existing subject from a colleague
and have bequeathed a subject to another lecturer. While there were no major
Intellectual Property issues arising in either case the nature of the ensuing problems
were different. The University of Melbourne’s policy is that it owns the Intellectual
Property to a subject developed by one of its employees and this can be used once an
academic leaves a subject, but this is subject to a caveat that “the University
recognises the moral rights of the author including rights of attribution and integrity
of authorship.” [3] Alteration, without permission of the original author of their
original material can easily constitute a violation of that author’s rights.

The subject I ‘inherited’ was Software Environments for Learning. I had worked
closely with the original author for many years and had shared the face-to-face
version. He trusted me with his material, something that definitely cannot be
guaranteed in the general case—especially where philosophical material is involved
an academic may well object to having their thoughts altered in any form whatever.
As it happened Software Environments contained a comparatively small amount of
material that involved controversial opinion, at least between John Warner and
myself, and in parts where I did want to put an alternative view I simply included the
initials of its author. It is important that alternative views can be stated and stated
strongly, no matter what the subject.

I certainly had no qualms turning my Teaching With Information Technology
material over for extension and/or modification but this subject provided different
problems. This was the worst case in that it was only for one year so there was no
question of the new lecturer spending much time introducing her own material,
experienced though she was in this area. The syllabus is a very wide one and a
considerable amount of selection of the actual ground to be covered is required. There
is also considerable latitude in the educational standpoints adopted in different places
and the way the material is presented. Teaching With Information Technology runs in
Semester 2 and the lecturer concerned had Semester 1 to think about how she would
approach things (both face-to-face and online), albeit while dealing with a full
Semester 1 load! The nub was, when she got around to it, she found she simply could
not follow my rather idiosyncratic lectures. In the end her Website consisted of the
PowerPoint she used face-to-face linked to my version of the lecture from the
previous year. As a stop-gap this worked, but it is obviously far from ideal and if she
had continued with the subject would have to have developed a totally new version.
Whether the University would have been prepared to allot another $2,000 dollars to
rewrite the subject is untested.
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It is significant that in late 1980’s, when I relinquished a predecessor of Teaching
With Information Technology, within a week the replacement lecturer told me that
she simply could not treat the subject in the way I had. Nor could I follow some of
what she had done when I took its successor back in 1995. The problem was not in
what was being taught, but how. “That’s not the way I teach.”

6 No Easy Answer

Since the first Web pages appeared on Melbourne University sites in the mid-1990’s
there has been discussion on the ‘vehicle’ to be developed or purchased to carry the
teaching content. One of the few common threads to come from these is the almost
total insistence of academics that they want nothing to do with a system that dictates
how their material is to be presented or how they have to teach. There is considerable
existing literature about the individual differences between learners: perhaps it is time
for educational institutions to give more emphasis to individual differences between
teachers since there appears to be a general expectation at all levels that all teachers
are quite interchangeable.

It is easy to find common factors in the successful creation and/or handover of a
online subject. The one which stands out is the existence of a team. A team can have
the flexibility to absorb and redistribute loads created while a site is created and
working together in a face-to-face subject builds the content, approach and confidence
needed to do the same online. This is not a useful insight since it is already
established wisdom in both educational and Information Systems practice. There is a
need for new insights in managing change where harmonious team-work is not
operative.

Clearly the nature of the subject has a large part to play. John Warner characterises
subjects as ‘Folkloric’ or ‘Idiosyncratic.’ These are, respectively ‘a body of material
that is part of the common consciousness and experience of most … educators’ and a
subject ‘depending for its success on the experiences of the lecturer using the
anecdotes, experiences and insights of that lecturer, with many of these insights not
being part of the common experience.’ This matches experience with Software
Environments, clearly Folkloric and easy to pass to another lecturer, and Teaching
with Information Technology as Idiosyncratic and causing transition problems. A
recognition of the nature of the subject at the outset will at least allow some
anticipation of these but brings the danger that institutions will simply discriminate
against Idiosyncratic subjects. This inevitably happens in the compulsory education
sector where subjects must of necessity be standardised to the degree that any
qualified person can teach them. It would be regrettable if this spread simply because
of Web economics.

Consider too that just as some lecturers are better than others in face-to-face mode,
some will be better or worse online. There is no a-priori reason to suppose that the
two strengths should coincide and many reasons to suspect that they will not. It would
be nice to think that lecturers could be allotted to subjects taught in the manner that
coincides with their strengths!
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7 Conclusion

The work involved in teaching an online subject at Postgraduate level may involve
work, if not the original research, comparable to writing a doctorial thesis. Taken over
several years, teaching online utilising simple Web technology can involve quite as
much work and difficulties to maintain as it did to establish the subject in the first
place. Difficulties inherent in teaching online should be addressed as part of the
continuing business of education rather than factors influencing what is taught or
how.
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Abstract. In this paper, we present the design and development of SameView, a
real-time interactive E-learning system. It is designed for large-scale
deployment over the Internet and provides a friendly user interface for various
pedagogical activities. For efficient scalable multicast over the Internet,
SameView is built on top of TORM (Totally Ordered Reliable Multicast), a
transport layer multicast infrastructure exploiting a tree-based structure.
Between the transport layer and upper level applications is an enhancement
layer called AMTP (Adaptive Multimedia Transport Policy), an adaptive
multimedia transport strategy to cope with heterogeneous network
configurations. To enrich a user’s learning experience, SameView offers a
multimodal human-computer interface by incorporating audio/video
presentation, as well as a synchronized whiteboard for collaborative web
browsing and annotation. Several enhanced features are introduced, including a
live record tool which could be used to record a classroom session for later
viewing.

1 Introduction

With rapid advances in distributed multimedia technology, the notion of real-time
interactive distance learning has received more attention than ever before. Whereas
traditional classroom activities are characterized by their inherent geographical
limitation, the advent of distant E-learning applications has enabled students to attend
classes anywhere with an online computer. Among existent commercial products of
media applications, two main categories are readily applicable for remote E-learning.
The class of streaming media applications, including RealNetworks[1] and Microsoft
Windows Media[2], allow a one-way streaming broadcast of on-demand media or
stored contents. On the other hand, video conferencing software such as Microsoft
NetMeeting[3], support real-time interactive two-way or multiway communications.
Yet they both offer generic services and are not well suited for distance E-learning
purposes. Then we witnessed the birth of several RTIVCs(Real-time Interactive
Virtual Classroom), as marked by the virtual classroom at University of
Washington[5]. Apart from combining these two types of services, RTIVCs have a
well-designed user interface for pedagogical activities such as courseware browsing
and class recording.
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Inspired by the very same notion, we designed and implemented our own version of
an RTIVC. Compared with existent RTIVCs, our contribution is highlighted mainly in
three aspects:
1) TORM(Totally Ordered Reliable Multicast), a transport layer infrastructure for

multicast over the Internet;
2) AMTP(Adaptive Multimedia Transport Policy), an intermediate layer placed

between the transport and application layers, to enable adaptive multimedia
transport;

3) SameView’s multimodal user interface specially designed for pedagogical
activities, so that interactive communication could be achieved through
audio/video presentation and an HTML-capable whiteboard for courseware
browsing and remote discussion.

    The rest of the paper is organized as follows. In Section 2, we present the overall
architecture of SameView and explain the roles of different components. Section 3
and 4 will focus on TORM and AMTP respectively. In Section 5, we introduce
SameView’s multimodal user interface, and in Section 6, we report the various tests
we have performed with our system. Finally, conclusion and future work will be
given.

Fig. 1. Overall Architecture of SameView Fig. 2. Collective Remote Learning

2 Architecture

There are several issues of concern in the design of a remote E-learning system.
� In order for the instruction to be carried out on a wide basis, the underlying

transport layer must provide support for scalable and efficient dissemination of
real-time interactive data. To address the problem, we build the application on
the basis of a reliable multicast infrastructure named TORM, which is a hybrid
approach employing both multicast and unicast to deliver data over a
hierarchical tree structure.

� In order to cater to the heterogeneous networks over the WAN, it is necessary to
provide differentiated services with regard to local bandwidth conditions. This is
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achieved through AMTP, a presentation layer incorporated between transport
services and high-level applications.

� In the case of E-learning, a friendly human-computer interface is crucial to
ensure the quality of a user’s learning experience. The goal of the interface
design is to provide a remote student with as many luxuries of an in-class
participant as possible. SameView provides a multimodal interface, with an
audio/video channel broadcasting the live classroom session, an HTML-enabled
whiteboard for courseware browsing and remote discussion, and a live record
tool as an enhanced feature for class recording.

The overall architecture of our real-time E-learning system is illustrated in Figure1.

3 TORM

3.1 Hybrid Multicast

After more than a decade’s research on multicast protocols and applications, it is now
well-understood that multicast could efficiently utilize network resources and offer
low-latency delivery to multiple receivers. Yet a number of crucial problems have
hindered the global deployment of IP multicast over the present Internet
infrastructure. While many researchers advocate the migration of multicast services
into the application layer(Application-level Multicast, End System Multicast or
Overlay Multicast), TORM(Totally Ordered Reliable Multicast) presents a hybrid
scheme instead. By combining application-level multicast(IP unicast) and IP
multicast, TORM exploits the virtues of both methods. As compared with the pure
application multicast strategy, its privilege is particularly evident in large-scale E-
learning applications. Consider the common case of collective distant learning (See
Figure 2.), where the lecture is carried out on Campus A, and a group of remote
students gather in a computer room on Campus B to participate in the online
instruction. Because the Campus B students(C1, C2, C3) are most likely to be in the
same LAN, communication overhead will certainly be reduced, if data could be
multicast to every node on the IP level, instead of having a separate IP unicast stream
per node, an inevitability with the pure application multicast scheme.

TORM adopts a hierarchical tree structure so that network load could be distributed
among different nodes. This prevents potential dangers as exposed by centralized
methods, e.g. the central MCU(Multipoint Control Unit) in UWashington’s virtual
classroom. Each node in the tree is assigned one of the three roles accordingly: the
root acts as the top-server, non-leaf nodes as sub-servers, whereas leaf nodes act as
clients. The top-server and the sub-servers are a collection of strategically placed
network agents that collaboratively provide multicast service over the WAN. In
Figure 3, N1, N2, N3 are three domains(i.e. LANs in which IP multicast is possible),
with no router support for IP multicast in between. In order for S1 to deliver data to
clients in N2 and N3, a unicast link is created between the top-server S1 and each sub-
server, namely S2 and S3. These unicast links are called tunnels in the TORM model.
Upon receiving data through the tunnels, the two sub-servers will be in charge of
multicasting it to other clients in the same domain.
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Fig. 3. Tree-structured TORM Fig. 4. Data route with C2 as the data source

It is also possible for data to originate at a leaf node. Figure 4 explains the routing
mechanism when client C2 acts as the data source with every other member as a
subscriber. First of all, C2 multicasts the data within domain; upon receival, S2

unicasts the data to S1 who then relays them to C1 and the N3 domain.

3.2 Reliable Multicast

In the process of a distant instruction, it is a requisite to guarantee the reliable
distribution of certain categories of data such as electronic handouts, annotation,
browse action, etc. While IP multicast provides only a best-effort service model, it is
left for our own duty to introduce enhanced functionalities such as an error recovery
mechanism.

Error control is usually done in two ways. In an ACK based error control scheme, it
falls on the sender to assure reliability, whereas in a NAK based scheme, the receiver
assumes the duty. TORM adopts the NAK scheme to declare packet losses, which is
generally preferable to the ACK scheme in terms of less incurred network overhead.
In order to prevent NAK implosion when data is lost or damaged for multiple
receivers, all NAK frames are transmitted through unicast after a period of random
delay. The NAK frame is always transmitted to the upriver node of the actual data
flow rather than the parent node in the static tree structure(See Figure 5). Once a node
receives a NAK frame from a downstream node, it will retransmit the specified
packets if they are found in the local buffer. If not, it will have to wait for the
retransmission from its own upriver node before it relays the lost packets downstream.
The NAK frame need not be relayed by intermediate nodes, for a separate error
detection process is run on each node, and should data loss occur, the intermediate
node would have initiated its error repair procedure by its own discovery.

If a NAK comes from a different domain, the retransmission will occur through the
linking tunnel. Because NAK frames from different domains are independent of each
other, a retransmission is limited but to the requesting domain. In the case of an intra-
domain NAK, however, it is likely that the same problem will afflict other local hosts
as well. Thus it would be a good idea to multicast the retransmission so that if a node
finds repair to the problem in time, it will cancel the scheduled NAK correspondingly,
thereby suppressing repetitive NAKs. On the other hand, if, in a very short time
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interval, two or more intra-domain NAKs report identical problems, the sender will
respond to the first one alone, discarding all others as repetitive NAKs.

A theoretical analysis has been performed by comparing the error recovery
mechanism of TORM with that of another reliable multicast protocol named SRM[6].
Based upon a mathematical model adopting the MM1 queuing theory, we have proved
that TORM is advantageous over SRM in terms of recovery efficiency especially
when the depth of the TORM tree is not large.

3.3 Totally Ordered Multicast

With multi-party interactive applications such as RTIVCs, it is important to guarantee
the data consistency on each node. TORM incorporates an improved centralized
serialization scheme to ensure unified global sequencing of messages on all hosts.

In a traditional centralized serialization algorithm, the data source first transfers the
message to the root; after binding a global sequence number with the message, the
root transmits it down the distribution tree to every receiver. If, however, all data need
to be relayed by the root, the point of centralization is apt to become overburdened,
thus presenting a potential bottleneck and greatly undermining scalability. TORM
adopts an improved method instead. While the data source multicasts the data in
compliance with the routing algorithm, it falls upon the root node to assign an
incremental ordinal number for each instance of data upon receival. The root
dispatches the generated sequence number as a separate message to all others nodes.
Hence they will be able to sort the data packets, before they are submitted to the
application layer, in a globally unified fashion as specified by the sequence numbers.

In some cases (See Fig.6), it is possible to reduce network overhead by combining
the data and the serial number into one message, instead of having them relayed
separately. In Figure 6, for instance, upon receiving data originated from domain N2,
the top-server S1 binds an arbitrated sequence number to each data instance and
transfers the two as a whole to domain N3 and Client C1.

Fig. 5. The direction of the NAK when C5
loses the package from C2

Fig. 6. Data and the serial number can be
combined
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4 AMTP

With an increasing diversity of network bandwidth, terminal capabilities and user
preferences, it is imperative that content be delivered more intelligently[7]. On one
hand data is transformed so that Qos could be attuned to accommodate available local
resources with flexibility; on the other hand content is customized for individual
preferences. While multimedia data propagated over the net is rich in variety, a
unified adaptive delivery method is desirable. This is what AMTP aims to
accomplish. The Adaptive Multimedia Transport Policy is so designed as to be readily
applicable for the TORM model. Figure 7 depicts a simple scenario where the sub-
servers in the TORM tree, by means of AMTP transformation, tailor the received
information to local bandwidth conditions. A sub-server performing AMTP duties is
called a proxy in our system. More complex frameworks can be achieved in practical
application.

Fig. 7. TORM with Embedded AMTP Service

4.1 Measure of Quality

In the case of distance E-learning, we deal with compound multimedia documents,
consisting of various media objects such as audio, video, electronic slides, etc. ATMP
tries to maximize the quality of a user’s perceptive experience with the limited
network bandwidth available. We define CV(Content Value) to be the informational
capacity of every media object. The Content Value could be determined by the four
quantities listed below:

� TR(Transport Rate), bytes of a media object transported to the client per unit
time.

� MTF(Media Type Factor), the measure of importance of various media
objects.

� UPF(User Preference Factor), a weighted factor determined by user
preferences.

� RCV(Relative Content Value), ratio of a transformed media object’s CV over
that of the original one. The original media object’s RCV is 1, while the RCV
for the transformed objects measures the degradation in quality resulting from
the transformation.

Hence, the CV (Content Value) of a media object is:
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UPFMTFTRRCVCV ***= (1)

And the Content Value of a compound document is:

∑∑ ==
i

iiii
i

iwhole UPFMTFTRRCVCVCV *** (2)

where i enumerates all objects in the compound document.
After establishing the measure of quality, we argue that the question of adaptive

transport for compound documents is by nature an optimization problem, with the
CVwhole as the objective function, and various constraints which we are about to
explore.

4.2 Constraints

� Temporal Constraint
The strict temporal constraint of real-time multimedia applications is the main factor
to take into account. The overall principle here is that the transformation should in
effect shorten the total delivery latency, i.e. the transformation overhead plus the
delivery time of the transformed portion should be less than the delivery time of the
original data. For a measure of the joint effects of size and operational complexity, the
quantity CR (Comprehensive Rate) is introduced for each transformed media object,
representing the actual rate of transmission. The following constraint needs to be
satisfied for the summed CR of the compound document.

pc
i

i BCR ≤∑ (3)

where Bpc is the total network bandwidth available between the proxy and the client.

� Terminal Capability
Terminal capability is determined by a host’s hardware or software availability.
Hardware factors comprise screen size, maximum color depth, storage capacity, CPU
frequency, battery duration, sound card availability, etc. Software issues include the
availability of media codecs, operating system load, and so on. Instead of adopting a
quantified approach, we use a descriptive scheme based on rules.

� User Preference
The designers of Sameview have paid special attention to a user’s personalized needs.
In order to deliver customized data to individual users, we may resort to the technique
of information filtering. The simplest approach is to have the users fill in a
questionnaire, where they will be asked to subscribe interested categories of
information. A better scheme is proposed by correlating the high-level semantics of
data contents a user has accessed in history, so that an AI module will be able to draw
inferences about the user’s individual interests, and facilitate him accordingly in
future learning experiences.

4.3 AMTP Algorithm

In order to cater to bandwidth requirements, terminal capabilities and user
preferences, media data will undergo a series of transformations before they are
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transferred from an AMTP proxy to a client. Different types of operations include:
media compression, format conversion, data filtering, etc. As a result, the Content
Value of a media object, i.e. its perceived quality will be altered.

We generalize the optimization problem as follows:
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Figure 8 demonstrates the interplay of the various quantities in the mathematical
derivation. Whereas TR, MTF, UPF, and the terminal capability factor can be pre-
determined, the RCV and CV for each media object will rely on the set of
transformations chosen. The task, therefore, is to search the transformation space of
the compound document, so that the resulting CV and RCV for each media object will
maximize the objective function while satisfying the constraint inequality.

The inter-correlation between the media components within a compound
document, however, results in a search space too large to be handled in finite time. As
a tradeoff for feasibility, we propose a greedy algorithm which comes in two steps:

1. Regard RCV as a function of CR which we allot for each media object out of the
limited bandwidth resource available, namely, Bpc. Assuming that the allotted CR for
each media component can be fully utilized; we aim at maximizing the resulting CV*
of the compound document.

2. Work out a transformation sequence for each individual media object, so that the
allocated CR and terminal capability constraints are satisfied.

Fig. 8. How the various constraints affect the quality of the compound document

5 SameView

Based on TORM and AMTP, we have developed a desktop-based real-time interactive
E-learning system named SameView. SameView embodies several distinct
applications to enrich a user’s learning experience in different aspects. A live audio
and video feed will automatically switch between the teacher and a remote speaker.
An enhanced whiteboard will allow participants to collaboratively view the
courseware and make annotations. Moreover, all classroom activities can be recorded
as a compound document for playback after class. With these facilities, a Sameview
user will be privileged to enjoy everything an in-class participant experiences.
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Figure 9 and Figure 10 are screen shots of SameView during a typical learning
session. Figure 9 corresponds to the view on the speaker’s side whereas Figure 10 is
seen for a listener’s part.

Fig. 9. SameView interface of the speaker Fig. 10. SameView interface of the audience

The various functionalities of SameView will be detailed in the following sections.

5.1 Live Audio/Video

Live Audio/Video streaming enables the teacher and remote students to interact
naturally as if in the same locality. With support from the AMTP presentation layer,
the resolution and frame rate of the AV stream can be adjusted to ensure QoS on
different network configurations.

Our present implementation of SameView allows only one AV stream at a time, i.e.
only one speaker is brought to the focus of attention at any time with the AV stream.
If several people attempt to speak at the same time, a coordination module will
resolve the confliction according to a decided policy whose basic principles are listed
as below:
� At the beginning of the session, only the teacher has the token, i.e. the right to

speak;
� A remote participant wishing to speak can request token at any time during the

class;
� The teacher may grant token to or take it back from one or more students at will;

only token holding participants can acquire the focus, i.e. the AV channel;
� If no one is speaking, a token holding participant can snatch the focus by first

starting to talk;
� Without the teacher’s intervention, the person in focus will not release the AV

channel until he closes his speech;
� When a speaker releases focus, it can be taken over by another talking

participant if there is any;
� Again the teacher has the supreme power and can intervene at any time.

Video: Locally
captured

Video: Received
from a remote
speaker

Courseware is
displayed on the
whiteboard
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5.2 Synchronized Annotation and HTML Display

The whiteboard, which takes the place of the traditional blackboard, provides a digital
space to accommodate the electronic handouts and the live annotations. Whereas the
teacher can scribble freely on the board with a stylus as if working with a traditional
blackboard-chalk combination, he can also benefit from its new digital features. The
teacher and remote students can not only share a synchronized view of the board, but
also work on it in collaboration. Electronic courseware can be exhibited, and various
display properties such as font, color, object size, etc. can be altered at will. Remote
students will need the teacher’s permission before they could control the board.

There are two layers in the whiteboard, the HTML-extended layer, used for
browsing HTML documents; and the event monitor layer, which deals with various
on-board operations including annotation, illustration, and HTML browsing.

For the HTML-extended layer, the key design issue rests with the transport strategy
of the HTML content, that is to say, how to exploit TORM to transmit the web
documents. Here two strategies present themselves: we can either have each user
obtain the web pages from the original web server; or have but one user who initiated
the browse action communicate with the web server, and relay the web pages to all
other SameView nodes. While the former scheme is not scalable as the number of
users grows, SameView employs the latter scheme instead.

The event monitor layer, placed above the HTML-extended layer, provides two
types of services including permission control and event capture. Only a token
holding participant is allowed to operate the whiteboard. Operations from other
participants are treated as illegal and discarded by the event monitor layer right away.
Board operations caught by the event monitor layer will be dispatched to other nodes
as event messages. Some fidelity-enhanced procedure can be realized so that the
entire course of the operation can be reproduced vividly on a distinct host. For
instance, when a teacher draws on the board with a stylus, remote students will
actually witness the course of development with every stroke and curve. This offers a
far richer user experience than, say, having the resulting pattern pop on to the screen
in an abrupt fashion. It is in fact the notion of experience recurrence as opposed to
object reappearance.

5.3 Live Record

Because a student may well want to review the lessons after class, it is a good idea to
provide the users with a tool for recording the live classroom session. The recording is
a natural process of courseware making. Generally any good courseware should
involve an assortment of multimedia applications, so that a user will be fully
stimulated in a learning experience. While it is a tricky and time-consuming business
to produce good courseware with a general-purpose multimedia authoring tool, the
recording feature of an RTIVC sets a new paradigm for courseware production.

The recorded archive can be viewed offline by an absent student to make up for the
missed lecture. With the live record feature, an E-learning system not only abridges
the spatial gap of traditional classroom education, but lifts the temporal limitation as
well. Figure 11 is just a snapshot of SameView playing a recorded archive.
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In designing the record tool, the key issue is how to organize and synchronize the
numerous media objects into a compound document. SameView’s live record feature
captures a diversity of in-classroom activities, including streamed audio/video data
and whiteboard operations. All recorded events will be time stamped in order to
guarantee the playback synchronization. Whereas UWashington’s virtual classroom
restricts the recording facility to the server alone, SameView allows every participant
to launch a customized recording session for his own convenience. The recorded
compound document is structured as an XML file named ARS, which could be
viewed using an embedded ARS player.

Fig. 11. Replaying a recorded classroom session

6 Tests

The testing of SameView has been performed on a systematic basis.
1) Testing of TORM. TORM was tested at first stage mainly by means of simulation.
Using the Network Simulator--ns2 as a test-bed, we created various network
topologies with different parameters regarding bandwidth, delay and loss rate. TORM
was then examined in terms of its error recovery efficacy, scalability and robustness.
Experimental results agreed well with TORM’s initial design purposes, proving its
feasibility as a transport layer infrastructure for large-scale multicast.
2) Testing of AMTP. AMTP was tested as a separate application before it was
integrated into SameView. When a user requests a remote HTML page with several
embedded media objects, a demo proxy will transform the media objects according to
local bandwidth conditions, while ensuring the intactness of their high-level
semantics.
3) Testing of SameView. After unit tests were performed on TORM and AMTP,
SameView was tested under various network configurations as an integral application.
The first set of tests was performed on the Tsinghua University campus network.
When a teacher gave a lecture in the Smart Classroom[9], a group of remote students
gathered in a computerized room, where a generic PC was used as a sub-server, and
all remote students were connected to the sub-server as multicast clients. On a later
occasion, we had a chance to test the software over the Internet. While the teacher
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was still located on the university campus, the remote students availed themselves of
the Internet either through ADSL or Broadband. All users were asked to give a
subjective assessment of their experience with SameView, and general satisfaction
was reported regarding the perceived quality of the audio, video and whiteboard
presentation.

7 Conclusion and Future Work

In this paper, we presented an RTIVC system designed for large-scale deployment
over the Internet. Our system was highlighted in the design of TORM, a transport
layer multicast infrastructure, and AMTP, a presentation layer self-adaptive media
transport policy. We presented our research in the field of human-computer
interaction, by introducing SameView’s multimodal user interface. With many
enhanced pedagogical features, the system is well-designed for real-time interactive
distance learning. Various tests have also confirmed the system’s usability.

Our current and future work mainly involves two aspects:
1) Self-organization of the TORM tree. At present, the structure of a TORM tree

has to be configured manually beforehand. It is expected that a self-organized
TORM tree will soon be realized for minimized human intervention and a higher
degree of error resilience.

2) Semantics modeling. We shall try to apply semantics modeling techniques so
that a greater variety of semantics information will be extracted from the raw
courseware and organized in a systematic way. The derived semantics model will
then be exploited to better address a user’s needs and preferences.
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Abstract. Over the last few years the number of fee paying international stu-
dents attending Australian Universities has increased dramatically. However
with the increasing number of international students enrolling in Tertiary edu-
cation, awareness of their different learning styles has become apparent. There-
fore the current way in which unit information is presented to students is no
longer ideal and procedures are needed to be reviewed in order to keep up with
the changing audience.

1   Introduction

In recent years there has been an increase in the use of the Internet as an educational
platform in Tertiary education. The creation of online courses has meant that the stu-
dent base for traditional courses has changed from local students to a combination of
local and international students. This change in audience has meant that further inves-
tigation into students learning styles is needed to ensure that all students are able to
complete the course successfully.

This paper will provide background information about online education, reporting on
related research currently being conducted. Also presented are problems that existed
for international and local students within this learning environment. The paper will
conclude with lessons learned combined with guidelines to follow in order to lessen
the severity of cultural differences between students.

1.1   Background

This paper provides an insight into the effects and issues involved in providing online
courses to culturally diverse students. The Bachelor of Computing is a 3 year full-
time degree offered at Deakin University. As part of the requirement to achieve the
degree students are required to complete several core units each semester. One of the
third year core units is Computers and Society and Professional Ethics, which is an
on-campus, one semester unit.
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The Deakin University 2002 Handbook [1] defines the goal of the Computers and So-
ciety and Professional Ethics unit as “… exploring the impact of Information Tech-
nology on society and investigating ethical and professional issues”. At the comple-
tion of this unit, the students will have been exposed to the major ethical claims made
against technology and will be able to assess and identify the issues involved. From
this experience students will have developed their critical thinking, communication
and research skills while considering these issues.

Deakin University is one of Australia’s tertiary institutions that offer educational units
via distance education. The Computers and Society and Professional Ethics unit
(Computer Ethics) was part of the distance education program for the Bachelor of
Computing offered by Deakin University since 1997. Generally at this time comput-
ing units offered via distance education in Deakin University, had paper-based study
guides and readers, as well as web pages which contained up-to-date unit information
and current announcements. The students also had access to their tutors via e-mail and
telephone. However since 1997 we have had major technological advancement in the
area of distance education.  Therefore with the technology available today off-campus
students are supported through web-based teaching technologies, such as: WebCT,
FirstClass, Blackboard, etc. Student study guides are no longer provided in paper-
based format, but instead have been converted into media documents. Another area
that has improved since the introduction of web-based teaching technologies is com-
munication. Through the use of the Internet, communication between off-campus stu-
dents is easily achieved and therefore encouraged.

1.2   Unit Description

At the beginning of the semester, students were placed in groups to complete their
tutorial requirements for the Computer Ethics unit. This format is much the same as
that of students attending on-campus tutorial classes. The student groups are ran-
domly generated, containing a mixture of both on and off-campus students.  The stu-
dent composition for this unit is quite mixed with a large number of International stu-
dents participating in this unit. The percentage of International students enrolled in
this unit on the Melbourne campus was approximately 50 percent of the total students.
The majority of these international students were from Asia.

The Computer Ethics unit is a combination of two web-based platforms, WebCT and
FirstClass. The inclusion of both applications caused initial confusion for students.
Some students were unsure about what they had to do in each application, even
though it had been explained that the WebCT site was their resource page, where they
could access the information that they needed in regards to the unit; and the FirstClass
platform was referred to as the discussion center, where students could interact with
one another. The students were also required to use FirstClass to submit their assign-
ments electronically. The complexity of having two online platforms running in par-
allel does not assist students with the cultural problems encountered when learning
online, but rather adds to the confusion and uncertainty encountered.

The following communication tools were built into the FirstClass environment avail-
able for student communication:
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� A message board for daily information updates posted by the instructors.
� Resource area, where students can post their responses and store completed work.
� Resume containing student information, which they enter themselves.
� Facility to conduct synchronous (real-time) communication.
� Social Club where students can discuss anything other than the unit.

Students received frequent e-mails from their instructors, providing them with up-
dated class news, general class information and answers to common questions. This
information was distributed via a global e-mail sent to all students enrolled in the unit.
These bulletins were also posted in both WebCT and FirstClass; this ensured that all
students were well informed about the unit.

With this unit there are no on-campus lectures or tutorials, the unit is run completely
online for both the on and off-campus students. The on-campus students did not re-
spond favorably at the commencement of the unit. In the University on-campus envi-
ronment most units that students have completed during their degree have been in-
structor-centered, rather than the student-centered approach that online units require.
Hence, participating students had to become accustomed to this new learning style
and environment.

2   Related Work

Some researches have acknowledged that in traditional learning environments stu-
dents from different cultures have different learning style. This paper hopes to iden-
tify whether these different learning styles still exist in online learning environments.

2.1   Cultural Issues

Several studies have indicated that different cultures have various levels of compati-
bility with different styles of learning.  A number of researchers even claim that some
cultures may embrace the online learning environment more easily than others.

The inclusion of multiple cultures in university courses means that a more flexible
approach should be taken with the design of these courses to ensure that all students
are able to reach the course goals [2]. This includes making use of various cultural
ways of knowing, interacting, and teaching; and to promote the acceptance and
equality of a variety of learning outcomes.

Nielsen (1996) [3] provides some guidelines for the interface design of internationally
used environments. For example, ensuring that the interface does not contain icons
that could be offensive to other cultures (e.g. a pointing finger); avoiding the use of
visual puns to symbolize items on screen (e.g. using a coffee cup to indicate a cyber
café where users can chat); desist from the use of metaphors (e.g. although they may
be understood by local users, they might have a different meaning to international us-
ers); finally if content translation is planned, make sure that the content is translated in
its entirety.  By making use of these guidelines, we will be able to offer students an
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unbiased foundation.  If students can understand the interface, then maybe they will
be comfortable in the online environment.

2.2   Learning Styles

In online learning environments it becomes apparent that differences exist between
cultures in the way they learn and their approach to learning. Conlan (1996) [4] iden-
tifies that the approach of many Asian students to learning is that of memorization
and rote learning. This type of learning style is adopted in cases where students are
presented with the learning content that they needed by their instructors/teachers and
then they memorize (to reproduce) the required material. Whereas many Australian
students, as well as others from similar Western backgrounds, have been encouraged
to learn through the questioning of facts and understanding of concepts, rather than to
reproduce the information. Due to this encouragement to understand concepts Austra-
lian students are more accepting of student-centered learning.

Munro-Smith (2002) [5] states that in a comparison of Singaporean and Australian
students that students from Singapore prefer face-to-face interaction rather than the
online interaction. Students in Singapore have been known to exchange their contri-
butions in person and conducted editing around one computer. Australian students, on
the other hand, prefer to conduct their communication through online channels only.
In Singapore students prefer to print out the class material and use the material as in-
structions, whereas generally Australian students tend only to refer to online materials
and then use their own ideas to apply that material to ‘real’ situations.

Cultural attitude towards knowledge acquisition will affect the way in which students
are taught in society. According to Conlan (1996) [4], to “know” something for Asian
students, often refers to being able to remember, repeat, reproduce, or recite the in-
formation in question. Whereas for Australian students, to “know” something is ap-
plied when the student has grasped the concept or is able to analyse the concepts fun-
damentals.

From these statements we can see that the reproduction and memorization of material
is considered to be the correct way to learn in the Asian culture. Both papers [4] [5]
agree that Asian cultures hold great respect for their teachers, therefore to ignore re-
sources provided is seen as being disrespectful to teachers. Alternatively, in Austra-
lian culture to question the information and develop independent learning skills is
deemed more important than the ability to reproduce information. We can see that
from these two basic definitions that both cultures hold very different approaches and
beliefs in learning styles. Therefore taking the one learning style fits all approach to e-
learning does not seem appropriate.

Providing students with practical activities is an approach that could be used to in-
crease student understating of the content. Hence, in the online environments students
would be presented with the information content on screen, they would then have a
set of activities or tasks, relating to the content, which they would be required to com-
plete. This approach promotes the understanding and application of the facts, rather
than the replication of them.
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If we take another comparison of culture, this time between America and Finland, we
can identify another set of attitudes towards learning. The paper written by LeBaron
et. al. (2000) [6] identifies several cultural differences evident in the course run be-
tween these two countries. There was a distinctive difference between the participa-
tion between the Finnish and the Americans. It became quite obvious early in the
course that the Americans were much more talkative than the Finnish. The students
from Finland tended only to respond when they felt they had something worthwhile to
say.

The students from America and Finland presented very different attitudes towards
learning, this could stem from the fact that tuition for higher education in Finland is
free and they are only assessed on a pass-fail basis. This is quite different from the
pressure placed upon students in American institutions, to achieve high grades, and to
pay for their education whilst studying. This difference in student pressures will be
likely to have an impact on the outcome of their course.

In learning environments it is important not to make generalization in relation to stu-
dent groups and cultural backgrounds as each student is individual and has different
needs, this is even more important when we are dealing with online learning envi-
ronments.

3   The Problem

The number of international students studying in Deakin University has been on the
increase over recent years. Therefore the appearance of different student learning
styles has become more obvious. It has been identified by some researchers that stu-
dents from different cultures learn differently and have different approaches to learn-
ing.  It has been recognised that the different learning styles become more apparent in
the online learning environment. This difference is compounded through the Com-
puter Ethics unit, ethics requires the application of morals and beliefs and as we know
these factors differ considerably from culture to culture.

Teaching ethics online is an interesting topic, but when compounded with the global-
isation and cultural diversity in the classrooms of today, the uniqueness of this topic
increases. Ethics by itself is one of the more complex issues to teach, and teaching it
to a multicultural group of students can produce some interesting results and re-
sponses. Gotterbarn (1991) [7] stated that psychologists have shown that the most ef-
fective method of teaching ethics is by discussing the issues with peers. Therefore
providing an open environment where students can converse freely with one another
provides the ideal platform to conduct this unit.

The combination of on-campus, off-campus and international students has provided a
broad base for discussion in this unit. Students from each of these student groups will
have different opinions, views and experiences to apply to the ethical situations given.
However, within the student base each cultural group has its own specific set of val-
ues, ideas and beliefs that relate to their cultural needs. Children are raised up by their
parents/guardians with a set of beliefs and ideas, from which they themselves have
been raised. So when we put the subject of ethics, which relies on moral values, into
an online environment, the results are interesting.
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What is interesting about teaching ethics online is that we have access to different
opinions, reasoning, and outcomes to the ones that we (ourselves) would produce. In
terms of teaching ethics, sometimes it is hard to look beyond our own cultural beliefs
to understand what other students are saying.

3.1   Cultural Differences

Due to the large number of international students enrolled in this unit, the response to
tutorial tasks varied considerably, therefore enabling us to identify that the students
were not all of the same cultural background. It was interesting to see that the opin-
ions of students in relation to everyday situations varied in regards to their cultural
beliefs, for example, one student posted a response regarding traffic lights. The stu-
dent stated that they would not cross a red light (at a traffic intersection), not because
of the road rules or the fact that they might have an accident but due to the fact that
that if they did cross the red light then God would be displeased with them. This is not
how most western cultures would view a red light, they would generally think about it
in terms of obeying the road rules. These different perceptive on given situation are
what make our cultures unique, we should use this information to broaden our own
cultural awareness.

Towards the completion of the unit students were required to participate in a collabo-
rative assignment online working in groups. The groups were arranged based on top-
ics selected in the previous assignment, therefore the groups were a mixture of on-
campus, international, and off-campus students. At the release of the groups on-
campus students immediately approached tutors to ask if they could be put into
groups with their friends to complete the major assessment. This normal request of
students wishing to change groups was made interesting, due to the fact that nine
times out of ten the ‘friends’ that they were asking to be placed with, were of the
same cultural background as themselves. The students were trying to reorganize the
groups so that they would be paired with other student who held similar values and
ethical beliefs, therefore making the explanation of their ethical choices and positions
easier.

For instance, during the semester students were required to read a passage of text
about a situation, the students were then asked to make an ethical decision about what
the outcome of the situation should be. Defining this outcome required students to
make use of their beliefs, values, and what they have read; and apply them to the
situation in order to derive at an ethical decision.  It is in the justification and expla-
nation of the student’s answers that we can identify different cultural groups, due to
their unique standpoints and opinions.

3.2   Students Online Difficulties

As this was purely an online unit both for the off-campus and on-campus students,
there was to be no face-to-face contact. However it did not take long for on-campus
students to visit their tutors.  It was interesting to note that the ratio of international
on-campus students to local on-campus students who sought out face-to-face help was
approximately 8:1. This indicated that perhaps the international students were not as
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confident working in a student-centered environment than the local students. This is
consistent with the information presented in papers [4] [5] [8] which identifies that
Australian students were more accepting, comfortable, and confident working in the
student-centered environment as opposed to Asian students who preferred the more
traditional instructor-centered approach.

Another interesting fact in teaching this unit online is the need for constant validation
that some students require about their work. This need is also evident in on-campus
units but to a lesser extent, where students simply approach the instructor in class for
help. In the online environment it became very obvious when one student is con-
stantly sending messages asking if what they have done is correct. This reliance on in-
structor support and validation can also be linked to cultural issues. If we refer back to
Asian culture, students follow the instructions their teachers provide them with very
closely, therefore in an environment were the instructions require students to apply
their own ideas this group of students may experience problems.

3.3   Ethics

Ethics is such a gray subject that it is often hard to determine the validity of a com-
ment, judging which answer is “right” or “wrong” rarely applies. In ethics the correct
answer comes down to the explanation and justification for the answer given. At the
beginning of semester one student acknowledged this lack of right and wrong answers
by saying, “In ethics if you argue your position well there are no wrong answers.”
This statement clearly identifies the view that in ethics, people have different posi-
tions and beliefs, therefore it is how you defend and provide support for your answers
that counts.

Providing an explanation for their ethical decisions was an area where some students
had trouble.  Students knew immediately whether the problem presented to them
posed an ethical issue or not, but they had trouble explaining the reason for their po-
sition. This could be due to their inability to express themselves using the language
(English). Some students limited their responses in terms of word count due to their
unfamiliarity with the language: for example, students only provided a few lines of
thoughts in relation to complex topics without any explanation.

According to Coldwell (2000) [9] traditional computing units generally require stu-
dents to use problem solving skills in a technological environment, calling on mathe-
matical and programming skills as well as the ability to memorise content. However,
the emphasis of the Computer Ethics unit differs considerably to other units previ-
ously completed by students in their Bachelor of Computing degree. In Computer
Ethics the focus is on student collaboration and the sharing of ideas rather than the
learning of technical skills. The technical–oriented students perceived the Computer
Ethics unit as confusing, as they are not familiar with student-centered learning. In
this unit however, students do not learn technical skills ‘per sa’ but rather are required
to participate in discussion about issues relating to technical, social and professional
situations, in a highly technical environment.

Another difference in running Computer Ethics online as opposed to other computing
units is the emphasis on discussion.  Traditionally the focus of programming units has
been on the individual completion of work rather than on the combined input of stu-
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dents. However, Computer Ethics students are reliant on the members of their group
to participate in the tutorial discussion in order for them to complete the unit success-
fully.

4   Lessons Learned

During the course of the unit it became apparent that certain areas of the online
learning environment proved more troublesome than others to international students.
These areas related not only to the content provided but also to the learning environ-
ment itself.

4.1   Creating a Suitable Social Environment

The idea behind this research is to provide all students with an environment that they
can learn in. For instance, providing a single information session at the beginning of
the semester for the International students will ensure that they hold the necessary in-
formation and skills required to navigate this web-based learning environment confi-
dently.

Providing a social environment for the International students to discuss their problems
and questions together could also be another means of improving their experience.
This option is available in the FirstClass environment; however it is not fully utilized
by the students. Often students will talk more freely about their problems to one an-
other rather than with their instructor. This social environment could be used to dis-
cuss unit related problems or even general problems with settling into a new country.

It is important that when designing the unit we realize that the students who will be
participating in the unit come from different backgrounds, therefore the environment
can not be designed with one specific group of students in mind.

4.2   Cross-Cultural Design of Online Materials

When we combine international and local students in one learning environment, con-
sideration is needed to ensure that all students are provided with a fair and unbiased
learning environment. In paper [10], Collis and Remmers (1997) have defined two
basic categories for educational web sites in relation to cross-cultural application:

� Category 1: Sites made for one context and its culture, but visited by those from
other context and cultures.

� Category 2: Sites made specifically for cross-cultural participation.

They concluded that a majority of educational web sites today fit into the first cate-
gory and that generally only those institutions specifically catering for cross-cultural
education e.g. institutions that are fostering multinational educational partnerships, fit
into the second category.  However with the culturally diverse classes that we have in
today’s society we should be creating web sites using Category 2. The continued
creation of Category 1 web sites demonstrates the lack of awareness to the increase of
multicultural classes.
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General items that should be taken into consideration when designing online materi-
als, in order to reduce the effects on students from other cultures, include the follow-
ing:
� Providing an environment free of colloquial language and cultural slang.
� Identifying items or language that may be offensive to other cultures.
� Identifying areas in which cultures learn differently, and make allowances for this

in the learning outcomes.
� Providing an environment which ensures that all students are able to understand the

material.

The above are just a sample of techniques that can be used to reduce the barriers be-
tween cultures in the classroom and in online environments.  In the case of online
learning environments providing links to general educational tools, such as, diction-
aries, thesauruses, and spelling aids, as part of the unit resources will help to increase
the understanding for all students, both international and local.

4.3   Combined Teaching Materials

The simple transfer of text-based information into online courses is not the answer;
the materials need to be adapted to fit the online environment. It has been acknowl-
edge that different cultures respond to the online environment with varying degrees of
acceptance. Therefore we need to create a balance between the traditional methods of
teaching and the new web-based learning technologies.

Students are confident in what they know, therefore, if we use the teaching methodol-
ogy of the instructor-centered lectures combined with the teaching philosophy of on-
campus tutorials, then we will have created a recognizable and familiar learning at-
mosphere online. By applying these methodologies and philosophies to the online en-
vironment we can use a combination of instructor-centered explanations with student-
centered activities to strike a balance [4]. If we adopt this new philosophy into the
online environment, we have a chance of improving student confidence in participat-
ing in web-based learning.

McLoughlin and Oliver (2000) [11] have assembled several design principles for use
in culturally inclusive curriculum for online learners. These principles include,
adopting a knowledge philosophy that is accepting of multiple perspectives; incorpo-
rating “real’ learning activities that will build on existing knowledge, values, and
skills; knowledge sharing to facilitate online learning communities; providing both
internal and external support; encouraging students to be proactive in their learning;
providing flexible learning goals to ensure that all students are able to achieve them.

Deakin University currently has in place several of these principals in online envi-
ronments. The facilitation of online discussion (knowledge sharing) between students
is encouraged and provided for in both WebCT and FirstClass. In these systems stu-
dents are able to post messages to all students with the addition in FirstClass to spec-
ify group members or individual students. This interaction between students online
can be used to improve the student’s online skills, and participation in online discus-
sion.
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Support in any unit plays a vital role in student success; in the face-to-face (on-
campus) environment support is a tangible thing, where students can approach the
tutor/lecturer for help and guidance. In the online environment this support is less
“real” and therefore is not utilized to its full potential. Therefore concrete support
strategies need to be adopted in the online environment, whether it is peer-based or
instructor-based support.

If the current approach is toward offering more units in the online environment then
providing more opportunities for students to be proactive towards their education are
needed. Making online studies part of the tertiary education experience from the be-
ginning will improve students’ skills and awareness of their learning environment.
This initiation into the online environment could be limited to include simple online
activities within units as a means of integrating student into online learning. Providing
flexibility in the learning goals and being accepting of different student perspectives
should also be integrated into online learning to ensure that all students receive the
same opportunity to achieve these goals.

Taking the above principles into consideration when deciding what material to present
in the online learning environment should help ease the difficulty in producing infor-
mation that can be understood by all who read it. Obtaining all students understanding
may seem unachievable, but by providing an unbiased base we have a good founda-
tion from which to develop our online learning environment.

4.4   Future Work

The next stage in this research is to look generally at culturally diverse students par-
ticipating in online studies and survey these students in order to formalise their opin-
ions about problems encountered whilst learning using online environments. After the
analysis of these results research will be carried out to produce a model aimed at ac-
commodating student problems in using the online education environment.

5   Conclusion

At present there seems to be no major problems with putting courses online; however
with the changing needs of society it is important that we no longer simply design our
classes for local students. We must be aware of the diversity in classes and take into
consideration the needs of all students.  Designing and providing an environment that
is understood by all students should be our highest priority. We have advanced
enough to know that one type does not fit all and that adjustments are needed if we
are to continue to promote global learning.

The dissolving of cultural boundaries in online learning will only occur if we first un-
derstand what those boundaries are. We have the technology to provide global educa-
tion; the focus now must be placed upon ensuring that the educational content and re-
sources we provide can be utilized by all students.
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Abstract. Creativity is an important asset in today’s fast changing environment.
We believe it can and should be stimulated in educational environments,
through the use of tools and careful design of activities and work groups.  In
this paper, we present and briefly discuss a checklist of eight activities to
support creativity and should be applied when designing educational courses.
We discuss the benefits of group work and present some educational
perspectives to support it. We then relate creativity and collaborative learning
and analyze a dynamic geometry system in relation to this checklist.

1 Introduction

The Internet has created a new reality for education, one where synchronous and
asynchronous communication, long distance interaction and information exchange
between students and teachers is relatively easy and accessible.  The Internet brings to
life the possibility of reaching greater numbers of people and providing high-level
education at lower cost.

The rapid growth of the Internet and increase of competitiveness has also turned
creativity into a major asset.  Companies need to keep up with an ever-changing
environment, in which changes come at great speed. To cope with these changes, they
must be able to frequently redefine themselves in order to stay ahead in the market.
For these reasons, creativity has become something companies look for in individuals.
In this scenario, it is important that a student learn how to think and how to creatively
solve problems, as opposed to simply learning conventional processes, from an early
age. Collaborative, long-distance learning, coupled with creativity techniques might
generate more creative individuals, better prepared to deal with today’s challenges
and to handle local problems in creative ways.

Ben Shneiderman [16] defines a creative cycle and a set of guidelines for the
design of creativity support tools and interfaces.  Some aspects are in close agreement
with pedagogical theories.  We explore how these could be applied to Web/Distance
Learning settings and how these would work in collaborative learning situations. We
analyze Tabulæ, a Dynamic Geometry teaching tool in relation to the guidelines.

In section 2, we introduce aspects of creativity and Shneiderman’s guidelines. In
section 3, we discuss educational approaches, followed by some previous work in
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creativity and distance education.  In section 5 we introduce Tabulæ and discuss how
it may be used to promote creative learning and finish with a conclusion in section 6.

2 Aspects of Creativity

According to the dictionary, something is creative when it shows “imagination and
originality as well as routine skill” (from the Oxford Paperback Dictionary, Oxford
University Press, 1979). Among computer scientists, a commonplace definition seems
to be that creativity is “something that deals with a process resulting in a novel and
useful product” [3] or “the ability to produce new and original objects” [2]. Every
definition emphasizes novelty, which implies the use of imagination.

An important aspect is that an act might be creative in a personal or societal level:
if a student produces a bubble sort program without precious exposure to a bubble-
sort algorithm, that is a personal creative work, even if not societal. This personal
novelty (or discovery) is far more commonplace than societal novelty, which occurs
when something never before experienced is produced [18]. We believe such personal
creative acts can and should be stimulated in educational settings, in an effort to
increase creative thought among students, in line with constructivist theories.

Many authors have tried to create models to map the creative process.  It remains,
however, an elusive topic.  There are theories and studies on creative processes and
factors leading to creative solutions to problems.  Some models and computer systems
have been proposed to assist in the performance of creative work and certain
application areas have been identified. In the following subsection, we outline the
creative cycle as proposed by Shneiderman [16].

2.1 The Creative Cycle

Csikszentmihalyi emphasizes the social aspect of creative work, describing an
individual working within a domain, presenting work to the gatekeepers of that
domain, who will judge whether it should be accepted to the domain as a creative
contribution.  He stresses the benefits of consultations with other domain experts and
the necessity for dissemination within the field [5]. The existence of a social aspect of
creativity has become widely agreed upon and Csikszentmihalyi’s approach has been
widely accepted, as scientists recognize their own research methods and the workings
of their social research networks and domain areas. Inspired by Csikszentmihalyi’s
work, Ben Shneiderman defined a framework for generating excellence (GENEX),
which describes four phases of creativity [16] and attempts to take into account the
social aspects of the creative process. Note that creative work may require returning
to earlier phases and much iteration.

The GENEX framework is founded on the beliefs that: (1) new knowledge is built
on previous knowledge. This is in agreement with the basic premises of
constructivism, that knowledge is constructed; (2) powerful tools can support
creativity. This follows the lines of Piagetian thinking, whereby inquisitive interaction
with the real world causes the development of intelligence; (3) refinement is a social
process. According to Vygotsky, the interaction with peers causes the development of
intelligence; and (4) creative work is not complete until it is disseminated.
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The four GENEX phases are: (1) Collect – Learn from previous works stored in
libraries, the Web and other resources. (2) Relate – Consult with peers and mentors at
early, middle and late stages. (3) Create – Explore, compose and evaluate possible
solutions. (4) Donate – Disseminate the results and contribute to libraries, the Web
and other sources.

These are somewhat related to Nonaka’s knowledge creation spiral, according to
which there are two kinds of knowledge: explicit, which can be expressed in word and
numbers and shared in the form of data, formulae, manuals and the like, and tacit,
which is highly personal, hard to formalize and difficult to communicate: subjective
insights, hunches, intuitions, etc. [10]. Knowledge creation is a spiraling process of
interactions between explicit and tacit knowledge, which lead to the creation of new
knowledge. This process is composed of four steps: (1) Socialization, which involves
the sharing of tacit knowledge between individuals (relate); (2) Externalization, which
requires the expression of tacit knowledge and its translation into explicit knowledge
(donate); (3) Combination, which involves the conversion of explicit knowledge into
more complex sets of explicit knowledge, also related to experimentation with
problems and solutions (create) and (4) Internalization, which is the conversion of
explicit knowledge into the organization’s tacit knowledge (collect). In fact,
knowledge management (KM) systems might provide useful insight into the
construction of educational systems. KM frameworks have been proposed to integrate
and share data and create collaborative work environments to increase user synergy
and cooperation, such as SpeCS [13].

Analyzing some scenarios, Shneiderman identifies eight activities performed
during the creative process, and suggests that an integrated creativity support tool
should offer all of these. The activities and how they relate to the GENEX phases are
shown in Figure 1. The relation shown is the primary one, but these activities could be
performed at any of the phases.

Shneiderman’s list follows, with a brief discussion of each of the activities.
• Searching and browsing digital libraries, the Web and other resources. Searching

accelerates collection of information about previous work. Searches might also be
performed to find peers or potential co-workers. A system should include tools for
searching the web, dictionaries and other resources, including improved search
tools for image, sound and video retrieval.

• Visualizing data and processes to understand and discover, invent or create
relationships.  Drawing mental or concept maps of current knowledge helps users
organize their knowledge, see relationships and possibly spot missing items.

• Consulting with peers and mentors for intellectual and emotional support. An
important part of collaborative work, peers can aid in problem solving and new
idea generation (this is strongly related to concepts of peer learning introduced by
Vygotsky, which will be explained in a later section). Consultation tools include
email, chat and instant messenger applications.

• Thinking by free associations to make new combinations of ideas. Brainstorming
or lateral thinking should be encouraged, in an environment where new ideas aren’t
immediately discarded.

• Exploring solutions: what-if tools and simulation models. Individuals should be
able to conduct experiments and simulations about the implications of decisions
and create several scenarios.  Simulations open a person’s mind to possibilities and
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allow them to explore safely and to understand complex relationships. Simulations
can be fun and popular, such as the computer game SimCity.

• Composing artifacts and performances step-by-step.  The ability to easily build and
change prototypes is very important. In this way, individuals can rapidly explore
and refine their solutions to problems. Tools range from simple word processors to
complex music composition tools.

• Reviewing and replaying session histories to support reflection. History keeping, or
the capacity to record, review and save activities, is missing from many tools. The
existence of a history feature allows users to return to previous steps, review a
certain problem solving strategies, store frequent patterns and share them with
peers and mentors.

• Disseminating results to gain recognition and add to the searchable resources.
Once finished, work should be disseminated. One possibility is to send
notifications to every person whose work influenced the project at hand or to
others who referenced the same work. Dissemination tools include email, web
pages, conferences, classes and publications.

Fig. 1. GENEX phases and their primary relation to the activities

All of these steps can be performed by teams as well as by individuals working
alone.  When dealing with experts from different areas, one’s ignorance in relation to
another’s domain of expertise can be used as a stimulus to creativity. This has been
referred to as symmetry of ignorance. Bringing different points of view together and
trying to create a shared understanding among all stakeholders can lead to new
insights, ideas and artifacts [6]. This implies that work groups should be carefully
chosen, so as to best leverage each person’s strengths and weaknesses. This point is
often overlooked, as most groups are formed at random or based on criteria such as
friendship or personal relations, when different configurations might have generated
better (and more creative) results. In these situations, it becomes necessary for
individuals to instruct each other about their areas of expertise, externalizing their
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tacit knowledge. Externalization causes a person to move from vague mental
conceptualizations of an idea to a more concrete representation of it, providing a
means for others to interact with, react to, negotiate around and build upon it.  It also
provides an opportunity for the creation of a common language between parties.

3 Pedagogical and Educational Aspects

In this section we briefly outline three educational theories that are related to creative
and cooperative learning systems. According to Freinet [Freinet, 75], cooperation is
the driving force of educational processes. For him, cooperation and productive work
are natural forms of interaction for students and therefore essential to any educational
environment.  Piaget [12], in his constructivist approach, states that a person builds
his or her intelligence and knowledge as a result of the interactions with objects and
the real world.  When manipulating these objects and solving problems deriving from
this interaction, a person develops his or her mental structures. Vygotsky [19] stresses
the role of interaction between peers in the development of higher thought structures.
He demonstrates that cooperation between individuals at different mental
development stages not only facilitates, but also encourages intellectual growth.  With
these theories in mind, we see the potential for intellectual development that resides in
the interaction between students mediated by their interaction with the computer
(object).

Freinet suggests that the learning process should stem from necessary actions and
through the production of objects that are useful to the apprentices. He emphasizes the
value of an individual’s production it’s place in the greater scheme of things and that
it can be modified and enhanced through their colleagues’ interference [Freinet, 75].
One should note that his work presupposes collaboration not only between students
but between teachers as well.

Piaget sustains that a person’s intelligence is composed of structures that are
developed by him or herself through the actions he or she operates on real-world
objects. Development happens through a sequence of stages: sensorimotor; pre-
operations; concrete-operations and formal operations. These are, in turn, divided into
sub-stages. Evolution between stages happens through assimilation and
accommodation in these structures and sub-structures. This evolution occurs because
a person needs to structure and organize the information he or she receives from the
environment. Intelligence is constructed as a structure necessary to support the
knowledge produced by the subject in his or her interactions with objects and
problems posed by the environment. These theories spawned constructivism. The
name stems from the fact that knowledge is a mental construct, product of the
interaction of a person with the environment [Piaget, 70]. This implies that
educational institutions should offer students an environment that will lead them to
work with real world objects, run experiments, interact with classmates, teachers and
researchers and reach their own conclusions, registering and testing them with new
experiments to verify their validity.

In Vygotsky’s work, we find support for the establishment of groups and
development of peer relationships. Vygotsky holds that there is a close relation
between cooperation among peers and learning potential [Vygotsky, 89].  He defines
“real development level” as the already established mental functions of an individual,
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stemming from the development stages already covered by the person. This is,
therefore, the level of development verifiable through testing and direct problem
solving, which the individual can handle by him or herself.

Vygotsky argues that, to understand what a person’s real learning capacity is, the
“zone of proximal development” must also be taken into account. He defines the
“zone of proximal development” as the distance between the “real development
level”, usually determined through independent problem solving, and the “potential
development level”, usually determined through the solution of problems under the
guidance of an instructor or in collaboration with more capable peers.

In the notion of “zone of proximal development”, we find the importance of group
study and the establishment of peer learning relationships. This “proximal
development zone” is created when the individual interacts with others and observes
how they handle and solve problems. Often these solutions are not reachable by the
observer, but can be understood once they see peers or tutors reach them. Interaction
with colleagues thus permits them to reach higher degrees of intellectual
development.

More recently, proponents of Activity Centered Design build on Vygotsky’s ideas
and the concepts of distributed cognition and Activity Theory and view learning as a
complex process in which an individual’s cognition is defined by its relation to the
material setting and the forms of social participation encouraged by these settings [8].
Thus, Activity Centered Design emphasizes the use of computer mediated
environments to support and structure the interactions and interdependencies of an
activity system, including interrelations between students, instructors, tasks they
undertake and inscriptions they use.  In Activity Centered Design, the focus is neither
the teacher nor the student, but the design of activities that help learners develop the
ability to carry out socially formulated, goal directed action through the use of
mediating material and social structures.

4 Existing Systems

In this section we describe a few computer systems created to support creativity and
web learning.  Some online courses use email, online conferencing and web pages to
enable group learning and activity development, in conjunction with face-to-face
sessions. Communication and joint work over the Internet can be difficult for students
and burdensome for teachers. These difficulties lead instructors to develop new
strategies for group formation and ad-hoc problem solving when students have
difficulties sharing knowledge or accessing each other’s work.  It has been argued that
tools such as online discussion forums are powerful tools to aid in the development of
critical thinking and decision-making abilities and that these forums are more
inclusive than face-to-face ones, since they minimize the presence of more eloquent
students and make participation more equalitarian [4].

Using a combination of traditional web technologies and tools, the CyberEd
program, at the University of Massachusetts Dartmouth is an example of
implementation and development of online education. Dartmouth offers university
level courses on the Internet, and students enrolled in CyberEd courses receive
college credits in chemistry, finance, history, commercial techniques and astronomy.
Non-credit courses are also offered.
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GRACILE (Grammar Collaborative Intelligent Environmet) is an example of an
intelligent agent applied to Computer Supported Collaborative Learning [1]. An agent
was developed to support the application of domain knowledge and effective
collaboration between students. Agents mediate situations in which a student might
learn from another while performing educational tasks. This usually means that the
task requires the application of knowledge elements already internalized by other
students that could also be internalized by him or her. These elements are usually
relevant to the acquisition of more complex knowledge elements. GRACILE was
designed for small (two to four students) heterogeneous groups.

Computer systems can facilitate creativity on at least two distinct levels: they can
aid in knowledge gathering, sharing, integration and idea generation and they can
enable the generation of creative artifacts in a particular domain by providing critical
functionality in clear, direct and useful ways [9]. Most researchers recognize the
importance of preexisting domain knowledge when solving a problem and the
introduction of new, external knowledge when generating innovative solutions and
many systems revolve around the management of existing knowledge and
introduction of new knowledge in problem resolution.  Creativity support systems
range from kiosks at museums or exhibits to desktop design or composition systems.

Roast describes a system to support Active Reading, where the reader fills in
blanks in the story [14]. Active Reading refers to how a reader’s individual
interpretation of a literary work influenced by its textual variants and how the reader
may take the role of editor.  Research is focused upon building tools to support
creative understanding of a literary work and the articulation of that understanding in
terms of alternative novel editions of the work being studied.  In the system proposed,
a literary piece is presented, with variant points inserted (displayed as question
marks).  The reader can “fill in the blanks” and then compare to other versions created
to other users.  Even though this system was created for literary researchers, to aid in
the study of very old texts, which have been partially lost, it could certainly be used in
an educational setting, with other kinds of texts and objectives (for instance,
vocabulary practice and development).

Shibata and Hori [15] propose a personal creativity system, to support long-term
idea-generation in daily life.  Their system is essentially a knowledge management
system, which allows a user to store and retrieve ideas when they are spontaneously
generated.  Their system consists of two subsystems: one for idea and problem
management called IdeaManager and a personal information system called iBox,
which stores notes, memos, papers, etc. When storing information on problems or
ideas in IdeaManager, related information from iBox pops up on the user’s screen,
suggesting relations between the information.  By showing related information, the
authors hope to promote idea generation. This system has no formal educational
pretensions.  However, according to Freinet, work is a form of education.  It could
cretainly be used in group settings, to facilitate knowledge sharing between students,
group problem solving and possibly help the generation of new ideas, following
Vygotsky’s approach.
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5 Creativity and Web Learning

In this section we explore links between creativity and learning systems, and how
these could be combined.

We believe that, in an educational setting, group activities should be designed in
order to promote the eight activities as suggested by Shneiderman, and tools should
be provided to support them. The eight activities, as explained earlier, are: search,
visualize, consult, think, explore, compose, review, disseminate. If a particular
educational software does not provide support for all activities, other supplementary
tools may be used to fill in the needs.  In addition, assignments should be planned to
contemplate these activities.  Furthermore, the instructor should carefully put together
the student groups, in an attempt to enhance the quality of the work produced and
provide externalization of ideas.

5.1 Case Study: Tabulæ

Tabulæ was developed to address the problem of teaching Euclidean Geometry using
the Internet for synchronous and asynchronous communication [10]. Tabulæ is what
is called “dynamic geometry” software, and it is built using client-server architecture.
Dynamic geometry software is a system to aid in the study of plane geometry, which
is based on the construction of geometric figures on a computer screen, as shown in
Figure 2. Through a few icons it is possible to access commands that draw lines,
circles, perpendiculars, parallels, reflections of figures, etc.  It is also possible to move
these constructs around using a mouse, without altering the predefined properties.
Tabulæ permits the rapid creation of a virtual classroom, where each student receives,
on his or her screen and in real time, the steps of the geometric construction the
teacher is working on at the moment.

In Tabulæ, when objects are moved, geometric properties are observed.  This is
one of its greatest strengths: it allows a student to manipulate and experiment with
abstract concepts, such as lines, points, angles, etc. as if they were concrete objects.  It
thus allows students to build constructs based on rules and properties they would
otherwise not be able to manipulate, like medians and bisectors.

In traditional classroom settings, instructors construct their explanations on a
blackboard, pointing out relevant issues as they appear.  This process is static, that is,
one cannot easily go back to a previous step or keep a history.  Once they are erased,
the constructs are gone. Tabulæ provides a blackboard for each student (on screen),
on which the teacher can build each construct step by step, not necessarily following a
predetermined guide. It allows the instructors to answer unexpected students’
questions through exploration, composition and evaluation of possible solutions. It is
desirable that students maintain control of their machines, so that they can
experiment; propose variations to the solutions shown or disagree with a position,
keeping an active and creative attitude. The students may save their constructs and
those of the teacher and colleagues, in the same way they would copy the blackboard
in a traditional class.  Active participation allows each student to play the role of tutor
(a temporary instructor) if the group feels the need for it.

These types of features allow students in different locales to create shared activities
where each one is responsible for part of the process, creating animations to reflect
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this process that will later be discussed by the whole class. The whole group evaluates
the process, which may lead to a new procedure that perfects the activity.  Student
participation is promoted by the teacher.

Fig. 2. Tabulæ Screenshot

These types of systems encourage students to participate in investigative activities
and can be used so as to force externalization and the justification of results, which
develops deductive reasoning. Tabulæ supports the eight creativity activities
described earlier as follows:

Search: Tabulæ allows searching for constructs and properties others have created
but doesn’t directly support external searches. The instructor can propose activities
that require some research, forcing the students to search the Internet or libraries for
information. Educational activities should be designed in order to promote some
external research.

Visualize: Tabulæ allows the students to visualize constructs and abstract
properties in graphical form, and to perform operations on constructs that reflect on
the graphics on their screen. In this way, a student might build new constructs and
perceive relations between them.

Consult: Tabulæ permits sharing of one’s screen with peers through the network.
This enables the students to view each other’s solutions and discuss them, to share
problems or pieces of graphical objects. Better exchange tools are needed to enable
further sharing and allow the students to reach their potential development level.
Other media could be made available, such as video and audio and other
communication methods, such as messaging.
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Think: Tabulæ encourages creative thought by allowing free experimentation with
constructs while class is going on and permitting the insertion of related external
insights from other students or the instructor. It is a problem-solving environment.
This could be enhanced with the introduction of related insights from the real world,
such as the real-world application of the rules and properties being studied.

Explore: Tabulæ enables the student to apply rules, change and experiment with
constructs, and permits the students to save them or go back to previous steps if
necessary.  In this fashion, a student may explore possibilities and create simulations
without fear of making mistakes, and may save the best results for further exploration.

Compose: Tabulæ is a mathematical composition tool. It allows students to
quickly build mathematical constructs based on geometric properties, formulae and
rules, easily creating prototypes. They can create, experiment with and manipulate
abstract constructs. These capabilities might be expanded to allow students to
simulate real-world constructs using the mathematical ones, creating a link between
the two knowledge areas.

Review: Tabulæ keeps the construction history and allows the creation of routines
with animations that show the process of building mathematical constructs. This
allows the students and teacher to review any given step and replay animations. This
is an important feature, and could be enhanced through the use of annotations in the
process.

Disseminate: Tabulæ supports sharing and externalization of constructs with peers
through the tutor mechanism.  In this fashion, a student takes the stand and shows
what he or she has been working on, opening discussion on it. Dissemination could be
wider. It should also occur between classes, different levels of students and between
teachers, who might share solutions created by their students.

Regarding group formation, instructors need to know their students well to be able
put together good working groups. When that is not the case, there might be a need
for questionnaires or careful evaluation of a person’s school history, hobbies, etc.
Diversity should be sought after, in order to promote discussion and the introduction
of external knowledge.

An experiment is currently being planned where a teacher will be at the Institute of
Mathematics at the Federal University of Rio de Janeiro and the students will be at
different schools of the public school network in Rio de Janeiro. In this experiment,
the instructor will conduct a geometry class in which the main concepts will be
formulated and discussed with the students.  This may also be an opportunity to apply
and verify the checklist in a real-world educational setting, proposing educational
activities to fit the list.

6 Conclusion

We have presented some perspectives on creative work and explored how these might
guide the design of activities in educational settings. We discussed a set of guidelines
that we think should be followed when designing online courses. We believe that
creativity should be stimulated from an early stage, in educational settings.  As seen,
there is a close relation between the phases in the creative cycle and the constructivist
perspective of knowledge development, as well as a relation to Vygotsky’s theories of
peer development. We believe the activity checklist proposed by Shneiderman can
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and should be used to design educational activities. Through the exploration of these
activities, we can propose computer-supported educational structures and activities
focusing on experimentation and creative problem resolution and strongly based on
constructivism and on collaborative learning.  We believe these aspects haven’t been
fully explored yet.

We presented a computer system, Tabulæ, which allows teachers to quickly set up
a virtual classroom, where each student views, on his or her own computer and in real
time, the steps of the geometric construction the teacher is working on. During this
process, students may modify the construct or add new elements and they may
express opinions regarding the construction as well as questions and suggestions.
Students may also send their work to colleagues and the instructor to share it and have
it criticized. In analyzing Tabulæ, one can see that it has some creativity support
features, but could be enhanced.  One issue that comes to mind is the creation of
construct libraries so students can archive and retrieve their and others’ works. This
would certainly increase the potential for exploration, as students would have the
opportunity to explore and work on previous designs (including designs from
previous classes) and build on top of them. Other improvements could be reached
through the use of additional tools or creative design of activities. An interesting point
to note is that Tabulæ has been proving very useful for teacher training. With the tools
at their disposal, students are becoming more innovative and asking more questions.
Teachers have had to become more flexible and learn to explain concepts in different
ways, including sharing other students’works.

It should be noted that we’re not looking to produce earth-shattering innovations in
class. Rather, we aim for personal creativity, exploration and discovery. Stimulating
creativity in educational settings, we hope to form more creative individuals, able to
think in new ways and propose innovative solutions to problems. We believe the
checklist will prove useful in designing educational systems that promote creativity.
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Abstract. This paper presents some experience in developing and evaluating a
new Web Based Learning project which was launched to serve the wide public
audience. Technological and pedagogical considerations were included in the
design. The effectiveness can be improved by the use of pilot class study in the
middle of the development stage. Results are found to be useful in fine tuning
the final courseware product. Post-implementation evaluation is performed
based largely on online user feedback, together with other observations derived
from the server log records.

1   Introduction

Web based Learning has rapidly emerged as an important method for effective
teaching-learning.  WBL overcomes the limitations of time and space and enables rich
information to be utilized as study materials through multimedia. This new media of
learning also enables dynamic interactions.

Health organizations have taken part in creating web sites to educate the public for
some years. Prior to year 2000, all sites came with largely text information plus still
pictures, more or less like electronic versions of many printed pamphlets. They have
yet to exploit the potential of multimedia and user interactivity. The rapid
development of Web software tools provides various convenient ways to create lively
multimedia Web courseware.

The Health Care and Promotion Fund in Hong Kong has funded several health
education projects on Internet since 1997. Internet offers a rich, collaborative learning
environment, available anytime and from anywhere. It is seen as offering a new cost-
effective alternative to traditional health education channels. This new sex health
education project is a co-operative venture between computer systems development
and community health education personnel.  It explores the many software techniques
to incorporate various multimedia and user interactions into the web pages for more
effective education. The Department of Computer Science of City University
develops the web pages and provides computer technical support. Knowledge
providers are recruited from the community. Editing advice on the course materials
are actively sought from United Christian Nethersole Community Health Service as
well as from the Department of Community and Family Medicine, Chinese
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University of Hong Kong.  Their expert assistance is essential to the success of this
project.    

This website covers a range of topics on sex related diseases plus some daily living
like dating and friendship, surfing sex explicit webpages, etc. The main target
audience is teenagers. This age group has been identified to be the most popular
audience from previous health education webpage projects. Actually this age group
presents the greatest challenge for the developers. If the WBL product works well
with the teenagers, it will generally satisfy most of the other age groups as well.
Therefore the design and evaluation of this project focus quite specifically on teenage
school children. Measurements of the effectiveness are derived from user feedback as
well as the server log records.

2   Design Considerations

One shortcoming of WBL is the lack of face-to-face communication between teachers
and students.  It will weaken the motivation of the students if the course materials on
the Web are not designed accordingly.  Providing constant motivation to students is a
crucial factor to achieve success in Web based learning. [1]

Motivation is an essential factor to students’ actual study process. Specifically,
motivation is crucial because the course content is planned to change students’ values
and to modify their pattern of behaviour [2].

Constructivism is a very important theory in effective learning. It is generally
considered in the design and planning. The basic principles include learner
construction of meaning, social interaction to help students learn, and student problem
solving in real world contexts [3, 4].

Needless to say, pedagogical perspective is also an essential design element for e-
learning [5]. Dynamic multimedia is the modern tool which enables more user
interactions. Web based learning enables rich information to be utilized as study
materials through text, graphics, sound and animation. Therefore the potential of
active learning is undoubtedly high.

This new site is targeted for the young Web audience in Hong Kong. In mid-1997, the
estimated Web population in Hong Kong alone was about 500,000. The majority of
frequent users were students and young professionals aged between mid-teens and
mid-thirties. The population surpassed the one million mark quickly in year 2000 with
a strong upsurge of young school children as a result of the government support on
the use of computers in schools. In other words, the average age of the rapidly
expanding cyber population becomes younger.

To arouse the interest of the massive young audience, we deploy some modern
multimedia software tools to develop a number of dynamic interactive web pages
including some interactive games. As edutainment tools, several games are designed
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to reinforce some of the main messages of individual topics. The use of technology is
very appropriate because the cognitive learning approach can be promoted.

On planning the content, some guidelines need to be considered [6]. What are the
audience’s attitudes in learning this subject?  What are the factors that can encourage
or discourage their learning? From their perspectives, are the presentations effective
to these unknown remote learners?  What is the relationship between attitude, factors,
and their perceived effectiveness?

One practical consideration is the wordiness of the content. Many young teenagers
may not prefer to read long paragraphs of words on Internet. Therefore, most of the
pages are reduced to easy to understand messages of less than a total of 100 words.
Occasionally hyperlinks are provided for the audience to read other relevant websites
available on the Web if they wish to find out more details.

The physical data transmission speed is another practical limitation. While audience
are more and more able to enjoy the faster broadband service, there are still others
who access through ordinary telephone lines. As the ordinary telephone line data
speed capacity remains quite static, it usually takes about 10 seconds to download 100
Kbytes of data. However, the determination to accommodate the widest possible
audience includes satisfying the many economic ISP account users. This adds extra
challenge and constraint considerations to deal with multimedia web page
development work.

Therefore in order to keep all the audience to stay in touch, we need to ensure the web
site is download time friendly to the general audience. In other words, all the
individual pages are restricted to less than the size of 100 Kbytes. Any page that
exceeds this limit is modified before it can be put out for public viewing. Fortunately,
there have been new breakthroughs in recent multimedia animation technologies
which can substantially optimize the file sizes. Besides, despite the usual large audio
file size, some simple audio effects are also introduced in several appropriate
situations. Hopefully the lengthy downloading problem of using video files can be
overcome soon.

3   Pilot Tests for Effective Courseware Deliverable

In general, the effectiveness of development projects is measured by evaluation after
the webpage is implemented. Depending on the responses from the Web audience,
sometimes the data can be so scattered that meaningful follow up assessment is not
too possible. There are also many cases which the budget becomes too tight when
implementation is complete.

Besides, the hit rates usually give quantitative measurement of the volume of visitors.
Some sophisticated software may help to yield hints of some general trends of
audience behaviours, but may not necessarily be related to effectiveness or other
quality of the Web course content.
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This project on sex health education is targeted specifically at the teenagers in Hong
Kong.  It explores the use of some pilot tests in the middle of the development stage.
The feedback collected from these taste tests is used to assess the sensitivity of the
intended future audience.  The result from analyzing on their feedback may steer the
direction of subsequent development to yield a more successful final courseware
product.

In March 2002, when the draft copy of the first three topics were ready for viewing,
they were migrated to a new account for pilot class test viewing. The pilot classes
were arranged with two secondary schools. Each school arranged two classes of
students at different levels for the pilot tests.

During the pre-test trial in the first school, certain character strings or substring
combinations of file names were found to be on their filter lists. Fortunately the
problem was not too complicated.  Nevertheless, it took us a few hours to rearrange
the necessary file name changes and then the website was ready for the first pilot class
on the next day.

Both schools took a high initiation in running the pilot tests. The two different classes
came from two different grades of each school. They were scheduled to take a sex
education class session arranged in the computer laboratory classroom. Each student
sat before a terminal to browse freely the three available topics. At the end of the
computer lab session, the students were asked to fill in the questionnaire on paper.

Each class of about 40 students was then divided into several smaller groups for
group interview and discussion. In the open forum discussion, many students were
enthusiastic in giving opinions freely. Some students co-operated extremely well with
their faithful written recording. But, some lower forms students were found to be
somewhat less enthusiastic in discussion.  There could either be an age factor or the
topics might not stimulate as much of their interest.

The questionnaires and small group discussion were collected and analyzed. The
feedback data were then studied, classified and prioritized by the development team
for enhancements in subsequent months.

Both schools are co-educational schools. As the male female ratios were about the
same, varying from 50/50 to 40/60, opinions were collected equally from teenagers of
different ages and from both sexes in these pilot class samples.

Overall the students agreed that the presentation and/or media used in the Web
courseware could raise their interest in studying this subject. As far as the mode of
study, about half thought Internet was the best way and 85% believed Internet was a
very good way to study sex education. As these students got used to normal class
learning with a live teacher, the online interactive approach through Internet was rated
as the best mode by just 20%, however 98% agreed it was a good approach.
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The picture became cautious and deserved our attention when it came to another
question.  While 95% indicated they would recommend this website to their friends,
only less than one third expressed they would definitely do it.

Nevertheless, different students might have different expectations. Some were looking
for just knowledge information in some areas, while others wanted to know the
correct way and attitude in the subject of sex matters. Interestingly some indicated
their desire to know only things that were not mentioned in textbooks at schools.

Overall, the enthusiasm from the students exceeded our expectation. Feedback was
being recorded for analysis purpose [7].  This interim pilot test study provided us face
to face meaningful contact with the intended audience during the development phase.
Such encounters with the young audience provide us greater audience’s sensitivity
which helps to fine tune our final courseware deliverables.

The pilot tests really serve the purpose to obtain useful feedback from the intended
audience. As the usual post implementation questionnaire evaluation may take a long
time to obtain the same amount of useful feedback, the earlier pilot test detection is
definitely a very useful way to achieving quality and effective Web courseware for
the Web audience.

We appreciate the enthusiastic participation from staff and students of the two pilot
test schools. The school management’s unhesitant strong support is very much the key
to the success.

4   Post-implementation Evaluation

Evaluation is an immense challenge to any kind of research. In measuring
effectiveness of Web based learning, evaluation goes beyond just “how much?”, but
rather to concern itself with the question of “what value?”.

There are various channels of evaluation:

4.1   Web Server Log Records File

From this faithful diary of Website, the log records provide the most complete history
of server file access traffic activities. Software programs can be written to interrogate
the log records in order to produce various forms of statistical management reports.
The record format is rather standard and simple. Each record comes only with the file
name being downloaded, the time and the destinations. The names of the files used in
the courseware can be structured in a way that all those belong to the same topic come
under the same prefix name.  In this case, we are able to determine how long a user
surfs within the different topics.
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The number of server log records for each day is really huge and amazing. Therefore,
the hit rate alone for any website can be very impressive as Internet is open to
everybody without restrictions.  Understandably, there are always casual visitors who
drop into the website for a rather short period.  Unlike the visual advertisements, Web
based learning courseware usually expects some attentive learning involvement from
the audience in order to become any meaningful encounter. Judging from the
timestamps difference when we send out our files of different pages, it is encouraging
that a good proportion of serious visitors stay tuned with the site for a reasonable
period which makes meaningful learning contact with these educational messages.     

A good appreciation of the health and sex education messages usually takes certain
minimum duration.  From the log records information, we attempt to isolate the casual
Web surfers from the more serious audience who spend sufficient time like a
minimum of 60 seconds with at least one of the available topics.

One advantage of Internet is its global exposure. The destination addresses sometimes
give us some good ideas of where the audience come from.  Within the first month
after it went public, some IP addresses from several overseas countries were recorded.
The scope of influence is expected to grow gradually. Despite the language
restriction, some individual users from various parts of the world also find this
education web site useful to them.

4.2   Feedback File

The final product with five topics was released to the public in December 2002. A
questionnaire page is added to collect feedback from individual users. It is designed
for easy to use. Most questions are in multiple choice format which aims to minimize
the typing for the users. Users are also encouraged to express their free personal
opinions as well.

All replies via the online feedback page are saved electronically. Similar to our
previous similar projects, only about one out of ten Web visitors took the efforts to go
through the online feedback form. There were few visitors found in the first few days.
But as soon as the link was published in Chinese Yahoo, high volume of visitors
jumped in like floodgate being opened.  The average of over one hundred non casual
visitors each day is overwhelming.

For the first three months, the volume of feedback has been encouraging with 300 to
500 replies each month. As there is a consistent daily average of over ten feedback
replies, the sample size from each month is useful for analysis.

Based on the sample, more than 70% of the respondents are aged between 10 and 19.
The age distribution agrees reasonably well with the planned target audience. The
introduction of several interactive course materials may contribute to the somewhat
larger low teens audience.  Another over 10% come from aged 20 to 24 which implies
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certain popularity in this age group also. As for the sex audience penetration, the male
female ratio is 52:48 which indicates the website appeals quite equally to the Web
audience from both sexes.
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More than 50% of the respondents indicate their interests in viewing both the topics
of Dating/ Friendship as well as Cyber Sex.  From results of other previous projects,
the first topic used to be the most popular topic for the young audience. Being the
close second, the new topic on Cyber Sex is found to be very appealing to the modern
young audience despite the title is not entirely pleasant to some female audience. On a
closer examination of the audience by sex, 20% more female than male audience find
the topic of dating interesting.  But, on the other hand, 30% less female than male
audience find the topic of cyber sex interesting.  Nevertheless, both these topics have
been the most visited topics by the young audience for the past three months.
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Besides dating and cyber sex, the topic on Contraceptive is visited by about 30% of
the audience.  The other two topics on diseases are relatively less popular. The young
audience may not think these diseases are relevant to their daily lives or urgent to
their friends and families. This is not too surprising as teenage school children may
not be able to show much concern on diseases like AIDS or STD’s. Anyway the topic
on sexually transmitted diseases is well received by 20% of our audience and the one
on AIDS is well received by 15%.  Nevertheless, these health disease topics are rated
useful or very useful by a decisive majority of their respective audience regardless of
their popularity

As far as personal text comments, only several written comments are received each
month.  A few suggestions are saved for future considerations.

As the website is only listed in Chinese Yahoo. So at the beginning, the majority of
our audience indicated their discovery of our website through Chinese Yahoo.
However, some respondents began to quote other search engines after the first month.
And others indicate their being referred by their own friends. These referrals are
strong indication of some audience who have found the web courseware useful and
worthy of recommendation.

4.3   Spontaneous Referrals

One popular way to promote a new website is to publicize actively through the media,
including listing among a number of popular search engines. This undoubtedly can
bring in good volumes of newcomers to the website for sometime.
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But for confirmation of the quality of courseware, it would have to take the active
publicity from the audience rather than from the content providers. In the first three
months, we recorded a good number of feedbacks from the audience indicating they
were being referred to visit the new site by their own friends.

Starting from the second month, we recorded new indications that some were being
referred to by their own parents, and some by their teachers. Since sex education is a
rather sensitive issue among Chinese communities, the active referrals by concerned
parents and teachers to their dear young partners are special breakthroughs from
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traditional culture. These referrals by mature audience are formidable signs of high
acceptance of the courseware content and presentation on the Web.

Also in the second month, a few respondents indicated they were being referred to
visit this site by newspapers. Despite the site aims at the teenagers in Hong Kong
region, the first newspaper turned out to be a popular one in Taiwan. Nevertheless, the
first Hong Kong newspaper reader identified herself in the third month.

E-Learning is undoubtedly a good tool. However, human interaction is still necessary
in assessment of materials. [8]

4.4   Class Visits

Also in the third month, there were two instances where a teacher might make use of
the availability and convenience to conduct a class visit to our website. In the first
instance, there were half a dozen individual teenagers who sent their feedback to us
within the same one hour period. A look up to the server log confirms all of them
came from the same Internet service node. A conducted group visit to the Website is a
clear recognition of the courseware being useful and effective.

Several days later, the online feedback file recorded an even larger group of teenagers
within a 30 minutes period. All members of this larger group were confirmed to come
from another Internet node address. Based on the server log file records, they were
believed to be another class visit to surf through the webpage contents.

In the absence of audience feedback on specific attitudinal or behavioural changes,
referrals by the audience are by far the most rewarding self-evaluation at this stage.

5   Conclusion

Using modern multimedia in delivering educational topics through Internet can be
successful and persuasive than just texts and pictures. It will have a greater impact on
the younger generations both locally and worldwide. The Internet can become the
most influential technology in providing support to general education.

The effectiveness of Web based learning can be enhanced through listening to the
intended audience. From this experience, the interim pilot class study can be
instrumental to such success. The many referrals by the open audience as friends,
concerned parents, and newspaper editors provide very positive assessments. The
teachers who recommend the website to individual students or conduct group online
visits are actually solid partners of Web based learning.
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Abstract. In building an effective Web-based learning system, consideration
must be given to not only the educational content and learning activities but
also to the design of the human computer interface (HCI).  When the interface
is difficult to use it can interfere with learning.  Whilst this is a critical aspect,
the design of this element is often overlooked in the rush to get our materials on
the web.  The considered use of interface metaphors not only complements the
overall HCI design process, but also allows the user to quickly move beyond
the mechanics of the interface itself to the more important goal of learning the
content.  This paper provides examples of how interface metaphors have been
used in software and discusses how we might leverage off their use in our
future designs.

1 Introduction

In the rush to get on the web, Human Computer Interface guidelines and principles
are largely being ignored [1, 2].  This results in the development of a web site that is
difficult to use.  The inherent problem is that a student, who spends time trying to
understand the interface, wastes cognitive resources on navigation.  This can interfere
with learning the content [3].  Therefore it is critical that our learning web sites are
designed with an interface that is easy to use.

The first fundamental design principle included in Apple Computer’s Human
Interface Guidelines is ‘Use concrete metaphors and make them plain, so that users
have a set of expectations to apply to computer environments’ [4] (p3).  Amongst
Nielsen’s [5] ten usability principles is the principle of ‘speak the users’ language’
(p20).  He suggests a way to achieve this is through the use of metaphors.  Heckel [6]
describes metaphors as leveraging off the users’ knowledge.  In one of her four high-
level guiding principles for design of user interfaces, Preece [7] suggests the use of
metaphors to ‘maintain consistency and clarity’ as they ‘help to build and maintain a
user’s mental model of a system’ (p488).

This paper discusses to what extent metaphors have been used in the interface,
provides examples as illustrations and highlights aspects about metaphors that need to
be considered in the design of web-based learning materials.



Interface Metaphors and Web-Based Learning 169

2 Interface Metaphors

Metaphors are often used in speech to help illustrate or explain something that we
cannot express literally. We also employ metaphors in teaching to help students
understand new concepts. Intentionally or unintentionally, metaphors have also been
used in software and now in pages on the Web. An example that immediately comes
to mind is the use of the word web. The word helps describe the network of
information that is available on the Internet.  We take it for granted now, but when the
concept was first introduced, it enhanced our understanding of the complex structure
of the Internet. Other examples of familiar terms used for the Internet include
information superhighway, bookmarks, virtual community, chat rooms etc.

Metaphors can be invoked through the use of a word or sentence and also through
icons or graphics. Words such as file, folder, cut, copy and paste are words that have
meaning in the real world. When these words are used in the digital world, their
familiarity aids our use of the software. Icons representing these words invoke similar

metaphors. It may be that individual icons such as the scissors  for cutting, or a
full screen graphic such as that shown below, invoke a metaphor.  The graphic below,
depicting a road with signs, is used as a site map. Colours can be used to further
enhance connections between the old and the new, such as a yellow background used
for an on-line yellow pages telephone directory [8]. Other colours such as red for stop
(as in the case of the stop icon in Internet Explorer) and green for go can be used
effectively.  All these different elements can be employed in the interface to build a
consistent overall look and feel for how to use the system.

Fig. 1. Example from http://www.jacobscreek.com.au/main.htm
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3 Metaphors Invoked through Terminology and Icons

Terms such as bookmark immediately present us with the idea that we can mark our
current place so that we can return later.  Browse or surf the web makes us think of
skimming over the surface of the information (like browsing through the bookstore
looking at book covers) in search of what we want.  Electronic mail makes use of our
familiarity with traditional mail by using icons and terminology based on this

metaphor.  In this software, an envelope is used to represent an email message 

and an envelope with its flap up indicates the “letter” has been opened . The

paperclip beside the letter  indicates that there is an attachment to the mail. The

icons used for the mailbox are also recognisable.  Without having to read any
instructions, we immediately have an understanding of what is happening.  Shopping
web sites are another example in which we use a metaphor. We can “gather” things in

our shopping cart/trolley  and view what it holds during our shopping
“expedition”.

People tend to think that metaphors are only invoked through pictures. Even
though it is more likely that a metaphor will be visual in graphical user interfaces [9],
metaphors will be invoked not only through the icons or graphics used in the interface
but also through the terminology used.  It may be the way the entire screen elements
are constructed, and continued through with the use of the terminology that calls for
the sense of familiarity. If the entire system is well designed beyond the initial screen,
an overall understanding, or conceptual framework may also be formed. This provides
us with an general “feel” for the way things work, enabling us to look beyond the one
static screen and see the entire Web site or system in some kind of overall structure
via an overarching metaphor.

4 Overarching Metaphors

The most well known overarching metaphor is that of the desktop. The desktop
metaphor became more widely known when the Apple Macintosh was introduced.
The metaphor invoked through the use of terminology surrounding an office
environment was extended in the Macintosh desktop metaphor with the inclusion of

icons to represent files  and folders . Apple Computer did this to provide an
interface that enabled non-computer literate people, who were familiar with the way
an office worked, to use the operating system with greater ease [4].  This wasn’t the
first interface metaphor employed.  The first text editing software (precursor to word
processors of today) employed the typewriting metaphor [10]. The spreadsheet
programs of today were introduced using an accountant’s ledger. The desktop
metaphor has now become ubiquitous [11].

With each of these metaphors, desktop, typewriter and ledger, there was an
underlying assumption that people worked in an office, or used a typewriter or had
some accounting knowledge.  However, if this is not the case, the user cannot rely on
knowledge gained through experience and so the metaphor fails. If we are to build
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effective interfaces employing metaphors, we must make sure that the users can
understand the metaphors we are implying in the interface.  There is no point in using,
for example, a desktop metaphor for children who have never experienced an office.
A commonly used set of icons are those of a VCR but again if someone has never
used anything resembling one, they will not understand how to use the buttons for
play, rewind, fast forward etc. With the large number of international students who
may be using our websites, even more careful thought needs to be given to choice of
metaphors to ensure that the experiences we are drawing on are globally understood.

5 Examples of Interface Metaphors

Two examples of educational software that incorporate metaphors in the interface
were created at the University of Wollongong. The first, Investigating Lake Iluka,
uses a notebook metaphor. The notebook enables the student to keep notes about their
investigations as well as to navigate by clicking on the “tabs” on the side of the
notebook.  Some of the other icons/metaphors included are the pencil for taking notes,
the scissors for cutting (and pasting) and toolkits for selecting the necessary tools to
take measurements.

Fig. 2. Investigating Lake Iluka

The second example Exploring the Nardoo uses a Personal Digital Assistant (PDA)
for navigation and taking notes. It also includes other metaphors such as a noticeboard
holding the pictures of the regions to be explored, a filing cabinet containing tabbed
folders that hold documents, a book with pictures that has chapters and a table of
contents etc.
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Fig. 3.  Exploring the Nardoo

6 Case Study Evidence

Evidence was found by Smilowitz in 1996 [12], that the use of metaphors in interface
design aided performance.  Two experiments were conducted with subjects who were
asked to find specific information on the Web but had never used a Web browser
before.  In the first experiment there were four different designs tested: two without
metaphors used in the terminology (that is using terminology from the Mosaic
software), one of which had icons, another with the library metaphor used in the
terminology and then finally icons were added in to support this metaphor.  To invoke
the library metaphor, terms and icons reflected the things found in a library such as a
reference section and bookmarks.  The results showed that the use of icons seemed to
have no additional value (with or without metaphors) but the subjects performed
better with the metaphor invoked through the terminology.

The second experiment was designed to investigate which specific characteristics
of the metaphor contributed to its success.  In this experiment the conditions were the
use of a library metaphor, a travel metaphor and a composite (combination of the
travel and library) metaphor. The travel metaphor was invoked through the use of
items such as travel log and shortcut. The results of this experiment showed that
subjects performed best when using the library metaphor. The results from both
experiments suggested that performance was aided by the use of a metaphor.  The
metaphor was invoked through the terminology used, rather than the icons and an
integral metaphor was found to be better than a composite one [12].
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7 Failure of the Interface Metaphor

Perhaps the travel metaphor used in Smilowitz’s experiment may not have worked as
well as that of the library because of the way it was implemented. That is the
terminology used may have been inappropriate. For instance the word bookmark used
in the library metaphor was replaced with the word shortcut in the travel metaphor
and Reference Section was replaced with TourBook. These words do not seem to
imply the same thing. In attempting to use the travel metaphor, the students may not
have seen a relationship between the terms used and their task at hand. The problem
may also have been that the travel metaphor was inappropriate altogether in this
instance.  (Although travelling does not seem inconsistent with what happens on the
Internet.) Choosing an appropriate metaphor is not easy. The relationship between the
metaphor used and the way the interface operates needs to be consistent or compatible
[13].

The results of the experiments also led Smilowitz to conclude that an integral
metaphor is preferable to a composite one. This is inconclusive, as the composite
metaphor used may not have succeeded due to the fact that a library and travel seem
to be totally unrelated. This situation of “mixed metaphors” might have created a
sense of confusion – am I travelling across the web or am I searching a library?  It
would have been better to use a different combination with one used as the overriding
or primary metaphor and a secondary one which could somehow be related to it.

A further example of poor implementation of an interface metaphor is that of the
shopping trolley metaphor. To buy an item or put something in our shopping trolley
you just click on the item or “buy” button. But if you want more than one of that
particular item, you need to increase the number displayed next to the description of
the item selected.  The same problem occurs when you decide to take something “out”
of the trolley, you need to set the number of items to zero [14]. A further example can
be seen in the Macintosh desktop metaphor where the trash can is used to not only
delete files but also to eject disks, which is confusing.  For this reason Nelson argues
against the use of metaphors [15].  He complains that once metaphors are used, every
part of the interface must fit into the same metaphor. Cates [13] provides several
successful examples where this is not the case. One example he gives is that of a book
metaphor which includes a video control so that the user can listen to recorded sound.
The other is of a map metaphor, which includes a magnifying glass to see an
enlargement of the map.

Inconsistencies may also present problems but this is not always the case. The
magnifying glass has been used successfully in a variety of software applications, but

for different purposes. In Microsoft Word it is used on the print preview icon .  In

the Microsoft Windows operating system it is used on the  find file icon. What is
important is the extent to which the metaphor helps the user know how the system
will react in response to their actions [16].

An additional concern with respect to metaphors is the extent to which they are
limiting, that is not showing the full scope of the software [5, 8, 17].  Nielsen provides
the example of the wordprocessor, which uses the typewriter metaphor.  The “search
and replace” facility is available in a word processor, but not on a typewriter [5].
Another example of this is the clipboard used for cutting and pasting items. A
physical clipboard allows us to attach a number of pieces of paper like the computer
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counterpart, but the computer clipboard also allows us to make multiple copies of a
‘sheet of paper’. Rosenfeld also mentions the limitations from the opposite
perspective [8].  For example, the physical library has a librarian to answer questions
but (according to him) most digital libraries do not have this facility.  Both limitations
can be overcome by incorporating additional features in the design via
complementary metaphors.

8 Choice of the Overarching Metaphor

The problem of trying to fit all the components of the interface to the one metaphor
can be solved through the use of composite metaphors – that is, more than one
metaphor.  An underlying or primary metaphor provides the overall context, with
auxiliary or secondary metaphors used to extend the concept [7, 10, 13].  The design
of a composite metaphor is not easy.  The greater the contrast between the underlying
metaphor and the auxiliary metaphor, the greater the cognitive load it puts on the user
to try to understand how the secondary metaphor fits in [13] . A composite metaphor
was used in the development of software entitled The Funeral of Edgar [9].  The
primary metaphor used was that of a funeral with secondary metaphors being eulogies
and ghosts etc.  The software was designed in this way in the hope that there would be
better understanding of Edgar Allan Poe’s poem The Raven through greater learner
involvement with all aspects of the poem.

The design of this software went through a number of iterations [9].  The initial
metaphor used was one of a bookshelf but there were activities (such as navigation)
that did not fit into the bookshelf metaphor so the designers decided to use auxiliary
metaphors.  To do this without confounding the user, they felt they needed to choose a
much better primary metaphor to contain the auxiliary or secondary metaphors.  Since
the main theme of the poem is death the next metaphor tried was that of a cemetery.
Not satisfied that this metaphor allowed for sufficient engagement, they finally moved
to a funeral metaphor. This resulted in the addition of a third dimension – time and
provided a good overarching metaphor which could include many more secondary
metaphors.  In creating the funeral process, they felt that all the elements could be
incorporated into the metaphor without causing confusion and allowing for more
involvement and believability, expecting that this would be better for the students
understanding [9].  The result of all of these iterations was the creation of a composite
metaphor that included a primary metaphor with sufficient scope for allowing
auxiliary metaphors that were complementary.

9 Metaphors and the Web

Siegel [18] calls metaphors used on the web ‘vehicles of exploration’ that ‘guide a
visitor and glue a site together’ making it ‘difficult to get lost’ (p36).  With Web
based learning, the learner is presented with only one screen full of information at a
time.  This creates a need to remember the way all of these pieces of information fit
together, thereby increasing the learner’s cognitive load [19].  In order for the user to
be able to navigate and learn from a system, it is necessary to provide a framework or
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structure so that the user can know what the boundaries and spatial distribution of
things are [20].  The web-learner needs to be oriented – know where they are (and
how they got there), where they have been and where to go next.  Visual cues used on
the web such as highlighted tabs, chapter headings or menu options help the learners
orient themselves as far as where they are now, but it does not help answer the other
questions.  This is where a well-designed interface metaphor can be of great value.  It
can provide the subliminal support to the user, both for navigation and information
structuring.

Quite a number of web sites use tabs.  These seem to help the user’s orientation by
defining a structure; showing where the user is by having the selected tab highlighted;
where they can go to by the other tabs being visible; and the full extent of the site (as
long as there are no hidden levels). Blackboard and WebCT are two software
packages which allow us to build on-line learning sites.  Both of these use tabs in their
interface.  Another commonly used style with the same characteristics is shown in the
web sites with menu bars on the sides of the page.  (Sometimes these are better as
they can show further levels by expansion of a menu item.)

Both of these metaphors, tabs and menu bars, seem to behave very much like a
traditional book.  They do not seem to represent the full power of what can be done
over the Internet. Whether you are physically turning pages or electronically choosing
to go to the next page by clicking on a tab or button, there is still the same level of
interaction.  They each have the same defined structure and each can be “put down”
and another book or site can be “picked up” when you wish to move on.

Fig. 4.  Example from http://fybio.bio.usyd.edu.au/vle/L1/

Two examples that can be seen on the Web begin with a “front end” to the site.
The Biology web site from the University of Sydney (see above) shows a “lobby”
with different objects to click on to navigate to another level.  For example, the lift
labelled Useful Links takes the user to sites such as a Learning Centre and Student
Services; the robot (Cyber-Tech) allows the user to ask questions; doors lead into
“rooms” which provide access to study materials. Going to the Resource Centre opens
up another similar room/screen but beyond that the site does not appear to carry the
metaphor all the way through to other levels.
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Another example (shown below) is that of the Business Computing 1 subject run at
RMIT University.  This begins with a reception area that has three modes of entry:
on-line resources, administration and assessment.

Fig. 5.  Example from ISYS2056 Business Computing 1

Fig. 6.  Example from the second level of the ISYS2056 Business Computing 1 resources.

At the next level for the on-line resources, the student can choose to take one of
three pathways through the content.  By choosing the calendar they navigate the
weekly topics, choosing the book allows them to navigate by topic and choosing the
factory allows them to move through by case study. The pathway they choose is
represented at the underlying levels by a graphic watermark on each page.  This gives
some consistency through to the lower levels.  However the designers are considering
whether to further support the user’s navigation by extending the metaphor through to
the lower levels. The book metaphor could be extended by depicting a book with tabs
(as in Investigating Lake Iluka) and using a table of contents.  The calendar metaphor
could be extended by allowing the user to choose a particular week by clicking on the
appropriate date on the calendar and so on.
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10    Learning Scaffolds to Support New Users

When using software or a web site for the first time, the student needs to be able to
understand what needs to be done and to be able to predict how the software will
behave in response to their actions, so that they can get on with gaining knowledge
about the subject matter. Metaphors can help in this initial understanding of the
system [10].  These support mechanisms or ‘learning scaffolds’ are necessary to begin
with, but once they are no longer needed they should change and fade into the
background [21] (p53).

The designers of Investigating Lake Iluka provided alternative means of navigation
to that of the notebook metaphor. The user can also use the system through a “stack
map”, that is a hierarchical site map. Anecdotal evidence suggests that users, once
familiar with the way the program works, move away from using the notebook
metaphor and use the stack map as a quicker means of access.  The more experienced
user no longer needs the “scaffolds” and can use “short cuts” to move around the now
familiar environment.  Once the user has learnt the system the metaphor becomes less
important and fades [7].  Many people who use the desktop metaphor today do not
realize the significance of it and forget that it helped them understand what they were
doing when they first were exposed to using an operating system.

Youth of today have no experience of a typewriter and therefore would not be able
to draw on the typewriter metaphor in their initial use of a word processor.  More than
likely they would have had to learn how to use other things as well, such as the
desktop or clipboard without understanding the intended metaphor behind them.
Nevertheless, when something is unfamiliar, the user will try to make sense of it by
relating to something they already know. In whichever way the user may have
become familiar with the system in the first place, they then have a new metaphor that
they can draw on in the future.  Metaphors such as the desktop, shopping and VCR
controls have become standards that we can leverage off in the future [2].

So it is in the initial stages that a metaphor can help or hinder the use of the
software or web-based learning materials.  If any icon or way the software operates is
unfamiliar or different to what the students are used to, they will lose confidence and
have difficulty working with it.  This is where it is important not to “distract” our
students from the learning through hard to use systems. This may happen because an
icon invokes the wrong metaphor or the metaphor is unfamiliar. At a Teaching and
Learning Forum, a speaker was showing a site, which included an icon representing a
coffee mug. A number of audience members questioned its functionality. It was
shown to only be there for “fun” and had no real purpose.  It actually proved to be a
distraction from the actual site.  It illustrates the point that every element should be
considered carefully as to how it fits into the users mental model of the system in
order not to create confusion.

11    Conclusion

Regardless of individual preference and opinions, according to Marcus [22] all our
communication involves the use of metaphors. As a consequence, he believes that
interfaces will always include metaphors. Furthermore, whether an interface is
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intentionally designed to include metaphors or not, the user will most likely perceive
metaphors in the interface [10]. Choosing the appropriate metaphor is not easy but if
it is done with care, it can help the initial use of a system, whether web-based or not.
Therefore, when designing our web-based learning materials, we need to consider
carefully what metaphors we can leverage off to help the students’ understanding of
the system’s interface.  This will ensure that their cognitive resources are not wasted
on learning how to use the system and instead be expended on the learning of the
subject matter content.

So far there are no definitive guidelines for metaphor use in the interface.
Extensive research needs to be conducted to investigate how metaphors can be used
effectively in order to prepare such guidelines. Until then the following are reminders
of what we should consider when using interface metaphors. Careful choice of
metaphors should ensure that the metaphor helps, rather than hinders the student.
Choosing the appropriate metaphor involves thought about the prior knowledge the
students bring to the experience. We need to think about the students’ education and
cultural background as well as what other software or web sites they may have
experienced. More than one metaphor can be used but there should be one
overarching or primary metaphor with the secondary metaphor or metaphors used to
extend it.  The overarching metaphor should be broad enough to be all encompassing.
The metaphor and the way each of its elements works should fit in with the user’s
prior experience.  (Don’t include “coffee cups” just because they look nice.)  Consider
the different ways metaphors can be invoked, not only through icons and graphics but
also through the terminology used.  The whole metaphor should be kept “in play” by
“tying all the pieces together” through the consistent use of icons and terminology
which support the chosen metaphor.
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Abstract. As academics we are often encouraged to “go online” by our institu-
tion, by either moving or supplementing our teaching in an online environment.
We have several options. We could simply attempt to replicate our face-to-face
teaching, in effect changing nothing; we can enhance our face-to-face teaching
with the available technology; or we can transform our face-to-face teaching by
the available technology. The approach we choose will be determined by several
factors, one of which will be our existing knowledge of the technological envi-
ronment we are using. In this paper I propose a simple framework which pro-
vides novice eTeachers in particular with a simple mapping from classroom ac-
tivity to technological functionality, reducing the need to have extensive tech-
nological literacy of the learning environment when designing online activities
initially.

1   Introduction

In February this year, Deakin University launched Deakin Studies Online (DSO), its
institution-wide learning management system (LMS) powered by WebCT Vista. Pre-
viously academics had a variety of applications available to them to support teaching
and learning. These included TopClass, FirstClass, WebCT 3.6, custom-built systems
and web pages, as well as email lists and bulletin boards.

Deakin University has been supporting distance education students in particular
with online technologies since before the dawn of LMS’s. The University has now
prescribed that by 2004 all award courses will have a presence online consisting of at
least “… unit information, a notice board, a resource repository and a means of com-
munication between students and their lecturers.” [4] Considerable time and money
has been invested in the implementation of DSO, as well as providing appropriate
initial training and ongoing professional development for all staff (both academic and
administrative) who need access to the online environment.

Despite Deakin University’s history with the use of online learning technologies,
there is still a relatively large proportion of faculty who do not use online tools to
support their teaching and, even worse, are not particularly computer literate. Reasons
put forward for not using technologies range from discomfiture with the technology, a
negative experience of previous attempts at going online, concerns regarding increased
workloads, through to concerns regarding students’ ability to access online materials.
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Such staff will need to be coaxed into using the new online environment in a gentle
and sympathetic way if the University’s requirement for 100% basic presence online
by 2004 is going to be met.

Moving any teaching activity into an online environment requires more than train-
ing in the online technology. The course designers may need to think outside the
square of traditional pedagogies in order to add value to the students’ learning experi-
ence. How far outside the square will depend very much on the confidence of the
eTeacher as well as the eLearners. The imperative to go further online than the basic
prescribed by the University will depend on many factors including the student cohort
(such as distance education students), additional learning outcomes of the activity and
so on.

In the following sections I elaborate on the approach I took when faced with the
prospect of teaching online. I discuss briefly some pedagogies that lend themselves to
online delivery. I develop the simple model by considering the basic components of
eTeaching and online delivery and present a mapping of the components to the func-
tionalities provided by most eLearning environments. I demonstrate the approach with
reference to the eLearning environments that I am currently using to support my on-
line teaching and indicate how the model has been used successfully to develop fac-
ulty’s awareness of how LMS functionality can facilitate learning online.

2   Teaching Computer Ethics Online

The computer ethics unit (a core unit of study in the B. Computing degree) was de-
signed for delivery to on-campus students in the traditional face-to-face manner. In
1997, I was given the task of converting the unit for off-campus delivery. The philoso-
phy underlying the teaching in this unit is that students earning by doing and so discus-
sions and collaborative work were emphasised. Initially I decided to concentrate on
the group discussion aspect of the pedagogy. Having identified an appropriate tool
(FirstClass conferencing software) to support the type of group discussions I wished
students to undertake I had to convince the students to take part in them. Attendance at
tutorials is compulsory for on-campus students and I naively thought that off-campus
students could be coaxed into the online forum using a similar approach. Unfortu-
nately, the off-campus students thought otherwise! This proved to be a tractable prob-
lem however, when I realized that carrots worked better than sticks and made tutorial
participation an assessable component of the unit.

While running the unit for the first time I realized that the workload associated with
running face-to-face as well as online tutorials could be minimized if one was elimi-
nated. I could not remove the online tutorials unless I made major changes to the unit
as approximately 50% of the students enrolled in the unit were off-campus.  The alter-
native was to remove the face-to-face tutorials and move the on-campus students into
the online forum. They too could benefit from the online experience. The following
year I included these students in the online discussions as well. This proved to have
some unexpected benefits. Many off campus students had never had the opportunity of
studying in the same forum as on campus students and vice versa. Also, off campus
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students were more likely to be already working in the IT industry. Their input pro-
vided a very different perspective to the discussions than those held by groups of
wholly on campus students. But again, a carrot had to be provided to overcome the
wails of horror as on-campus students complained of being disadvantaged as their
face-to-face contact with academics in the unit had been reduced. The carrot was the
experience of communicating and collaborating in a formal manner in the online envi-
ronment – a skill that could be added to their curriculum vitae.

More and more activities have been moved to the online learning environment to
the point were this unit is fully online with no face-to-face contact. All learning ac-
tivities are completed online, students working collaboratively in discussions, projects
and other exercises in groups which cross temporal and geographic boundaries. Stu-
dents undertake discussions, collaborative group work (including document prepara-
tion) and some assignment work in the online environment. They are encouraged to
use online resources such as the library, reputable Internet sites and online study skills
tutorials. Assignment submission, recording of marks and grades and return of mark-
ers comments are completed online. Communication with unit staff is online. Most
communication and collaboration is undertaken in asynchronous mode to accommo-
date the various time zones that students live in. However, some tutor-student consul-
tation occurs in synchronous chat rooms. The design of the unit online is described in
detail in Coldwell [3].

The transformation process from a mix of face-to-face and online to totally online,
has taken place over 4 years with further minor amendments happening with each
offering of the unit since 2000. The process could have been considerably shortened if
I had a better knowledge in the early design stages of what activities were possible to
implement in an online environment. Unfortunately I discovered how to use the tech-
nology before knowing what was possible in the technology. Hence the trial and error
nature of the transformation and the amount of time that it took to complete.

3   Some Pedagogical Theories and Models

Much has been written on pedagogies that support online teaching and learning. A
variety of theories and models have been suggested and tested in the eLearning world
and it is beneficial to look at some briefly before considering the generic components
of eTeaching. The approach I have taken here is to select some key pedagogies that
have influenced or been directly applicable to the online environment. The aim here is
to highlight the key features of the pedagogies and models rather than investigating the
educational philosophy underlying them. This will provide the basis of the eTeaching
model introduced below. The material presented in this section is based on that pre-
sented in the Theory Into Practice (TIP) database [11].
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3.1 Anchored Instruction

Anchored instruction is a paradigm originated by the Cognition & Technology Group
at Vanderbilt (CTGV) and is attributed to John Bransford [1]. It is based on a general
model of problem solving and has a strong emphasis on using technology to support
learning. The main principles of the paradigm are that:

� learning and teaching activities are designed around a situation (the anchor)
which may be a case-study or problem situation for example, and

� the student should be encouraged to explore the curriculum content in the
context of the situation.

3.2   Conditions of Learning

Gagne [5] put forward the conditions of learning theory which proposes that there are
different levels of learning each requiring different types of instruction. The major
categories of learning are verbal information, intellectual skills, cognitive strategies,
motor skills and attitudes. As detailed in Gagne, Briggs and Wager [6] the theory
serves as a basis for designing instruction and, more importantly from the perspective
of this paper, selecting appropriate media. The key principles of the theory are:

� different instruction is required for different learning outcomes,
� learning events impact on the learning in ways that constitute the conditions of

learning,
� the type of learning outcome expected dictates the make up of instructional

events,
� learning hierarchies define what intellectual skills are to be learned and how

instruction is sequenced.
The theory emphasizes the enhancement of learner performance is achieved by en-

suring learning activities are well defined. It is compatible with web-based courses.

3.3   Constructivist Model

Bruner’s constructivist model [2] identifies learners as actively participating in the
knowledge acquisition process by building on the framework of their current knowl-
edge. It is diametrically opposed to the instructivist model which has traditionally been
used in the classroom. The instructivist model is a static model of learning where the
learning objects are designed and prescribed by the teacher, students assimilate facts
and are assessed often by examination. This is the model which has traditionally been
used to support distance education using paper-based materials.

Learning objects based on the constructivist model focus on problem-based activi-
ties and team-based learning for example, where students are encouraged to discover
principles and actively participate in dialogue with the instructor. This theory is a
general framework and is linked with many others such as Piaget’s Genetic Episte-
mology and Vygotsky’s Social Development theory. The key principles of the model
are:
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� instruction is related to the experiences and contexts that make the student
willing and able to learn,

� instruction is structured so that it can be easily grasped by the student,
� instruction is designed to facilitate students extrapolating beyond the informa-

tion provided.

3.4   Engagement Theory

Engagement theory has emerged as a result of Kearsley and Schneiderman’s experi-
ences of using online technologies to support their teaching, particularly for distance
education and has been developed specifically with technology-based environments in
mind. They suggest that the use of technology, while not essential for engagement to
occur, facilitates the process that may be difficult otherwise. [12] Students participate
in a meaningful way by interacting with others on realistic learning activities. The
basic principles are that the learning activities:

� occur in collaborative teams
� are project-based, and
� have an authentic focus.

Kearsley and Schneiderman’s [12] Engagement Theory is one often cited in support
of online collaborative learning such as evidenced by Salmon’s e-tivities [19].

3.5   Laurillard’s Model of Instruction

Laurillard’s model [13] is designed for technology-supported learning activities, but
unlike Gagne’s model, Laurillard’s model emphasizes the collaboration and commu-
nication aspects of learning and is designed for use with interactive technologies. The
model is actually a framework in which the importance of mediated and moderated
communication between learners and teachers is emphasized. Delivery of information,
or content, from teacher to student is secondary to the communication aspects. The
framework defines the level at which teacher and learners are interacting as they move
through a learning activity. It provides an insight into the type and depth of learning
that will occur at each stage.

3.6   Situated Learning

Situated learning revolves around the notion that normally learning occurs as a func-
tion of an activity in some context and culture [14, 15]. A critical component of situ-
ated learning is social interaction. The main principles of this theory are that knowl-
edge must be presented in a realistic setting, and that learning requires social interac-
tion and collaboration.

Problem-based learning is a model based on situated learning and reflects how
learning occurs in a real setting such as in the workplace. It was developed to support
the training of medical students at McMaster University Medical School. Problem-
based learning is the curriculum as well as the learning process. “The curriculum con-
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sists of carefully selected and designed problems that demand the learner acquisition
of critical knowledge, problem solving proficiency, self-directed learning strategies
and team participations skills. The process replicates the commonly used systemic
approach to resolving problems or meeting challenges that are encountered in life and
career.” [16] The responsibility for learning lies with the student rather than the
teacher which fits very well in a tertiary education environment. The problem is the
core element of the problem-based learning process. It may be ill structured and have
non-obvious solutions. The learning process demands that students acquire the knowl-
edge needed to reformulate the problem into a tractable form. [7]

Situated learning is well suited to online learning environments, particularly when
students need to seek knowledge, or content is delivered to them just-in-time.

4   Components of E-teaching

Whichever pedagogical model is chosen, or even combination of models, eventually
the carefully designed learning objects have to be mapped to the virtual environment.
The online activities are built using the functionality and tools provided by the learn-
ing environment (or developed as plug-ins or add-ons to the learning environment).
But the range of tools available is limited. So how can the wealth of pedagogies sug-
gested above be supported in a learning environment?

From the very brief exposition in the previous section, we can see that the basic
components of eTeaching do not seem to differ much from one pedagogy or model to
another. Each one has some element of content delivery, discussion and possibly col-
laboration. In an institution of higher education it would be safe to assume that there is
also a high probability of an element of assessment. It is interesting to note that there
is a strong emphasis on problem-solving, collaboration and realistic situations in the
pedagogies, all of which can be facilitated in online environments.

Regardless of the pedagogy that is being used as the basis of learning activities, the
basic components of any learning activity consists of one or more of:

� Collaboration including discussions, group work, as well as collaborative ex-
ercises requiring sharing of content and/or discussion

� Communication including one-to-one (student-to-staff), one-to-many (staff-to-
students) and many-to-many (student-to-student) communications

� Content delivery such as study guides, lecture notes, study skills resources,
readings etc.

� Assessment including assignments (individual or group), quizzes, tests, exami-
nations, submissions and marking.

What distinguishes one pedagogy from another is the ability to build different rela-
tionships between the components and present them to the learner with a different
focus or priority. For example, engagement theory is centred on the concept of discus-
sions between students moderated by academic staff. Problem-based learning centres
on a scenario which includes delivery of content, maybe released piecemeal, and pos-
sibly group discussions.
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Taking a pragmatic approach there are two further components that are needed in
order to be able to manage the classroom and students, regardless of whether this is in
the context of real or virtual learning environments. These are:

� Class management including class allocations (real and virtual), record man-
agement, enrolments and so on.

� Administration such as rules for communication, access to personnel, unit as-
sessment requirements, unit guides and so on.

Although not part of any pedagogy, without the management and administration
components the teaching would be chaotic, particularly when talking in terms of hun-
dreds of students participating in a virtual classroom! The ability to deliver unit guides
and other administrative trivia is essential to students being able to complete their
studies successfully Further, eTeachers need to be able to manage classes, campus
dependencies in a multi-campus environment, class, tutorial and practical allocations,
as well as record keeping including assignment results, class attendances and so on.

Fig. 1. A simple model of eTeaching

Figure 1 shows a simple model of eTeaching which incorporates each of the com-
ponents described here. The model does not describe any particular pedagogy or
model, but rather highlights the possible components of any learning activity. The
linkages between components are a reflection of the major channels of potential in-
formation and communication flow between teacher and students, and between stu-
dents, with the teacher being seen as the class manager (as well as teacher). This many
not be strictly the case in all situations, but it suffices for the purposes of the model
and following discussion.

The class management component is, in effect, where the eTeacher “resides” in the
virtual environment. The arrows in the model represent the follow of information
and/or communication from learner or teacher activity in one component to another.
Flows can be from staff to student(s), between students, or from student to staff. The
arrowheads in the model represent the direction of flow. For example, the eTeacher
controls the delivery of content. Students access the content but, being a static re-

Communication Collaboration 

Content delivery Assessment 

Administration 

Class 
management 
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source, there are no communication flows back to class management. Similarly, the
eTeacher sets up assessment, but in this case, once students have completed the set
tasks, marks or grades are generated and are fed back (either automatically or manu-
ally) into the class record. Communication and collaboration are closely interlinked.
Collaboration cannot exist without communication but the communication can occur
without collaboration. The online tools used to facilitate collaboration are usually the
same as those used to enable communication.

5   A Model of E-teaching

Joliffe, Ritter and Stevens [10] are quick to point out the shortcomings of a lot of
Internet-based learning resources suggesting that:

 “… for the most part the Web is just a vast collection of semi-structured ‘stuff’ that
has little to do with learning. When properly developed, however, Web pages do have
the potential to be more than just information storage. When well designed and well
structured [they] can guide learners through a variety of experiences including activi-
ties that present information, afford practice and provide feedback to inform them …”
(p.19)

In other words, the instructivist model still rules! Admittedly, they are referring to
web pages, but nonetheless this is indicative of the norm. Deakin University has been
quick to adopt new technologies to support distance education, but much of the web
presence has been a means of delivering content to the students, without much regard
to the pedagogical gains that could be achieved if more thought had been put into the
design of the online presence. One notable exception is in the Faculty of Business and
Law who took the opposite approach and concentrated on the communication possi-
bilities of online learning systems rather than the more static approach. Their online
pedagogy aligns well with Laurillard’s model.

Joliffe et al [10] also suggest that using the traditional pedagogical model approach
to develop learning objects does not do justice to the potential of online technologies
that support teaching and learning. Discussing the development of learning materials
for a web-based environment, they suggest that more flexibility should be introduced
into traditional models to “accommodate multiple goals and learning styles” (p.23)
and provide a list of design considerations aimed at introducing added flexibility. They
do caution however, that increasing the flexibility could result in increased costs and
reduced learning outcomes. This suggests that moving towards a more constructivist
model is beneficial to the learning outcomes for students if well managed.

Herrington and Bunker [9] present a set of guidelines for online teaching develop-
ments that have been used at Edith Cowan University. The guidelines were developed
in terms of three main areas: pedagogy, resources and delivery strategies. The peda-
gogy includes elements such as authentic tasks, opportunities for collaboration,
learner-centred environments and so on. This still does not assist in the pragmatic
translation of the elements to the tools and functions provided within the technology
however.
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When discussing a paradigm for creating a complete learning environment Harris
[8] suggests that ‘… the content allows for the limitations of the [technology] while
taking advantage of features inherent in the [technology]”. (p. 140) But in order to
take advantage of the features the designer needs to know what they are. But novice
eTeachers often either do not know or do not appreciate the impact that any particular
feature may have on, or contribute to, a learning activity. So let’s consider what the
common functions and tools (the features) are that exist in most learning environ-
ments. These include:

1. (Content delivery) a means of delivering content, either as web pages, pdf files
or other standard format;

2. (Content delivery) some means of organizing content, such as a file system, or
other systematic method such as icons on a web page linked to files;

3. (Communication) a means of allowing communication, synchronously via
some form of online chat forum, and/or asynchronously via a bulletin board or
discussion forum, or perhaps utilizing email or other messaging device;

4. (Collaboration) a means for students to work together, usually utilizing com-
munication features and sharing of documents;

5. (Assessment) assessment tools such as self-assessment quizzes, tests and as-
signment submission tools;

6.  (Class management) a class management tool which includes the ability to
record grades and other characteristics of individual students;

7. selective release of learning objects depending on certain criteria being satis-
fied, such as date restrictions or student characteristics.

Fig. 2. Modified model of eTeaching

All of the components included in the simple model of eTeaching have a direct re-
lationship with the functions provided in a learning environment except for admini-
stration. Administration however may involve communication, but is generally a mat-
ter of delivering administrative information to students, so can be seen as a non-
discipline specific form of content delivery. Figure 2 demonstrates a simplification of
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Content delivery Assessment 

Class management 
and Administration 
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the eTeaching model to reflect the overlap between communication and collaboration
as well as that between administration and content delivery. The modified model can
be used to more easily identify specific functionality to support specific pedagogies.
For example, problem-based learning requires the controlled delivery of content as
well as collaboration. Implementing an instructivist pedagogy online however requires
the use of content delivery and assessment.

The one LMS  tool that does not appear to be related to a specific component how-
ever is, in fact, the means of defining the relationships between students and learning
objects, or between or within learning objects. All learning environments will support
at least one pedagogical style. However, some form of selective release is essential if
multiple pedagogies are to be implemented in the learning environment.  Selective
release is one of the keys to flexible online teaching. The other key is how learning
objects can be organized within the technology. Some learning environments allow a
single organizer tool for a particular component type. Others allow multiple types of
organizer tools for particular component types. The most flexible allow multiple com-
ponent types to be organized in multiple organizer tools. The more flexibility that is
built into the presentation of learning objects in the technology, the more flexibility
there will be for delivery using different pedagogies and models. However, the greater
the flexibility of the technology the greater the confusion for novice users of the tech-
nology and the steeper the learning curve to become competent users of  it.

We are now in a position to map elements of the model to the functions and tools
provided by specific learning environments. For example, table 1 shows the mapping
of the components of the eTeaching model to functions provided by WebCT Vista, the
LMS that powers DSO. A similar table can be drawn up for any LMS. It does require
knowledge of the LMS to compile, but can be used by teachers with little or no
knowledge of the technology when designing their learning objects. The table provides
support for a very basic presentation online and affords a starting point for novice
eTeachers. Such information would most sensibly be supplement by exemplars that
promote good online teaching practice for example to allow novices to envisage the
required end result in the LMS.

The relationships between components, which define the pedagogy can be incorpo-
rated into the learning object by various means, some of which are mentioned here.
The organization of the components in the environment, for example the order in
which they appear on a web page, can foreshadow their relative importance. Organiser
pages in WebCT allow the designer to build a hierarchy of elements, since organiser
pages can be included in an organiser page. The way in which WebCT’s learning
modules present information in a sequence can be utilized to define the relationship
between each element in the module. Selective release is used in WebCT to hide spe-
cific elements for example until certain criteria have been met such as a date or some
characteristic of students such as a location or mark achieved in an assessment item.

Although I have described the technological mapping in terms of WebCT Vista,
most LMS’s provide equivalents to most of the functions and/or tools mentioned here.
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Table 1. Mapping eTeaching activities to WebCT Vista.

Teaching component WebCT Vista functions
Content delivery Organiser pages, Learning modules

Content pages
URLs
Media Library

Collaboration

(communication)

Discussions
Chat and Whiteboard
(Mail)
(Announcements)

Assessment Assessment
Assignments

Class management Grade book
Calendar
Syllabus tool

6   Discussion

The model developed here will support the design of basic learning objects such as an
online tutorial, an assessment task, a case study with supporting content, and so on. It
provides a starting point for those with little or no technological background or online
teaching experience to start designing their teaching programme online. Such devel-
opments may simply replicate some face-to-face activity but does afford sufficient
information for the teaching to be supported by the technology.

Once teachers gain experience online and their confidence grows, they will start
building more sophisticated activities than the model can support currently, using the
more advanced tools provided in the learning environment, to enhance their teaching.
No doubt many teachers will continue beyond the enhancement stage, using the tech-
nology to transform their teaching in innovative ways to support the varying needs of
students studying in different modes and with different expectations.

Although the model has not yet been systematically evaluated, anecdotal evidence
suggests that it has potential to achieve different goals. The model has been used in a
seminar situation to provide academic staff in information technology related areas
with an insight into a particular LMS quickly. It has been used, in a one-day workshop
environment, to assist academic staff who have not used online tools previously, to
consider ways in which the LMS could support their teaching. It has also been used,
again in a seminar situation, to provide academic staff who do not have a strong IT
background but have used a different online teaching environment previously, to
translate their online skills to the new LMS environment.
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7   Conclusions

There are many aspects of “going online” which have not been addressed here such as
managing academic and student expectations, promoting good online practice, com-
plying with copyright legislation and web accessibility guidelines, and so on. These
are very important adjuncts to going online and must not be ignored if online teaching
is going to be successful. Professional development activities would be expected to
address these aspects, as well as basic training in the use of the online environment.
But these are insufficient if the novice eTeacher cannot envisage the relationship be-
tween the components of teaching with which they are familiar and the functionality
of the learning environment which may seem like a closed book to them.

I have presented here a model for eTeaching which facilitates access to the tech-
nology of online learning environments for novice eTeachers, providing the bridge
between the pedagogy and the technology. It provides an opportunity for academics to
get started in the online environment in a technologically non-challenging way.
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Abstract. Multi-perspective problem solutions, leading to an increas-
ing complexity in creating authentic learning scenarios and collaborative
learning strategies, have gained the focus of scientific research. In order
to assist learners in virtual communities working with digital media arti-
facts we analyze the needs of communities in different scientific domains
ranging from the humanities to engineering. We combine our results with
a media theory developed in Germany’s first interdisciplinary and collab-
orative research center on ”Media and Cultural Communication”. Based
on the operational processes named transcription, localization, and ad-
dressing we introduce ATLAS, a web-based software architecture for mul-
timedia e-learning environments in virtual communities. Further, we test
metadata standards like MPEG-7 for digital media management in vir-
tual communities. Exemplarily, we present the movie triage environment
MECCA supporting an interdisciplinary community of scientists from
the cinematic sciences, art history, and literature studies.

1 Introduction

For the past five years in our collaborative research center we have been study-
ing the knowledge management strategies and learning processes in scientific
communities in the humanities and engineering [KlJa99,BeKl01]. The center’s
scientific community covers all sorts of scientists, from cinematic scientists to
philologists. Our research has led us to the assumption that learning and col-
laboration among learners in the humanities has a more discursive nature when
compared to engineering. This process of knowledge creation by interpreting
and discussing selected phenomena is leading to scientific progress, but is hard
to formalize with conventional computer science methods. Two aspects being
recognized among these communities are:

• The semantics of multimedia heavily depends on the discursive acts within
the community of practice.

• Communities within the humanities use multimedia artifacts frequently.

W. Zhou et al. (Eds.): ICWL 2003, LNCS 2783, pp. 193–205, 2003.
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This phenomena consequently lead to challenges for computer scientists in man-
aging and presenting information in networked information systems. First, an
evolving terminology is needed based on discursive processes and differences in
the usage of terms in an area of specialization. We are seeking for opportunities
in organizing terms of conversations within communities like ontologies, which
have been specially designed to structure and organize discursive content. For
computer science this results in a challenge of managing views allowing dupli-
cate, redundant, or even contradicting descriptions to co-exist. The second aspect
is the need for using multimedia artifacts for information presentation. Due to
the ability of computer science to (re-) combine and organize digital media, we
support scientists from the humanities with various fields of specialization.

Learning is a social system within the communities of practice [Weng98] that
needs a tight interplay of communicative acts and the organization of knowledge.
We have realized the need for computer supported communities in creating their
evolving terminology of conversations in discursive processes. In a distributed
setting this leads us to virtual communities and ontology management systems
for virtual communities of learners. To satisfy communities’ needs we have to
find an opportunity in combing ontology management systems with multimedia
artifacts as carriers of learning content. Consequently, virtual communities of
learners need support in digital media processing that allow them to add multi-
media with high-level semantics. In this paper we’d like to present and discuss
different approaches for multimedia information processing in e-learning envi-
ronments. The rest of the paper is organized as follows: In the next section we
introduce the emerging theory of the community of practice we are cooperating
with in our collaborative research center consisting of the concepts: transcrip-
tion, localization, and (re-) addressing. Then we analyze current strategies on
multimedia management in e-learning environments. Afterwards, we present the
MECCA case study, a multimedia e-learning environment based on MPEG-7.
The paper closes with a summary and an outlook on further research.

2 MM Management Strategies in E-learning
Environments

The diversity of media allows learners to select information from various sources
as well as to create content in heterogeneous formats. Especially, new media
allows an even faster and more complex structuring (re-)configuration of in-
formation, making it more difficult for users to find the best fitting data set.
When developing e-learning environments we are focusing on optimizing ad-
dressing of information in terms of content adaptability and functionality of the
user interface. In contrast to approaches using low-level features by extracting
semantic content as color, sound, or shape [Ciep01,SpFa02], humanist scientists
communities need high-level semantic annotations to manage multimedia. There
is also some research done on semantic indexing of multimedia [GrSr01], but it
is missing features to manage divergent terminologies as it is needed for multi-
media views. To overcome these challenges our colleagues from the humanities
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Fig. 1. Domain specific processing of MM files in ontology-based information systems

have developed the theory of transcription, localization, and (re-) addressing of
multimedia. We are giving an overview on how these well-defined terms can be
interpreted for the usage in computer science [Jark02]:

• Transcription is an operation to make media settings more readable [JaSt02].
• Localization is a transfer of global media into local practices [Fohr03].
• The term of (Re-) Addressing describes an operation that stabilizes and

optimizes the accessibility of global communication.

Using these operational modes we will now analyze multimedia management
strategies in e-learning environments. Basically, there are two strategies. Text
and multimedia databases are approaches to handle data in a more or less un-
structured manner in contrast to strict ontology management techniques.

2.1 Ontology-Based Information Systems

Ontology-based information systems have been developed to structure content
and support information retrieval. They reach from simple catalogs to infor-
mation system ontologies using full first order, higher order or modal logic
[SmWe01]. Ontologies are based on modelling and abstraction of real world fea-
tures [SSS*02]. The aim is to find a core ontology that can be modified to comply
with specific settings [Guar98], which often results in a lack of flexibility since
the structure of an ontology is too strict. For that reason, these systems are un-
popular in some fields of applications, particularily where a somewhat individual
classification of data is preferred. Experiences with other multimedia ontologies,
like Dublin Core, lead to the insight that the effort of harmonizing relatively
small ontologies often appears frightening and generates questions about scala-
bility [DHLa03]. Surely, there is no alternative to merging of ontologies, which
raises new scientific challenges. It requires considerable intellectual effort and is
a learning process for individuals as well as their communities.

The problem is that an ontology has to fit into all user interpretations, which
becomes obvious when an ontology creation is shared [DCGR98]. Hence, develop-
ing an ontology is usually guided by domain experts in an iterative, incremental
and evaluative process. This is commonly done by an ontology engineer design-
ing a common ontology by assessing users’ and their community’s needs. The
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Fig. 2. Domain specific processing of multimedia information

understandability of the resulting ontology is questionable, since the used ter-
minology is often (mis-) leading due to the user’s field of specialty. Commonly,
the lowest common denominator of terms has to be chosen. Overall, ontology-
management systems mainly support the exchangeability of terminologies to find
a common level of conversation, but lack an integration of multimedia content.
For that reason, information-brokering systems have been built on top of them.
They combine the advantages of strict ontologies and support multimedia re-
trieval. Still, the remaining problem is that information-brokering systems lack
flexibility in a multi-user and distributed ontology creation process.

By means of figure 1, creation, organization, and presentation of e-learning
content in an ideal ontology-based information system is being explained. Tran-
scription (1) is used to make multimedia content better understandable for oth-
ers. This can be done by annotating MM files and storing them e.g. in XML. The
semantic enriched data are now ready for further processing. Now, a domain spe-
cific ontology is being used to structure the needed data. Therefore, an ontology
engineer creates a localized (2) ontology assuming the needs of users in a spe-
cific domain. Semantic enrichment and categorization of MM files is performed
in a second transcription (3) process, since the data has to be interpreted do-
main specific. All files are now localized (4) in an ontology management system
(OMS) where they are stored for further processing. Depending on the user’s
interests - stored in an ontology related scheme - the MM files are presented to
the user in a final (re-) addressing (5) process.

2.2 Ontology-Based Multimedia Management by MPEG-7

The MPEG-7 metadata standard [Mart02] is XML based and has been intro-
duced by the moving pictures expert group (MPEG) [BYFe02]. MPEG-7 has
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Fig. 3. Processing of MPEG-7 multimedia data by an underlying MPEG-7 ontology

been designed to describe multimedia content of different datatypes. Basic con-
cepts of MPEG-7 are descriptors and description schemes (DS). Descriptors de-
fine syntax and semantics of each feature or metadata element, whereas the DS
specifies the structure and semantics of the relationships between components.
Additionally, the description definition language (DDL) allows the creation of
MPEG-7 descriptors and DS. It provides a syntax to combine, express, extend
and refine descriptors and DS [Hunt01].

MPEG-7 offers few means to manage content by strict formalizations just
as ontologies do. Nevertheless, content management and personalization in an
ontology-like structure can be managed by MPEG-7 (at least) twofold. The box
on the left of figure 2 covers elements inherent in MPEG-7. They include the
DDL, DS and descriptors, which can be freely rearranged. Pursueing a graph-
based multimedia management strategy can be done fully compliant to the de-
scriptors inherent in MPEG-7 (”MPEG-7 box” in fig. 2). Another possibility is
to use structural aspects of the description schemes by interpreting the underly-
ing tree-hierarchy and their nesting as a domain specific ontology. Usually, this
requires the combination of newly defined DS and descriptors with those pre-
defined by MPEG-7. Figure 2 indicates the latter approach as domain specific
extensions outside the box capturing MPEG-7 inherent elements. Since these
elements are also defined by the DDL and handled like those elements that
are MPEG-7 inherent, validation and consistency checks can also be performed
with those newly created components of a MPEG-7 schema. Since we are try-
ing to achieve the best possible exchangeability of multimedia content we are
developing MPEG-7 environments fully compatible to the basic set of MPEG-7
descriptors. This makes an exchange of content possible without further (mis-)
interpretation of additional defined DS and descriptors.

Figure 3 clarifies the processing of multimedia content by an ontology stored
as MPEG-7 graph. Based on a global view on multimedia (MM) files to be
managed a localized (1) ontology is being developed. A core ontology is defined
a-priori or by a collaborative ontology creation process [KSJa03] by interpreting
(transcribing (2)) the MPEG-7 graph as an ontology. For a better understanding
of the content MM files are transcribed (3) within the MPEG-7 descriptors. That
allows us to combine the advantages of structural organization of content with
unclassified metadata annotations. After that, the data is localized (4) in an
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Fig. 4. MPEG-7 graph representation

Fig. 5. Ontology stored in a MPEG-7 graph represented as a tree

XML database. From there it is accessible to all users in a final (re-) addressing
(5) process using the classifications within the MPEG-7 graph as well as free
text metadata annotations.

3 Building and Maintaining Ontology-Based Multimedia
Management Systems

Adopting global media to a community’s needs is the crucial aspect of localiza-
tion, i.e. making media accessible and understandable for community members in
their current practice. As we have discussed in the previous section, an ontology
covering the terminology of the domain is needed to manage multimedia content
in both cases. MPEG-7 is advantageous with respect to localization, transcrip-
tion, and (re-) addressing, since it is capable of supporting all of it. At the top
of figure 4 a DS responsible for localization in MPEG-7 ontologies enables us to
integrate heterogeneous media. In general, we are able to integrate global media
to local settings. What comes next are transcription features. They are used for
adopting global media for a better understandability. Here, we are making use of
standard MPEG-7 DS and descriptors that carry additional information in form
of metadata in predefined tags. Finally, addressing in MPEG-7 is supported by
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Fig. 6. Personalization and context adaptation in MPEG-7

an ontology being represented by the DS and descriptors in the lower section
of figure 4. Exemplarily, we have filled in some nodes and relations, which are
framed by the superordinate MPEG-7 graph description scheme.

The core of our MPEG-7 ontology multimedia management system is a
MPEG-7 graph representation. In addition to media related metadata it con-
sists of three components (cf. figure 4):

• The graph description scheme
• The descriptor(s) for node elements
• The relation description scheme

The graph description scheme contains all relevant information to define the
structure and the elements of an MPEG-7 graph. It serves as an overall frame
tagging all its sub elements. In general, nodes in MPEG-7 are optional. Any
item referenced by a relation in a graph is automatically defined as a node (this
is called an anonymous node). For the sake of clarity we have chosen the op-
portunity to define nodes directly. The descriptor for node elements defines the
structure of the corresponding node elements. Each element is defined by its ID
attribute. The relation description scheme can be used in two ways. One format
is an external one that contains the relation apart from their related descrip-
tions of the description scheme instances. The other format is an internal one
that embeds the relation directly within the description of the source argument
of the relation. In this case we have chosen the second opportunity. Figure 4
shows the application of the previously described technique with project specific
annotations of the multimedia artifacts. Our internal relation description scheme
specifies, within its relation elements, the type of the relation as well its source
and its target attributes indicating the nodes joined by the relation.
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The ontology represented as graph supports users navigating through digital
media. In our case, we are using tree structures as s subset of a graph. Figure 5
shows a sample tree structure of an application ontology as a result of a discur-
sive ontology creation process among cinematic scientists. The partially spanned
tree of figure 5 indicates, by grey color, the corresponding categories of multi-
media file. A related MPEG-7 document describing multimedia content (user
has been made irrecognizable for the sake of privacy) is being shown in figure
6. All selected categories are represented in the body of the document. In order
to support various communities, we are introducing an architecture supporting
high-level semantic annotations of multimedia artifacts based on MPEG-7.

4 ATLAS: A Web-Based Community Software
Architecture

ATLAS (Architecture for Transcription, Localization, and Transcription Engi-
neering System) is a community management system handling multimedia arti-
facts in networked communities. The features of ATLAS are shown in figure 7.
Based on our theory as a modification of Nonaka and Takeuchi [SKJa02], learn-
ing takes place when we successfully internalize the transcribed knowledge that
has been created within our community. Creating new content for the commu-
nity is done by writing reports, homework essays, etc. These multimedia artifacts
are managed in a community repository together with community relevant infor-
mation while all the metadata are stored in an MPEG-7 compliant XML repos-
itory. ATLAS components use both repositories. The measuring component is
constantly assessing community needs by gathering and evaluating quantitative
data. Searching, Browsing, and Personalization are components of the transcript
engine, which allow a community to comment on existing media by using other
digital media and thus addressing their own needs or stabilizing media addresses.
This is done by metadata supported semantic zapping. Semantic zapping means
metadata-mediated browsing, allowing easy access to semantic information by
supporting retrieval of multimedia artifacts according to the learning task.

Strategies for efficient content management are crucial for e-learning environ-
ments since the amount of data can rapidly reach critical sizes. On the one hand
there is the need of extensive and attractive multimedia presentations, but on
the other hand network traffic should be reduced to speed up queries. Hence, we
are applying a mix in storing the digital content on the client-side as well as on
the server-side. On the client-side we keep the multimedia content, e.g. movies,
on hard disk or on CD’s that might cause disorders when accessed via the world
wide web. On the server-side we have set up an Apache webserver situating an
XML-database, which contains metadata on the digital content and associated
collections compatible with MPEG-7. For that reason, we can easily transfer
our content to and from other MPEG-7 based applications. User requests, e.g.
by XQuery, result in an XML-file sent to the client. It contains the concerning
metadata of the digital content to be presented in a Java-based MPEG-7 player.
Since the implementation has been done in Java, ATLAS is platform independent
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Fig. 7. ATLAS community software architecture

in general. The overall architecture is an extension of Grosky’s metadata medi-
ated browsing [GrSr01] and research on more detailed and performance oriented
eventually layered digital media management architectures as in [BBH*02].

5 Experiences in Ontology-Based Multimedia
Management

In our collaborative research center we are investigating the impact of digital
media on learning processes in the cultural science communities. We are devel-
oping multimedia environments to make the learning process successful for both
individuals and the community. Due to the interests of cinematic scientists in
transcribing and commenting on multimedia artifacts, we are trying to combine
those practices with methods of computer sciences as e.g. abstraction and catego-
rization. Because of this, we have started a cooperation with cinematic scientists
by jointly developing new information systems based on MPEG-7. This means
that we have to reduce (or even close) the gap between unclassified semantic
enrichment of multimedia and strict categorization of ontologies.

The MoviE Classification and Categorization Application (MECCA) is a
high-level semantic annotation tool for multimedia artifacts. It serves as a mul-
timedia environment for online video triages and collaborative ontology creation,
which is a discursive and multistage process. The systems is based on MPEG-7
in order to enable scientists to develop concurrent classifications based on a dis-
tributed setting and to keep flexibility in multimedia content to be integrated.
MECCA is being used in the cinematic sciences covering users having diverse
educational backgrounds, like cinematic science, history of art, or graphical de-
sign. This community brings together users having various levels of profession
such as full professors, research assistants, or students. Community members
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Fig. 8. E-learning triage environment for cinematic science students (German version)

have different interests and point of views due to their educational background.
In MECCA, users first take triages on the already existing multimedia content.
In addition, users can add content compatible with MPEG-7. The next step is
done by gradually annotating and classifying the data. Each users’ classification
scheme is kept in a separate MPEG-7 file. To retain the semantics of a mul-
timedia file individual annotations and classifications are possible. This means
that we allow redundant, overlapping, or even divergent views. These personal
collections can be distributed and discussed among other community members.
To detect differences between individually created ontologies and those of their
community the system now checks the structures represented in the MPEG-7
graph representation based on tree-comparison algorithms. Concepts matching
fully or partially can be detected as well as those showing divergence. In addi-
tion, MECCA allows users to reflect the decisions that have been made by back
tracing as in [CTZa02].

MECCA is based on the constructivist learning environment “Berliner sehen”
[Fend01]. Learners are stimulated to freely explore the content led by high-level
semantics of the MPEG-7 content description and share their experiences in col-
lections with others via the web. The front end of our video triage application
(cf. figure 8) is an enhancement of its predecessor, the Virtual Entrepreneurship
Lab (VEL) [KHJ*02]. Main improvements are an increased flexibility of the cat-
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egorization panel and the integration of a search engine. The adaptive navigation
toolbar allows displaying the underlying structure with respect to the cardinal-
ity of categories and components in the classification schema. To serve different
classification systems further presentation styles from one-dimensional buttons
to trees as well as combination of both can be selected. The search engine allows
a comprehensive search on the users’ collections or on the original content.

6 Discussion

We have received positive feedback from the scientists who used our e-learning
environments because it allowed them to comment media on media. Based on
that feedback, ATLAS has been designed to comply with this task. Due to discur-
sive knowledge creation processes in communities of humanist scientists, there is
an interest in exploring distributed classification processes. About one year ago,
the MECCA project has been introduced to our colleagues from the human-
ities. Starting with meetings of 6-8 members, the community initially defined
a classification scheme on a drawing table. Members liked to define a common
vocabulary but some terms have been critically discussed since community mem-
bers’ disciplines cover a wide range. Hence, the overall community has rejected
some terms since their interpretation might have been misleading to them. On
the other hand, some special terms have been taken into the common classifi-
cation scheme to allow specialists to classify the content in detail. These terms
are not conflicting with the intuitive understanding of others, but due to their
degree of specification into a subsection of the cinematic sciences, these patterns
are rarely used. Hence, researchers are hoping that a computer-mediated system
could detect those conflicts more accurately. Another aspect is that the hierarchy
of professors, researchers, and students has been subliminal affecting the negoti-
ation process. Hence, those members of the community being at the bottom of
the hierarchy or belonging to a minority within the community are hoping that
a computer-mediated classification process might give them a greater chance to
push their interests.

Similar environments for communities in other areas of application - like plas-
tics engineering - are currently being developed on the basis of ATLAS. All our
environments allow the transcription of content in a guided but not prescripted
way. By using ATLAS, a speedier software transfer in different areas of applica-
tions on the base of MPEG-7 has been made possible. The use of MPEG-7 has
been crucial for the development of ATLAS. It allows users to express high-level
multimedia semantics in a collaborative knowledge creation process. In addi-
tion, heterogeneous information can be contextualized since MPEG-7 gives us
the opportunity to manage content of arbitrary digital media formats.

7 Conclusions and Outlook

We presented and discussed current approaches on digital media management. In
our case studies we demonstrated that the use of MPEG-7, as a common ontol-
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ogy language both for the multimedia artifacts and the community vocabulary,
allow a more authentic, transparent, and flexible knowledge creation process.
We implemented a software architecture called ATLAS supporting application
building by common services and unified repository handling. In making such
environments compatible to the MPEG-7 standard, the maturity of digital media
management increases. Yet, hosting virtual communities of learners is still in its
infancy. For best exploitation of explicit multimedia semantics, we are currently
researching on accessorily options that MPEG-7 offers.

Next steps include artifact transformation with parameterized XSLT (exten-
sible stylesheet language transformation) scripts in our system. Another field
of research is the implementation of an MPEG-7 hyperlink structure allowing
to express and comment on relations of media files. Further research aims also
at integrating streaming technologies into our learning environments. For that
reason, we are currently investigating an integration of our Java applications in
common browser technologies.
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Abstract. We present three options for developing Web-based learning systems
with audio and video. By including audio and video one can bring a web-based
leaning system closer to a real-life classroom. However, it poses many chal-
lenges in courseware creation and delivery. The three options investigated for
delivering audio and video are: RealSlideshow – a proprietary system by Real-
Networks; SMIL – a language created by W3C; and HTML+TIME – a Micro-
soft solution. Web mounted tutorials – on the topic of Networked Multimedia –
using these three approaches were developed and tested. While each solution
has some advantages and disadvantages, the HTML+TIME system turned out to
be most promising.

1   Introduction

Web-based learning is adding new modes of delivery to distance education. One of its
most promising aspects is Education-on-Demand (EoD) [1], which refers to the ability
of a remotely located student to participate in a course when and where suitable. The
Web provides a universally accessible delivery mechanism for EoD. Nonetheless, the
task of creating and delivering multimedia content poses many challenges.

Most distance education students feel a sense of disconnectedness when they have
little or no face-to-face contact with their lecturers [2]. Video makes it possible to
alleviate this problem to some extent. There are two options for video capture, storage
and transmission, namely, analog video and digital video1.

1.1   Analog Video

Analog video based systems have been used for many years in distance education. In
such a system the lecture is delivered in a special hall equipped with video camera(s)
operated by technician(s). Live video is transmitted to one or more remote sites. Stu-

                                                          
1 Henceforth video will refer to the combination of moving images and associated audio.
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dents view the lecture synchronously. This mode of delivery relieves the students from
the tyranny of distance but binds them to the specified lecture times. Of course, this
analog video lecture can be saved on a videotape for later viewing. But the distribution
of these video tapes adds another level of complexity to the logistics of running the
distance education course.

1.2   Digital Video

Digital video provides all the possibilities that analog video does, plus some more
features. The most important features of digital video include the ability to compress
and transmit it over digital communications channels. For Web-based leaning systems
it can be stored on servers with other lecture content. Inclusion of video poses many
challenges in creating and disseminating this content. We explored the following three
systems for combining digital audio and video with courseware, and tested their op-
eration over the Web.

� RealSlideshow, by RealNetworks
� SMIL - Synchronized Multimedia Integration Language, by W3C
� HTML+TIME - Timed Interactive Multimedia Extensions, by Microsoft

In comparing these three systems we considered factors such as their ability to support
multimedia content – especially video, ease of learning, ease of content creation, level
of programming / scripting required, as well as initial and running cost.

1.3   Paper Outline

Section 2 covers the RealNetworks products for including streaming audio and  video.
Outline of SMIL  (pronounced as smile) is given in section 3. Section 4 presents the
HTML+TIME system. A comparison of these three systems is given in section 5, and
section 6 gives the conclusions drawn from this project.

2   RealNetworks Products

RealNetworks have created a range of products for the delivery of multimedia content
[3]. Their players are available gratis, but the software required for content creation
are generally not. The cost depends upon the functionality of the individual product.
The RealNetwork suite of products consists of a series of interlinked tool for creating
media rich Web sites. The streaming media content created by RealNetworks’ prod-
ucts is called RealMedia: RealText, RealAudio and RealVideo being its specific con-
tents. Some of the main products used for creating RealMedia are described here,
along with their pros and cons.
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2.1   RealProducer

RealProducer converts audio and video into streaming media. It can also broadcast and
stream live content. Content created with RealProducer can be published on the Web.
RealMedia clips created by RealProducer are separately called RealAudio and Real-
Video. RealProducer is a part of the RealNetworks RealSystem. RealProducer creates
the clips, RealServer stores and transmits the clips, and RealPlayer displays the clips.
An Internet server can be used to stream files by using the RealServer software. Real-
Producer Basic is available free, but the advanced version called RealProducer Plus
costs around US $ 150.

The process of creating a courseware with the RealProducer is one of the easiest of
the three tools compared in this project. One of the main drawbacks of the RealNet-
work products is their proprietary nature. This makes it difficult to get an ‘inside’ view
of the products’ operations and binds the user to the viewers provided by RealNet-
works.

2.2   RealSystem Server

RealSystem Server is required for delivering RealMedia content over the Web. It can
stream pre-recorded as well as live media. The content is delivered as streamed media.
The client workstation receives the media in real-time, and does not have to wait for
the entire clip to download before it begins playing. RealSystem Server Basic is free
of cost and can serve 25 concurrent users. RealServer software includes the following
components:

� Main software: Called rmserver.exe for Windows, and rmserver for UNIX.
� Plug-in files: Provide custom features created by third parties.
� Configuration file: A text file in XML format.
� License file(s) that control the features enabled on the RealServer.
� RealSystem Administrator: A Web-based console for customizing and

monitoring RealServer.
� Tools: Such as the Java Monitor which allows monitoring how many clips

are being served at a given time.

2.3   RealSlideshow

RealSlideshow creates presentations which the RealServer can send across the Internet
[4]. RealSlideshow Basic version is free of cost. The RealPlayer is used to present
these to the user. A presentation created with RealSlideshow can include images and
audio that are mutually synchronised. A presentation created with RealSlideshow
contains a collection of images as JPEG, GIF, PNG, or bitmap files. These images are
combined with audio narration to create a streaming media presentation that is shown
in a RealPlayer. With RealSlideshow text can be added to a presentation as captions
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that are read along with a slide. RealSystem uses the SMIL mark-up language to cre-
ate the layout for the presentation. A screen image of the Networked Multimedia lec-
ture created with RealSlideshow is shown in figure 1.

Fig. 1. A Screen shot of the Networked Multimedia Web-lecture created with RealSlideshow
and presented with RealPlayer.

2.4   RealPresenter

RealPresenter software creates multimedia presentations from PowerPoint slides [5].
RealPresenter Basic is available gratis, but RealPresenter Plus costs around US $ 100.
A presentation created with RealPresenter can include audio narration and video. The
output can be played back with the RealPlayer software. RealPresenter converts
PowerPoint slides to JPEG images.  These images are displayed in the main region of
the RealPlayer interface as the narration for that slide is played. A table of contents as
the title of each slide is listed on the bottom left of the window. Clicking a slide title
takes the user directly to that slide and accompanying audio voiceover. Since each
slide is converted into a JPEG image, the dot points cannot be displayed one-by-one.
Therefore it is not possible to synchronise the narration with the individual dot points.

3   SMIL – Synchronized Multimedia Integration Language

Synchronized Multimedia Integration Language (SMIL) is a text based markup lan-
guage that can synchronizes and integrates multimedia content on the web [6]. SMIL
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was created by the World Wide Web Consortium (W3C), and is based on the Extensi-
ble Markup Language (XML).

3.1   SMIL Fundamentals

SMIL allows Web-based multimedia such as text, audio, animation, images, video and
interactivity to work in unision. SMIL aims to produce cohesive multimedia presenta-
tions for the Web by combining the concepts developed with a number of other tools.
For example, Macromedia Flash is a vector animation tool, that works fine with
streaming audio but not with streaming video. RealNetworks RealMedia works well
with streaming audio and video. SMIL combines the strengths of each one of these.
Working with SMIL to develop Web-based multimedia is like building a mosaic,
where the multimedia elements are the tiles and SMIL code the glue that holds them
together. With SMIL, one can also create dynamic streaming presentations.

Fig. 2. A Screen shot of the Networked Multimedia Web-lecture created with SMIL and pre-
sented with RealPlayer.

Development of SMIL was led by the W3C, an independent international standards
body that tries to create specifications beneficial to all parties involved. Unlike a pro-
prietary technology owned by just one vendor, development of SMIL specification
included many industry players as well as consumer interests. Nonetheless, SMIL has
its limitations. A SMIL based presentation needs to use a player that can decode SMIL
files. RealPlayer is one such widely used player. Oratrix’s GRiNS Player is a full im-
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plementation of the SMIL 2.0 standard. Internet Explorer 5.5 supports a subset of
SMIL 2.0.

3.2   Basic SMIL Syntax

SMIL code can be written with a simple text editor. A SMIL document controls
where, how, and when multimedia clips are played. A few salient SMIL rules are:

� Every tag in a SMIL document must be closed.
� Tags without a corresponding end tag must be closed with a forward slash.
� Attribute values must be enclosed in double quotes.
� There should be no spaces around the equal sign for attribute values.
� SMIL documents are saved as .smi or. Smil files.
� No spaces are allowed in the file names; underscore can be employed.
� The use of HTML style comments is supported by SMIL.

A screen image of the Networked Multimedia tutorial created in SMIL is shown in
figure 2. The player used for this is the RealPlayer.

4   HTML+TIME

HTML+TIME (Timed Interactive Multimedia Extensions) was first released in Mi-
crosoft Internet Explorer 5 [7]. Its aim is to add timing and media synchronization
support to HTML code with the help of some XML-based elements and attributes.
Images, video, and sounds can be added to an HTML page, and synchronised with
HTML text over a specified time period. Therefore it can be used to create multimedia
presentations with little or no scripting. As the author doesn’t need to know scripting
the focus is on creating the content instead of learning a programming language.

In HTML+TIME the author controls when and where multimedia objects appear on
the screen. These objects can be text, still images, moving images, sound, and other
HTML elements. One can specify an item to pop up on the page at a specific time, e.g.
11 seconds after the page loads, or to display at the same time as some other item, or
at a time relative to the appearance of another item, or to appear and vanish in re-
sponse to a user interaction, such as a button click. Play out duration, end time, or
repeat count can also be specified.

4.1   HTML+TIME Attributes

An overview of the HTML+TIME system is provided here by exploring some of its
salient features. It provides attributes to specify an element's timing behaviour. This
section briefly introduces the begin, dur, repeatCount, repeatDur, and end attrib-
utes.



212         N.K. Sharda and A.K. Hanumanula

Fig. 3. A Screen shot of the Networked Multimedia Web-lecture created with HTML+TIME
and presented with Internet Explorer.

The begin attribute specifies the time or times at which an element begins, relative
to its parent’s timeline. For example, begin="4" means that the element begins 4
seconds after its parent begins. Author can specify multiple begin times by separating
them with semicolons. An element can also begin in response to an event like a button
click or in relation to the beginning or end of another element. The special value "in-
definite" means that the begin time is some time in the future and has not yet been
resolved.

The dur attribute specifies the length of the simple duration, which is the basic du-
ration of the presentation of the element. The dur attribute must be a single value
greater than zero. The special value "indefinite" indicates that the duration should
last forever. However, the duration can still be cut short by specifying an explicit end,
using the end attribute or the end of the parent.

The repeatCount attribute specifies the number of times the element should repeat
its simple duration. Fractional values such as 2.5 are allowed and indicate a partial
repeat of the last iteration. The special value "indefinite" indicates that the repeat
should last forever, subject to the duration of the parent.

The repeatDur attribute is similar to repeatCount but specifies the amount of time
rather than the number of times to repeat the simple duration. For example, if dur
specifies a simple duration of 5 and repeatDur is 12.5, then the simple duration will
repeat two and a half times (12.5/5=2.5). The special value "indefinite" indicates that
the repeat duration should last forever, subject to the duration of the parent.
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The end attribute specifies the end of the active duration. As with begin, one can
specify multiple end values separated by semicolons. The special value "indefinite"
means that the end is sometime in the future and is yet to be resolved. An end time
overrides the duration and can cut short or extend the duration.

In contrast to dur, which specifies duration relative to the element’s begin time,
end is an absolute time in relation to the element's parent's timeline. For example, if
begin="3" and dur="5" and end, repeatCount, and repeatDur are not specified,
then the element will end 5 seconds after it begins, which is 8 seconds on the parent's
timeline. However, if end="5", then the element will end at 5 seconds on the parent's
timeline.

HTML+TIME provides a number of additional attributes that provide additional
control over objects on the screen.

4.2   Development with HTML+TIME

A brief description of the development procedure is included here to provide a feel for
the complexity of the development process with HTML+TIME. In this project a short
interactive Web-based lecture was created on the topic of Networked Multimedia. It
opens with a video in the left hand top corner synchronized with the text appearing on
the right hand side. On the top three rows there are links which can be used by the user
to interact with the presentation. This interactivity is enforced by the SMIL 2.0 <excl>
element, which allows only one child element to be played at a time. If an element
begins to play while another element is playing, the new element takes charge and the
old element is paused or stopped. This makes creating interactivity much easier.

All HTML+TIME documents start with a template of basic markup. With the tem-
plate in place next step is to prepare the structure of the presentation. Next one can
bring in the video and text that make up the presentation. With text, video, sound in
place next step is to establish the timing for the display of these elements. This done
by specifying begin, end, and dur tags.

Once the structure is built and layout is created, it is time to add time containers
such as <par>, <seq>, and <excel> elements. Through the use of the time containers
and in particular <par> element, content are grouped to load and display as sets. This
ensures that the media elements and text are grouped together logically and that the
Internet Explorer will accept these transitions.

Once the presentation is structured and timed, layout for the video and text is cre-
ated at desired locations on the Web page. The multimedia elements are positioned on
the Web page using the style sheet. A backdrop is added for the presentation to be
displayed against. A screen shot of the Networked Multimedia Lecture is shown in
figure 3.
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5   Comparative Study

This comparative study will consider capabilities of the three Web-based courseware
development tools based on features that are most useful for distance education
courses and students.

5.1   Resume Course Function

A course placeholder lets users save their place in an online course. The course
placeholder allows the user to stop working on a course for a while, shut down the
browser, and then at a later time resume the course where they had left off. When the
user resumes the course, the course placeholder tool is used to take the user directly  to
the page of the course. This can be done by using HTML+TIME 2.0 but not by the
other products.

5.2   Searching Within Course

Searching within a course allows users to find course material based on key words.
Searching tools enable students to locate parts of the course materials on the basis of
word matching. This can be done by using HTML+TIME 2.0, but involves some
scripting.

5.3   Self-Progress Review

Student Progress Review tools enable students to plan for their workload and assign-
ments typically through a course calendar. This may include the use of an online cal-
endar. Student Progress Review tools enable the student to check marks on assign-
ments and tests as well as their progress through the course material. In some tools
there are additional provisions to support student workload planning as well by means
of a calendar type of tool. This can be done by SMIL 2.0 and HTML+TIME 2.0 but
not in the RealNetwork basic version.

5.4   Work Offline/Synchronize

The ability to work in a course environment offline is especially useful in situations
where communication links are unreliable or expensive. This offline environment is
essentially a local client application that embodies the important features of the online
product without a constant connection to the Internet. This was not supported by the
three Web-based lectures tested, as they required constant connection to the server.
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5.5   Video Services

Video services enable real-time voice and video interaction as part of the course.
These include tools for broadcasting video to those without a video input device. Some
video services provide for two-way or multi-way video conferencing, which may be
point-to-point connections or mediated through a central server. All three products
support this. RealNetwork and SMIL 2.0 need a player to playback video. HTML+
TIME does not required any player, for the browser acts as the player, though Internet
Explorer 5.5 or higher is required. Clarity of video in all cases is good. Synchroniza-
tion of the video, audio and text elements was within acceptable limits. The ability to
increase/decrease the screen size is available in RealPresenter and SMIL, but not in
HTML+TIME.

5.6   Groupwork

Groupwork is the capacity to organize a class into groups and provide group work-
space that enables the instructor to assign specific tasks or projects. Some systems also
enable groups to have their own communications features like real-time chat and dis-
cussion forums. HTML+TIME 2.0 can do this by using some scripting.

5.7   Registration

Registration tools support the enrolment of students in an online course either by the
instructor or through self-registration of the students themselves. The HTML+TIME
2.0 language can develop this feature by using some scripting.

5.8   Technical Specifications

All these three products requires same minimum configuration. But RealNetworks
requires RealServer and SMIL requires some media server to stream the multimedia
content over the web.

Ongoing costs are the main problem with the RealNetwork products because one
must have a valid license. Start-up costs are the highest for RealNetwork products, but
the basic versions are free. On the other hand, SMIL and HTML+TIME have none.

SMIL and HTML+TIME are Open Source, whereas RealNetworks products are
not.

RealNetwork and SMIL work both with Internet Explore or Netscape. But
HTML+TIME works with only Internet Explore and only with version 5.5 or above.

The vendors for RealNetwork products provide the technical support for their sys-
tems. For SMIL and HTML+TIME this is done by W3C and Microsoft respectively.
RealServer provides a number of tools for the administrator to run the software. The
ability to distinguish between syllables, points of emphasis, and discernable accentua-
tions is called articulation. High ratings on articulation indicates that the listener can
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clearly identify a voice or sound and associate it with an individual or particular
source. In RealNetworks and SMIL once the buffering is done, audio plays clearly.
Even though in HTML+TIME there is no buffering, still the voice come out clearly.

Only in the case of RealNetwork products and SMIL there some delay because they
are dependent on the player. Before playing streaming multimedia content the system
takes some time to buffer the input stream.

The traditional telephone standard for perceptual lag is 150 milliseconds (ms). A
break of less then 150 ms is beyond perceptual thresholds, and therefore represents
acceptable lag. In the case of RealNetworks and SMIL there is a considerable amount
of lag when we jump from one slide to another. In case of HTML+TIME this time lag
is present only in case of a dial-up connection.

The ability of the software for scheduling communication events can be signifi-
cantly degraded by an unreliable communications service. As RealNetworks products
and SMIL depend on a server, at times they came to an halt requiring a reboot to play
the media again. In the case of HTML+TIME this did not occur in any significant
way.

6   Conclusions

We have presented a comparative study of three systems for including video in Web-
based learning systems. RealNetworks products provide an easy to use proprietary
solutions. SMIL is an international standard that depends upon third party players.
HTML+TIME is Microsoft solution that requires only the Internet Explorer for pre-
senting the Web-based lecture.

Some of the specific conclusions derived from this study are as follows:
� HTML+TIME is easily accessible over all types of connections because it depends

only on the browser.
� Designing the interactivity in HTML+TIME is rather cumbersome because every

interaction needs to be specified individually.
� Planning the layout is very easy and simple in RealNetworks products because it

requires only dragging and dropping multimedia objects on the screen.
� Installation, authorization and registration are required in the case of RealNetworks

products.
� Each of these can be started with low initial investment. There are no ongoing costs

for HTML+TIME.
� SMIL and HTML+TIME took more time to create page layout design and content.
� RealNetworks products and SMIL load slowly as they depend on the player.

HTML+TIME takes less time to load, since it depends only on the browser.
� The level of synchronization between audio, video and text is the best for

HTML+TIME.
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The current study focused on comparing properties of these three systems for content
creation and delivery. While an overview of the comparison between their delivery
characteristics was formulated, a detailed study on the Quality of Service obtained
from these three solution will be conducted in the future.
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Abstract. Online talking with facial animation is an alternative way of face-to-
face communication for e-learning. In online talking faces field, facial modeling
is very important. Available personalized 3D facial modeling systems cannot
refine initial reconstructed 3D facial model automatically; therefore the output
model is not very photorealistic. This paper proposes a subdivision feedback
based personalized 3D facial modeling algorithm. After conventional facial
modeling, in the feedback phase, quality of synthesized faces is estimated by
facets’ similarity metric between original face images and synthesized ones.
Through subdividing the coarse facets locally and adaptively, we gain new
personalized facial mesh. Using cylindrical projection and texture mapping in
the forward phase once more, we obtain new facial model. Experimental results
show that the model becomes more photorealistic after subdivision feedback.

1   Introduction

Web-based learning is different from traditional education. Face-to-face
communication is carried out naturally among students and teachers in traditional
education, but it is not commonly used in virtual education [1] and e-learning [2].
Students using a web-based learning system are likely to study alone and with
relatively little classmate support [3]. Therefore, lacking of face-to-face interaction is
a drawback of web-based learning.

Online talking with facial animation over the Internet is an alternative way of face-
to-face communication. We propose a web-based face-to-face talking technique, and
our aim is to build up a personalized face and speech communication system for e-
learning. Firstly, an individualized 3D facial model should be constructed. Then a
networked subsystem provides the networking support. Finally, a real-time speech
subsystem performs the basic task of phoneme extraction from natural speech. In the
receiver end, MPEG-4’s FAP (Facial Animation Parameters) [4, 5] can be extracted
from audio stream to drive the personalized 3D facial model with motion. Different
people have different faces, so it’s important to construct individualized facial model.
In this paper, we mainly study how to create 3D facial model with a high degree of
realism and personalization.

Available facial modeling methods can be categorized into two classes: (1) laser
scanner based: Lee et al. [6] use laser scanner to directly reconstruct 3D facial model.
It can generate fine grids. But the huge amount of 3D range data may bring a heavy
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burden to the computation; (2) image-based: [7, 8, 9] use several face images and a
sparse 3D facial model to build personalized shape model and facial texture. Through
integrating shape with texture, it can obtain personalized 3D facial model. Their
works are reviewed in the following paragraph.

Pighin et al. [7] create textured 3D facial models from photos of a human face.
This algorithm must use several views of a human object to recover the camera poses
and the facial geometry. Shan et al. [8] propose a coarse-to-fine deformable template
strategy to localize some facial feature points in frontal view, but the synthesized face
image is coarse in places. Tang and Huang [9] develop a template matching based
algorithm to automatically extract facial features from the front and profile face
images, but the mesh in his generic facial model is not dense enough to accurately
represent the face shape.

In sum, most previous facial modeling algorithms lack a convenient mechanism to
automatically improve the facial model based on input face images, i.e. input face
images can’t make corrections for output 3D model. Therefore 3D facial model’s
quality can’t be guaranteed, for example, texture of face image is not continuous in
color space, or generic facial model is too sparse to represent facial features in detail.

Based on the analysis above, we propose a new subdivision feedback based
personalized 3D facial modeling algorithm, in which original input face images can
be used to evaluate the 3D facial model reconstructed. Therefore we can make output
model match input face images better, and then obtain more personalized and
photorealistic result.

The rest of the paper is organized as follows. Section 1.1 gives the related work. In
Section 2, we give an overview of our algorithm. Section 3 describes the forward
phase of our algorithm. Section 4 presents the subdivision feedback based algorithm
for generating 3D facial model. Experimental results are reported in Section 5,
followed by conclusions and future work in Section 6.

1.1   Related Work

The current subdivision algorithms can be divided into global subdivision and local
subdivision classes according to the subdivision area. They can also be divided into
general subdivision and adaptive subdivision classes according to whether they are
adaptive or not. A typical triangle facet based global subdivision algorithm is Loop’s
Loop [10] algorithm. Hoppe’s view-dependent refinement [11] algorithm and

Kobbelt’s 3  subdivision [12] algorithm are two typical adaptive subdivision
algorithms. Performing global subdivision requires complex data structures, because
every vertex must know its neighbors and so does every triangle facet. Compared
with global subdivision, local subdivision needs much less computations. To
subdivide one facet, we only need to know this facet’s vertex coordinate and normal.
Vlachos et al. [13] propose a local subdivision algorithm, and present a formula when

3=lod (level of detail). But this algorithm only performs same lod subdivision for
every facet.

3=lod  local subdivision algorithm subdivides one triangle facet into 9 small ones
at a time. If we only subdivide a part of facets, it will be difficult to carry out
subsequent crack filling. Therefore this paper improves local subdivision algorithm,
and proposes 2=lod  local subdivision algorithm.
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Fig. 1. Overview of 3D facial modeling based on subdivision feedback

2   Overview

As shown in Fig. 2, our algorithm has two main components:
(1) Forward phase:

Input two orthogonal face images, mark key feature points in images, then deform
generic 3D face mesh model so as to match it with images’ feature points using RBF-
based interpolation function, thus generate initial personalized 3D facial mesh. Project
3D face mesh onto cylinder surface, and then use blending method to get personalized
flatten texture from frontal and profile face images. Personalized 3D facial model is
flattening texture combined with initial 3D mesh.
(2) Subdivision feedback phase (as shown in dotted box):

Project 3D model onto plane xoy  to obtain synthesized frontal and profile face
image. Calculate the corresponding triangle facet pairs’ texture difference through
comparing synthesized face images with input ones using histogram feature. Locally
subdivide facets with large difference to get subdivided personalized 3D face mesh,
then redo cylindrical projection and texture mapping so as to obtain flatten texture
image in a new cycle. In the cycles of feedback procedure, the flatten texture becomes
more and more smooth. After several times of feedback, the texture becomes smooth
enough.

3   Forward Phase

We adopt revised Candide3 [14] model as the generic facial model. Candide3 model
(see Fig. 2) can’t cover profile face. In this paper, we change the position of feature
points on the outer contour to make facial model cover profile. In addition, for the
purpose of conciseness, our facial model (see Fig. 3) abandons redundant feature
points that describe eyes, nose and mouth. From Fig. 3, it can be found that the
revised facial model is able to represent main facial features.
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Because Candide3 is compatible with MPEG-4, and our facial model is a revised
version of it. Therefore our facial model makes the facial animation can be easily
implemented by MPEG-4 FAPs (Facial Animation Parameters) and FDPs (Facial
Definition Parameters) [4, 5].

Fig. 2. Candide3 Model      Fig. 3. Our model

3.1   Deforming the Generic 3D Facial Model

The purpose of deforming the generic 3D facial model is to keep feature points
consistent with input face images. Before deformation, we should mark the facial
feature points by hand or some automatic ways. This paper chooses dot points in Fig.
4 as key feature points (points to be marked). The idea of deformation is enlightened
by Pighin’s discrete data interpolation algorithm [7].

Let kp denote point marked, where ),,1( Mk �= . Let )0(
ip  denote generic model’s

feature point, where ),,1( Ni �= . There is difference between coordinates of kp and
)0(

ip . This paper denotes the displacement as )0(
kkk ppu −≡ , N as number of feature

points, and M as number of points marked. In conditions that we know the
displacement of points marked, we need to figure out other feature points’
displacement by using an interpolation function. The interpolation function is defined
as in formula (1), where ),,1( Ni �= is feature point’s sequence number, and )(rφ is

radial basis function (RBF). This paper chooses 256)(
r

er −=φ .
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=
φ (1)

Let )( kk pfu ≡ , we get displacement of key feature points (points marked):

||)(||)( )0(

1
jk

N

j
jkk ppcpfu −== ∑

=
φ (2)

From formula (2), we obtain jc , and substitute it into formula (1); therefore the
displacements of other feature points are solved.
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According to the above algorithm, the deformed mesh is attached to the orthogonal
face images (see Fig. 4). We denote frontal and profile’s image and mesh as

),( ff MI  and ),( pp MI  respectively.

Fig. 4. Deformed mesh on the orthogonal face images

3.2   Personalized Facial Mesh Model Construction

This paper uses orthogonal face images to construct personalized 3D model. Let
),,( ZYX denote the coordinate of feature point on 3D facial model. Let ),( ff yx  and

),( pp yz  denote the corresponding coordinates of the same feature point on frontal
and profile face image. 3D coordinates are obtained from 2D coordinates using
formula (3).

),2/)(,(),,( ppff zyyxZYX += (3)

In this way, the personalized 3D facial mesh created is showed in Fig. 5.

Fig. 5. Personalized 3D facial mesh

3.3   Cylindrical Projection

After we get the personalized 3D facial mesh, and before texture mapping, we need to
do cylindrical projection for blending. On the assumption that most important facial
features locate on cylindrical surface, we project facial mesh onto cylinder. Let
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),,(: iii ZYXp  denote one feature point on 3D mesh. The cylinder’s radius R  can be
obtained by formula (4).

2/)),,min(),,max(

),,,min(),,max(max(

NiNi

NiNi

ZZZZ

XXXXR

��

��

−
−=

(4)

The cylindrical projection algorithm is as follows: (1) calculate frontal and profile
image’s dimensions; (2) calculate the smallest bounding rectangle of 3D mesh’s
projection onto xoz  plane, then obtain R (see formula (4)); (3) transform coordinates
of 3D model’s feature point into polar coordinates, which cylinder’s axis is polar
origin, and R  is polar distance. Then transform polar coordinates into cylindrical
surface’s Cartesian coordinates; (4) calculate every feature point’s normal, then obtain
angle θ  of normal (see Fig. 6); (5) obtain smallest bounding box of projection texture

from flatten cylindrical surface; (6) normalize coordinate ),(: c
i

c
i

c yxp  of flatten

cylindrical surface’s feature point.

X

Z

R

Fig. 6. Cylindrical projection

3.4   Texture Mapping

The procedure of texture mapping is as follows: (1) for each triangle facet cT  in

cylindrical surface, let ),(:),,(:),,(: 333222111 yxpyxpyxp ccc  denote its three vertexes;

(2) calculate bounding box crect  of cT ; (3) for each pixel ),(: yxpc  in crect , obtain

its barycentric coordinates ),,(: γβαA  of cT  (see formula (5)); (4) From A , obtain

pixel coordinates ),(),,( ppff yxyx on frontal and profile image corresponding to
cp , each pixel value is pf pixpix ,  respectively; (5) blend pixels value of fpix and

ppix , obtain flatten texture’s pixel value θθ 22
, sincos pf
ji pixpixO += .
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In formula (5), if ]1,0[),,( ∈γβα , it means cp  in cT , vice versa. After texture
mapping, we obtain flatten texture (see left image of Fig. 11.a). Integrating flatten
texture with personalized 3D facial mesh (see Fig. 5), and displaying them through
smooth shading, we gain personalized 3D facial model (see right images of Fig. 11.a).

4   Subdivision Feedback Phase

Because there is no comparison between original input image and output 3D facial
model, the output personalized 3D facial model (see Fig. 11.a) is not very realistic.
Facets lack of smoothness and facial texture is discontinuous in color space.

There are several reasons causing artifacts: (1) error exists in marking feature
points by hand; (2) texture mapping is essentially the procedure of blending frontal
and profile images. The blending procedure depends on normal of facet. Large
difference may exist among the direction of neighbor facet’s normal, which causes
non-smoothness in neighbor facets.

For the sake of eliminating non-smoothness, the commonly used method is
Laplacian smoothing [15]. But the results are not very ideal (see Fig. 11.b).

In this part, through measuring similarity between personalized 3D facial model’s
output texture and original image’s texture, we find facets which have large color
infidelity, and then subdivide them locally and adaptively. Using subdivision’s
inherent smoothing characteristic, we can obtain more photo-realistic texture (see Fig.
11.c).

4.1   Facet Similarity Metric

Some features can be used for image similarity metric. For example, color feature
based color histograms, color correlation and color moments etc. In this paper,
similarity metric is an independent module, which means various methods can be
used when needed. For the sake of conciseness, we choose color histograms based
similarity metric. Let nb  denote bin number of color histogram. In Table 1’s pseudo-

code, we first calculate histogram of facet if  of input image and s
if  of image

synthesized, and normalize each histogram. After that, we calculate Euclidean

distance of the two normalized histogram and normalize the result (divided by 2 ).
The experimental analysis shows that we can choose 64=nb . If 1.0>S , we

consider that the facet pair are very different, and append it to subdivision list Ls .

Table 1. Pseudo-code for facet similarity metric
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4.2   Local Adaptive Subdivision with Feedback

This paper proposes a 2=lod  local subdivision algorithm that makes crack filling
and long-thin triangle eliminating easily implemented. The algorithm is shown in
Table 2.

Table 2. 2=lod local subdivision algorithm

1. Select each edge’s middle points of current triangle facet respectively.
2/)( jiij VVM += , ijM  denotes middle point, and iV  denotes facet’s vertex.

2. Take 13M  for example, project it onto the plane that is decided by vertex 1V

and its normal 1N , obtain projective point 11313
1

13 NvMP −= ,

where 111313 )( NVMv •−= ; in the same way, obtain 33113
2

13 NvMP −= ,

where 331331 )( NVMv •−= .

3. Take 1
13P  and 2

13P ’s average as 13S , i.e. 2/)( 2
13

1
1313 PPS += .

4. In the same way, obtain 1223 , SS .

The above algorithm can be implemented by formula (6). The effect of local
subdivision is shown in Fig. 7.

NVVw ijij •−= )( ,   ( ) 2/2/)( jjiiijjiij NwNwVVS +−+= (6)
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Fig. 7. 2=lod local subdivision Fig. 8. Adaptive subdivision creates crack

4.3   Crack Filling and Long-Thin Triangle Eliminating

If we only subdivide facets in list Ls (see Sect. 4.1), crack will appear inevitably (see
Fig. 8). Junkins et al. [16] and Kobbelt [12] describe some crack filling algorithms,
but problem still exists. They fail to consider eliminating long-thin triangles when
doing crack filling. Chen and Medioni [17] explain that these degenerated long-thin
triangles are undesirable since they do not represent local surface shape well and are
often the cause of self-intersection on the mesh surface.
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This paper proposes a crack filling and long-thin triangles eliminating algorithm
solving this problem. See Table 3 for the procedure.

Table 3. Crack filling and long-thin triangle eliminating

1. Subdivide triangle facets in list Ls  without considering crack generation.
2. After that, for three facets that are adjacent to a non-subdivided facet, there are

three possible conditions: (1) only one neighbor facet is subdivided; (2) two
neighbor facets are subdivided; (3) three neighbor facets are subdivided. See
Fig. 9.a, 9.b, and 9.c.
Note: we neglect the condition that none of the three neighbor facets are
subdivided.

3. See Fig. 10 for effect after crack filling, There are no problems for Fig. 10.a and
Fig. 10.c. But for Fig. 10.b, we must choose thick line tl  or dotted line dl  for

connection.
4. Choose the shorter line between tl  and dl  to generate triangle. In this way, we

can avoid long-thin triangle coming into being.

(a) (b) (c) (a) (b) (c)

ltld

Fig. 9. Three conditions after subdivision Fig. 10. Crack filling

The above algorithm is also suitable for facets on the border, in which crack can be
filled according to Fig. 10.a and Fig. 10.b.

5   Experimental Results

Our experiments are conducted with a large number of images we captured with a
Kodak digital camera and multi-view face images from Signal Analysis and Machine
Perception Lab of Ohio University. We have implemented the prototype system of
subdivision feedback based 3D facial modeling by using Visual C++ and Matlab. In
the experiments, we compare the results of our algorithm (see Fig. 11.c) with those of
Laplacian smoothing algorithm (see Fig. 11.b). The experimental results show that
Laplacian smoothing can’t eliminate facial texture’s un-smoothness. Using our
algorithm, the flatten texture becomes smoother. More results are illustrated with Fig.
12.
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Fig. 11. (a) Result without subdivision feedback. From left to right: flatten texture, frontal face
image synthesized, and profile one. (b) Result of Laplacian smoothing. (c) Subdivision
feedback result.

6   Conclusions and Future Work

This paper proposes a new subdivision feedback based personalized 3D facial
modeling algorithm. In this algorithm, we measure the texture similarity between
original face images and those synthesized models, and then subdivide triangle facets
that have significant difference. Our algorithm can make 3D facial model more
photorealistic through overcoming traditional algorithm’s open loop shortcomings.
    The procedure of obtaining the 3D facial model is the first step of building the
personalized facial communication system. Further research should be directed
towards the other two steps: the networked subsystem and the real-time speech
subsystem. The networked subsystem provides the communication layer so that
speech and 3D facial model can be transmitted from one client to the other. The
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Fig. 12. (a) is the frontal and profile input. (b) is the result without subdivision feedback. From
left to right: flatten texture, frontal face image synthesized, and profile one. (c) is the
subdivision feedback result.

speech subsystem extracts the animation parameters, such as the lip movement and
facial expression information from speech signal, and then applies them to a 3D facial
model synchronized with the audio. The combination of above three steps provides a
system to allow a real-time face-to-face communication with a high degree of realism
and personalization over the Internet for e-learning.
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Abstract. Traditionally, web-based learning techniques focus on the extensive
use of multimedia data such as images, videos and audios. In this paper, we
validate 3D model and motion retrieval as a part of e-learning architecture. New
approaches, including a novel shape descriptor for arbitrary 3D polygon
models, are proposed as initial solutions to these problems. Preliminary
experiments demonstrate the promise of our methods, with potential
applications in digital library, interactive learning, etc.

1   Introduction

As an alternative approach to the traditional classroom-based education, web-based
learning offers incredible facilities to learners in that it is accessible to anybody, from
anywhere, at anytime with self-paced instructions. This empowering methodology is
changing the way that we are educated, that is, we are becoming life-long learners.

Web-based learning profits from a combination of learning portals, streaming
audio/video, live web broadcast, interactive chats, desk-top video conference, digital
libraries and search engines, etc. Of all these technologies, we are particularly
interested in the teaching potential of multimedia data.

Mixing a multiplicity of media in the courses provides a powerful tool for
developing a rich and comprehensive understanding of the knowledge presented. For
example, when a biology teacher gives a class introducing horse’s behavior, he might
show an image to explain how the horse is like, play a clip of video to clarify the style
it runs (remember how the film was born as a result of a debt), or listen to a sound
clip of horse whinnying. Obviously, the effect of teaching this way would far exceed
the practice using just plain text and oral explanation.

Pushed by the fast increase in the performance of affordable graphics hardware, 3D
graphics has found its way into many mainstream applications. Due to the following
reasons, we believe that 3D model databases will play a vital role in web-based
learning. Firstly, the improved digital scanning techniques have made it possible to
reliably and accurately digitize the external shape and surface characteristics of many
physical objects. Secondly, 3D modeling tools, such as 3D Max and Maya, produce a
large supply of publicly available 3D data sets. Thirdly, the World Wide Web has
enabled fast and free access to distributed storage of 3D models. Lastly, but most
importantly, the intrinsic interactive property of 3D models provides a natural way to
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shift from a traditional instructor-centered learning platform to a learner-centered one,
where it outperforms the other media types.

The Forbidden City Walkthrough [1] project has already demonstrated 3D models
as a powerful web-based learning tool. Anyone who has never been to the Forbidden
City only needs to have a networked PC to experience the magic of the ancient
Chinese architecture. Compared with a documentary about the Forbidden City, 3D
walkthrough provides more flexibility in that users can choose the palace to visit
according to his or her own interest, without following the specific order posed by the
filmmakers. Actually, it illustrates an example of active learning versus passive
learning.

3D motion describes the movement of 3D objects. It can be regarded as an
extension of 3D models along the time axis. The dynamic content of a 3D object as
well as its appearance is captured in 3D motion, which further increases the power of
3D model as a means of web-based learning.

Among the wide variety of applications regarding 3D models and 3D motion, we
are particularly interested in retrieving similar objects. It offers a special tool to
augment digital library operations. Besides, it facilitates the making of educational
films and provides easy data access for both medical training and designing issues. In
a word, 3D model and motion retrieval constitute the extended dimensions for web-
based learning.

The remainder of this paper is organized as follows. Section 2 summarizes the
previous work related to 3D model and motion retrieval. An overview of the proposed
approaches appears in Section 3. Finally, a brief summary and conclusion appears in
section 4, followed by a discussion of topics for further study in Section 5.

2   Research Background

2.1   Shape-Based 3D Model Retrieval

The most straightforward way of 3D model retrieval is to analyze the shape similarity
between different objects. The vast majority of previous work has focused on
segmented objects in 2D images. Well-known descriptors include simple geometric
attributes, digital moments, Fourier descriptor, elastic template matching, etc [2,3].
Direct extension of these descriptors to 3D space is not a trivial task since no explicit
parameterization exists for arbitrary 3D surfaces.

Compared with 2D images, 3D models have no regular sampling of the
corresponding object space. Therefore almost all the signal processing techniques that
have been successfully applied to 2D images have no direct counterparts for 3D
models. Besides, the increased dimensionality makes the issues of feature
correspondence, optimal search, classifier construction and object recognition more
complex. On the other hand, considerations of environmental setting, e.g.
background, viewpoint, lighting, shadow, etc, can be readily released from 3D model
related applications.

To sum up, there are a number of points worth elaborating when choosing the
proper signature for description of 3D models. Firstly, it should reflect the intrinsic
property of an object, namely, the shape content of the 3D model. Secondly,
invariance properties such as similarity transformation invariance should be met.
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Lastly, descriptors are supposed to be insensitive to degenerated models, robust
against noise, and stable on tessellation.

Shapes have been compared for 3D objects on the basis of their statistical,
topological or transformation properties. Here, we provide a state-of-the-art review of
3D shape descriptors.

Statistical shape descriptor is probably the most widely used technique. Examples
include rotation invariant shape descriptor [4], shape histogram [5], digital moments
[6], shape distribution [7], parameterized statistics [8], ray-based descriptor [9], and
3D shape spectrum descriptor [10]. They are usually easy-to-use and have little
requirement of model regularity, but with limited discriminative power.

Topological matching is particularly useful when considering cognitive perception
of a visual object. MRG [11] is constructed on the basis of geodesic distance and a
coarse-to-fine comparison strategy establishes the correspondence between the parts
of objects. Particularly, for objects of genus zero, local curvature distribution can be
mapped onto the unit sphere using spherical resampling method [12]. However, such
methods are time-consuming and not feasible to large database.

Transformation representation composes an important part of Digital Geometry
Processing. Common tools include 3D Fourier Transform [13], Hough Transform
[15], Spherical Harmonic Analysis [15], Wavelet Transform [16] etc. Normally, they
cannot be directly applied to arbitrary surface models and the reconstruction to
consistent or manifold surface has to be made with application-oriented concerns such
as invariance properties, object representation and sampling issues.

Note that many approaches treat objects as a “point soup”, where points are either
sampled from surface or obtained by voxelization. Assuming unit mass per point,
most previous work has merely explored the spatial location and relative position of
these points.

2.2   3D Motion Retrieval

As far as we know, there has as yet been no systematic investigation of 3D motion
retrieval. However, a number of studies exist on motion-based video retrieval which
characterize video database using motion trajectory. They enlighten us on 3D motion
retrieval since both areas use global motion information (either tracked over the
duration of a video shot or obtained from motion capture data) as an indexing and
search mechanism. Proposed trajectory modeling techniques include trajectory
representation schemes (raw representation, curve representation, chain code
representation and differential chain code representation)[17], spatial-temporal
invariance [18] and wavelet-based sub-trajectory modeling [19].

Unfortunately, these motion representation methods are inadequate for description
of complex 3D motions which work with motion captured data. This is because
motion capture device is well beyond the expressive capability of conventional video
camera. Specifically, objects can be no longer viewed as a whole and movements of
different parts should be treated separately.

Among all the motion capture related areas, motion texture is the most similar to
our work [20,21]. Intuitively, motion textures are those repetitive patterns in complex
human motion. But they pay more attention to the feature of “liveness” and
“personality” which tells the aspects of motion that are unique to a particular
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individual. That is, they are interested in subtleties in the same motion executed by
different individuals where motion retrieval will simply mark as “similar”.

To summarize, 3D model and motion retrieval are far under-explored in spite of
their potential immense usage in web-based learning. In the latter section, we present
our initial solution to these problems.

3   System Design and Implementation

In this section, we provide a detailed description of the methods we use to compute a
measure of dissimilarities for 3D models and 3D motion.

3.1   3D Model Retrieval

We propose a novel shape descriptor, the “depth weighted normal map”(DWNM), for
retrieving arbitrary 3D polygon models. The key idea is to incorporate normal, a
natural representation for local curvatures, to give more cues about the shape content
of 3D models. The shape signature is expressed as a statistical distribution of the
surface normal weighted by their relative depth. The invariance properties of the
descriptor are achieved by introducing uniform orthogonal sampling, per-object pose
normalization and spherical harmonic analysis. Once we have computed the DWNM
for two objects, the dissimilarity between them can be evaluated using any metric that
measures distance between two distributions.

For each object, we put forward the following schemes for our approach:
1. Per-object Pose Normalization. We normalize the model into a canonical

coordinate frame according to its first and second order moments, computed from
the discrete approximation of the definition as [6] proposed. This procedure
ensures that the principal axes of the models are aligned and the invariance
property under Euclidean transformation is satisfied.

2. Orthogonal Sampling of Normal Distribution (Fig 1). We follow a spherical
sampling technique for all the possible viewing directions and normal distribution.
For convenience, we denote the viewing direction as ( )vvv ϕθω ,=  and the normal

as ( )nnn ϕθω ,= . The function to evaluate normal distribution is defined as follows:

( ) ( ) Iiff
i

nvinv ∈= ∑    , ;; ωωωω (1)

where I is the subscript set of the visible polygons iP  under viewing direction

vω whose normal equals to nω .

We further define ( )nvif ωω ;  as the depth-weighted area of the polygon iP  under

orthogonal projection:

( ) ( )dssdf
iP invi  ; ∫=ωω (2)

where ( )sdi is the depth of point s in iP .
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Fig. 1. Orthogonal sampling of the normal distribution.

3. Spherical Harmonic Analysis along Viewing Direction. To remove the
dependence on the viewing direction, we compute the DWNM by further
introducing spherical harmonic analysis:

( ) ( )vmlnv
f
ml Yfh

n
ωωωω ,,,    ,,= (3)

where ( )vmlY ω,  are the spherical harmonic orthonormal basis functions with degree

l and order m.

Our final representation of DWNM is the L2 norm of the projection of f
ml n

h ω,, onto

the l-th rotation group acting on the space of spherical functions, and is formulated
as:

∑
−=

=
l

lm

f
mln n

hlDWNM ωω ,,),(
(4)

This signature expresses the amplitude of l-th frequency component of a particular
normal distribution from the initial function.

4. Similarity Estimation. The similarity is estimated by introducing 2 statistics for
DWNMs of different models.

Using the spherical harmonic analysis, DWNM is not only reduced from 4D space
to 3D space, but also achieves some useful properties. As is guaranteed by the
preprocessing step, it is invariant with respect to translation, rotation and scaling.
Since the amplitude of each spherical frequency component does not change when
undergoing different viewing sampling sequence, we can confirm that it is
independent of the viewing sampling mode. Furthermore, it is robust under
tessellation, as we have taken into consideration the effect of surface area in
weighting items.
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We test our algorithm on 50 models collected from Internet. They are grouped into
five classes, e.g. cars, fishes, flowers, lamps and toys, with ten models for each class.
The experiments were run on a PC with P2 333MHz and 256MB memory. We have
optimized experiment parameters and use a 256*256 rendering window and a
sampling rate Nv=8 for viewing direction and Nn=16 for normal distribution. Here, we
utilize OpenGL rendering functions to accelerate the computation of DWNM
descriptor.

We compare the classification results in Table 1. Here, the FT (First Tier) column
lists the percentage of top k-1 matches (excluding the query) from the query’s class,
where k is the size of the class. The ST (Second Tier) column lists the same type of
result, but for top 2(k-1) matches. The NN (Nearest neighbor) column lists the
percentage of test in which the top match was from the query’s class. Overall, our
system produces a top k-1 match for 76.8% of the models, a top 2k-1 match for 93.3%
of the models and a top match for 96% of the models.

Table 1. Classification result using DWNM and 2

Class FT ST NN
Car 79.9% 96.7% 90%
Fish 98.9% 100% 100%

Flower 72.2% 97.8% 100%
Lamp 38.9% 72.2% 90%
Toy 94.4% 100% 100%

As we notice, the classification result for lamps is unsatisfying. Two reasons may
account for it. First, the second-order moments used for rotational alignment scale
quadratically with distance from the center of mass, thus small differences in mass
distribution cause the principle axes to change significantly. As the descriptor is
sensitive to local curvature, a small disturbance in dominant orientation, e.g. making
the lamp chimney a bit flatter, will dramatically affect the content of the descriptor,
and consequently the similarity estimation.

Our 3D model search engine allows a user to specify a query using an existing 3D
model. For each query, it returns a set of candidates representing the first n best
matching 3D models rendered with OpenGL. Compared with the thumbnail image
approach to represent returned matched results, our system affords more interactivity
at the expense of a quick load from disk storage. The user may click on any model to
view its information of filename, vertex number, normal count, etc, and he may rotate
the model around the origin or scale it to view details. Currently, our system doesn’t
support refinement of search by iterative queries of the database. Thus, we are
motivated in building an interactive module to learn user preference in order to guide
future similarity search.

3.2   3D Terrain: A Special Case

As a special case of 3D models, 3D terrain is useful for a number of applications such
as navigation (Decide the route to fly from A to B in a simulated environment as the
pilot training course requires), location (Where to build a base station and lay “Wired
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for Management”?) and teleoperation (viewing the environment while controlling the
pace of remote machine operation).

What we are interested in is the Earth Data which models geography as a set of
connective triangle meshes. Actually, it is a 2D plane with height value at every point
of intersection of sampling grid parallel to geographical coordinates. Since Earth Data
doesn’t provide a closed form like 3D models and possibly can extend far out into
distance, we have developed an algorithm to particularly deal with such problem.

Figure 2 demonstrates the details of our process [22]: (1) Simplification of the
Earth Data using Quadtree based LOD (Level of Detail) algorithm. (2) For every
triangle, compute a feature vector made up of the following components: the angle
between the surface normal and z axis, volume of the tetrahedron formed by
connecting each of the triangle’s vertices with the origin and moments up to the third
order. (3) Construct a strongly connected undirect graph with nodes representing
feature vectors of every triangle and edges weighted by the Euclidean distance
between feature vectors of the corresponding node pairs. (4) Cluster triangles using
MST [23](Minimum Spanning Tree) algorithm and express each cluster by its
centroid, thus dramatically reduce the dimensionality of signature. (5) Finally, index
the Earth Data using SVM (Support Vector Machine) [24] so as to strike the right
balance between the accuracy attained on the particular training set and the capacity
of the machine.
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Fig. 2. Computing and indexing our shape descriptor for 3D terrain.

For this experiment, we investigate how well our system produces matches for the
query entered. The subjects in this experiment are 60 examples of 3D terrain coming
annotated as either “foothill” or “mountain”. We design a “leave-ten-out”
classification test which randomly chooses 25 examples from each class for training
and averages classification results over all ten remaining models. The stopping
criteria for the model simplification are the user specified triangle number. We learn
from the experiment that 4000 is a suitable choice. The time complexity of the
algorithm largely depends on the MST reduction procedure where optimization is
required. We have compared MST with PCA (Principle Component Analysis) finding
that MST outperforms PCA by 3 percent of precision (70% versus 66.7%) on average.

3.3   3D Motion Retrieval

To support searching for 3D motion, we first construct a hierarchical motion
descriptor. The human body is modeled as a skeleton made up of 16 joints. We obtain
the data from our motion capture system recording the motion trajectory of every
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articulation. To describe the mutual dependence of each joint, we use a convenient
representation imposing a hierarchical relationship on these joints, where the position
and orientation of each joint are specified relative to a “parent” joint. That is, a joint’s
configuration at any time can be described by a fixed translation and a rotation
relative to the parent joint which is in turn defined in terms of its parent, all the way
up to the root. Thus, our motion descriptor can be readily represented by a tree with 5
levels (Fig. 3). The root of the tree has full translational and rotational DOFs (degree
of freedom) and describes global motion information. This kind of description is
inherently compact, with constraints implicitly embedded. Besides, it provides a
natural multi-resolution decomposition of movement which offers greater flexibility
in building a tree-structured motion library.

 

Fig. 3. Human Model and Top-down Hierarchical Motion Description. Note that the “parent”
of a joint is the joint which is at a higher level and directly connected to with a bone (black
line). The root is defined as the midpoint between L-Hip and R-Hip.

We hierarchically divide the motion library into subcategories using dynamic
nearest neighbor cluster algorithm. The partition process will stop after six iterations.
Each iteration utilizes the corresponding level of motion information. For example,
the first iteration splits the library according to the data stored at the root node.

The main steps for computing clusters are as follows: (1) Adaptively extract key
frames from a clip of motion data using unsupervised clustering. This procedure
dramatically reduces the motion data to be compared and facilitates the following
computation of dissimilarity measure. (2) Assign a similarity score to every pair of
motions from current sub-library, using elastic matching between the series of
extracted key frames. (3) Dynamically cluster the examples by performing the single-
linkage algorithm.

Matches for the query are produced by a top-down hierarchical search strategy. At
each level, K-Nearest-Neighbor algorithm is used to decide which class the query
example belongs to in order to reduce the search space at lower levels. This procedure
is repeated until the class is no longer separable. Then we perform elastic matching
algorithm within this class and return the most similar results to users.

Root
1st Level
2nd Level
3rd Level
4th Level
5th Level

Head

Neck

R-SHLD L-SHLD

Chest
R-EB L-EB

R-WRST L-WRSTPelvis

L-HipR-Hip

L-KneeR-Knee

L-AnkleR-Ankle

Root
Hierarchical

motion
descriptor



238 Y. Zhuang et al.

We test our key frame extraction algorithm on a motion clip with 195 frames of a
human going over a small hurdle. The action is repeated four times. All clusters are
decided before the 50th frame upon the finish of a complete cycle and no key frame is
generated afterwards. For other tests, we have observed the similar results.

For this experiment, we use a test database with more than 450 motion clips. On
average, for 75% recall value, our algorithm reports 85% precision value, which is a
quite satisfying result.

4   Conclusions

In summary, this paper investigates issues in building a 3D model and motion
retrieval system for web-based learning. The main contributions are: (1) a new shape
descriptor based on statistical distribution of normal that is both discriminating and
easy to compute. (2) new retrieval media including 3D terrain and motion, which are
useful for applications such as pilot and cartoonist training but haven’t been explored
yet.

5   Future Work

This paper has just scratched the surface of research on 3D model and motion
retrieval for web-based learning. The following are just a few of the topics that
deserve further investigation:
1. System integration: currently, we are working on a system to support retrieval

based on multiple 3D resources including 3D models, terrain and motion. This is
particularly useful for students whose major is Computer Animation. We hope it
would be easier to build an animation character and set movement to it using
modeling tools incorporated with our system.

2. Web oriented new query interfaces: follow-up work should consider enabling
browse and retrieval of 3D model and 3D motion through Internet by VRML
plugged-in WWW-browser. Considerable amount of work has to be devoted to
building a system with the full capability of model acquisition, shape analysis and
similarity matching. Meanwhile, it is worthwhile to consider other methods for
specifying 3D model and motion retrievals. For instance, the user may draw
silhouette of an object and ask the system to retrieve similar models. And the
spatial or spatio-temporal mode of an object’s trajectory might be used to retrieve
motions with the same moving style.

3. New matching algorithms: currently we are comparing whole objects, but it
would be interesting to match partial objects as well. For example, upon submitting
a head model, the system not only returns various head models including humans’
and animals’, but bodies containing heads as well.

4. New applications: it is necessary to investigate whether the proposed methods can
be applied to other applications such as molecular biology, medicine and the
related learning tasks.
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We expect that in the near future analysis and retrieval of 3D models and motion
will become ubiquitous and compose an important research area in web-based
learning.
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Abstract. Deployment of asynchronous learning systems is still very limited
and expensive due to the common use of digital video for recording and distri-
bution of classroom lectures. Lectern II is a digital desk system that can trans-
parently capture, through a touch-sensitive screen, all important lecture compo-
nents during normal classroom lecturing activity without expensive video acqui-
sition equipments. Lectures recorded through Lectern can be edited, automati-
cally uploaded to a web server and viewed by students using a standard stream-
ing media player. Since the average size of a one hour-long lecture is less than
10 MB, Lectern II lectures can be conveniently played even using a modest mo-
dem connection. Considering the total cost of a complete Lectern II system at
less than $4,000, Lectern II represents the first Web-based course lecture re-
cording system that has the potential to be widely used in the classrooms of uni-
versities and K-12 schools.

1   Introduction

For the last years, one can observe the emerging trend to choose the web as a medium
for asynchronous learning systems [1]. Students can benefit a lot from the availability
of means to review and repeat lecture material with the pace and at the time that is
best suited for them. Therefore the effectiveness and convenience of classroom lec-
tures can be dramatically increased [2]. Such systems typically use digital video as
their main delivery medium, which delivers expressive, but also very expensive re-
sults. They are costly to produce, due to the dedicated hardware, software and personal
necessary during recording and editing. The enormous size of the video streams re-
corded from lectures also creates problems for storage and especially delivery, be-
cause the high bandwidth requirements seriously restrict the accessibility of video-
based material. In particular, they are out of reach to users that are connected to the
Internet via ordinary modems. In fact, the bandwidth demands exceeding these typical
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for modems are common for all the current lecturing activity capturing systems (for
example see [3]). Considering the problems outlined above, it is not surprising that
deployment of such systems is very limited and that most lecture materials in the
Internet are still only available as a series of lecture slides, therefore missing any ad-
ditional information like speech or graphical annotations.

The Lectern project is dedicated to minimize the equipment and operational cost
associated with course lecture recording and editing by refraining from the application
of video capturing. According to the approach described in [4,5], Lectern uses the
touch-sensitive screen technology to offer a “digital desk” to lecturer. This not only
effectively captures voice, displayed slides and pen annotations, it has also shown to
support the actual presentation process. The key advantage of the approach is that all
significant components of a lecture, like sliding changes, speech and on-screen-
remarks, can be captured effectively without the disadvantages of video recordings.
The first generation of the Lectern system [4] still had a number of weaknesses. One
problem was, that all slides had to be prepared as HTML files and that the system was
designed around the assumption that would be rendered exactly the same on all possi-
ble operating systems and web browser settings. Aside from that, all system compo-
nents were exclusively implemented for the Windows OS. And finally, the download
of a custom player was required in order to play back the lectures. Keeping these
drawbacks in mind, Lectern was completely redesigned while basically retaining its
proven approach of capturing lectures: With Lectern II, whose architecture is de-
scribed in [6], it is now possible to prepare slides using an arbitrary program running
on the Windows platform, because a specially designed virtual printer is supplied to
produce the internal slide sequence format. Once recorded, lectures can be edited and
played back for review before they are finally converted into a Web ready format: All
visual information is saved in a highly compressed rasterized form and audio is en-
coded using the MP3 format in order minimize space and bandwidth usage. All time
dependent events (slide changes, on-screen remarks, mouse movements and voice) are
coordinated using a combination of Synchronized Multimedia Integration Lan-
guage [7] and the RealPix [8] format. In order to simplify upload, maintenance and
online search of lectures, a set of optimized web server side tools is supplied. Re-
corded lectures can then be played back on most operating systems using freely avail-
able software and a modest modem connection simply by following a link to the lec-
ture of interest.

The total cost of the hardware making up a Lectern II system is estimated to be less
than $4,000, including a video projector, which is usually available in most of the
lecturing environments. Since no expensive acquisition infrastructure is required and
the production version of Lectern II consists of only two components, Lectern II is
truly portable, and can be set up in almost every classroom in K-12 schools, colleges,
or universities, and thus represents the first practical and economical asynchronous
learning system for everyday use.
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2   System Overview

2.1   Hardware Setup

Similar to the hardware set up described in [4] Lectern II consists of a high resolution
touch-sensitive screen, a PC, a video projector, and a microphone (see Fig. 1a). How-
ever, a Tablet PC can substitute a touch-sensitive screen and a PC (see fig. 1b). In-
structors carry out the entire lecturing activity using the touch sensitive screen, while
its contents are mirrored on a big screen via the video projector. A digital pen is used
to emphasize important points, draw illustrations and formulas, or simply attract stu-
dents’ attention to the location on the slide that is currently being discussed. Mean-
while, the voice is being recorded through a microphone. In the case when a Tablet PC
is used the whole setup consists of only two pieces and thus can be conveniently car-
ried by the instructor and easily shared among many classrooms.

 a)  b)

Fig. 1. Lectern II setup as seen by instructor. Setup consists of a touch-sensitive screen, digital
pen, microphone, PC, and a video projector (a). A Tablet PC can substitute a touch-sensitive
screen and a PC (b).

2.2   Slides Preparation

To simplify lecture preparation a special virtual printer driver was created. Thus, the
lecture slides can be prepared in any program that can print on a printer on a windows
platform. Once the slides are ready instructor can print them on the Lectern printer and
the Lectern recording program is activated automatically. In fact, the Lectern printer is
an EMF (Enhanced Metafile) [9] printer with a special print processor that extracts the
slides from the spool in the vector EMF form. Subsequently, these slides can be
rasterized and displayed on almost any system running Windows regarding of the
screen resolution. An important additional benefit of this approach is that all the tex-
tual information in the slide can be extracted and made available for the context search
by our own search engine and all web crawlers in general, making the slides content
available for all of the popular search engines. The software drivers are designed for
use with Windows NT, Windows XP and Windows 2000. Once generated, the pre-
pared slide sequence can be repeatedly used.
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2.3   Lectures Recording and Editing

One of the main goals of the project was to make the system easy to use while pro-
viding all the desirable functionality.

In general, the system operates in one of two modes: recording and editing a re-
corded lecture. In both cases the toolbar pops up on the side of the screen if a mouse or
a pen is moved at the screen edge. Otherwise the toolbar is completely covered by the
slide and will not obstruct slide’s view.

In the recording mode the instructor can record/pause the lecturing process, choose
a pen color, insert a new blank slide or create a copy of the current slide that is clean
from pen remarks. As illustrated in Figure 2, a scrollable list of thumbnail slides’
images is provided on the same toolbar to ease the slide navigation.
During the editing mode a prerecorded lecture can be played back and edited. The
editing operations include cut to clipboard and paste from clipboard or another lecture.
All the editing actions can be undone.

After the recording and editing is finished the lecture is saved in the vector format
for subsequent editing operations and a set of files is generated and put on the Web
through an automatic upload process.

 a)  b)

Fig. 2. a) The main screen of the Lectern II recorder/editor. The toolbar on the right pops up
only if the mouse cursor or a pen is over the right edge of the screen. The inset shows the upper
portion of the recording (on the left) and editing  (on the right) mode toolbars. b) Links to the
lectures are automatically updated with every new lecture upload.

2.4   Lectures Upload

After a lecture is recorded it can be uploaded to a web server automatically. There
exist three ways to do so. Firstly, a lecture can be uploaded using a built in FTP client.
Secondly, a standard HTTP file upload can be used. Thirdly, the output files can be
uploaded using HTTP to a specially designed Lectern server. In the latter case a set of
users has to be configured first. Each user’s account is protected with a password
against unintentional or intentional damage of recorded lectures. A user’s index file is
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updated with every lecture upload while a template of the index file and lectures stor-
age directory are associated with every user. The index file template is an arbitrary
HTML file and thus it could be just a course web page as shown in fig. 2b.

2.5   Lectures Search

To easy the lectures navigation and enhance their accessibility a special search engine
has been implemented. Thus, any student can find a desired lecture fragment using the
keyword search. A preview of slides containing a specified keyword(s) is given to-
gether with the search results. To broaden the accessibility of the recorded lectures
even more the contents of the slides are made accessible to the web crawlers and thus
for all the popular search engines.

3   Streaming Playback

3.1   Lecture Representation

The Real Player [10] from the RealNetworks was chosen to be the recorded lectures
player. The major reasons for this decision are that the player is free, available for all
most popular operation systems, already installed by many users, and most impor-
tantly, provides support for the streaming playback of images. For this purpose the
Real Player supports the RealPix (RP) file format [8]. Basically, this format allows
specifying the screen location and time for a particular picture to be displayed. Pen
remarks and erase regions are displayed over the background slide images at the times
when they were put on the screen during the actual lecture.

Most importantly the RealPix format allows specifying the sizes for all the images
to be played so that the Real Player itself can calculate the bandwidth utilization in
advance and preload the data accordingly. This functionality can be further enhanced
if a special streaming server [11] from the RealNetworks is used to send the data. The
voice and the RealPix presentations are in turn synchronized by the means of Syn-
chronized Multimedia Integration Language [7].

3.2   Lectures Statistics

Table 1 shown below contains information about the set of files generated from three
lectures on “Wireless LAN-based Systems and Applications,” which is an advanced
course in the Computer Science Department of SUNY at Stony Brook and one lecture
on undergraduate “Computer Architecture” taught in the same university. Note that
the cursor was tracked only in the latter case.

Given statistics shows that the average bandwidth required is less than 18 Kbit,
which is well below the speed of even a modest modem. The voice data accounts for
more than 90% of the whole data volume. Therefore, all the images despite being
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saved in a rasterized form occupy less than 10% of the whole lecture. As soon as
SMIL and RealPix files are loaded the Real Player can start the files download ac-
cording to their position and size so as to make the bandwidth requirement as close to
the average as possible. The typical startup latency is on the order of several seconds.

Table 1. Information about the set of files generated from three lectures on “Wireless LAN-
based Systems and Applications,” which is an advanced course in the Computer Science De-
partment of SUNY at Stony Brook and one lecture on undergraduate “Computer Architecture”
taught in the same university (rightmost column). Note that the cursor was tracked only in the
latter case.

Lec. 1 Lec. 2 Lec. 3 Lec. 4
Lecture duration (minutes) 77 99 118 72
Total files generated 539 429 1017 895
Total slides presented 44 51 17 6
Total size (KB) 9,930 13,172 14,902 9,173
MP3 file size (KB) 9,262 12,158 14,314 8,564
Total slide images size (KB) 512 880 178 40
RP plus SMIL file size (KB) 70 60 226 357

3.3   Synchronization Skew

In addition to the MCI voice time stretching problem described later, there is one more
source of potential voice data lag behind the rest of the lecture data. It turned out that
some existing MP3 players stretch the voice sampled at the rate proportional to
11.025 KHZ for about 7 seconds per 25 minutes. This problem was observed with
Real Players for Linux and for Windows as well as with the Quick Time [12] player.

4   Recording/Editing System Implementation

All the Lectern recording/editing components were written with MS Visual C++ 6.0
using Windows32 API only. It is important to understand that many system design
decisions are explained by the output format restrictions.

4.1   Slides and Remarks Handling

The internal slide representation is a list of GDI (Graphics Device Interface) calls in a
form of Enhanced Metafile. The pen annotations or remarks are captured and stored
differently depending on the platform used. The Tablet API [14] is used whenever it is
available on the host system. By using Tablet API the pen drawings represent not only
the lines drawn but even the pen pressure is captured. In case the Tablet API is not
available the remarks are captured and stored as a set of points that are connected with
lines when displayed on the screen. Every erase action made by instructor is sampled
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as a set of fixed size square regions that are required to be cleaned from all previous
pen remarks. Thus, erase events are stored as a set of centers of the corresponding
square regions. To play back an erase event a set of possibly overlapping square por-
tions of the original slide is copied from the slide image stored in a memory buffer
over the screen contents.

To create a Web-ready content all the screen images, remarks and erase regions are
stored in a rasterized form. To minimize the size of the images, they are stored in an
8-bit indexed palette mode. The palette is constructed using a modified popularity
algorithm [15]. Pen remarks are stored as transparent images of the corresponding
pen-created line segments. The erase regions are stored as portions of the original slide
image over which the pen eraser was applied. All the files are compressed and saved
in Portable Network Graphics (PNG) [16] format using the libpng library. The play-
back time composition of the generated images is illustrated in figure 3.

Fig. 3. Slides and pen remarks images composition. Top: a transparent remark image is put over
a slide image. Bottom: putting a portion of the original slide over the previously composed
image erases a part of the previously drawn remark. Erase region image is composed of several
square fragments of the original slide. Grey color denotes transparency in this figure.

4.2   Voice Handling

Voice recording and playback is realized using the Windows Media Control Interface
(MCI) [17]. All other voice related operations including cut and paste are done di-
rectly on the ADPCM voice data. The voice is sampled at 11,025 8-bit samples per
second rate that is well above the human voice frequency range. Unfortunately, Win-
dows MCI has a problem: recorded voice stream duration is longer than the voice
recording time. The amount of MCI voice stretching depends on computer perform-
ance, but even on a 2.2 GHz PC with plenty of RAM there is a minute long lag of
speech behind the presentation process at the end of a 2.5 hours long lecture. Recorded
voice is resampled afterwards in order to solve the problem. Voice is compressed
using Mpeg 2.5 Layer 3 format by the external Lame [18] program.

4.3   Cursor Tracking

As suggested by several instructors who used Lectern II system the mouse cursor is
often used to emphasize certain slide locations while no drawings are made. Thus, it is
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essential to track and show the mouse cursor during the lecture playback. However,
maintaining cursor image in the recorded lectures required removal of the cursor from
its previous screen position as it moves. We had considered several alternatives to this
problem. RealPix format does not provide support for outputting images by XORing
two images. Representing the cursor as a transparent GIF movie that would erase itself
after a timeout is not supported by Real Player either. Basically, the only way to erase
a cursor using RealPix specification is to put an image over a cursor. However, we
could not afford to create a separate image for every cursor movement, since this is a
very frequent operation and the number of such images would be enormous. Fortu-
nately, there is no problem to remove a cursor if it is not over a remark because the
background image is already in the player memory anyway. Therefore, it costs just
one short line of code to instruct the Real Player to show a portion of the slide over the
rectangle containing a cursor. Therefore, we decide to ‘‘quantize’’ the cursor’s posi-
tion by moving the cursor position slightly, if necessary, so that it does not overlap
with remarks and thus always have a cursor displayed over the pre-prepared slide
image only. As a result of this optimization, the increase of the RealPix file due to the
cursor tracking becomes very small. For example, for the lecture described in the last
column of table 1 the total increase in the lecture size is less than 2%.

5   Backend Server Implementation

5.1   Lectures Upload and Maintenance

HTTP and FTP clients are built into the recording and editing subsystems of Lectern
II. An instructor, is required to fill just a few entries and press one button for the
whole upload process initiation. If the HTTP is chosen as the upload method the corre-
sponding server is first probed for the presence of the Lectern II server software and
only if it is not found a standard HTTP file upload method is tried. The Lectern II
server upload part is implemented as a set of Perl [19] scripts. Therefore the server is
platform and OS independent. The scripts are responsible for the communication with
the Lectern II main program in the uploading process, placing the files in the appropri-
ate directories and maintaining the search database and an HTML-based directory file
that contains links to all uploaded lectures by the given Lectern II user. The directory
file is created based on a template file that an individual user can customize, for ex-
ample, it can be a course web page with automatically updated links to the recorded
lectures with date and subject annotation.

5.2   Lectures Content Search Support

During the upload process an HTML file with all the textual information extracted
from the slides is created and put on the server. This file is made accessible to the Web
crawlers and thus for the majority of the Web search engines, including Google. The
HTML file, in turn, has reference to the lecture that contains corresponding slides.
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Because the indexing interval of the popular search engines is on the order of weeks
there is a need to provide a separate search engine for users to search for the lectures
immediately after the course lectures are recorded. We implement a special search
engine to work with the Lectern II server. With this search engine, recorded Lectern
lectures do not need to be made available on the global Internet. In addition, the output
of the search engine contains previews of the slides that contain given keywords.
Thus, end users can access a specific slide of Lectern lectures directly using the slide’s
keywords, without the need to visit an intermediate HTML page, as is the case if a
general search engine is used. This search engine is implemented in Python language
[20] and therefore is also platform and OS independent.

6   Evaluation

We have used the Lectern II system to record two courses in two consecutive semes-
ters in the Computer Science Department of SUNY at Stony Brook. The first course,
“Wireless LAN-based Systems and Applications” is an advanced course that was
taught for 18 students in Fall 2002. The other course is a mainstream undergraduate
“Computer Architecture” taught for 46 students in Spring 2003. The recorded lectures
for the latter course are available at http://www.ecsl.cs.sunysb.edu/cse320/2003/ [21].
The third author of this paper is the instructor for both courses.

6.1   Evaluation by Instructors

The instructor of these two recorded courses feels that Lectern II introduces minimal
intrusiveness in lecture delivery because of its excellent transparent recording capabil-
ity, and that the learning effort required to familiarize with the system is relatively
minor (10-30 minutes). An important advantage of Lectern II is that pre-prepared
slides can be used as a background for drawing or writing. Notice that usually in-
structors are required to display slides on a screen while drawing the explanations on
the blackboard separately. This arrangement is somewhat awkward because the light is
usually dimmed in a room where projector is being used, and thus the blackboard
usage is necessarily restricted. Another important feature of Lectern II is that it allows
the instructor to sit in front of students during the lecture. This way both slides and
students are visible to the instructor at the same time.

The fact that Lectern II allows an instructor to discuss a pre-prepared slide with the
help of multiple remark slides is particularly useful because the instructor can leverage
both statically prepared lecture slides and dynamically composed remark slides re-
peatedly in the course to cross-reference related concepts and examples. Also, the
coloring and erasure capability of Lectern II also proves to be instrumental in making
the lectures more effective. However, the instructor also thinks that Lectern II still has
room for further improvement. The screen space available to the instructor is some-
what small, only 10 to 13 inches diagonally, which forces the instructor to adjust his
”writing board space allocation algorithm” used in his previous teaching activities. In
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addition, writing/drawing on a touch-sensitive screen is still less effective than writ-
ing/drawing on a piece of paper or on the white/black board, despite the improvement
in digital inking technology. However, after one to two lectures, the instructor is able
to learn to adjust to this digital pen interface.

6.2   Usage Statistics Collection and Analysis

We use a specially designed system called Ktrack to monitor the usage statistics of the
recorded lectures. Ktrack uses HTTP redirection mechanism to monitor access counts
for any HTTP retrievable resources. The number of different students per day who
used “Computer Architecture” lectures for the period from February 22nd to March 12th

2003 is shown in figure 4. This time interval is interesting because it contains three
peaks of activity associated with a Midterm (Mar. 4th), a homework deadline that was
postponed (Mar. 6th), and an actual homework deadline (Mar. 11th). There are 46
students in the class. From this figure we can conclude that students view Lectern
lectures routinely on a daily basis. In addition, around 80% of the students reviewed
the lectures as their final preparation step before the exam. Student’s activity pattern
during the midterm day is shown in figure 5.

Fig. 4. Number of different students per day who viewed “Computer Architecture” course
lectures during the period from February 22nd to March 12th 2003. Three peaks of activity are
associated with: a Midterm (Mar. 4th), a homework deadline that was postponed (Mar. 6th), and
an actual homework deadline (Mar. 11th). There are 46 students in the class.

Fig. 5. Number of different students who either downloaded lectures or viewed them online for
the first time during the day as a function of the time of the day. The day shown is the midterm
day (Mar. 4th). The fact that the midterm started at 5:30pm is well correlated with the figure.
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6.3   Evaluation by Students

After the “Computer architecture” course was over we distributed a survey about
Lectern II system among the students. We collected and analyzed 36 completed sur-
veys. 34 out of 36 students strongly supported the Lectern system and recommended
its use in other courses. Survey showed that majority of the students prefers to down-
load the lectures for offline view. Table 2 shows the Lectern system usage statistics
reported. Table 3 presents most popular reasons to view the recorded lectures.

Table 2. Distribution of students on the number of times they viewed recorded slides.

# of views Never Once or
twice

<10 times >10 times

% of students 8.3 % 13.9 % 30.6 % 47.2 %

Table 3. Most popular reasons to review recorded lectures.

Reason to view recorded lectures # of students reported
Prepare for midterm 91.7%
Late for a lecture/missing a lecture 55.6%
Did not understand something during the lecture 50%
Work at homework 27.8%
Routinely review course material every week 19.4%

7   Conclusion

Lectern II is an easy to use and inexpensive course-lecture capturing system. The
system not only allows regular lectures to be recorded transparently, but also enhances
lecturing effectiveness in classrooms. Instructors can edit recorded lectures to
add/delete materials and make them available over the Web without any additional
human intervention. Lectern II includes an automatic backend to put recorded lectures
on the Web, greatly simplifying such tasks as directory and keyword index prepara-
tion. The textual information from the slides is automatically extracted indexed, and
made searchable through a special search engine tailored to Lectern II lectures. In
addition, textual slides contents are accessible for standard search engines such as
Google. Recorded material can be played back using a free streaming player via a
modest modem link. Initial evaluation show that students and instructors found the
system to be extremely useful and helpful. Students use the Lectern II system on a
routine basis to review the course materials and/or catch up with missed classes.

There are several directions along which we plan to evolve the current Lectern II
system. First, we will provide a richer set of presentation primitives to help instructors
more effectively deliver their lectures. For example, Lectern II does not support
PowerPoint-style animation, or display of relevant Web pages during course presenta-
tions. Second, we will deliver a more powerful backend facility that can automate the
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entire recorded lecture maintenance lifecycle, including storage, indexing, directory
construction, archiving, usage tracking and management, and integration with other
course management functions such as email communications, FAQ maintenance,
announcements, homework distribution, and collection, etc.
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Abstract. User learning experience may be considered as one of the prominent
factors shaping the adoption of web-based systems. Web-based learners inter-
facing with large amount of information the rationale is to deduce the effect in
the current web-based task environment. Understanding Web-based learner per-
ception on the basis of the prior experience with information may provide in-
sights into what constitutes in driving those perceptions and their effect in the
current and future web-based learning process. The paper demonstrates theoreti-
cal context of user learning experience with information and proceeds in an at-
tempt to distinguish factors in using web-based systems.

1   Introduction

User information experience in web-based systems learning is an important area that is
gradually growing with introduction and adoption of web-based technology (i.e.
WebCT, Firstclass, and Blackboard). The information available in web-based systems
learning may be one of the determinants which direct the user in achieving the desired
objectives that form the purpose of using the system. The user information require-
ments may be based from prior experience in similar or related traditional learning
environment. Information search form the initial need in the activity to achieve the
desired objectives, and hence the acquisition of information experience process. In-
formation if not available to users in e-learning or traditional learning environments
may direct the user in adopting the search process based on experience.

Web-based user services are generally perceived as being successful, but there has
been little evaluation of how well the web meets its users’ primary information re-
quirements [1]. The freedom and flexibility offered by the Internet allow user’s to
connect to other websites of their interest and at the same time build upon their e-
learning experience on the web. A number of researchers suggested that flow is a
useful construct for describing interactions with websites [2][3][4][5]. Flow has been
described as “the process of optimal experience” [2][6] achieved when sufficiently
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motivated user perceives a balance between their skills and challenges of the interac-
tion, together with focused attention [7]. The concept of flow is important because it
has a clear set of antecedent conditions and consequences that have implications for
web-based learning. User’s information experience on a website, its impact, retention
of that web-based learning experience can be related to the flow concept.  For the flow
state to be experienced the user must perceive skills and challenges to be in balance
and above a critical threshold and the user must be paying attention. That is a user
must be in state of learning. Hoffman and Novak [7] suggest that the consequences of
flow in web-based environments relates to increased learning, increased exploratory
and participatory behaviours, and more positive subjective experiences, that a critical
objective of a commercial website is to facilitate the flow experience. Karahanna et al.
[8] suggest that user’s acquire personal experience and their own source of evaluative
information in using the information system. Such an experience can have a strong
affect on the user in remembering their learning experience on a particular website.

This study assumes that user’s experience with information already exists in the tradi-
tional environment (i.e., offline). Understanding the traditional learning complexities
of user experience with information and transforming it to the web-based environment
is a challenge for both practitioners and researchers. The dimension and scale of such
complexity in terms of technology and its alliance with information may provide an
integration point where technology requirements may meet with the user’s learning
experience. Defining user learning experience with information is not an easy and
straightforward process. Rather developing an approach to studying the learning expe-
rience process on the basis of web-based learning and user interaction is suggested.
This paper specifically investigates issues related to user learning experiences in web-
based learning adoption and the process involving continued use of web-based learn-
ing services. With technology constantly changing it will subsequently have an effect
on the user’s learning experience and perception.

User’s engaged in web-based learning activities tend to focus on prior information
experience and perception, especially from the offline environment. The effect of
information on user experience in web-based learning on first time user’s compared to
the frequent user’s will vary, a user with no experience can form high (or low) per-
ception, especially via word of mouth communications. Such perceptions may behave
differently from those developed via experience.  Davidow and Uttal [9] suggest
user’s expectation is formed by many uncontrollable factors, from the experience of
user’s…to a user’s psychological state. It is argued that a user web-based learning
experience is formed and based on wider range of prior experiences that may be re-
called or narrowed in a similar situation.  The flow of information over the Internet is
faster and communication between user’s leads in enhanced learning. Understanding
user’s web-based learning experience and perception solely on the basis of online or
offline experience would tend to limit the research dimension; rather a combination
approach is adopted.
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2   Methodology

The aim of the study is to investigate the adoption of web-based learning amongst
users. This led to the development of converging lines of inquiry, a process of trian-
gulation [10]. In the first instance discussions were held together with three senior
staff members involved in implementing the web-based learning project. They in-
cluded the executive director, IT Manager, and an outside Consultant. In the second
round separate individual interviews are conducted with these participants. The third
round of interviews was conducted with the admissions manager and separate individ-
ual interviews with two other staff members. Altogether six separate interviews with
participants were held. Though the participant’s gender is not a major factor for intro-
spection, it coincided to balance, three males and three females. In the first round
interviews the data collected were compared with the second round and third round
interview data, for consistency, clarity and accuracy of the information. Interview data
were also compared to test for the factors having effect on users with high and low
performance in learning how to use the web-based system. This provided the advan-
tage of not duplicating the data with just one set of evidence. The discussions and
interviews were open-ended [10], the researcher in the beginning provided the topic,
and the respondents are probed of their opinion about the events. The questions are
directed towards user’s learning experience with the web-based system. This led the
users in reflecting their recent learning experiences with the system and demonstrating
its effectiveness in the web-based task. It provides the opportunity of capturing rich
information that is fresh and part of the user learning interface within the web-based
system.  It not only provides information about the user’s learning experience, but also
demonstrates the boundaries of the web-based learning system, in other words the
scope of the system in providing enhanced learning is clearly reflected from the data
the user’s provided to what the system was capable of doing within the parameters.
This approach took into consideration the users and the system context in under-
standing the web-based learning process. It provides important information from the
user’s perspective in the terms of the learning process available in the web-based sys-
tem.

3   The Case Study

The case study examines the web-based framework of the University of Australia
(UA)¹. International students have the option to lodge an admission application
through either of: web-based e-service on the Internet, phone, fax, or in person.

On receiving the application a decision is made by the staff on the admission status.
Within this process the department is implementing an electronic delivery of its serv-
ices on the website. Web-based e-service has been in use for the last two and half
years. The complete process involves students making the application and the staff

_______________________

¹ not the real name
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processing applications on the website. The staff is currently using the web-based e-
service and the paper-based system in conducting the tasks. Transition from paper-
based to web-based e-service is believed by the department to be a significant step in
the direction of moving the complete student admission process over the website and
gradually removing the paper-based system. The users learning experience in adopting
the web-based system is focus of attention in the study.

4   Evaluating User’s Information Experience

The user perception of web electronic service is a burden and acted as a barrier to
their work. The users learnt that it increased the workload, slowed the work process,
and brought in complexity to the task. The department did not implement electronic
services or introduce technology into jobs at the same time. The effect on user learn-
ing experience in using the e-service is not estimated when the system was being de-
veloped. Understanding the task sequence from start to finish, and integrating those
functions into web-based learning process is missing. It lacks coherence. Individual
users did not have consistent skills in learning how to use the system because of dif-
fering levels of expertise (i.e., user category). Specific expertise needed for conduct-
ing the task was lacking. Different task requires different skills when done on paper,
doing it electronically requires different experience with information and knowing
what was happening beyond the user’s computer screen. In the paper-based system, it
was known to the user how different process of a task and where information was
stored and retained when needed, such as the filing, organizing, storing of documenta-
tion was systematically interconnected, in case of electronic service little was known
by way what constituted as web-based e-service task process beyond the computer
screen. Proper documentation providing information to the user’s for referencing were
either missing or unknown. The users didn’t have learning experience in how to oper-
ate the system.  One participant mentioned:

“User’s had no confidence in the system and decision making.”  The users were asked
to enter all information directly to the web. To expect a user to start using an elec-
tronic service without prior learning the user’s experience is not perceive to be appro-
priate. Despite providing regular training the user resistance to use the electronic sys-
tem increased. The following quote support this notion:

“There are quite a few fields where we can’t use the web-based e-services.” Martin,
[11] suggest that user learning experience evolves, or ranges, from naïve (no system
knowledge) through inexperienced to competent and finally to expert. On such basis
user’s can be divided into following categories: novice, intermediate, and experienced.
It is important to remember that different categories of user’s learning experience vary
at different stages in performing the task. It is anticipated the user’s are in a learning
process and shift from one mode to another, with experience sliding up or down on the
learning swing and the user experience varies, till they reach a point (see Figure 1,
point A) where the learning experience flow is at the optimum level in doing the task.



User Learning Experience in Web-Based Systems: A Case Study         257

Fig.1. Learning-Experience Swing [12]

The assimilation and dissimulation of learning experience in conducting the web-
based e-service task may provide the user an option in retaining that experience which
can be remembered easily. A participant claimed:

“Need to rely on paper documents and another database to complete the task… have to
use all…”

The information disclosed by the participant point to the fact that the web-based sys-
tem was short from offering the user a learning process which if available would have
gradually build on user’s prior information experience, rather the user’s were juggling
with multiple sources to collect the information that was needed in completing the
web-based task.

The experience attained in online or offline environment is likely to direct the user in
retaining the most recent learning experience because this would be much easier to
recall, provided that the information is relevant to the current context. Zemke and
Connellan [13] posit that each learning experience, regardless of whether it’s online or
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ease of use (more than the usefulness), familiarity, skills needed, website-to-website
learning comparison, and on the task complexity. The task complexities can be defined
in terms of navigation on the website, information search, transaction processing, and
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as:
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The statement referred to the user’s learning expectation of the systems capabilities in
terms of their prior experience. The user’s had used this functionality in another sys-
tem and expected to match with their prior information experience in the web-based
system. The user’s perceived experience about the current system being below its
standard and not helpful in doing the task. It did not meet the user’s information re-
quirement for the task. Zemke and Connellan [13] developed a model (Customer Ex-
perience Grid, see Figure 2) to capture the sum total of a user learning experiences.

Fig. 2. User Experience Grid   (Adapted from [13])

The vertical axis of the user experience grid is the outcome the user receives, and
offered on a website. On the horizontal axis the user’s goes through the learning proc-
ess to obtain the outcome, such as navigating the website, printing out information,
looking for pricing, ordering a product etc. User compares similar outcomes on other
website or in an offline environment in user transaction process. Zemke and Connellan
[13] claim that the process – the way they are served – is what makes it into learning
experience, positively or negatively for users. If the user’s needs are not met on the
process and outcome axes, they tend to go elsewhere, and hence called defectors.
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tem, as the learning process and its outcome was easier to understand and follow.
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manage the total user learning experience (i.e. information experience) in the catego-
ries in upper three (black) boxes (see Figure 2). They claim to have successfully used
the model at Dell Computers in understanding the total user’s interaction. However,
there is no quantitative data and analysis of the model that suggest how well the model
works across web-based e-learning.

The user’s interaction in computer mediated environment is an intense flow being a
continuous variable ranging from none to intense [14][15][16]. The user’s purpose of
visit to the website may be perceived as more encouraging of exploratory behaviors
than others [4]. If the website meets the primary information need of the user, it may
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positively affect the user in further progressing with the activity leading to a state of
intense flow. It is likely that user’s developing a high flow will visit those websites
more regularly and for longer duration [17]. The state of intense learning flow was
either missing or faced obstacles. The users weren’t able to proceed with the task in
the electronic environment. User may tend to reflect on the past experience for future
interaction. A participant reflected this in a statement:

“The system is not 100% ready…”“Adds on to the task…increases our task load.”

It was believed that the users were loosing learning interest in the web-based system
due to continuously being put down. To retain interest in a site, there should be en-
joyment on the part of the user during the interaction of the site. A participant state-
ment highlights this concern:

“If the system can be fixed it can be fixed, otherwise we will continue using it as it is.”

It was known to the users that if the web-based system didn’t work they could de-
pend on an alternative system (i.e., paper-bases system) in doing the task. The shifting
of learning experience between the paper-based and web-based emerged as a contin-
uum on which the user viewed the web-based system effectiveness before proceeding
with the task, which was based on an understanding from past experience. If the user
felt the task could be (not only) performed and also completed they went ahead with
the web-based system; otherwise they opted for the paper-based system. Any adverse
feelings were filtered towards learning the web-based system at that time affecting the
decision making to use the web-based system. Those claims were supported by par-
ticipant statements:

“Verifying information on the Internet is not possible; we still have to check stu-
dent’s education credential in paper form”

“Site needs to be improved with better features and functionality that will make it
easier for us to use.”

In the flow state, the user’s focus or attention is narrowed to a limited stimulus
field, and irrelevant thoughts are filtered out. Csikszentmihaly [6] suggest that in a
flow state the person becomes absorbed in the activity, while increasing his awareness
of his own mental processes in the interaction with the web, the computer screen can
serve as the limited stimulus field, focusing the individual’s attention [5]. The user
faced hurdles during the flow state affecting their learning in doing the task. A partici-
pant expressed this:

“Due to time out period that disconnect, the user has to reenter all the information
once again…this creates duplicity of information for us...as the same user is reapply-
ing again and it is hard to differentiate between the same application.”



260         K. Sandhu and B. Corbitt

As users become more frequent users they place more reliance on learning from
internal sources (memory) than external sources (advertisements, word of mouth, etc)
[18] . Many researchers have noted the ways in which memory is biased [19]. Fre-
quent events are easier to recall than infrequent ones [20]. Therefore remembering an
event is biased by the availability of information within memory [18]. The mechanical
process of conducting the task with the available tools on the website forms a basis of
interactivity for the user and is similar to recalling frequent and infrequent events.
Prior research suggests the application of tools to vary across different users from
novice to advance [11].

The development of intelligent agents guiding the user in conducting the task from
start to completion tends to improve the user learning interface and reduce uncertainty
in learning and problematic experience. This has led to smart software taking over the
task, reducing and limiting user’s interactivity with the task, and completion of task
within a few ticks and clicks of a mouse. The whole process tends to be reduced, re-
moving the intricacies the user can encounter, and at the same time standardizing the
users web-based learning across all domain and user developing a positive experience.
The intelligent agent capability in storing and remembering user’s transaction details,
and displaying on revisits has also reduced the user’s need to keep paper record of
transaction, making it easier for the user in conducting the task with the availability of
past, current and future information records available online. This has an effect on the
user learning experience in using the traditional service where the information avail-
able is not swift and quick. A reliance on internal search means that the user’s memory
will have considerable influence on the formation of “learning expectancies” [19].
Hasher and Zacks [20] argue that the accuracy with which people encode information
increases with the frequency of encoding. Although their research focuses on consum-
ers’ exposure to advertising, a parallel can be drawn with consumers’ exposure to
web-based e-learning. Similarly, Zeithaml et al. [21] in their study pointed to infor-
mation gap on the basis of users learning experience with website that leads to pro-
viding incomplete or in accurate information to the users. It is anticipated that the
application of intelligent agents in user interactivity will further enhance and integrate
into the user learning experience with information, and become part of the user guid-
ance in conducting web-based task. A participant directed the claim:

“If any information is missed, there is no way to check, there are no compulsory
fields to inform of missing information.”

Meuter et al. [22] report that 80% of the customer complaints are made in person to
the company, either by phone or by visiting a service facility. This suggests that the
when the user is effected with a problematic experience on websites, and to resolve
the issue, the user adopts the traditional approach of face-to-face interaction, rather
than online approach. The participant in the study evaluated the web-based task, and
weighted its effectiveness by comparing it to the paper-based service.
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“We can’t offer admission letters to higher degree research students on the web-
based system, as letter templates not there; we have to offer it on paper.”

The degree of tolerance for web-based system may be intense due to the competitor’s
service being a click away [21]. The users are quick in changing over to paper-based
service, which is believed competing with the web-based system. Thus user’s toler-
ance level for web-based system, their immediate reactions to the service failure and
their consecutive behavior, are interrelated and forms part of the user learning experi-
ence. A participant expressed:

“If the system can be fixed it can be fixed, otherwise we will continue using as it
is.”

When the web-based system fails it has fallen outside the user’s zone of tolerance
[23]. So far nothing is known about user’s tolerance levels of web-based systems, or
the user’s propensity to complain about online service failures [24], and user’s reac-
tion to it. Zeithaml et al [21] claim that customers have no expectations, customers
have been found to compare web-based service to competitor’s services and to brick
and mortar stores [22]; [25]. The degree of user’s tolerance is not known. Another
participant states;

“They are frightened for asking help if needed…rather they ask for help than pro-
vide wrong information.”

It seemed there are considerable obstacles the user’s developed in their learning expe-
rience to use web-based system.

5   Conclusions

In line with the preceding discussion it is suggested that web-based systems adoption
takes into account the user learning experience that develops with user interaction with
the system. Though prior studies even adopted the general technology user models like
the TAM model [26][27][28], which is of significance, they do not take into account
the user context issues on a commercial situation basis. To study web-based system
from a user learning perspective centered context and combining it with adoption and
acceptance models may enhance that understanding.  To explore the context further,
issues related to situation specific personalization of individual user learning needs in
online and offline environment may be used to produce evaluation guidelines that
would facilitate the adoption and continuation process.

Earlier studies investigated the adoption of web-based system in different contexts,
but not provide insight into acceptance and continued use by users. Though a con-
sumer may use a web-based system for the first time, its continued use relates to the
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success. The user’s web-based learning experience may form an impression of the
system in terms of how easy or how difficult it is to operate the system.

From the preceding discussion it has been clear that web-based system adoption is
not a simple and straightforward process. Rapid development in technology delivery is
gradually shaping the consumer learning in uptake and usage of this new innovation.
The level of interaction from traditional services to web-based services and simultane-
ous use of both has laid a new set of implications for the universities, organizations,
government, consumers, practitioners, and researchers. In understanding the new set
of implications, initial research revealed that though uptake and use of this new inno-
vation has been positive, its acceptance and continued use has been limited. The avail-
able research though identifies some main issues it lacks in understanding the impact
of the critical success factors. Further research will attempt to explore a more struc-
tured understanding to web-based systems user learning within a referenced theoreti-
cal construct.
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Abstract. Web-based live demos were developed to remedy the lack of inter-
action in most Web-based courseware. These demos were used as supplemental
materials for students to reinforce what they have learned in class. Through the
interaction with live demos, students are forced to think proactively and to use
what they have learned in class to solve problems. Positive feedback from stu-
dents indicates that Web-based interactive demos help students to understand
key concepts and to improve their problem-solving skills.

1   Introduction

The World Wide Web and all of the technologies that are supported through its capa-
bilities have made Web-based learning possible. Web-based teaching methods have
been implemented in various disciplines with great success [5]. Web-based teaching
tools are also used to enhance traditional face-to-face instructional techniques.

The use of Web-based techniques for teaching is attractive for several major rea-
sons: First, distance education is much more effective with the use of the Web. Prior
distance learning techniques relied on land-based mail systems to organize tests at
distances. With Web technology, it is possible to update quickly Web-based materials
and to use more effective Web-based testing methods. Another advantage of Web-
based materials is that students throughout the semester can use the materials repeat-
edly as they review the course. Students can access these materials on their own time
to fit their learning into their daily schedules. Finally, for the benefit of instructors,
Web-based materials can be used repeatedly after their initial creation. The instructor
for several section rotations can use the same Web-based materials if the materials do
not need to be updated or only need to be updated incrementally with small advances.

Like most technological advances in education, Web-based learning tools have
also negatives associated with them: From an instructor’s point of view, Web-based
educational materials take a long time to develop and implement. Very few instructors
have the time and resources to create new materials. Furthermore, not all Faculty
members are proficient at using computer software to generate robust educational
materials. To avoid having to become capable users of the new computer technolo-
gies, many professors use off-the-shelf Web-authoring tools. An example is that al-
most every course now has an online syllabus, while very few have streaming video.
Even if course materials are developed with more advanced features such as stream-
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ing video, it is questionable how these simple repeats of classroom lecture are useful
in students’ learning. An example of this is the use of “talking head” boxes in Web
pages where students can watch lecture materials. While it may be useful for students
to review lecture materials in this manner, students are treated as passive learners and
do not have any chance to interact with the instructor.

The quality of Web-based materials depends on the Web-based instructional
authoring tools with which these materials are developed. In the current state-of-the-
art, most Web-based course materials are written by off-the-shelf Web authoring tools
for the purpose of easy presentation on the Web. There are currently three types of
commonly used Web-based instructional tools – information posting, chat rooms, and
streaming video. Information posting and chat rooms are most commonly used in
Web-based instruction. Some of course materials are further furnished with video
streams to allow students learn in a similar way as they learn in classroom. The ad-
vantage of using video stream is that the materials can be used many times without
having to redo the preparation. In addition, students can review the lectures repeatedly
which they cannot do in a traditional lecture. The major problems with streaming
video involve time and the way that students use streaming video. Students that are
able to view streaming video in real-time and that are able to ask questions to the in-
structor get all the benefits of being in a traditional classroom without having to
physically be there. However, streaming video is often used by students who may not
have access to real-time support of the instructor. The distance learners must often
passively watch the streaming video without the interactive components of a tradi-
tional course. To address this issue, instructors have often offered online support for
students using streaming video. Research has commented that it is very difficult to of-
fer technical and informational support in such a teaching environment [9]. Without
the interactive component, passively watching a streaming video is almost the same as
using television in distance education. Students may feel that they are just watching
another television program and give it the same amount of attention that television
normally requires.

So far one can hardly claim that Web-based learning will replace the traditional
classroom instruction. When the Web is used as a surrogate to replace face-to-face
real-time interactions, as opposed to being used as a supplement to classroom teach-
ing, the benefits of Web-based materials come at the cost of classroom instructional
benefits. There just may not be a gain in learning over traditional methods. Some
studies [1,4] have shown that students in a Web-based course performed worse than
they performed in either a traditional lecture or using correspondence course materi-
als. Other studies have shown the opposite, but they admit that students studied more
when they were using the Web-based materials [8].

2   Developing Interactive Web-Based Demos

The above problems, unless being carefully addressed, could become serious burden
of the deployment of Web-based instruction [7]. One common concern of these prob-
lems is how to efficiently develop quality Web-based course materials. Those online
modules with chat rooms and streaming video simply deny the students’ right of in-
teraction with the courseware. They do not have the capability to excite students to
learn interactively. In computer science, in particular, courses designed in this way do
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not encourage students to make intrinsic connections between theory, algorithms,
programming, and applications. Each student is treated as a passive learner.

Acknowledging the above problems, we think that a key feature that is missing in
most existing Web-based courseware is the introduction of interaction. Interaction
needs to be introduced into the design of Web-based courseware. Web-based materi-
als should invite students’ interaction with the materials in a similar way as students’
interaction with instructors in classroom. The full benefits of Web-based course mate-
rials seem to grow when students are able to take advantage of real-time interaction
[6]. When theories are exemplified through interaction and visualization, interactive
Web-based instruction methods will encourage students to become active learners,
rather than treat all of them as passive learners. This will certainly promote and en-
hance students’ understanding of contents.

This paper reports our work in introducing interaction into Web-based course ma-
terials and presents several demos we have developed. Rather than using the Web as a
surrogate to replace traditional instruction, we use the developed interactive demos as
supplements to classroom teaching. For on-campus students, the Web-based course-
ware will establish alternative sources of information and modes of learning in aug-
ment to classroom lecture. There are a few unique benefits of using the Web-based
interactive materials as supplements to a traditional course: First, students can work at
their paces. Second, they can have interactive materials that respond to student inputs,
which is not possible in a printed book or in classroom. The interactivity are used to
provide feedback to the students' input. Finally, there are other formats, for example,
visualization and animation, for engaging students with Web-based materials that are
not available in printed books.

Web-based demos were developed with a few objectives: First, the materials must
be interactive so that students can receive feedback on their learning progress [3,7].
Second, the materials must be different from the lecture or the book [2]. If the materi-
als are identical to information that students can get in other formats, students will
only use one of the formats. Third, materials can also be used to instruct students that
have different learning styles. In a lecture, we can only present materials in one for-
mat and one style, but Web-based materials can be varied among learning styles so
that students can choose to use the ones that benefit them most.

From two years ago, students have consistently been encouraged to create Web-
based interactive tutorials as course projects. This gives students interesting course
projects which require creativity and imagination as well as knowledge and system-
atic thinking. To ensure the quality and consistency of results, the instructor gives the
basic idea and the layout design. However, students are strongly encouraged to add
additional features that they think useful to learning. The results are expected to be a
set of demos with the underlying algorithms running live in backend and the results
being presented to the user in real time through visualization and interaction. Students
developed all Web-based demos presented in this paper. These developers com-
mented that they benefited in many ways from working on projects as they created the
Web-based demos. Some students also enjoyed developing the pedagogical approach
to presenting their problem solution.
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3   Examples of the Demos

A static format like this paper cannot demonstrate the interactive materials developed.
We will show screen shots of several demos and describe the methodologies and fea-
tures of these demos. These examples demonstrate huge demands of using visualiza-
tion and interaction to develop live demos in higher education.

Fig. 1 shows screen shots of two example demos designed for a computer network
course: (a) the CSMA/CD protocol used in the Ethernet, (b) link state routing by us-
ing Dijkstra’s shortest path algorithm. Both are written by using Java applets. Each
demo has clickable buttons and forms for the user to enter parameters. The demos
show results with animation. These demos and explanations of course contents are or-
ganized according to the layers in the OSI network reference model. Fig. 2 shows the
reference model where each layer is clickable to refer to further explanation of course
contents and live demos. Fig. 2 also shows how a data packet at the application layer
of the source is packaged by the underlying layers and how the data packet is deliv-
ered through bridges and routers to the application layer of the destination.

(a) CSMA/CD                                           (b) Link state routing

Fig. 1. Example demos to show principles in computer network.

Fig. 2. The OSI reference model where each layer is clickable and links to detailed explanation
and live demos.
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Fig. 3. A live demo to show k-means clustering.

Similar live demos have been developed for other coursers. Fig. 3 show a Java
applet to demonstrate the k-means data clustering algorithm developed by students
who took a data-mining course. Users need to specify how many clusters they wish to
produce. The demo clusters data by using the k-means algorithm and visualizes each
cluster with a different color in parallel coordinates. Each click of the ‘Run’ button
will execute one pass of the k-means algorithm. Therefore, users will see data points
change the clusters they belong. By running the demo, students will have a good idea
on how the k-means algorithm works.

Computer graphics is another example course that can benefit from the supple-
mentation of Web-based live demos. This is because of its demand for visualization
and its challenge for 3D rendering. Traditional lecture-format learning in computer
graphics falls short of conveying the 3D geometric principles that need to be mastered
by students. When the author taught the model-view transformations, for example, he
felt that the thumbs and fingers of both hands together are not enough to illustrate the
model coordinate, the view coordinate, the relationships between these two, and the
changes to be made to the corresponding matrix. In contrast, these concepts can easily
be demonstrated by using Web-based demos.

Fig. 4 gives a screen snapshot of a live demo to show transformation, projection
and lights in computer graphics. The demo was designed that it has three major win-
dows: a 3D world-space view of geometric objects together with light and a camera
describing what actually happens in the 3D real world, a 2D screen-space view which
presents the finally rendered image and a command view which lists OpenGL func-
tions. The 3D world scene is modeled and processed by the list of OpenGL functions
to produce the finally rendered image. When a user moves an object or changes the
values of the arguments of an OpenGL function, the changes will be reflected imme-
diately in both the world-space view and the screen-space view.
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Fig. 4. A live demo to show transformation, projection and lights in computer graphics.

These demos were used as supplemental training materials for students to reinforce
what they have learned in class. After class, students were asked to walk through
these demos and to answer a list of questions. Some of these questions attempt to im-
prove students’ problem-solving skills by leading them through a series of small
questions demonstrating how integrating individual small steps creates complex solu-
tions. For example, using the demo presented in Fig. 4, students were asked how to
put the camera at a specific location and how to create panning and zooming effects
of the teapot by adjusting the parameters of the OpenGL functions. Through the inter-
action with these live demos, students are forced to think proactively and to use the
concepts learned in class instead of just skipping ahead regardless of their compre-
hension.

4   Conclusion

Passive distance learning is one scenario where Web-based materials have been used
successfully when face-to-face interactions are not possible. However, real-time inter-
action as students access the materials makes learning much more effective. When
Web-based materials are used to supplement classroom lecture, they need to take ad-
vantage of the unique Web features that make them more useful instead of just re-
placing traditional learning methods. Interactivity is a way to make these supplemen-
tal Web-based materials useful. It provides an effective way to attract students’
attention in their learning activities. We have developed a set of Web-based interac-
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tive demos as supplemental material. The development of these demos has given good
projects to students.

Informal surveys of students have shown that most students are visual learners.
However, classroom lecture materials are verbally presented and written on the board,
heavily relying on alphanumeric representation. Visual students may have difficult
time seeing the relationships between different ideas because all of the presented ma-
terials were relayed through verbal methods. The demos presented in this paper are
visual. They are not available in books. The visual students may find these demos
more useful than a traditional textbook. The informal feedback from students is posi-
tive as being a useful self-learning tool.

Acknowledgements. The author would like to thank Achalla Chandrasekhar, Erik
Gillespie, and Rajesh Ratinasabapathi for their development of the demos presented
in this paper.
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Abstract. A web-based workflow system is proposed to help users study by e-
learning anywhere and anytime. Basically, the Workflow based e-Learning
System is a learning environment supported by workflow technology which
provides a flexible learning solution. With the rapid development of Internet,
distance-learning applications over Internet become more and more popular.
The user interface of a system is often the yardstick by which the system is
judged. An interface which is difficult to use will, at best, provide result with a
high level of user errors. At worst, it will cause the software system to discard,
irrespective of its functionality. If the information is presented in a confusing or
misleading way, the user may misunderstand the meaning of an item of infor-
mation. They may initiate a sequence of unexpected actions which even cause
the system failure. In this respect, this paper focuses on the design principles
and implementation of the Human-Computer Interface(HCI). We lay down the
guideline for HCI design concept and principles, and evaluate the HCI design of
a Workflow–based e-Learning application.

1   Introduction

This paper aims to apply the HCI design principles in the design and the implementa-
tion of workflow based e-learning system. We show the basic ideal of Workflow
based e-Learning System and provide a practice experience to the designers and man-
agers who face the challenges for building their own workflow based e-learning sys-
tem. We then introduce the basic ideal and concept to designing, developing and de-
ploying the new technology of e-Learning services. The deliverable includes a proto-
type Workflow-based e-Learning application system, its RDMBS database engine and
database, and the workflow engine built on a Coldfusion web application server.

Conceptual models describe the important concepts in the problem domain from
end user’s perspective. On the system development point of view, it addresses all
aspects of the system: data model, object design, business process, and rules. The
following diagram describes the conceptual model of the Web-based workflow e-
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Learning System. This is a top-down methodology. It begins by examining the higher-
level structures in an e-Learning environment.

In general, the conceptual model of e-Learning system includes the following enti-
ties. The course ( program, course, modules) , the person and queue ( relation among
the course ) and assessment ( the relation between course and person ).

Fig. 1. Conceptual Model of e-Learning System

The e-Learning program, for example, a system administrator program on a popular
database product  may consist of 4 to 5 individual courses. It may be in a specified
topic on database administrator or a common topic for database administrator or sys-
tem developer. Before the student completes the program, the student must attend all
components in design steps. It includes the introduction for database administrator,
database management and the troubleshooting of problem. The Queue is the depend-
ency or sequence of study. It records the prerequisite of a course, and ensures the
student complete the program step-by-step. It informs the student the status of study.
The difference between a Web-based workflow system and a linear system is the
flexible sequence. In a linear system, the study flow is in a fixed order. In a Web-
based workflow e-Learning System, it supports the concept of flexible learning path-
ways through subjects consisting of courses managed by a number of learning activi-
ties.
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Fig. 2. Workflow approach on learning activities
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Fig. 3. HCI Evaluation criteria

2   Related Work

The workflow concept has evolved from the process in manufacturing and the office.
Such processes have existed since industrialization and are products of a search for
improvement in effectiveness and productivity. Previous research in workflow during
the early 90s have been focused on Business Process Reengineering (BPR). These
works mainly involved separate work activities into well-defined tasks, roles, rules
and procedures which regulate most of the job tasks in manufacturing and office
[1][2][3][4].

There has been a paradigm shift in workflow research from purely management
oriented to information and technology oriented since the introduction of object-
oriented concept, Internet and World Wide Web in the late 90s. Much research works
in workflow design are increasingly popular in the arena of multi-media applications
and system. For example: coupling object-oriented and workflow modeling in busi-
ness and information process reengineering aim to integrate an OO method with a
workflow analysis which take care of BPR and IPR [5]; making use of Artificial In-
telligence influence on office automation to support design of a goal-based multi-agent
workflow system for tasks coordination in organizational activities [6]. Until recently,
more published research works are focused on the investigation and utilization of
workflow design in networked web-based systems on various applications, including
the application of workflow concepts and techniques in web-based learning. We have
studied the following:
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• [7] focuses on i-work flow solution that speeds up and streamline workflow
as well as investigates the difficulty in the application of web-based solu-
tions;

• [8] examines the effects and implications of electronic commerce on distance
education in the States. It provides description of conventional distance
learning models, discussion on relevant economic mechanism, impact of in-
formation technology on strategic alliances and basis of distance learning en-
vironment on network organizations providing  distributed education.

• [9] developed a virtual university on an Internet-based learning environment.
Related topics discussed were characteristic functionalities of a tutoring wiz-
ard, including templates for World Wide Web-based tutoring, automatic gen-
eration of web pages on the basis of the tutor’s information filled in dialog
boxes, support of tutor groups and integration of workflow aspects.

• [10] explored the use of workflow for problem-based learning on web hosting
theory repositories.

On the development of web-based educational products, there are many research
and commercial web-based educational products available in the computer industry.
The most popular ones include Lotus LearningSpace, WebCT, BlackBoard, TopClass,
etc.[11][12]. All apply the general HCI concept in their own design, and to increase
the usability to gain competitive advantage. A competitive edge may be obtained if
claim of reduced training cost and productivity gain are in terms of user friendliness.

As a result, there are several sociological factors to consider in software design. A
task may have different behaviors to fit groups or individual users. Some aspects of
this factor are related to privacy or value of information. For example, supervisors like
to manage and control the information of their employees. Also lecturers can view and
interact with their students’ enrollment progress on our case study, the Workflow
based e-Learning application.

The advent of the personal computer brought software products into use by the
wider community, and the use of computers became an object of research by ergono-
mists, psychologists and others. The result was the emergence of the field of HCI
which focuses on the users, and the usability of systems. A large proportion of HCI
research has looked at commercial software packages such as word-processors [13]
and the introduction of "user-friendly" operating systems[14]. In the age of Internet,
HCI will affect the Web in the Web based application design.

Although there are a large number of software products in the Information Tech-
nology industry today, the number of software user interfaces with high usability is
relative small. The most recent ACM Computing Curricula [15] recognizes HCI as a
sub-area of Computing Science that requires core hours in every curriculum. This
special issue is evident that the interest in HCI in academic circles continues to grow.
Actually, most of the developer and researcher agree that good user interface design
must take into account the needs, experience and capabilities of the system user. Po-
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tential users should be involved in the design process. Prototyping is essential for user
interface development, and should be made available to users and the resulting feed-
back used to improve the user interface design.

Designer must take into account the physical and mental limitations of the humans
who use the application. The most importance is the need to recognize the limitations
of the operating platform. The web browser will affect the behavior of Internet appli-
cation. At last, they avoid overloading the user with information.

Human capabilities are the basis for the design guideline discussed in the develop-
ment of HCI topic. A longer list of user interface design guidelines is given by
[16][17]. [18] also summarizes the guidelines into nine general principles and usability
heuristics as evaluation of application usability.

HCI is strongly influenced by the fields of computer science, cognitive psychology
and ergonomics (human factors). Its key concern is to understand and facilitate the
creation of "user interfaces". This places the human and the machine on an equal
footing as two interacting information processing systems where the output of one is
the input of the other [19]. This cognitive science view of HCI has reached its limita-
tion from the point of view of prominent HCI researchers such as [20]. It builds on
and complements parts of two other academic disciplines:

� Cognitive Psychology – study the mental processes behind human behavior.
That includes such things as perception, learning, accessing information, memory, and
problem solving. Each of these mental processes is a factor in computer use.
� Human Factors (or Ergonomics) – study how the design of products affect
people. It builds on cognitive psychology and complements this body of knowledge
with ergonomics – the study of human capabilities and limitations vis-à-vis tool use..

3   Methodology for HCI and Web-Based E-learning Workflow
System

The project objective is to study the HCI design principle and apply them in the design
of workflow based e-learning system for an experiment.

Workflow Based-E-learning System

Workflow based e-Learning is a new IT solution for managing learning and teaching
activities. It offers unique features allowing absolute flexibility of time management,
material access and personal consultation during the study period for students and
teaching personnel.

Workflow based e-Learning integrates individual components of study such as en-
rolment, learning and assessment into one fully system supported stream of activities
called the integrated study process. In contrast to the traditional mode of teaching,
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Workflow based e-Learning provides better access to and more effective interactions
with teaching staff by providing system supported feedback sessions and personal
guidance for students.

It offers a different learning approach than supported by other well-known online
learning management systems. Rather than making all the course material and activi-
ties available to the student at the beginning of the course, Workflow based e-Learning
coordinates their availability and completion by utilizing its embedded workflow
functionality. It offers unique features to support individually tailored learning path-
ways and flexible study styles for students.

The environment provided by Workflow based e-Learning enables better interac-
tions between students themselves as well as student and teaching staff necessary for
effective active learning at the level of individual learning activity, course module,
course or the whole degree. This feature prevents student isolation, often associated
with on-line mode of study. Each course is associated with one or more workflow
process templates that define the order of course activities. One of these process tem-
plates is assigned to each student when the student enrolls in the course.

We have found that there is a very logical mapping between e-learning application
requirements and the workflow technology. Workflow technology offers many bene-
fits that can potentially enhance e-Learning environment, such as[21]:

� By automating the learning process it can potentially improve student/teacher
productivity.

� Provide continuous monitoring to all users.
� Support for individual planning of work schedule as well as the resource.
� Working at individual’s own pace, users have options of choosing preferred

working pathways.
� Management of information and knowledge sharing.
� Collaboration between users.

HCI Principles for Web-Based Workflow E-learning System

The following is a list of 10 basic principles that drive the design of our prototyping
application. These “10  commandments” of human interface design are well known to
most people who have ever read an interface design guide. However few are able to
handle the entire job and various aspects of design through deployment[22]

� Consistency
A software application is expected to be consistent within itself and other software

on the same platform in a few key areas. Consistency applies to the concepts, termi-
nology, graphics and visual style and appearance of screens. Consistency also applies
to interaction behaviors and use of user interface controls. Consistency is a major area
of implicit and ambiguous expectations that is made explicit and measurable. This
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allows users to learn something once, and then apply that knowledge again and again
as they use the computer. In Web-based application software, we can keep the appli-
cation visual consistent by applying the style sheet.

� Aesthetic Integrity
Aesthetic integrity means that information is well organized and consistent with

principles of visual design. This means that things look good on the screen and the
display technology is of high quality. Since people spend a lot of their time working
while looking at the computer screen, design your products to be pleasant to look at on
the screen for a long time. You may want to consider investing some of your resources
in a graphic designer. The skills that a graphic designer can bring to your product
design is well worth the expense.

Keep the graphics of the display simple. The number of elements and their behav-
iors should be limited to enhance the usability of the interface. Graphics--icons, win-
dows, dialog boxes, and so on--are the basis of effective human-computer interaction
and must be designed with that in mind. Don’t clutter the screen with too many win-
dows, overload the user with complex icons, or put dozens of buttons in dialog boxes.

Make sure to follow the graphic language of the interface and don’t change the
meaning of standard items. For example, if you sometimes use checkboxes for multi-
ple choices and other times for exclusive choices, you dilute the meaning of the ele-
ment.

Don’t use arbitrary graphic images to represent concepts. When you add nonstan-
dard symbols to menus, dialog boxes, or other elements, the meaning may be clear to
you, but to other people the symbols may appear as something different and distract-
ing. If you need symbols other than standard ones, use graphic images that convey
meaning through representation, analogy, or metaphor.

� Perceived Stability
Computers often introduce a new level of complexity for people. If people are to

cope with this complexity, they need some stable reference points. A good interface is
designed to provide a computer environment that is understandable, familiar, and
predictable.

To give users a visual sense of stability, the application uses a number of consis-
tent graphics elements (frame, window border, and so on) to maintain the illusion of
stability. Note that it is the perception of stability that you want to preserve, not stabil-
ity in any strict physical sense.

To give users a conceptual sense of stability, the interface provides a clear, finite
set of objects and a clear, finite set of actions to perform on those objects. Even when
particular actions are unavailable, they are not eliminated from display but are merely
dimmed.
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� See-and-Point, Not Remember-and-Type
Computers are good at precisely remembering things like codes, commands names

and lists of data. People are generally terrible at it. Instead of making users remember
and type this sort of data, a HCI design application should always give them a list of
valid possibilities and let them choose from it. Not only will the user’s anxiety level
drop, but also the developer is spared having to handle all the error conditions that
arise when users guess wrong.

� Direct Manipulation
Good user interfaces allow their users to feel as if they are direct controlling the

world inside the computer. Instead of abstracting out their work to a set of command
words, they interact with them directly through the graphical interfaces.

Direct manipulation allows people to feel that they are directly controlling the ob-
jects represented by the computer. According to the principle of direct manipulation,
an object on the screen remains visible while a user performs physical actions on the
object. When the user performs operations on the object, the impact of those opera-
tions on the object is immediately visible. For example, a user can move a file by
dragging an icon that represents it from one location to another or can position a cur-
sor in a text field by directly clicking the location where the cursor should be placed.

� Metaphors from the Real World
The user interface model should be analogous to some real-world model which the

user understands. The best-known metaphor is the desktop metaphor (Nutt and Ellis,
1980) where the user’s screen represents a desktop. Similarly, a movie player applica-
tion look likes a VCR. Other metaphors in common use include the various brushes
and tools in paint programs, “inbox” for mail application, and even the all purpose
trash can.

You can take advantage of people's knowledge of the world around them by using
metaphors to convey concepts and features of your application. Use metaphors in-
volving concrete, familiar ideas and make the metaphors plain, so that users have a set
of expectations to apply to computer environments. For example, people often use file
folders to store paper documents in their offices. Therefore, it makes sense for people
store computer documents in computer-generated folders that look like file folders.
People can organize their hard disks in a way that's analogous to the way they organize
their file cabinets.

�  WYSIWYG (What You See Is What You Get)
Don't hide features in your application by using abstract commands. People should

be able to see what they need when they need it. For example, menus present lists of
commands so that people can see their choices instead of having to remember and type
command names.
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People should be able to find all the available features in your application. If you
find a need to initially "hide" features, do it in a way that gives people information
about where they can find more choices. A stepped interface, by revealing relevant
information to users in steps, shows the choice most users want most of the time while
providing a way for the user to get more choices.

Make sure that there is no significant difference between what the user sees on the
screen and what the user receives after printing. Let the user be in charge of both the
content and the format (spatial layout as well as font choices) of the document. When
the user makes changes to the document, quickly and directly display the results. The
user shouldn’t have to wait for a printout or make mental calculations of how the
document shown on the screen will look when it appears on the printed page.

Unfortunately, on Web application development, it is not easy to achieve due to the
underlying environment – Web Browser. An alternative solution on printing is to pro-
vide an “user friendly” print version of the information.

� Feedback and Dialog
Good programs never keep the user guessing,  They react immediately when you

perform an action, such as clicking a button. If something is going to take a long time,
the computer keeps your informed about not only what it’s doing, but how long it’s
expected to take. The users will greatly appreciate knowing how much longer a given
operation will take before they can enjoy the fruits of their patience. As a general rule,
most users like to have a message dialog box with a progress indicator displayed when
operations are going to take longer than seven to ten seconds. This number is highly
variable based on the type of user and overall characteristics of the application.

� Forgiveness
You can encourage people to explore your application by building in forgiveness.

Forgiveness means that actions on the computer are generally reversible. People need
to feel that they can try things without damaging the system; create safety nets for
people so that they feel comfortable learning and using your product.

Warn people before they initiate a task that will cause irretrievable data loss. Alert
boxes are good ways to warn users of this kind of situation. Note, however, that when
options are presented clearly and feedback is appropriate and timely, learning how to
use a program should be relatively error-free. This means that frequent alert boxes are
good indications that something is wrong with the program design.

� User Control
Allow the user, not the computer, to initiate and control actions. People learn best

when they're actively engaged. Too often, however, the computer acts and the user
merely reacts within a limited set of options. In other instances, the computer "takes
care" of the user, offering only those alternatives that are judged "good" for the user or
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that "protect" the user from having to make detailed decisions. This approach mistak-
enly puts the computer, not the user, in control.

The key is to create a balance between providing users with the capabilities they
need to get their work done and prevent them from destroying data. For situations in
which a user may destroy data accidentally, you can help the user by providing warn-
ings, usually in the form of an alert box, to notify users of a potentially undesirable
situation and still allow them to proceed, if they confirm that this is what they want.
This approach "protects" users but allows them to remain in control.

4   Conclusion

In this paper, we have shown how a web-based workflow system can assist e-learning
by providing more flexibility in scheduling study time and allocation of study modules
at the student’s leisure. The instructor can also tailor make appropriate coursework to
the students depending on the student’s learning capability. The workflow e-learning
approach can provide a student centre learning environment for e-learning. We have
described the development process of Workflow based e-learning (WFEL), and apply
HCI Concept on the prototype development. To demonstrate the practice experience
for the application development on Workflow based e-Learning solution, we outline
the HCI principles and guidelines on software development, and the importance of the
users involvement in software development cycle. A major objective is to guide a
software developer who understands the basis of user interface development to design
and implement better user interfaces more effectively. Designing a better user inter-
face means achieving higher usability and user satisfaction on the software product.

Through the development of WFEL, we demonstrate the practical experience to
developer on HCI software design. We describe the basic ideal of HCI principles,
keep the thing real and important with user involvement.

The prototype of WFEL focuses on the student activities. The final product will place
more effort on lecturer side. To enhance the interaction between the students and the
lecturers, we provide tools to support individual learning tasks rather than the learning
process. We also need to integrate technologies that support various aspects of the
study process, for example, an interface to email system to alter the activities to the
users.

In the future, the WFEL can be enhanced by adding a real world metaphor as the
user interface model.  The best-known metaphor is the desktop metaphor where the
user’s screen represents a desktop, for example, a bookshelf design on enrollment, or
VCR like interface when playing the video material.
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Appendix HCI Principles in WFEL

Fig. 4. Consistency : Applied frame across WFEL
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Fig. 5. Aesthetic integrity: Keep it simply for concentration

Fig. 6. Point-and-click, not remember-and-type
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Fig. 7.  Direct manipulation: Use Frame design on WFEL

Fig. 8. Feedback and dialog: message feedback
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Fig. 9. WYSIWYG: Ensure the printing is as same as display

Fig. 10. Forgiveness: Confirmation on Enrollment
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Fig. 11. Metaphors: Video metaphor screen in WFEL system

Fig. 12. Stability: Display unavailable items for stability in WFEL
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Abstract. Students in civil engineering and mechanical engineering fields may
find the concepts of fluid mechanics abstract and have difficulty in grasping the
real phenomena. Innovative learning methodologies are necessary to help
arouse their interest. Yet, many web-based learning sites have common
weaknesses including information being laid out basically in a textbook format
and the lack of interaction. This paper delineates the development and
implementation of a web-based interactive teaching package for diagnostic
assessment on learning of fluid mechanics with an expert system approach, by
employing the latest knowledge-based system technology and web production
software. For each scenario of prompted answer from the learner, diagnostic
assessment is performed by the system to determine the most probable shortfall
or misconception of the specific learner on that particular topic. The package
provides an opportunity of stimulating pedagogical environment to take care of
engineering students in self-directed learning through interaction, application,
and reflection.

1 Introduction

Fluid mechanics is a subject involving the fundamental principles of physical science
and applied mathematics. By the nature of this subject, students in civil engineering
and mechanical engineering fields may find the concepts abstract and have difficulty
in fully grasping the real phenomena. Some innovative teaching and learning
methodologies are necessary to help arouse their interest. This is in line with the
prevalent goals of most universities for teaching and learning quality enhancement
through the application of the latest technology.

As a result of advancements in the fields of computer and education technology,
web-based learning (WBL) has been becoming a general trend in conventional higher
educational settings [1-2]. The Internet has the potential for effecting fundamental
changes in the design of pedagogical processes and the instructional system. The
trend to couple the Internet in teaching and learning has been gaining momentum
rapidly and learning availability over the Internet is increasingly expanding. An entire
new industry of WBL has emerged to compete with these conventional instructional
institutions [3-4]. In order to cope with this, most educational institutions at least
attempt to conduct some forms of web-based instruction. It appears that new
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technology will build a new paradigm on education, with self-directed learning as a
foundation strategy.

A retrospective review on the existing educational systems and the population of
students under these systems demonstrates that quite a wide variety and deviation
exist amongst different students. It seems to be a trend that the demand for higher
education at different age groups, in particular adult age group, is escalating. It
corresponds to the generally increasing expectation exerted by the society on better
educational quality for the ultimate enhancement of productivity. Hence if the
working adults desire to earn more money for improving their own living conditions,
they have to upgrade themselves via various channels. Yet time constraints and places
where they were residing usually impeded them [5]. Moreover, the traditional
learning and training system is sometimes considered not effective enough since it
offers little facility in tracking the progress of the student or keeping courseware up to
date. It is suggested that simply to present materials to the students is not enough. It is
extremely imperative to keep the records of the students to date and to monitor and
record their progresses simultaneously. Monitoring should be undertaken on whether
or not they have accessed the requisite information and whether or not they need to be
chased at times [6]. Nowadays, novice technology has been invented, which is able to
perform this student tracking activity in a convenient manner. WBL is rendering it
possible for all the educators to deliver far more sophisticated and useful instructional
programs.

Besides, recent advancements in artificial intelligence technology have rendered it
possible for computer programs, by encoding knowledge and reasoning, to simulate
human expertise in narrowly defined domains during the problem-solving process. A
knowledge-based system (KBS), as a form of artificial intelligence technology, is
capable to incorporate systematically the heuristic knowledge and expertise. By
knowledge processing facilities, individual expert’s knowledge could be stored under
rule frame on a permanent basis so long as such rules are valid and update of such
knowledge base whenever necessary is accomplishable over passage of time. The
progress and development of KBS suggests that “machine expert” can play a vital role
in decision making. It has been proven to be appropriate in furnishing solutions to
domain problems that require considerable rules of thumb, judgment or expertise, in
particular under the following types of classification, namely, education, diagnosis,
interpretation, planning, and design. KBS has made widespread applications in a
variety of domain problems and is proven to be capable of attaining a standard of
performance comparable to that of a human expert [7-18]. Towards this direction, the
present study indicates the necessity to go for extensive knowledge base on teaching
and learning of fluid mechanics.

In this paper, the development and implementation of a prototype web-based
interactive teaching package for diagnostic assessment on learning of fluid mechanics
with a KBS approach, by employing the latest KBS technology and web production
software, is delineated. Several up-to-date expert system shell and web production
software including Visual Rule Studio, Dreamweaver, Java, JavaScript, Flash,
PhotoShop and PhotoImpact, are employed. By using custom-built interactive
graphical user interfaces, it is able to assist learners to acquire the much-needed
knowledge in this domain area.
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2 Web-Based Learning

In the present day, the society has entered into the information age, in which people
strongly desire to obtain the information as soon as possible. The current technology
is at such a stage that information released in the Internet is no longer restricted to text
and graphics as usually presented in the traditional textbooks. The embedded material
could be in a diversity of forms such as sound, animation, application, video, 3-D
modeling or picture. An expanding multimedia communication system offers the
advantage of furnishing diversified and enhanced delivery mechanisms of quality
education. The student now has a potentially impressive myriad of study alternatives.
This evolution into diverse learning opportunities has been prompted by the
realization of a knowledge-based economy and associated technologies. The currently
popular World Wide Web is characterized by the high speed in downloading, user-
friendly graphic interface browsers and open standard, and portability between
different operating systems and platforms.

It is generally acknowledged that effective instruction with technology must be
driven by sound pedagogical principles, involve critical thinking, and provide a real
community to students. Advocates of the use of new instructional technologies have
asserted that these criteria can be, and have been, generally realized in an online
environment. With the increasing quality and availability of technology, online
learning has become rapid, effective, flexible, and convenient. In addition, technology
has furnished the immediacy and range of interaction comparable with face-to-face
learning. The proponent may confidently describe WBL as a viable alternative to
conventional teaching at tertiary education sector. The flexibility and open
infrastructure of Internet have been demonstrated to be able to act as a medium for
developing learning application. For those individuals who would not have the chance
or afford to further their education in a normal manner, WBL is able to furnish a cost-
effective and flexible way and alternative opportunity of path to acquire lifelong
education. It is apparent that the groups best served by WBL are individuals who have
special demands, have family responsibilities, and work and reside in remote areas.
WBL has a distant advantage that may render commute distance and time constraints
of little or no consequence to students.

It should be aware that higher education is often shaped by debate among student,
academics, politicians, and industrialists. In recent years, tight financial restrictions
have forced educational institutions to become more efficient, demanding them to
improve in areas including instructional quality, mode of study, access, and costs.
Distance learning programs are evolving to satisfy, and to create new market demand.
This expanded market renders it possible for educators to better serve working adults
and those geographically and physically isolated from the campus. There exists strong
demand for higher education to become more accessible, convenient, flexible, and
effective for these individuals.

Besides, WBL furnishes the opportunity for interaction from the students, thus
permitting them to acquire quality learning experiences to suit their specific demands
or capabilities. WBL permits a student to enter and leave different course sections
conveniently. They can freely and directly gain access to various parts of the course
contents, and if they envisage any queries at any stage, they can point straight back
into the relevant sections or into the references and back again. As such, it furnishes a
dynamic and active learning environment and provides an opportunity of stimulating
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pedagogical environment to take care of engineering students in self-directed learning
through interaction, application and reflection. Not only do they allow people work at
their own pace from different locations and allow organizations to add their specific
knowledge to tailor make the teaching materials, WBL has also been used in some
organizations so as to raise the effectiveness of their education and training operations
for the ultimate goal in enhancing the productivity.

3 Impact on Teaching and Learning

Concerns with the on-line program design are mostly pertinent to the relative novelty
of the WBL environment. Queries have been put forward regarding the pedagogical
quality that technology furnishes. Some educators may be concerned that WBL is
neither personal nor interactive and is consequently less effective than face-to-face
instruction. A serious criticism of WBL is that it fails to create an effective learning
environment due often to poor design. The common weakness of many online
learning sites is their misapprehension that information is equal to learning and
material is laid out basically on the site in a regular textbook format. In such cases,
learners are merely passively involved in electronic page turning when reading and
sorting through material.

It should be emphasized that there exist different levels of WBL depending upon
the degree of interaction offered. The lowest level of WBL includes a more objectivist
philosophical orientation where instructional contexts are previously organized and
simply displayed to the learner. The highest level of WBL comprises a more
constructivist view where learners are encouraged to reorganize, manipulate and
personally synthesize course materials. As such, the design of the learning experience
under an active and dynamic environment is the cornerstone of quality WBL. The
ideal WBL program would be user-friendly, interactive, satisfying, engaging, and
responsive to learners’ experiences. Besides, it would employ multimedia effectively,
accommodate action, exploration, and reflection. The mere use of the World Wide
Web does not automatically lead to efficacious quality instruction.

As a result of the necessity for active participation of learners in WBL, which is
inconsistent with the more conventional passive learning role, it may require a shift in
teaching paradigm. Instructors may need to adopt a more learner-centered approach to
their teaching, with a role shift from authoritative teacher to facilitator. It is
imperative to design WBL with learners in mind, with emphasis placed on
collaboration and active learning. Under this constructivist approach, there is a shift
away from didactic instruction towards discovery-based learning. A fuller set of
contexts has to be available, which becomes part of the learning environment. They
should cater for learners of wide-ranging perspectives and hence must be adaptable as
the learner endeavors to create meaning from contexts. The opportunity for
interaction results directly from the active role of the learner. Interactions are
significant in that they render participation in the cycle of instruction, training,
performance assessment, and improvement processes. They enable learners to tailor
learning experiences to meet their specific capabilities or demands. Interactions allow
clarification and the transfer of new ideas to existing conceptual frameworks.
Moreover, they stimulate intrinsic motivation for learners by highlighting the
significance of any novel information. In order to implement WBL efficaciously, new
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and responsive learning models, which would maximize technology for
accomplishment of the teaching and learning transaction, are necessary to address the
concerns of the learner and the challenges presented by the technology.

Technologies may furnish wealthy and flexible media for representing what
students know and what they are learning. Yet they should function as intellectual
tool kits that assist learners in establishing meaningful personal interpretations and
representations of their environment. The objective thus becomes selecting the most
effective tools to facilitate learning. In a technological society, academics should take
a proactive role in the development and use of technology in the teaching process.
New learning package should be developed by academics with technical support from
computer programmers, which is founded on learner demands for quality content,
delivery, and service that lead to desired learning outcomes.

4 Development Environment

It is not easy to compile an ideal web page if one is just using single web design
software to create a web site. As such, in this case, several professional software
programs, including Visual Rule Studio, Dreamweaver, Java, JavaScript, Flash,
PhotoShop and PhotoImpact, are employed.

4.1 KBS Shell

In order to facilitate development of the knowledge base on fluid mechanics, KBS
shell containing specific representation methods and inference mechanisms is
employed. This system has been developed and implemented using a microcomputer-
based KBS shell Visual Rule Studio [19], which is a hybrid application development
tool under object-oriented programming design environment. This shell acts as an
ActiveX Designer under the Microsoft Visual Basic 6.0 programming environment.
Both production rules and procedural methods are employed to represent standard and
heuristic knowledge on fluid mechanics. Rules are isolated as component objects,
which are separated from both objects and application logic. As such, it produces
objects that can interact with most modern development software. Rule development
becomes a natural part of the component architecture development process. In
addition, Visual Rule Studio is compatible with Active Server Pages and Microsoft
Internet Information Server. In other words, the ruleset components can be deployed
as part of a web server based application so that, with a web browser and Intranet or
Internet access, it may virtually reach any users.

4.2 Web Production Tools

The main content, structure, frame, and most of the functions of the web pages are
built by using the software Dreamweaver [20]. Some embedded programs, which are
called applets, can be interactive taking user input, responding to it, and presenting
ever-changing content. They are written in Java [21], which is a programming
language that is well suited to designing software that works in conjunction with the
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Internet. Besides, JavaScript [22] is employed to add some interactions to HyperText
Markup Language (HTML), to allow for user interaction and feedback multimedia
and animation, and to link HTML to other technologies such as Java and ActiveX.
Flash [23] is used to produce the animation containing multiple scenes. It can create
flash animations and interactive activities including vector graphics, interactive
movies, buttons with actions, etc. It shows some interactive graphics, which make the
web page more active and alive. PhotoShop [24], which is a pixel based image editing
program, is employed to edit all the pictures and graphics in the web page of the
package. PhotoImpact is used to perform some special effects in the pictures.

Fig. 1. Screen displaying the interactive “What-if” analysis on hydrology

5 Interactive Learning Package

In this study, a web-based interactive teaching package for diagnostic assessment on
learning of fluid mechanics with an expert system approach is developed and
implemented, by employing the latest KBS technology and web production software.
In addition to the usual WBL techniques, including animation, friendly user interface,
graphic presentation of teaching contexts, etc., the innovative idea in this project is
the integration of KBS into the learning package so as to effect the desired interaction
between the system and the learner.
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Fig. 2. Screen displaying instructional knowledge on open channel flow

The emphasis of the project is on the diagnostic assessment of learning
performance and on the ensuing learning directive designed by the intelligent system,
which depends on the response of the learner and the assessment outcome.
Assessment exercises are carefully designed for each selected topic in fluid
mechanics, covering all possible answers from the learner in mind. The covered
topics include fluid at rest, types of flow, impact force, similitude, pipe flow, open
channel flow, hydrology, hydrodynamics, coastal hydraulics, unsteady flow, and wind
loading on structures, which are undertaken by different supervisors on the basis of
their specialties. For each scenario of prompted answer from the learner, diagnostic
assessment is performed by the system to determine the most probable shortfall or
misconception of the specific learner on that particular topic. This heuristic
knowledge can be represented by knowledge rules under the KBS approach.

So far the topics on hydrology, open channel flow, and fluid motion are included.
Figure 1 shows the screen displaying the interactive “What-if” analysis on hydrology.
Figure 2 shows the screen displaying instructional knowledge on open channel flow.
Figure 3 shows the screen showing diagnostic assessment on the design of open
channel. Figure 4 shows the screen displaying instructional knowledge on fluid
motion. Upon the completion, the whole package will be tested rigorously through
trial runs, evaluated and used by the engineering undergraduate students, who are the
ultimate customers. Since it will be disseminated on the Internet, it may also be
accessible by all engineering students in other local tertiary institutions, or even
worldwide.
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Fig. 3. Screen showing diagnostic assessment on the design of open channel

Fig. 4. Screen displaying instructional knowledge on fluid motion
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6 Conclusions

This paper delineates the development and implementation of a prototype web-based
interactive teaching package for diagnostic assessment on learning of fluid mechanics
with an expert system approach, by employing the latest knowledge-based system
technology and web production software. It is shown, from the preliminary results,
that the application of the latest software, including Visual Rule Studio,
Dreamweaver, Java, JavaScript, Flash, PhotoShop and PhotoImpact, are viable for
this domain problem. It is demonstrated that various theories on hydrology, open
channel flow, fluid motion, can be performed using this package through an active
and dynamic learning environment. The flexibility and open infrastructure of Internet
have been shown to be able to act as a media for developing learning application. The
engineering students can gain deeper insight on this abstract subject through the
interaction furnished in this package. It offers the possibility of providing a
stimulating learning environment to engage learners in meaningful learning through
reflection, application, and interaction.
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Abstract. As a kind of Smart Space, real-time interactive virtual classroom is
an important type of remote learning. However, available systems nowadays are
not adaptable large-scale user access and cannot accommodate heterogeneous
computing devices and different networks access either. Furthermore, these
systems are almost desktop-based. The Smart Classroom Project based on per-
vasive computing mode whose focus is on supporting software infra-structure,
context-aware computing, implicit human-computer interaction, interconnection
of computing device, etc. tackles the difficulties through these technologies: A
hybrid application-layer Multicast protocol, a dedicated software called
SameView, an augmented classroom called Smart Classroom, many kinds of
learning patterns’ computing technology, interconnection learning via wireless
and wired communication protocol technology. So the teacher can instruct the
remote students just like face-to-face teaching in a conventional classroom.  All
these developed technologies has been successfully integrated and demonstrated
in a prototype system. The efficiency of our researches has been tested by the
demo.

1   Introduction

The advances of personal computers and the Internet have laid the groundwork for the
revolution and the rapidly emerging era of intelligent, networked devices. This world
of connected devices offers new levels of customer service and computing capability.
Many new technologies introduce support for embedded mobile or fixed IP communi-
cations in the network, which will increase device-site capacity. Its embedded nature
also means that devices can be “always on the network”, but only pay for services
when sending or receiving data. These changes are beginning to allow subscribers
access to the “invisible device applications”. The migration paths from foolish-device
and smart-device to networking-device are clearly mapped out in many cases. How-
ever, as respective countries roll out their broadband networks and services, it will be
unlikely that the devices will offer the initial coverage that their existing smart-device
provide. Therefore, no matter what you do and no matter what you call it – pervasive
/ubiquitous computing, e-business, e-learning, or e-services, we are entering
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a new age of computing, namely, the era of pervasive computing era, which is studied
only recently computing mode.

As we know, desktop and laptop have been the center of human-computer interac-
tion since the late of last century. In this mode, people often feel that the cumbersome
lifeless box is only approachable through complex jargon that has nothing to do with
the tasks for which they actually use computers. Too much of their attention is dis-
tracted from the real job to the box. Deeper contemplation on valuable matured tech-
nologies tells us: the most profound technologies are those that disappear, which
means they weave themselves into the fabric of everyday life until they are indistin-
guishable from it. We use them everyday, everywhere even without notice of them
[Weiser 1991]. This inspiring view of prospect has been accepted and spread so fast
and widely that in a short time of a few years, many ambitious projects have been
proposed and carried on to welcome the advent of pervasive computing. There are a
bunch of branch research fields under the banner of it, such as Mobile Computing,
Wearable Computing, Nomadic Computing and also Intelligent Space, etc. The focus
of this paper, Smart Classroom, belongs to the field of Intelligent Space.

It is obvious that the need for wider access to education, support for life long
learning, and more part-time and remote real-time interactive learning (RRTIL). The
Web/Internet provides relatively easy ways to publish hyper-linked multimedia con-
tent, and reach a wide audience. Yet, we find that most of the courseware are simply
shifted from textbook to HTML files. Audience read from the book in the past and
now read from the screen. However, in most cases the teacher’s live instructing is very
important for catching the attention and interest of the students. That’s why Real-time
Interactive Smart Space (RTISS), such as Virtual Classroom (VC), plays an important
role of consequence in Distance Learning, where teachers and students located in
different places take part in the class synchronously through certain multimedia com-
munication system and can have real-time and media-rich interactions. However, to
provide this type of Distance Learning in large scale still remains some barriers [Shi
2002]: It is not enough that adequate technologies to cope with large-scale access and
adequate technologies to accommodate students with different network and device
conditions in one session, such as wireless communication, mobile computing, no-
madic computing, etc.

As a test bed and a prototype of pervasive computing mode, the Smart Space
Project [“863” Plan of China] at our institute is a long-term project aiming at provid-
ing adequate technologies to overcome the above-mentioned difficulties in current
practice of RRTIL and building an integrated system for the next generation real-time
interactive distance learning in China. Currently we have made progresses in the fol-
lowing aspects: A software infrastructure based on pervasive computing mode, a dedi-
cated software interface for RTISS called SameView and a prototype system have
been developed.

The rest of the paper will be organized as following: First, discuss the focus
problems of Pervasive Computing Mode. Then suggest the main scenario of smart
space, later introduce a prototype system of our Smart Space Project – Smart Class-
room. Finally give a conclusion.
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2   The Focus of Pervasive Computing Mode

In researches of smart/intelligent space/environment, there are several relevant and
challenging problems which is the focus problems of pervasive computing mode need
to be solved, such as the Pervasive Computing software infrastructure, Context-aware
Computing, Implicit Human-Computer Interaction, the inter-connection of computing
devices on many different scales based on different layers’ network protocol, the han-
dling of various mobility problems caused by user’s movement, application substrates,
user interfaces issues etc. Although many projects have been conducted in the name of
smart/intelligent space/environment, they have different emphases. Some focus on the
integration of different sensing modalities, some aim at the adaptability of
smart/intelligent space/environment to user’s preference [Shi 2002], we developed
special interest in exploring the impact of pervasive/ubiquitous computing to educa-
tion. This leads to the prototype project of Smart Classroom.

2.1   The Supporting Software Infrastructure

In our point of view, there are several main different point of the supporting software
infrastructure between the pervasive computing mode and traditional mode: It must
manage the virtual space of computing network and physical space around the field at
the same time. It must supply all kinds of functions and services, which are based on
the space of daily life but not based on a special environment, the composing and
structure of the software infrastructure are often changing. It must deal with the diver-
sification of device, especially, including many mobile devices and wireless devices,
that is to say, It must be adaptive to its object. It must be extendable, open and loose.
etc.

As our opinion, the function and service of supporting software infrastructure
should include as following:

(1)  Spontaneous discovery method of resource and services. When a new device
is brought into a space or new module us used in the old device, the infrastructure can
know how to spontaneous discovery them and what is wanted to be interactive.

(2) Adaptive interactive mechanism. Because the resources of device are not same
in a system, they may be embedded device, wearable computing device, basic compo-
nents, etc. their computing capability, memory capability, interactive mode are too
different. When the device is mobile or nomadic in the different environment, the
interconnection problem is existed.  the infrastructure can transform or translate the
contents.

(3) Coordination mechanism among modules. As a distributed mode, the infra-
structure can coordinate the relationship of association, communication, collaboration
of modules, so Coordination mechanism among modules is more important to the
whole function and services.

(4) Toleration mechanism when the resource is not enough. Because of the com-
plexity, such as the scenario of movement in the different space between wireless
communication device and fixed communication device, the scenario of spontaneous
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cooperation among different modules, the error rate or loss rate is high, but the fault is
temporary, the infrastructure can tolerate these cases and not stop, quit, or break down.

(5) Privacy and security ensuring mechanism when spontaneous cooperation. the
infrastructure can not let the important information be modified, obtained by hostility,
known by no authorization.

2.2  Context-Aware Computing

Although context information has been used in PC’s computing mode, the content of it
is fixed and set by manual and in  pervasive computing, the content is changed with
the task or event. Owing to the field/local of work environment, the complexity of its
background is obvious, the dynamic change of context stands out. During the interac-
tion, the importance of context is that : The same input, different context may be dif-
ferent annotation. The efficiency of interaction can be improved, so it distracts the
user’s attention within the less limit, which is the one of targets of pervasive comput-
ing. The physical interface under the pervasive computing mode is not private but
shared by many users. In order to realize the individuation of interface and service, the
context information is necessary.

The requirement to context-aware runs through each layer from lower hardware
to upper application & interaction. As our opinion, the main technology of context-
aware computing should include as following:

(1) Obtaining of context information. Context information is in different layer,
both lower and upper, some can be obtained from the sensors directly, such as tem-
perature, face character, some may be reasoned indirectly, such as normal state, ab-
normal state.

(2) Modeling of context information. In order to exchange the context information
among different modules, system, environment, the model of context must be set up,
including the expression method of context information, reasoning of uncertainty. The
expression method must  be common, which can permit the same context information
be understood by different process module or agent. Owing to the noise and uncer-
tainty of sensing data, the probability and statistic character of context information, the
reasoning capability should be used frequently.

(3) Management of context information. How to query and store the context-
aware information, how to schedule  the context information, come a conclusion and
supply the service actively, the management capability of computing platform is very
important.

2.3   Implicit Human-Computer Interaction

Implicit human-computer interaction is distributed and attentive / proactive in fact.
The former is that interactive interface of computing device is distributed in the 3D
space, not in the front of a certain computer. The latter is that in this computing envi-
ronment, the computer is not waiting for the controlling command passively, but sup-
plying the individuation service passively in time according to what has been detected
and recognized about the state of physical, emotion and cognition of the user and
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context-aware information. This is to say, the function and service of it should include
as following:

(1) Detection and recognition of user’s physical state. User’s physical state in-
cludes user’s biological character identification, position, gesture, vision angle, etc.

(2) Detection and comprehension of events. By the sensing data and context-
aware information, the action of the user and  the relative event are detected and rec-
ognized ,so the intention of the user is comprehended.

(3) Detection and comprehension of user’s emotion. By the sensing data of audio,
voice, etc, the emotion of the user is comprehended.

(4) Fusion of multi-modal data.  Multiple sensors has been used, the sensing
channel is multiple level, so the data is multi-modal, only by fusion, human-computer
interaction may be done. This is the key technology.

(5) Learning of user’s action rule. In order to supply individuation service, each
user’s custom and taste may be known by learning from the interactive data and rec-
ollection of user’s calendar.

2.4  The Interconnection of Computing Device

The data exchange/switching is needed between different computing devices by dif-
ferent network, such as wireless infrastructure-based communication, multi-hop ad-
hoc networks, dynamic topology without any infrastructure-based communication,
Internet-based networks. Different computing devices are interconnected using IEEE
802.11x and Bluetooth technology, mobile devices may use GSM communication
technology, also use GPRS, UMTS, DECT, etc. instead. Especially, although suitable
routing protocols enable communication in multi-top ad-hoc networks, such as DSR,
TORA, AODV, communication paths between sender and receiver can break when
the network is topology is partitioned due to the movements of the nodes. Large-scale
interactive applications have demanding requirements on underlying transport proto-
cols for efficient dissemination of real-time multimedia data over heterogeneous net-
works [Kuo 1998]. Existing reliable multicast protocols failed to meet these require-
ments due to following reasons: (a) most protocols presume the existence of multicast
fully-enabled network infrastructure, which is usually not the case for current Internet;
(b) protocols that support multiple concurrent data sources only have limited scalabil-
ity; (c) few of them have implemented end-to-end TCP-friendly congestion control
policy.

Consider the following situation in a scenario which supports pervasive comput-
ing: In order to conserve energy, laptop A in the ad-hoc network initially communi-
cates with laptop B using Bluetooth via the PDA. If B becomes unreachable, for ex-
ample, when A moves out of the coverage of the Bluetooth network or when the PDA
is switched off, communication is no longer possible. A’s TCP connections will time
out, even if B is still reachable using the IEEE 802.11x link. The reason is that a TCP
connection is uniquely identified by a quadruple (IP address A, port A, IP address B,
port B) and switching to another network interface results in a new source IP address
related with this interface. However, it is also harmful to change the bindings of IP
addressed to a networking device due to three reasons:
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(1) The mobile node becomes unreachable as the new address bound to the net-
work interface might be topologically incorrect.

(2) The process of binding, unbinding, and the internal routing table is not very
efficient.

(3) Caching of ARP information is not possible as the matching between IP ad-
dress and MAC address changes after the modification.

So a seamless and transparent switching mechanism between different network-
ing interfaces is needed. Several service location protocols have been developed in the
last few years. Among the most famous are Jini, UPnP, Bluetooth SDP, Salutation and
SLP. Most service location protocols may be used in ad-hoc networks for pervasive
computing mode. Some protocols, such as Jini, UPnP, even provide service access in
addition to service discovery, in case of Jini even without the need of pre-configured
drivers for a service. For ad-hoc network it is also important that a central service
manager is not required because in a dynamic environment a centralized entity is al-
ways a single point of failure. So service location protocols that implement distributed
service managers or enabling direct discovery of services at a particular device should
be preferred in ad-hoc networks.

Seamless switching between different networks for different computing devices
is a basic feature for improving the quality of a perceived service under the pervasive
computing mode. However, the heterogeneity also implies that the services are also
distributed over the accessible ad-hoc networks. Due to device mobility, the services
need to be regularly discovered and their availability is not ensured as mobile devices
can be frequently switched off and on by their users. For example, In the scenario
described above, the laptop A has a connection to the Internet, using a gateway from
ISP2.This gateway can be reached by means of IP routing via laptop B. If B is
switched off A’s connection to the internet terminates. In this case, the service loca-
tion protocol running on A has to discover an alternative proxy providing Internet
access service in the heterogeneous ad-hoc network. In this case a proxy form ISP will
be used which can be reached via the other route. Afterwards, the network settings of
a need to be reconfigured and the application must be restarted as the source address
might have changed.

3   The Scenario of Smart Space on Pervasive Computing Mode

Fig. 1 depicts an example of the main scenario of Smart Space based on pervasive
computing mode, such as Smart Remote Classroom, which is integrated into an over-
all scenario to enable a revolutionary real-time interactive distance learning practice.
In this scenario, we have shown the communication mode by wireless network and
INTERNET NETWORK. A reporter, such as teacher gives a report/class with natural
ways in this Smart Space where could also exist local audiences/students, while the
remote audiences/students connected by Internet access the report/class with
SameView clients. The remote audiences/students can see the presented report/class
materials, the annotations made during the report/lecture, the live audio/video in the
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Smart Space and also can take the initiative to interact with the reporter/teacher, just
like attending the space/classroom locally. Furthermore, the process of the re-
port/lecture will be recorded as a multimedia courseware for playback after re-
port/class. In addition, If several audiences/students have mobile computing devices,
who can join in the report/class by wireless network, they may learn freely or discuss
with other audiences/students or ask the reporter/teacher for questions, and so on.

Fig. 1. The  main scenario of Smart Space

In the smart environment of pervasive/ubiquitous computing, because of many
interconnected computing devices and wide area network environment, collaborations
of multi-user and multi-device can be the most important. And the support for collabo-
ration is becoming a requisite of a smart space. The collaborative work support of a
Smart Space can be categorized into two classes. One is the collaboration of multiple
attendants within the Smart Space holding various computing devices, such as   pen-
based devices, hand-held devices and wearable computer etc. The other is the collabo-
ration of remote participants and local attendants. The demand for collaboration sup-
port is so obvious that many commonly observed tasks in a space, need the collabora-
tion of multiple objects.

So the Smart Space is essentially a distributed parallel computing environment, in
which many distributed software/hardware modules collaborate to accomplish specific
jobs. Software infrastructure is the enabling technology to provide facilities for soft-
ware components’ collaboration. There are some candidate solutions to software infra-
structure, such as Distributed Component-Oriented Model, like EJB, CORBA,
DCOM, etc, and Multi-Agent Systems (MAS). In the context of Intelligent Environ-
ment, Multi-Agent System is more competent than Distributed Component-Oriented
Model due to the following reasons: higher encapsulation level, faster evolution from
design to implementation, easier development and debugging, and most importantly,
more accordant to the need of dynamic reconfiguration and loose-coupling. The net-
work of distributed software modules is conceptualized as a dynamic community of
agents, where multiple agents, such as Facilitator agent, Facial-voice identification
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agent, motion-tracking agent, speech recognition agent, Virtual Mouse agent, etc.
contribute services to the community.

4   A Prototype System of Our Smart Space Project

Smart Classroom, as a prototype system of our smart space project, is inspired by the
research of pervasive computing mode. Smart Spaces are work environments with
embedded computers, information appliances, and multi-modal sensors allowing peo-
ple to perform tasks efficiently by offering unprecedented levels of access to informa-
tion and assistance from computers [Smart Space]. Smart Classroom is just such a
Smart Space deployed in a classroom [Xie 2001]. We augment an ordinary classroom
with wall-sized displays, sensors, cameras and the associated computation and per-
ception modules so as to allow the teacher in it access the SameView system transpar-
ently, rather than appeal to a desktop computer. By Smart Classroom, we actually
extend the user interface of the SameView for teacher from a desktop computer into
the 3-D space of the classroom.

The room setting is illustrated in reference [Xie 2001]. The teaching area of the
classroom are augmented with two facilities: Mediaboard and Studentboard. Me-
diaboard is a physical embodiment of the shared mediaboard of the SameView soft-
ware in the teacher’s side, which is essentially a large touch-sensitive screen. Teachers
can display prepared slides in this board and make or wipe scribbles on the slides with
provided pens and erasers.  Studentboard is a window to remote students, on which the
image of remote students with presenter roles will be displayed and the video and
audio of the remote student who has floor will be played here too. The student area of
the classroom is just the same as any ordinary classroom, which can be occupied by
local students. Around the classroom, there are near a half-dozen cameras, each with
different usage. For example, some are used to recognize the action of the teacher and
some are used to broadcast the live video of the classroom to the remote students. In
addition, the teacher wears a wireless microphone to capture his speech. In Smart
Classroom, the teacher no longer need to remain stationary in front of a desktop com-
puter and to complete most of common tasks happened in a class, the teacher do not
need to use keyboard and mouse. The natural teaching experience includes that Pen-
based UI, Laser Pointer Tracking, Virtual Assistant, Biometric Character Based Login
Process, Smart Cameraman and so on [Shi 2002].

4.1   The Software Infrastructure for Remote Real-Time Interactive Learning

The Smart Classrooms, just like many other similar smart space/Intelligent Environ-
ment setups, will assemble a good number of hardware and software modules such as
projectors, cameras, sensors, face recognition module, speech recognition module and
eye-gaze recognition module. It is unimaginable to install all these components in one
computer due to the limited computation power and terrible maintenance require-
ments. Thus, a distributed computing structure is required to implement an Intelligent
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Environment. We have currently completed a demo of the Smart Classroom (as Fig.
2). In order to an agent to communicate with each other, it should have a reference to
the other peer. In order to make the system more loosely coupled and flexible, the
reference binding should be created by some high-level mechanism. A usual imple-
mentation is binding by capability. That is to say, on startup, each agent should regis-
ter its capabilities to some central registry, and when an agent needs some service, it
could ask for it by describe the needed capabilities. However, the true challenge here
is how to set up a framework for the description of the capabilities, which could en-
able a new agents to find out the exact semantic meaning of the capabilities advertised
by other agents.

Fig. 2. A kind of software infrastructure for remote real-time interactive learning

The prototype/Demo system is composed of the following key components:
� The multi-agent software platform. We adopted a public available multi-agent

system, OAA (Open Agent Architecture), as the software platform for the Smart
Classroom. It was developed by SRI and has been used by many research groups. We
fixed some errors of the implementation provided by SRI to make it more robust. All
the software modules in the Smart Classroom are implemented as the agents in the
OAA, and using the capability provided by it to communicate and cooperate with each
other.

� Multiple agents‘ realization.  The hand-tracking agent, which could track the
3D movement parameters of the teacher’ hand using a skin color consistency based
algorithm. It could also recognize some simple actions of the teacher’s palm such as
open, close and push. The same recognition engine had been successfully used in a
project in Intel China Research Center (ICRC), which we have taken part in. The
multi-modal unification agent, which is based on the work in the project of ICRC
mentioned above, under a collaboration agreement. The approach is essentially based
on the one used in Quickset as mentioned above. The speech recognition agent, which
is developed with a simplified Chinese version of ViaVoice SDK from IBM. We care-
fully designed is developed with a simplified Chinese version of ViaVoice SDK from
IBM. We carefully designed the interface to make any agents who need the SR capa-
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bility could dynamically add or delete the recognizable phrases together with the asso-
ciated action (an OAA resolve request indeed) when recognized. Thus the vocabulary
in the SR agent is always kept to a minimum size according to the context of the time.
It is very important to improve the recognition rate and accuracy. Some others have
been finished except the service discovery agent and task mobility agent, which are
ongoing research.etc.

Fig. 3. A snapshot point of the SameView client

4.2   A Kind of Software for Remote Real-Time Interactive Learning: SameView

In order to support the remote real-time interactive learning, SameView is developed
based on the proposed TORM and AMTM platform. Fig. 3 is a snapshot point of a
SameView client. SameView provides a set of interaction channels for the teacher and
local/remote students to efficiently achieve the goal of teach and learning [Smart
Space]: shared Mediaboard which is a shared whiteboard capable of displaying multi-
media contents, Live Audio/Video and Mutual Chat.

In the Smart Space, such as the Smart Classroom, real-time lecturing is a typical
large-scale interactive application, where there may be hundreds or thousands remote
students taking part in a virtual class. Reliable multicast is a useful network service but
is also challenged research issue for the heterogeneity and the lack of full support of IP
multicast in today’s Internet infrastructure. Instead of following the traditional end-to-
end model for reliable multicast, our research group developed a Totally Ordered
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Reliable Multicast (TORM) protocol taking a hybrid approach that exploits both mo-
bile/fixed IP Unicast and IP Multicast for data delivery. And during data forwarding,
the Adaptive Multimedia Transport Model (AMTM) proposed is applied to dynami-
cally trans-code the multimedia data for users with different devices and network
capabilities.

5   Conclusions

Based on Pervasive Computing Mode, we have developed a set of key technologies
for remote real-time interactive learning and make a new model of remote real-time
interactive learning with following characteristics possible: (a) Able to accept large-
scale user access the virtual classroom simultaneously with different network and
device conditions. (b) The class can be recorded and turned into an ideal courseware
for E-learning. (c) Support many kinds of learning patterns, such as mobile computing
devices, wireless communication network environment. (c) Set up a channel of inter-
connection learning via uniformed communication protocol.

Of course, our project is not completed totally, such as service discovery, task
mobility, so our work is continuously ongoing. Although we have made concrete
achievements on each part of the project and the integrated system has been success-
fully demonstrated with controlled.
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Abstract. The management of Web-mediated learning environments is com-
plex. There are many ontological facets to account for in defining the interact-
ing variables.  Instructional designers need to be ready to correctly identify and
unravel each variable [1]. A meta-knowledge processing model has been  pro-
posed to facilitate the courseware design process to enhance performance out-
comes [2]. Research has already been carried out on each component, however
very little is known about the interactivity of these components in a Web-
mediated learning environment. While multi-sensory instruction is known to
improve a student’s capacity to learn effectively, the overarching role of knowl-
edge-mediated human-computer interaction (HCI) has been poorly understood
[3]. The purpose of this paper is to discuss this meta-knowledge processing
model and its usefulness for Web-mediated learning platform design in general
and in particular to identify the interactive effects of the cognitive style con-
struct and instructional format on performance outcomes.

1   Introduction

The purpose of this paper is to promote the use of the meta-knowledge processing
model (see Figure 3) to aid in the process of effective courseware design that initiate
instructional outcomes that are predictable. The interactive effect of differences in
cognitive style construct (how we represent information during thinking and the mode
of processing that information) [4] and instructional format (ver-
bal(text)/image(pictures), have shown surprising results when applied to instructional
materials that are solely paper based [5]. There is no research that can inform what
happens with this interactive effect of individual differences in cognitive processing in
a Web-mediated context. To compound the complexity of providing interactive
courseware, there are additional challenges ahead for researchers to investigate how
the effects of audio, colour and movement affect the learning performance outcomes.
This paper provides a brief overview of the contextual issues involved in understand-
ing the interactivity of Web-initiated instructional conditions and the cognitive style
construct as a meta-knowledge acquisition process. This mechanism may explain how
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individuals deal with the Web-mediated instructional format in terms of information
processing, in the form of a speculated internal/external exchange process [6]. The
discussion leads to a final conclusion, that reflects on how much work is ahead to
uncover the best eLearning design and development specifications.

Web-mediated communications technologies seem to offer new instruc-
tional/learning opportunities. However, this view takes a pervasive approach to the
individualised instructional requirements of diverse cohorts in Web-mediated learning
programmes.  Current thought on the multimedia technologies engaged in eLearning
courseware development accentuates a presumed requirement for highly graphical (or
visual) approaches to instructional formats. Unfortunately, providing textual displays
will also encounter difficulties for the courseware designer.  When the format involves
screen-based textual displays, there are extra mitigating factors that involve an inter-
action between the learner managing the scrolling text and dealing with the compre-
hension of large amounts of information. While the so-called eLearning programmes
may appear to enable a learner to proceed at their own pace [7], there is a common
assumption made by instructional designers, that to facilitate eLearning, all learners
are capable of assimilating the graphical material with their current experiential
knowledge.  There is little or no consideration for differences in cognitive styles!

Due to the far reaching effects of Web-mediated instructional systems (WMIS) in
terms of development costs, let alone the HCI factors, there is often a need to accom-
modate co-existing instructional paradigms in any computerized learning/course
authoring process. This inevitably requires a dynamic evaluation of task knowledge
level requirements that responds appropriately to individual cognitive styles and the
learner’s knowledge acquisition requirements. Meta-knowledge acquisition strategies
are thus essential to provide the mechanisms for the dynamic knowledge analysis
necessary for knowledge-mediated instructional processes within Web-mediated
learning environments.  The complexity of the visual learning environment has been
identified [8].  Prospects for an interactive customised learning shell, based on meta-
knowledge have also been researched [2]. Unfortunately due to the abundance of tech-
nological choice, practitioners have been slow to implement educational research
findings; however, progress can now be made in linking research outcomes to actual
learning environments. The prospect of customised eLearning courseware, dynami-
cally tailored to the requirements of individual students, has stimulated contemporary
research into knowledge mediation. Consequently, the associated meta-knowledge
acquisition strategies of learning contexts within Web-mediated instructional pro-
grammes can now be designed as synchronous and asynchronous learning frame-
works.

Within the context of online asynchronous learning platforms, there is a noticeable
shift from traditional teaching methods, which act as the sole content provider, to-
wards a multiple mentor-guiding approach. This approach supports learners through
the process of knowledge acquisition, but relies largely on the learners to direct the
learning process themselves; reflecting a lack of understanding of the effect of com-
puterized learning on the population at large. HCI is complicated, and Web-mediated
courseware designers should ensure that careful attention is paid to sound and well-
founded instructional design principles. In general terms, online courseware designers
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will need to be aware of the meta-knowledge acquisition process, relevant instruc-
tional strategies, and need to articulate the conditions-of-the-learner; specifically,
drawing on comprehensive Web-based ontological models to direct the online learning
experience that best achieves high quality instructional outcomes.  It should be noted
that understanding the hierarchical structuring of knowledge (ontological complexity)
will be necessary to bring about the types of learning models that institutions and
private consortia require [9].

This paper therefore presents a paradigmatic approach towards a knowledge-
mediated learning environment. Aspects of instructional science, cognitive psychology
and educational research are combined to articulate the ontological requirements of
Web-mediated learning courseware. The discussion will firstly identify the cognitive
style construct as an effective means to explain how human beings process informa-
tion they receive. Next will be an outline of the research that has shown there are
certain cognitive style dimensions that enable knowledge acquisition more readily than
others. Then, an information processing framework is proposed to support the com-
plexities of Web-mediated instructional environments. There is an explanation that
spatial ability and notational transfer, involving the relationship of instructional format
and the cognitive style construct may interact with particular tasks during the knowl-
edge acquisition of abstract concepts.  The WMISs’ multimodal capacity is included to
introduce the notion of cultural specificity as another important area for future re-
search.

2   Cognitive Style Construct

The literature reveals research which distinguishes human ability to process informa-
tion, as a combination of mode of processing information, and the way people repre-
sent information during thinking [10].  Moreover, there are two fundamental cognitive
dimensions: Wholist-Analytic and Verbal-Imagery that affects performance in two
ways.  The first way, is in the way we perceive and interpret information we are given.
While the second way is how we conceptualise related information already in our
memory [11].

Cognitive style is understood to be an individual's preferred and habitual approach
to organizing and representing information. Measurement of an individual's relative
right/left hemisphere performance and their cognitive style dominance has been a
target of researchers from several disciplines over the last decade. Different theorists
make their own distinctions on an individual's cognitive differences [4]. The naming
of their Wholist-Analytic (WA) continuum for example, maps to the cognitive catego-
ries used by other researchers.  These well known terms are used frequently through-
out the literature in a number of different research disciplines.

2.1  Wholistic/Analytic (Mode of Processing Information)

The Wholist-Analytic dimension defines that Wholist learners are able to perceive the
whole concept, but may find difficulty in disembedding its separate facts [12]. Ana-
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lytic learners analyse material into its parts but find difficulty in seeing the whole
concept.

2.2  Verbal/Imagery (Mode of Representing Information while Thinking)

The Verbal-Imagery continuum measures whether an individual is inclined to repre-
sent information verbally, or in mental pictures, during thinking [13]. Verbalisers
prefer and perform best on verbal tasks; while Imagers are superior on concrete, de-
scriptive and imaginal ones [14].  When there is a mismatch between cognitive style
and instructional material or mode of presentation, Riding argues that performance is
deemed to be reduced.  The suggestion is made here that as not everyone can see the
same graphical detail presented in traditional materials, and therefore Web-mediated
courseware design may also prove to be even more complicated. For instance, the well
known graphical representation below that was first published in 1915 as a puzzle type
picture to depict a multiple depiction of a wife and a mother-in-law. Without any
prompting, some will see the profile of a young woman, while others will notice an
old lady’s face instead.

Fig. 1. Different Ways of Seeing [15, 16]

2.3  Complementary Style Dimensions

The full effects from the interaction of the cognitive style construct and instructional
medium on learning in WMIS is unknown.  There are few published studies which
deal with the interactive effects of the cognitive style construct and multimedia deliv-
ery techniques, on performance outcomes [17].  However, courseware designers are
well advised to examine the valuable contribution that has been made to enable com-
prehension of the differences in learning and behaviour as a complex human interac-
tion [13]:1: "The concept of style is an idea used frequently in everyday language.  The
concept has been used more technically in the psychological study of individual differ-
ences in learning and behaviour.  In this respect it is used as a ’construct’.  A construct
is a psychological idea or notion...."
According to Riding, the Wholist-Verbalisers are likely to utilize their dominant style
for verbal representation of information, having the characteristic of both semantic
coding and a degree of analytic facility as well as having an ability to internally proc-
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ess what they see as imagery, which has both a pictorial quality and its associated
wholeness.  On the other hand, the Analytic-Verbalizer and Wholist-Imager combina-
tions, are both less complementary, with the former having difficulty visualizing how
facts and details fit into the bigger picture, and the latter unable to focus on detailed
information [18]:210.
An investigation of the effects of instructional format (textual metaphors (T:1) or
graphical metaphors (T:2)) on the performance of learning computer programming
concepts (see Figure 2) has defied common assumptions about the effects of cognitive
style and instructional outcome [5]. It shows that researchers should examine the in-
teractive effects of the integrated cognitive style (ICS) construct sub-groupings (Who-
list-Verbaliser, Analytic-Verbal, Wholist-Imager, Analytic-Imager) and instructional
format on actual performance outcomes. Although the initial data analysis indicated
that Wholists out-performed Analysts (dimension for mode of processing informa-
tion), and Verbalisers out-performed Imagers (dimension of representation of infor-
mation during thinking); closer examination of the full cognitive dimensions reveals
that actually the Wholist-Verbalisers using the graphical treatment (T:2) were only 3rd

in the performance level sub-grouping, with the Wholist-Imagers:T:2 and Analytic-
Verbalisers:T2, being the top 2 sub-groups [5].

Fig. 2. Experimental Results

Conversely, given the relatively poor performance of the Analytic and Imager single
category cognitive style (SCCS) groups (Wholist/Analytic, Verbaliser/Imager), it is
not surprising that the Analytic-Imager ICS sub-groups performed badly. It is surpris-
ing that the results indicate that an Analytic-Imager would perform best with the tex-
tual treatment (T1). There are two interesting factors for the acquisition of program-
ming concepts, which emerge from these findings. Firstly, is the suggestion, that in
devising a prescriptive model for expressing concepts of computer programming in
terms of content specific knowledge elements, there is a need to provide a notational
representation of the instructional strategy with a mix of text and graphical metaphors.
This instructional format will benefit most learners, including Verbalisers. Secondly,
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and the most striking, is that some learners (Analytic-Imagers) will perform better
with a text-only instructional format.

3   Information Processing Framework for HCI

The means to provide Web-navigation exists, even at the most basic level, with well
planned hyperlinks and floating menus. Yet novice-learners are often left to navigate
Web-mediated courseware alone. Generic instructions will not provide sufficient in-
formation to reach a diverse mix of global learners in a WMIS. In a traditional learn-
ing setting there are three major components of a theory of instruction: methods, con-
ditions, and outcomes [19]. Courseware designers need to be aware of these compo-
nents to understand how best to articulate these components into a WMIS.

Methods are the different ways to achieve different learning outcomes under differ-
ent conditions. For instance: methods can take the form of an instructional agent
(maybe a teacher, or some other instructional medium), that directs its actions at a
learner [20].  This context-mediated modeling tool could include an instructional con-
ditions agent in an online context. Conditions are the factors that influence the effects
of the instructional methods employed.  Instructional conditions have a two-fold im-
pact [19]. Firstly, courseware designers may be able to manipulate them as some con-
ditions interact with the method of delivery to influence their relative effectiveness,
such as instructional format. Secondly, there are instructional conditions that cannot be
manipulated, and, therefore, are beyond the control of the designer, such as learner
characteristics.  This is the most complicated component in a WMIS. Outcomes are
the various effects that provide a measure of value of alternative methods under dif-
ferent conditions, as they focus on instruction rather than on the learner [19]. Assess-
ment practices in diverse cultures and learning domains will be studied using the
model depicted in Figure 3. Note that the term conditions-of-the-learner [19] combines
the interactive effects of the internal states of an individual and external events of the
instructional delivery format on learning [2]; providing in eLearning environments the
computer-mediated context. More work is needed to clarify how people respond the
Web-based education.

The Meta-Knowledge Processing Model (Figure 3) articulates the complexity of
the eLearning delivery environment [21].  The Method of Delivery Transfer Agent
directs the Instructional Conditions according to the results of the Learner Character-
istics (cognitive style) and Event Conditions (complexity of processing the learning
material), and the Measurable Instructional Outcomes.  Directions for choice of In-
structional Format are given by the Method of Delivery Transfer Agent (or learner).
Therefore it is useful to draw on this model as a courseware design tool to identify and
thoroughly examine the characteristics of each component.  For example, consider
how the method of delivery (a palm pilot) would need to reflect the interactive effect
of the expected learner profile learner characteristics (when the learners use English
as a second language) and instructional format (the provision of sufficient conceptual
translation opportunities to achieve the measurable instructional outcomes).
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Fig. 3. Meta-Knowledge Processing Model

WMISs involve a complex pedagogical process that courseware designers struggle
with.  In the first instance, there should be an understanding of how the learners will
deal with the instructional content.  Next, is the recognition of the interactive effect of
an individual’s knowledge processing and the dimensions of their cognitive style con-
struct. Finally, is the need for an awareness of how the dynamics of the Meta-
Knowledge Processing Model will impact on the media engaged to bring about the
instructional outcomes.

In most instructional programmes, it is not sufficient to say that one size fits all.
The same can be said about the likely success of a WMIS.  More work is needed by
researchers to determine how dissimilar cognitive styles react, resulting in superior
performance outcomes by learners with one cognitive style drawing on a particular
condition of an eLearning instructional strategy, as opposed to another [21].

An explanation for how the Riding and Rayner [13] cognitive style construct inter-
acts with a particular abstract or conceptual task that involves procedural program-
ming knowledge may lie within the relationship of the instructional conditions' com-
ponents as shown in Figure 3. It should be no surprise that individuals' performances
vary on the strength of their cognitive style, and the task at hand. Because there is an
interactive effect of graphical instructional metaphors on logical reasoning and spatial
relations, a number of questions arise: can an explanation for this be found using be-
tween-item and within-item elaborations.  Furthermore, can visual metaphors, used as
internal/external exchange agents [6], have the same interactive effect (for some nov-
ice learners) in environments other than the computer programming domain? How
will a WMIS impact on an individual’s capacity to learn?
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4   Spatial Ability and Notational Transfer

In the past, verbal (or analytic) ability was taken to be a measure of crystallised intel-
ligence, or the ability to apply cognitive strategies to new problems and manage a
large volume of information in working memory [22], while the non-verbal (or im-
agery) ability was expressed as fluid intelligence [23]. However, as electronic course-
ware lends itself to integrating verbal (textual) with non-verbal (graphical representa-
tions) and sound, instructional conditions that generate novel (or fluid) intellectual
problems. Research into the effects of Web-based educational systems on knowledge
acquisition must be carried out to provide instructional designers with prescriptive
models that predict measurable instructional outcomes for a broader range of cognitive
abilities. To this end an empirical experimental research methodology for cognitive
performance measurement in a WMIS should be undertaken to facilitate the prediction
of whether: the method of delivery affects highly-verbal/low-spatial learners, because
they need a direct notational transfer agent [6]; or whether the instructional conditions
disadvantage high-spatial/low-verbal learners, because they will be less able to pick
out the unstated assumptions [6].

Picking out these important instructional variables for some types of instructional
outcomes provides appropriate instructional environments for a broader range of nov-
ice-learners by means of an information-transfer-agent, thereby controlling the choice
of instructional format and instructional event conditions. Isolating the key compo-
nents of the instructional conditions provides the means to manipulate the method-of-
delivery, which in turn may bring about a choice of information-transfer-agent (see
Figure 4).

Fig. 4. Notational Transfer Agent

 W:V    A:V     W:I  
    
A:I 

Instruction
Repetition condition statement:

DOWHILE >=8am & <=6pm

City loop tram circuit algorithm
DOWHILE >=8am and <=6pm
  Tram leaves Flinders st depot at 8am to pick up passengers
  Tram travels on loop to pick up and/or set down passengers
  Add number of passengers picked up by Tram to daily list

ENDDO
Print total number of passengers using Tram Service daily

END

Cognitive style 
Construct

Notational  Transfer  
Agent  Mechanism
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It is proposed that the external-representation of the instructional material may re-
quire a direct notational transfer of the symbol-system used for the instructional strat-
egy (from the external representation of the instructional material to an internalised
form in an individual’s memory) [24]. For instance: the graphical details in a road map
directly relate to the physical environment (in a 1:1 direct notation ratio, like the ex-
plicit representation of basic data-type rules in computer programming).  Therefore, in
a programming environment, another example would be that a real number must not
contain a decimal point [6]. On the other hand, the embedded details in an abstract
metaphor are said to require a non-notational transfer process.  For instance, the pro-
gramming loop shown as a graphical metaphor in Figure 4 requires a 2:1 transfer for
the non-notational characteristics of the external representation to a single internal
notational representation [6].

Taking this type of fine grained approach to locating the complexity of the onto-
logical requirements will provide Web-designers with special insight. Courseware
authoring that offers a WMIS without involving a customizable platform to individu-
alize instructional strategies is much like implementing the closed systems of days
gone by, and given the passing of time, this type of closed WMIS will inevitably fail
[25].

5   WMIS and Cognitive Context

Multi-sensory instruction that involves choice of Web-mediated instructional media is
emerging through the literature. Web technology has brought with it a resurgence of
interest in knowledge acquisition through HCI. This important work began over four
decades ago with the George Pask’s famous conversation theory [26, 27]. Since then
researchers have been wishing to develop learning systems that better resemble human
beings. These attempts have been to have a computer mimic how humans think by
establishing problem spaces, where there are a number of dimensions to deal with
communication channels in a technical sense, while others characterise the complex
nature of the system’s cognitive ability [28]; [29]. While others concentrate on finding
ways to develop interface technologies which posses multimodal capabilities to offer
speech, and body language that includes: gestures, eye-gazing, lip motion and facial
expressions [30].

Yet another Web-mediated instructional paradigm which is now popular are the in-
structional agent technologies.  This research group is concentrating on bringing inter-
active interfaces which behave like human beings.  However, in dealing with the tech-
nology aspects of HCI some of the importance of providing interactive learning sys-
tems which respond according to learner differences is lost. One such attempt to pro-
vide an intelligent tutoring tool which took a multi-sensory approach to the instruc-
tional strategies was a computer-based training (CBT) package called Cogniware
launched in Taiwan (see Figure 5). Cogniware offers a range of instructional format
(text, voice, and video) [31].

To exploit an individual’s cognitive learning characteristics, Cogniware consists of
a front end module that determines the learner’s cognitive style, and offers a choice of
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instructional formats for the acquisition of programming concepts. Learners are en-
couraged to investigate the alternative instructional strategies.  Cogniware is multi-
sensory in the sense that the instructional strategies on offer provide the learning con-
tent in a range of alternative instructional modes. Figure 5 depicts a typical Cogniware
interface with three instructional formats or separate viewing areas: graphical, textual,
and voice.  There are also cueing mechanisms for guided exploration, such as:
directional icons, a learning module name tag, and an advance organizer screen.

Fig. 5. Multiple Instructional Format

Research into the anthropocentric aspects of WMISs is scarce. However, it would
appear there are many technological mechanisms to support the Web-mediated learn-
ing process per se; and certainly, the advent of the Web has far reaching effects for
global connectivity.

6   Summary

This paper provided an overview of the contextual issues which surround the design of
a WMIS.  Management of the interactivity of the various aspects of multimedia and
individual differences in a Web-mediated learning programme were explained. The
meta-knowledge processing model was suggested to articulate the complex ontologi-
cal requirements which involve aspects of instructional science, cognitive psychology
and educational research. It has been suggested that rather than isolating the two di-
mensions of cognitive style (Verbal-Imagery (V:I), Wholist-Analytic (W:A)) to iden-
tify the representation of information during thinking (V:I), and the mode of process-
ing information (W:A) as described by Riding and Cheema [4], courseware designers
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need to give consideration for the complete dimensions of the cognitive style construct
that affect performance the most in respect to instructional media. Notational transfer,
a phenomenon which occurs within a learner during a learning experience has been
referred to in this paper as an internal/external exchange process [2]. More research
should be done before we can be certain about the effectiveness of Web-mediated
instructional systems, especially in multi-cultural settings.

It is expected that this research perspective generates considerable interest in the
important relationships between cognitive psychology, educational research and in-
structional science, which have not previously been elaborated in a unifying context or
meta-knowledge framework. HCI by its very nature brings together a number of pro-
fessional practices. HCI comprises elements of computer science, cognitive psychol-
ogy, social and organization psychology, ergonomics, human factors, artificial intelli-
gence, linguistics, philosophy, sociology, anthropology, engineering and design [25].
Consequently there are many ways in which instructional designers will approach their
work.  However, it can only be through the synthesis of the shared knowledge gained
from these different perspectives that true progress will be made towards efficient and
effectively managed interactive online instructional environments.
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Abstract. This paper introduces an intelligent web-based system which is an
effective tool in the higher education sector for the purpose of students’
academic advising and progress monitoring. It consists of functionality such as
automated enrolment and enrolment variations, providing academic advices
based on the student’s personal profile and interests, creating study plan for the
student according to his/her current stage, calculating credits and final signing
off. The system contains a powerful inference engine which is based on PT-
resolution (Resolution with Partial Intersection and Truncation) [9]. It
periodically updates its database from the university’s student administration
system.

Keywords: PT-resolution, web-based, intelligent system

1   Introduction

In the higher education sector, a course coordinator’s responsibility is mainly to help
students in their subject selection during the enrolment and enrolment variation
season, provide advices on course planing, and sign students’ graduation forms. As
the number of enrolments, especially the enrolments in Computer Science and
Information Technology areas, has been dramatically increasing, this academic
administration work becomes tedious, and sometimes, extremely time consuming.

The research presented in this paper attempts to utilise PT-resolution and web
database technology to produce an intelligent online academic management system
(IOAMS). Students and the course coordinator will be provided with an online system
that acts similar to an intelligent organiser. The system will be responsible for
searching and suggesting suitable subjects to the student; creating academic plan;
collecting personal information from students, periodically downloading the students’
academic records from the university’s student administration system. In addition,
through the system, students will be alerted about the compulsory subjects and the
remaining credits points that are required to accomplish before the graduation. The
system will also be used as an important communication tool between students and
the coordinator. It provides email and messaging services (through the mobile phone
network).

What made IOAMS outstanding from ordinary online systems is that it is intelligent
and reliable. IOAMS has a powerful inference engine which is based on PT-
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resolution. The engine allows the system to conduct derivation to answer clients’
queries. PT-resolution is a deduction strategy based on set theory. Unlike
conventional deduction strategies [1, 4, 16] which are based on pattern matching and
back-tracking, A PT-derivation calculates tuples to answer a query.

It has been proved that PT-resolution is sound [11] and complete [10] if the universe
[7] of the problem is finite, therefore PT-resolution is the most suitable and reliable
deduction strategy for IOAMS. It will not lead the derivation into an infinite recursion
[9], and hence ‘cut’ [7] will not be used at any stage of the derivation.

2   PT-Resolution

This section presents the fundamental concepts and principles of PT-resolution. As
previously indicated, IOAMS contains an inference engine which is the brain of the
system. The inference engine is implemented based on PT-resolution. The
fundamental principle of PT-resolution is to calculate the tuples which satisfy a
predicate symbol to prove the goal [12, 13, 15].

In PT-resolution, the process of deriving tuples from equations [9] is defined as a PT-
calculation (calculation with partial intersection and truncation). A PT-calculation is
the fundamental unit of the PT-derivation. A PT-derivation is simply a sequence of
PT-calculations finite or infinite.

PT-calculation is based on partial intersection and truncation which are set
calculations [8]. It defines the P-domain for each predicate symbol, and converts the
deduction to partial intersection and truncation. The following example illustrates
this.

Example
Subject “Software Quality and Reliability” has a subject code cse42SQR, and it
belongs to Software Engineering area, therefore

inArea(cse42SQR, softwareEngineering)
The P-domain D[inArea] (which is a set) contains all the tuples satisfying the
predicate inArea(X, Y). Consequently

(cse42SQR, softwareEngineering) � D[inArea]
cse42SQR has a pre-requisite which is “Fundamentals of Software Engineering”
cse21FSE. So

preRequisite(cse21FSE, cse42SQR)
 and this can be translated as

(cse21FSE, cse42SQR) � D[preRequisite]

A subject can be recommended to a student if and only if the following conditions are
satisfied

(1) the subject is in the student’s interested area; and
(2) the student has the pre-requisite.
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Hence

D[recommend(X)] � D[interestedIn(Y)] ∩ D[inArea(X, Y)] ∩
D[preRequisite(Z, X))] ∩ D[completed(Z)]

From the example, it is not difficult to see that pattern matching and back-tracking
have been converted to partial intersection and truncation in the derivation, and hence
the derivation is simply a sequence of set-calculations.

A PT-derivation is defined as follows.

Definition[9]
Let P be a logic program and

G : ← ∧ ∧p (X ,..., X ) ... p (X ,..., X )1 1
1

k
1

m 1
m

k
m

1 m

be a goal of P. The PT-derivation on P � {G} proceeds as follows.
Step 1. Mark all the equations as active.
Step 2. Iterate Steps 2 - 4 until at least one of the following termination conditions is
satisfied.

Condition 1. The goal is proved.
Condition 2. No new tuple can be derived from the derivation.

If one of the conditions is satisfied, then go to Step 5.
Step 3. Apply the PT-calculation to the program.
Step 4. Mark all the saturated equations which have been selected in the previous
calculation as inactive. Mark all new saturated P-domains and saturated equations
which may arise.
Step 5. Prove the goal with the current P-domains. Any tuple which is in the P-
domain, must satisfy the predicate symbol. Conversely, any tuple which is not in the
P-domain, does not satisfy the predicate symbol.

3   System Design and Implementation

In this section, we will discuss the system requirements, overview structure, design,
implementation and problem solving. We will emphases the inference engine which
made the system intelligent.

3.1   Specification of System Requirement

System requirements are divided into two categories: functional and non-functional
requirements.

Functional Requirements

The system is required to conduct
� User registration (registering staff and student users)
� Authorisation (allowing staff and student user login)
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� Updating personal profile (allowing user to update their own personal
details)

� Periodically updating the academic database through the university major
administration system (periodically download academic records from the
university databases)

� Error Handling (handling general errors, such as an error input, server
breakdown, disconnection, etc.)

� Communication encryption and decryption

For student users, the system provides the following functionality
� Providing advices with subject selection (the advices are derived by the

intelligent engine based on the current status of the student, available
compulsory subjects and electives, and the student’s profile and personal
interests)

� Viewing subjects (offered subjects, exempted subjects and completed
subjects)

� Viewing personal academic plan
� Updating personal details

For course coordinator, the system provides functionality such as
� Course management (updating details of the course structure)
� Subject management (updating details of a single subject)
� Credit point calculation (calculating a student’s currently credit points)
� Completion checking (checking whether an individual student is eligible for

graduation)
� Email and messaging services (sending email or mobile message to an

individual student)

Non-functional Requirements

� Environmental requirement (IOAMS should be built efficient enough to
handle queries with reasonable speed and accuracy under acceptable
workload levels and normal server conditions)

� Maintenance requirement (IOAMS should also be built in such a way that
system maintenance is easy and future enhancement is openly feasible)

� Platform requirement (IOAMS should be built as a platform independent
application)

3.2   Design and Implementation

Based on the system requirement specification, the entire IOAMS is designed to have
three tiers. The overall architecture is presented in the following figure.

There are two databases existing in the system – Personal Details Database and
Academic Record Database. The Personal Details Database contains each student
user’s personal details such as student ID, family name, first name, home address,
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Fig. 1. Architecture of IOAMS

phone number, email address, course title, personal interested areas etc. Data stored in
this database can be modified by the client – the individual student user. Academic
Record Database contains each student user’s academic record. This includes student
ID, family name, first name, course code, enrolment data, exemptions, transcript,
course plan etc. The student user has no writing access to the Academic Record
Database. The database is updated directly from the university student administration
system.

Staff User Interface and Student User Interface are the two user interfaces. Their
functionality includes user registration, login and data input and output.

Central Control acts as the manager of the whole system. It takes client’s request from
the interface; invoke the corresponding sub-system to process the request; divert
client’s input data; and return the output data to the user interface. Another important
functionality of the sub-system is to control the periodical academic database
updating.

Communication Tools is mainly designed for staff users. It extracts the student’s
email address or mobile phone number from the personal details database when
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requested, and sends email to the student’s account or short message to the student’s
mobile phone.

Updating database allows the client to modify his/her personal profile, and update the
database accordingly.

Inference Engine is where logic derivations take place. As previously indicated, the
inference engine is based on PT-resolution. PT-resolution is a deduction strategy
based on set calculation rather than pattern matching and back-tracking. A PT-
derivation is always finite if the universe of the problem is finite, therefore a PT-
derivation in IOAMS is always finite.

4   Development Environment and Tools

Every effort has been made to make IOAMS platform independent. The system has
been partially implemented by Ivanto [6] and has been utilised for experimental
purposes.

Implementation was mostly done under Unix Solaris platform. The main database
management system and the web server were also installed under the platform.
However, Microsoft Windows NT 4.0, was also used to run required softwares for all
of the design work. The final testing was completed under Unix Solaris platform
where the server was generated.

PHP (version 4.2.0) [3, 22] is the implementation language. Libmcrypt (version 2.5.0)
library [18, 20, 21] is used for the purpose of encryption and decryption. The system
uses Apache (version 1.3.23) [17] as the web server and MySQL (version 3.23.49)
[19] as the main database management system. In addition, Oracle 8.1.7 is also used
to access the university student management database.

5   Conclusion

OIAMS is introduced in this paper. The system is designed and implemented to
automate the tedious processes of enrolment and enrolment variations in the higher
education sector and to act intelligently on study advising. The inference engine,
which is the brain of the system, is based on PT-resolution. PR-resolution is a
perfectly suitable resolution strategy for this particular system. As OIAMS has a finite
universe, the derivation will always be finite, and consequently sound and complete.

The system, however, also has its limitations. It requires human involvement when
conducting the student’s initial enrolment, and so the initial enrolment is only
partially automated. The system is implemented independently from the department
academic management system, and consequently cannot share resources from the
department system. Those are the areas we have been considering to address in
further system development.
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Triangle

Steve Drew, Phil Sheridan, and Sven Venema

Griffith University, Queensland
{S.Drew, P.Sheridan, S.Venema}@griffith.edu.au

Abstract.  Machine-learning applications often suffer bottlenecks due to ineffi-
ciency in the human-machine interface. A novel architecture design has been
developed to allow expert supervisors to collaborate and cooperate in real-time
to alleviate the effects of the bottleneck. Replacing supervisors with students,
this architecture also allows for supervised training and collaborative learning
of students as well as machine learners. Our attempts to provide Web-based
courses to distance learners have highlighted the need for more effective use of
the medium for education and appropriate tools to provide the necessary rich-
ness of experience. We present our design and an example application to dem-
onstrate how we address some of the shortfalls present in Web-based, distance
education.

Keywords: Web-based education, Distance education, Machine learning

1   Introduction

Griffith University runs a degree in Internet Computing where nearly all courses have
a web presence of similar structure, helping students concentrate on “what to learn”
rather than “how to learn”. Addressing the need to adapt the Web-based degree pro-
gram for effective distance learning highlighted the need for developing learning tools
more suited to the medium. Key features are the provision of a high level of interac-
tion, immediate communication and positive feedback to promote student motivation,
interest and sense of achievement.

Web-based tools for self-paced learning often use the Web as a repository for in-
formation, or links to information, and as a means for organising course content, as-
sessment items, feedback and results. Extra-tutorial communication amongst class
members and tutors is often facilitated using applications such as Web forums, chat
and email.  In the class-based learning environment any shortfalls in the course mate-
rials or Web as a responsive teaching and learning tool are alleviated by face-to-face
contact with the tutor and other students.

Every student has different needs based upon learning style and how effectively
they make use of available communication channels. Multi-channel communication in
the Web-enabled classroom might use a Web site to provide structure; web pages,
spoken word and paper-based readings to provide content; supervised practical exer-
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cises and hands-on tools with spoken explanations and one-on-one instruction to pro-
vide interaction. This classroom arrangement seems to provide for a wide range of
students learning needs and tutors teaching styles.

Communication between the students and with the tutor is usually immediate and
alleviates potential learning bottlenecks as they occur. Timely communication is the
key for maintaining student interest, achievement and motivation to keep learning.
Problems arise for many students when they are faced with distance education as
many of the parallel communication channels available in a social setting are missing.
Web-based course material is available online but immediacy and richness of com-
munication and interaction can be lost. On the Web, as we know it today, elements
such as body language, social dynamics and other group aspects of communication in
classroom education are not easily provided.

Research into methods for collaborative supervision of machine learning has un-
covered a system design that might effectively be used to enhance the distance learn-
ing experience. Fundamental to the design is the ability to share “awareness” of
learning activities and to collaborate with tutors and other students through an inter-
active interface.  The same collaboration interface and architecture that might connect
machine-learning supervisors can be used to connect tutors to students for real-time
learning supervision.

Inclusion of the machine learner into the educational architecture adds a novel and
potentially revolutionary element to the instruction process. By incorporating a ma-
chine learner into the system, instruction can be given to students and machine at the
same time.  By completing online exercises students help the tutor to ‘teach’ the ma-
chine learner by supplying a rich source of learning examples. As the machine learner
becomes more proficient it can take the place of the ‘expert’ tutor in some instances to
provide feedback or validation of student learning outcomes.

To address an area of machine learning that suffers bottlenecks due to the slowness
of the supervised training process, system architecture has been designed that distrib-
utes human effort. The same collaborative interface can also be applied to address
some of the social shortfalls in web-based, distance education. A design and an exam-
ple application for a web-based learning tool that provides a communication rich,
real-time learning experience for selected class-based and distance education applica-
tions is presented. Issues relating to distance educational needs, machine/student
learning architecture, communications infrastructure, machine learning as an educa-
tion tool and future work in the area will be addressed.

2   Problems with Web-Based Education at a Distance

Appropriate design of the educational experience and the tools to be used is as im-
portant in the classroom as it is online or at a distance. In many cases lack of instruc-
tor access to resources, time or knowledge of educational design leads to poor learn-
ing experiences. Have you had one of those lectures? Susan Toohey [1] presents a
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simple model of the learning process (Figure 1) that can be used to assess the
strengths and weaknesses of an education environment.

Fig. 1. A simple model of the learning process

Griffith University’s development of an environment for flexible delivery of course
material has addressed some of the lecture learning problems. Classes at Logan cam-
pus are limited to small groups (twenty-five to thirty-five) so that alternatives to bulk
address are possible at any time and individual attention is possible. An entire campus
has been designed around student centred learning and has been equipped so that
communication is facilitated at many levels and through a range of channels.

To facilitate the initial encounter with new concepts, course material is available
on the Internet and Intranet. All rooms are equipped with sophisticated audiovisual
equipment so that material may be accessed for class sessions while with the tutor.
Small groups allow effective polling of students to elicit experience and “knowledge”
of the areas to be covered so that delivery may be tailored. From an early stage stu-
dents are encouraged to collaborate and to use the Web as a research and communi-
cation tool to find out more about course related issues. Student-computer ratios are
small and software is state-of-the-art so that putting Internet Computing into practice
is eased.  Small group teaching and accessibility of staff promotes feedback and guid-
ance using face-to-face as well as asynchronous communications.

Problems still appear in this environment however, as many staff do not have suffi-
cient knowledge of education principles to make use of different teaching modes.
Taking staff from a traditional lecture-based campus and transplanting them into a
new delivery environment without relevant educational instruction is a recipe for per-
petuating the mini-lecture. Maintenance of Web-based course material can be ex-
tremely time consuming. Moore’s law (computer processing power doubles every
eighteen months) tends to work against educators in the IT area, as advances in hard-
ware, software and application areas compound the course maintenance problem.
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Our own experience has shown that as soon as a student chooses to enter distance
education mode, access to the face-to-face (social) communication channels is effec-
tively removed. The use of course material and delivery media that have not been
adequately designed for the particular delivery mode compound teaching and learning
problems.  Interaction becomes mainly Web-based and assessment of the learning ex-
perience, using Toohey’s model, needs to be adjusted. The modification of the learn-
ing process, below, occurs with much Web-based distance education.  .

Introduction to course material is based upon Web and printed content as before,
and relies mainly upon reading and diagrammatic comprehension for information
transfer. Immediate interaction with classmates and the tutor for help and comple-
mentary or supporting information is not usually possible. Asynchronous communi-
cations like email, Web forums and chat might be used to some effect although the
medium suffers the same limitations as before. In many cases the “getting to know
more” phase is also limited to reading various text-based information sources without
access to the immediacy of social learning elements.

Trying out new tools and putting new knowledge to the test without the aid of a
tutor can be a lengthy process for students if instructions are insufficient, ambiguous
or devoid of relevant examples. Feedback phase in practical situations is often limited
to success or failure in getting technology to work.  Lacking the immediacy of tutor or
group feedback to consolidate process information and verify successes or failures
can cause the learning process to become stilted. Without sufficient feedback and
guidance, the reflection and adjustment stage can become an exercise in problem
solving that is not aimed at the primary learning goal.

Hara and Kling [2] document a range of student’s frustrations with Web-based
distance education courses. Wegerif [3] noted that some students suffered problems
with community belonging as the transition from “outsider” to “insider” is slowed by
text-based social communication.  Heath [4] noted student problems with:

� Maintenance of motivation and suitable pacing throughout course material
� Material was often presented of a type or in a manner that was unsuitable for

the communication medium (page lengths longer than a screen, etc)
� Time for issue and response via email or forum is often too long and loses

context and intention information in the process

There still exists some organisational resistance to change from the traditional lec-
ture theatre and classroom delivery methods [5]. Reliance on research for promotion
in most Australian universities certainly inhibits the general uptake of new teaching
models and media for some staff. This leads to reluctance to learn what is needed to
use the Web and related technologies effectively as a delivery medium rather than as
just a new place to publish course notes. MacDonald [6] asks, “Is as good as face-to-
face, as good as it gets?” and urges educators to design for and utilise the strengths of
the new medium rather than focus on its weaknesses compared to classroom delivery.

Some features of successful instances of using the Web for education [7] include:
� Increased instructor satisfaction, encouraging further development of the

educational experience
� Perception of social presence where there is a salience of personal interaction
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� Learning communities where the environment enables group “paralanguage”
activities through parallel communication channels and allows for directed
interaction in real-time

� Incorporation of as many forms of participant interaction as possible to pro-
mote cognitive development and critical learning rather than “shallow”
learning

In the following sections an innovative architecture design that addresses a number
of the negative issues and attempts to promote the positive aspects is presented.

3   A Collaborative Learning Architecture

Imagine a radiography clinic where images are regularly processed and analysed by
the radiologist.  There are many possible sources and opportunities for mistakes in ra-
diograph analysis and workload may be a contributing factor. In other situations a
suitably experienced analyst may not always be locally available to process images
when needed.  Having access to an up-to-date expert system might streamline the pro-
fessional’s practice and even add the security of an immediate second opinion where
needed.

Imagine a supervised machine learning system that might not only provide the
analytical expertise of one specialist but a distributed community of specialists
through the collaborative supervision of the learning process. Such a distributed sys-
tem would be able to collate accurate training examples quickly to produce an expert
system of unsurpassed ability. In the same way that experts might collaborate in real-
time to produce training examples, student analysts might collaborate with experts to
perfect their diagnostic skills.

Once developed, such a system as described above might be applied to distributed-
supervision of machine learning in a number of areas where graphical information
needs to be analysed quickly and accurately.  Obvious areas include image analysis in
astronomy, air-traffic control, industrial radiography, sonography, signal analysis as
well as a range of other medical and industrial imaging applications.

In one application Akamai is taught to recognise breast tissue artefacts from mam-
mogram pictures stored as graphics files. In a single supervisor system, the bottleneck
in the machine-learning process is the collection of enough supervision input (learn-
ing examples) such that the machine has a high degree of accuracy (sensitivity and
specificity) in its artefact recognition. It appears logical to explore the possibility of
distributed and even real-time collaborative supervision of machine learning in order
to improve the efficiency of this process.

Griffith University’s Internet Computing Research Group headed by Professor
ChengZheng Sun has had considerable success with development of collaborative ed-
iting tools as applied to text documents [8]. David Chen, from the same group has ap-
plied the same collaborative editing principles to editing of graphics images [9]. Ini-
tial exploration suggests that much of the theory and algorithmic process can
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effectively be adapted to the collaborative editing and processing of metadata struc-
tures related to graphics documents.

3.1   Collaborative Supervision and Machine Learning

Akamai is an artificial vision and machine learning system currently under develop-
ment to help analyse images for visible features or artefacts.  Machine learning is used
to teach the system to link particular image artefacts to learning concepts.  For exam-
ple, a radiographic image might be analysed with the aid of a human expert supervisor
in order to provide training examples to recognise certain image artefact types as “mi-
cro-calcifications” or other concept types.

Initial stages of machine learning require significant human input before the
learning system gains enough “experience” and accuracy to move to an accelerated
learning mode requiring less intensive supervision. Machine learning bottlenecks oc-
cur when significant numbers of training examples must be entered or learning out-
comes verified by the human supervisor. Alleviation of the learning bottleneck re-
quires a method for distributing the supervision tasks and parallelising the human
effort in an efficient way.

A version of Akamai has been designed that allows human supervisors to commu-
nicate and collaborate in real time. In this model several images can be analysed con-
currently to improve the rate of training example creation for a particular concept
type.  Collaborating supervisors may also apply their combined analytical effort to the
analysis of a single image in order to improve training example accuracy and reduce
error rate.  This is an important feature as machine learning is limited by “noise” (in-
accuracy) introduced by errors and inconsistencies in training examples.

Collaborative Akamai provides an environment where a group of human supervi-
sors can be “aware” of each other’s activities and analyses. Errors and inconsistencies
are more likely to be detected and corrected in the group environment before a train-
ing example can be submitted to the machine learner. In early stages of machine
learning, conflicting information detected by the machine learner needs to be referred
to a supervisor for “conflict resolution”. With distributed real-time supervision this
might also be accomplished efficiently.

3.2   Collaborative Education and Machine Learning

Reviewing the elements of this system it becomes apparent that the same architecture
used for distributed, collaborative supervision of machine learning could be effec-
tively employed as an education medium for human learning. Changing perspective, a
hierarchy of supervisors becomes a tutor and students; the interactive interface that
allows mutual awareness of supervisors becomes a mechanism for student collabora-
tion and student-tutor communication. Possibly the most novel adaptation is the role
of the machine learner as an aid to education in distance as well as class-based learn-
ing.
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A machine learner can be in different states dependent upon the amount of relevant
training it has received. At one end of the scale, a machine learning system could take
on the role of an expert system in a particular area. Its knowledge can be used to tutor
students as well as select appropriate training examples to power-build student
knowledge.  Students’ assessments of learning exercises can be compared to a library
of historical analyses of the same case to build confidence and accuracy. With greater
machine expertise comes the ability to provide immediate and specific feedback to
maintain student motivation and guide the learning exercise.

As students reach expert status in their own right, and through interaction with an
expert supervisor (instructor), their input will add to the learning examples thus in-
creasing the potential of the machine learner itself. An “inexperienced” machine
learner can be set up so that it monitors the learning process and educational history
of a particular student. A student profile may be used to direct learning activities and
to tailor the education process to suit the student’s individual learning style.

Information can be accessible to experts and educators so that learning difficulties
related to the technology or interface can be addressed and so that more specific
learning problems can be targeted. On another level, the machine learns as the student
learns so that learning examples can be created and shared. Combining the power of
computer memory and calculation speed with student vision and intuitive approach to
analyses creates a powerful learning environment. Add into the equation the ability to
collaborate either asynchronously or in real-time with other students and the tutor and
many of the social aspects of learning may be reemployed.

4   Collaborative Akamai – A Teaching and Learning Application

4.1   Operational Model for Collaborative Akamai

As a distributed machine-learning environment where individual supervisors are con-
nected via the Internet, there are several possible modes of operation that the system
might employ based upon different levels of:

� Awareness of other supervisors’ operations
� Interaction amongst supervisors
� Collaboration between supervisors
� Need for conflict resolution
� Redundancy (repetition and validation) of analyses required
� Concurrency of operations and rule development
� Network service quality

Machine learning may be broken down into the collection of training examples,
creation of an operational rule base, distribution of rules, and employing the newly
created rules.
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4.2   Learning Strategies in Collaborative Machine Learning

Consequences of uncertain lag time in Internet-based communications leads to the
need to adopt a more responsive peer-to-peer model for collaborative image editing,
conflict resolution and rule development. Sun and Chen [8, 9] both agree for collabo-
rative editing of graphical images and text documents that a network of fully func-
tional peers provides a more responsive system than relying upon individual servers
to centrally complete key processing. With each peer fully capable of conducting
graphical editing, learning data structure maintenance, conflict resolution, rule deter-
mination and related functionality; updates to information can be broadcast from one
peer to each of the others as a minimal communication strategy.

What is presented here is a design overview for the operation of “Collaborative
Akamai” in its various learning modes. Basic to the concept is the peer network with
“key processors” that are responsible for the analysis, mark-up and intermediate data-
structure information generated for a particular image at a particular time. In effect,
learning mode should not impinge upon the collaborative effort and also should not
add any degree of freedom that might affect the consistency of the mark-up informa-
tion or the related data structure.

“Akamai” relies on human supervision to teach it how to “see” graphical artefacts
in captured images and to relate them to particular learning concepts. An untrained
system relies on the expert supervisor to navigate an image, aid the artificial vision
sub-system in marking up artefacts that can be labelled to create training examples.

Akamai has three modes of operation, lazy, aggressive, and greedy. In the lazy
mode, the supervisor drives the image analysis. In aggressive mode, Akamai navi-
gates an image, creates an intermediate data structure, marks up the image, and at-
tempts to distinguish between artefacts. In greedy mode Akamai attempts to recognise
concepts and identify artefacts, and receives confirmation or correction from the su-
pervisor as it goes.

Progression from lazy mode to aggressive mode represents moving of the learning
process to a higher level. Each of the learning modes is more efficient than the one
before as more of the previously validated machine learning and processing power
can come into play to help complete the process.

In real-time, distributed mode with collaborative supervision of image analysis the
machine learning process can be accelerated significantly over the single supervisor
system. The question of how learning modes affect or are affected by collaborative
supervision is addressed at this juncture to clarify the distributed system design proc-
ess.

In “lazy” learning mode, human input and machine output can be distributed to all
collaborators to create a training example based on collective human wisdom and ex-
perience.  The fact that the machine is in “lazy” mode will be obvious to all through
the shared graphical interface.



Collaborative Supervision of Machine Learning as a Tool for Web-Based Education         335

Similarly, in “aggressive” and “greedy” learning modes, the “key processor” is
driving the vision or analysis process with the I/O apparent to all collaborating super-
visors.  Input required for correction and or confirmation can be input via the distrib-
uted interface as required and by mutual multi-supervisor consent.

No system is totally error-free as human error and inattention to detail will intro-
duce “noise” into the system. Repeated, supervised validation will eventually reduce
noise as errors are detected and corrected. A most important ability in each of the
learning modes is the ability to “undo” any incorrect training example that is created
and “undo” any effect that it may have by its addition to the rule-base. Any “doable”
operation must have an inverse or be “undoable” which is a tenet to hold to for later
development of this system.

For real-time analysis to be effective, there is benefit in having a reasonably strict
process and procedure to guide the collaborative exercise. A set of mutual steps and
objectives to guide all collaborators helps keep process efficiency high. Automating
the guidance process to some extent is a point for future development. Images, served
from a central repository are shared or divided and farmed to separate supervisors or
supervisor groups.

With a highly interactive arrangement, much of the interpretation and analysis can
be done collaboratively amongst the supervisors before committing a rule to the rule-
base.  There are two different social arrangements that might occur, one is where each
of the supervisors is considered a peer with comparable knowledge to other supervi-
sors.  Decisions are made by consensus and consultation where there are distinct areas
of expertise. This leads to the second arrangement where one supervisor is considered
a leader and is considered to have superior knowledge or experience. In this arrange-
ment non-trivial decisions are made by consultation and approval of the group leader.
The second arrangement with a leader and subordinates is much like the teacher-
student relationship or master-apprentice roles when dealing with practical work.  For
correctness the consultative communication must be open, candid and free.

4.3   Teaching Students Using Collaborative Akamai

By changing the social structure of the human collaborators from a peer network of
experts to a supervised group of students the role of Akamai is effectively changed.
An expert tutor can guide the learning experiences using the communication interface
and by sharing awareness of his operation of the tools and image mark-up process
with the student cohort.  Encouraging students to collaborate in the exploration of the
system can enrich experiential learning.  Experiences of individual students are shared
through the collaboration and communication interface for mutual benefit.

Experimentation with image analyses can be accomplished without having the su-
pervisor online. By using the machine learning (expert) system in a greedy learning
mode the student can view the analysis process needing only to add analysis informa-
tion where required. By forcing an aggressive learning mode the student is required to
verify and validate analyses made by the machine. Lazy learning mode allows the
student to drive the analysis process for maximum interaction. Again, student collabo-
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ration can be used to effectively share the learning process. For future reference by
students it is practical to store base images and related training example data struc-
tures in some repository at a central data server along with images.

Data structures, training examples and image mark-ups created during student
learning need to be kept separate from the “expert” rule-base to eliminate “noise”.
Expert and student analyses can be compared for feedback and the expert system is
used to demonstrate and critique the analysis process.  Test images with known analy-
sis outcomes can be analysed using student-created rule bases to test their complete-
ness and accuracy.  The collaboration interface is used to provide timely feedback to
students from peers, the tutor and the machine itself.

Using Toohey’s simple model of the learning process it is apparent that the student
learning system addresses all of the stages with more even weighting.  The instructor
guides introduction to the study area in real-time and the first encounter with the sys-
tem is hands-on. Getting to know more about the system and its processes is facili-
tated using the interactive interface to ask questions of the tutor and other collaborat-
ing students.  Trying it out is a matter of following instructions and examples given in
real-time and reacting to the relevant feedback offered by the system and collabora-
tors.  Reflection and adjustment is a quiet moment where the student’s existing mental
model of the system and experiential model merge to create a new mental model.
From this point new exploration can proceed with greater effect.

Many of the frustrations expressed by distance education students are effectively
eliminated using this learning tool, others still require careful design consideration.  In
particular, the technological issues must be overcome with careful user interface de-
sign; plentiful contextual help and well planned introductory sessions with the tutor.
Mutual awareness provided through the interactive interface can provide timely tuto-
rial assistance in the introductory sessions.

Using good user interface design principles [10, 11, 12] and concentrating on us-
ability engineering [13, 14], issues such as missing or ambiguous instructions, poor
navigation or insufficient state information can be rendered insignificant. Efficient
data input and well-designed inter-peer communication strategies allow the new user
to quickly gain proficiency. In this design, multiple communication channels are in
use with graphical, textual and complementary information being blended throughout
the learning session.

Using the interactive interface to share awareness of others activities allows all
collaborators to contribute to the practical sessions. Interactions can range from stu-
dent driven exploration to watch-and-copy; all of which may have tutorial guidance.
In asynchronous communication mode, students are able to explore and experiment at
their own pace to gain confidence and understanding of the system. Students are not
limited to sole discovery in this mode as the machine learner [15, 16] can play a
guiding or tutorial role to facilitate the student learning process.

An important implication of mutual awareness through the user interface is the
ability for the tutor to provide timely feedback and gain accurate information on stu-
dent progress. Tutor awareness of student progress allows for help, encouragement
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and allocation of specific learning tasks. In asynchronous mode, a suitably designed
student modelling machine learner can also assess strengths and weaknesses to design
a relevant learning strategy for the particular student.

5   Conclusions and Future Work

In this paper the concept of a collaboratively supervised machine learning system be-
ing used as a Web-based education mechanism for students is introduced. Student
problems with current Web-based distance education systems have been highlighted
and it is suggested as to how Collaborative Akamai addresses these problems.
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Abstract. Web based learning plays an important role in modern teach-
ing environment. Many Web based tools are becoming available on this
huge marketplace. Agent technology contributes substantially to this
achievement. One of the fundamental problems facing both students and
education services providers is how to locate and integrate these valu-
able services in such a dynamic environment. In this paper, I present a
mediator based architecture to build open multi-agent applications for
eLearning. An agent services description language is presented to enable
services advertising and collaboration. The language exploits ontology
of service domain, and provides the flexibility for developers to plug
in any suitable constraint languages. Multiple matchmaking strategies
based on agent service ontology are given to help agents finding appro-
priate service providers. The series of strategies consider various features
of service providers, the nature of requirements, and more importantly
the relationships among services.

1 Introduction

The World Wide Web has the largest collection of knowledge ever in man kind
history. It is one of the most important resources in modern education. With
the success of search engines, such as Google, and the vast acceptance of online
learning systems, such as WebCT, students and teachers can search text and
images efficiently. These tools are changing our learning process in schools and
universities all over the world everyday. However, the Web has not reached its full
potential. At its early stage, the Web is solely a huge collection of digital informa-
tion. Nowadays, it is evolving into a huge growing marketplace for information
providers and consumers. Agent technology makes a substantial contribution to
this achievement.

However, how to find information providers and how to integrate information
agents in such an open environment are new challenges. Information agents, such
as Ahoy [6], ShopBot [3], and SportsFinder [5], are programs that assist people to
find specific information from the Web. They are information service providers,
which have the capabilities to find information for users, for example locating
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a person’s homepage, finding the cheapest available prices for music CDs, or
finding sports results of a team or a player. For a novice user, a challenge is
how to find these services; for an information agent, the challenges are how to
locate the service providers, and how to communicate with them to solve its
tasks cooperatively. This is one of the basic problems facing designers of open,
multi-agent systems for the Internet is the connection problem — finding the
other agents who might have the information or other capabilities that you need
[2].

In [4], two basic approaches to this connection problem are distinguished: di-
rect communication, in which agents handle their own coordination and assisted
coordination, in which agents rely on special system programs to achieve coordi-
nation. However in the Web application domain, where new agents might come
into existence or existing agents might disappear at any time, only the latter
approach promises the adaptability required to cope with the dynamic changes
in the environment.

2 Related Works

2.1 Ontology

Ontologies are content theories about objects, their properties, and relationships
among them that are possible in a specific domain of knowledge [1]. In a given
domain, its ontology clarifies the structure of knowledge in the domain. It forms
the heart of any system of knowledge representation for that domain. Without
an ontology, or the formal conceptualisations, there can not be any vocabulary
for representing knowledge, let alone automatic knowledge reasoning and infer-
ence. An ontology gives the terms used in a certain domain, as well as their
relationships. So that we can use these terms provided to assert specific proposi-
tions about a situation. For example, in computer science education domain, we
can represent a fact about a specific unit: unit SCC303, Software Engineering,
is a third year undergraduate unit, where SCC303 is an instance of the concept
unit. Once we have the basis for representing propositions, we can also represent
more advanced knowledge, such as hypothesise, believe, expect, ect. Thus, we
can construct a domain ontology step by step to describe the world.

2.2 Web Service Description Languages

Web services are Web accessible programs and devices that not only provide
information to a user, but to enable a user to effect change in the world. Web
services are among the most important resources on the Web, and they are
garnering a great deal of interest from industry. Many emerging standards are
being developed for low-level descriptions of Web services.

– WSDL. Web Service Description Language provides a communication level
description of the messages and protocols used by a Web service. WSDL is
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an XML format for describing network services as a set of endpoints operat-
ing on messages containing either document-oriented or procedure-oriented
information. The operations and messages are described in abstract, and
then bound to a concrete network protocol and message format to define an
endpoint. Related concrete endpoints are combined into abstract endpoints
(services). WSDL is extensible to allow description of endpoints and their
messages regardless of what message formats or network protocols are used
to communicate.

– Semantic Web. The huge collection of information on the Web is fare
beyond a person’s ability to search and index. So machine-understandable
data is a high priority to automatic processing online information. Semantic
web is a step to define and link data on the Web in a way that it can be used
by machines not just for display purposes, but for automation, integration
and reuse of data across various applications.

2.3 WebCT

WebCT is one of the leading on-line education tools. It provides teachers a pow-
erful and convenient way to build up websites dedicated to publishing teaching
materials for their subjects; meanwhile it is also a place for students to feed-
back their progress. No wonder WebCT is widely accepted in various levels of
education institutes, especially for long distance learning. However, WebCT is a
closed system. It can only let the teachers and students in the same university or
in the same class to communicate each other. In this point of view, WebCT has
not taken the full advantage of the World Wide Web, which now is a fast grow-
ing collection of services. WebCT is still based on the conventional client-server
architecture. While the Web offers more flexible options, for example everyone
on the Web could be an information provider and consumer at the same time.
Peer to peer communication is becoming the mainstream of on-line publishing
and marketing. I believe this is the future trend for on-line education, because
in such architecture teachers and students can easily swap their roles and learn
from each other. In addition, this architecture is open for everyone to join in.

3 Mediator Based Architecture

A mediator is a special kind of information agent acting as middle man to take as
input, a request to find an agent that provides a service, and returns as output,
a list of such agents and their cooperation relationships. A mediator also stores
the services offered by different agents in the existing environment, and when
a new agent is introduced into the environment it can register its capability to
the mediator, using an agent service description language, if this agent wants its
service to be used by others. Information agents also can unregister their services
to the mediator when they want to quit the cooperation or exit. Also when an
information agent receives a query or a subtask within a query that can not be
solved by itself, it can request the mediator to find out other agents that have



342 H. Lu

Mediator

Service ConsumerService Provider

Reply

Request

Register

Marketing Recommand

Ask

Fig. 1. Mediator Based Architecture

the capability or a set of agents who can work cooperatively to provide that
service.

4 Agent Services Ontology

Since information agents are developed geographically dispersed over the Web,
their capabilities are different from each other. SportsFinder [5] can find the
sports results of golf, cycling, football and basketball etc. for users; while Ahoy
[6] is good at locating people’s homepages. In an application domain, such as
Computer Science subjects, there exists a hierarchy relationship among these in-
formation agents. For example, information agent A can answer students’ query
about Software Engineering, while agent B is only capable of consulting on Risk
Analysis, which is a part of the subject Software Engineering; in this case the
service agent B can provide is a subset of agent A, i.e. Service(B) ⊂ Service(A).

To construct agent services ontology , it is necessary to identify their rela-
tions. Let Si denotes the service of information agent IAi, and a service identifier
to express in short what kind of service the agent can provide. For the above
example, we have Service(B)={Software Engineering}, while Service(A)={Risk
Analysis}.

– Identical Service: S1 = S2. This means the two services can provide the
same function in spite of the fact that they may have different service names.
As we know, information agents are being built over the Web using different
programming languages and architecture. It is no surprised to have two
agents running on different hosts that can offer the same service. Obviously,
two identical services can substitute each other.

– Subservice: S1 ⊂ S. This relationship characterises two services offered by
agents, in which one service’s function is only a part of another. For instance,
an expert on C/C++ programming is good at tutoring lab project on Object



Mediator Based Open Multi-agent Architecture for Web Based Learning 343

Computer Science

Software
Engineering

Trees

Data Structure C/C++ Language

OO DesignRisk Analysis

. . . . . .

. . .

. . .

Fig. 2. Fragment of Computer Science Subjects Ontology

Oriented Design in Software Engineering unit; but he/she may not capable
at formal methods in the same unit. In this point of view, the service offered
by a tutor on C/C++, is only a part of a lecturer on the whole subject.

– Substitute Service: a service S1 can be substituted by service S2, S1 ↔ S2.
From the above description, we know that identical service and subservice
are two special cases of substitute service relationship. But the difference is
that identical services can substitute each other, while the subservice can
only be alternated by its “parent” service, not vice versa.

– Partial Substitute Service: S1 ∩ S2 �= φ. This relationship describes two
services that have some common subservices. In some circumstances, partial
substitute services can be alternated with each other, such as where the
service agent is offering, just by chance, the common subservice with its
partial substitute service, that is, the agent is not offering its full service to
others at the moment.

– Reciprocal Service: ∃S = (S1 ∪ S2) AND (S1 ∩ S2) = φ, then S1 and S2
are reciprocal with S. If two services are reciprocal, that means they have
no subservices in common, but they can work together to offer a “bigger”
service. From this definition we know that in case there is no current agent
available to provide the “bigger” service, these two reciprocal services can
cooperate as a single agent for this task. This gives us a message that by
combining the current agents in a different manner, we can tailor the system
to meet new requirements.

Agent service ontology gives a formal method to describe the relationships
among agent services. An agent service ontology contains all the services of in-
formation agents as well as their relationships. Basically, a directed cyclic graph
(DCG) is able to present the relations between agent services. The nodes in the
graph present the services, and the edges are labeled with the service relation-
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ships. In Figure 2, a fragment of the ontology on computer science subjects is
given, in sense of the content of the topic and their relationships.

<asdl> ::= ( service
:service-id <name>
:constraint-language <name>
:input ( <param-spec>+ )
:output ( <param-spec>+ )
:input-constraints ( <constraint>+ )
:output-constraints ( <constraint>+ )
:io-constraints ( <constraint>+ )
:service-ontology <name>
|:<relation> <name>
|:privacy <name>
|:quality <name> )

<param-spec> ::= ( <name> <term> )
<relation> ::= identical | subservice | substitute

| reciprocal | part-sub
<term> ::= <constant> | <variable> |

( <constant> <term>+ )
<constant> ::= <name>
<variable> ::= ?<name>
<name> ::= <Identifier>

<constraint> ::= << expression in constraint-language >>

Fig. 3. Syntax for Agent Service Description Language in BNF

5 Ontology Based Agent Service Description

The proposed language in Figure 3 allows plugging in of an independent con-
straint language, that is the syntax of our ASDL is open at this point. This is
described in the constraint-language field, which tells what language is used to
present the constraints that should be hold on input, output and input-output.
Also the cap-id field allows the specification of a name for this capability. The
name for the capability is used to enable the middle agent to build a service on-
tology, and allows the isa field to naming a capability from which this capability
will inherit the description. These two fields make it easier and simple to write a
service description based on the already existed service ontologies, which is given
as the value of cap-ontology field. The privacy and quality fields describe to
what degree can other agents access this service and what the quality of this
service is respectively. Depends on different domains, privacy and quality could
be described in terms or functions.



Mediator Based Open Multi-agent Architecture for Web Based Learning 345

6 Mediating Agent Services on the Web

Mediating is a process that utilise the knowledge on service domain to introduce
service providers and consumers. Mediating is a high-level services matching and
brokerage, in terms of level of knowledge applied, and directions of information
flow. First of all, why do we need to mediate agent services on the Web? Let us
look at the vast diversity of services that can be provided by agents all over the
Web. Services are different in many aspects, I just name a few in the following:

– Function. It is obvious to note that different services have different func-
tions. A sports agent has a totally different function to a shopping agent;

– Constraints. Even agents with the same function may impose different con-
straints on their input, output and input-output. For example, two lecturers
both can be tutors on the subject, Data Structure and Algorithms, but one
can only answer C questions, while the other is good at Java. Despite that
they are able to consult on the same assignment question, but they require
it in their capable language.

– Quality and Privacy. Quality and privacy are also varied from agent to
agent, since they are run on different machines. Even when agents have the
same function, due to the different implementations of the function, the
qualities of their services may vary;

– Names. Agents may have different names despite the fact that they can
provide the same service and have the same constraints and quality and
privacy values.

The reasons that cause so many differences among agent services are mainly
because of the open feature of the environment. Agents are developed over the
Internet with heterogeneous architecture, and their functions vary from one to
another. Due to diversity of agents, the requests of services are also various.
In most cases, we can not expect that for a service request there is at least
one agent to exactly provide that service, even through we suppose the service
advertisement and request can fully express what the services are. In fact, a
single agent can not have a global view of the whole system, it is not practical to
do that, its request of service is also limited by the agent’s “partial” knowledge
of the environment.

7 Multiple Strategies for Services Matching

7.1 Type Matching

In the following definition, if type t1 is a subtype of type t2, it is denoted as
t1 �st t2.

Definition 1. Type Match Let C be a service description in our ASDL con-
taining: an input specification IC containing the variables v1, . . . , vn, and output
specification IO . Let T be a service request in ASDL with input specification IT

containing variables u1, . . . , um, and output specification OT . C is type matched
with T , if

IT �st IC and OC �st OT
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where IT �st IC means ∀vi ∈ IC ∃uj ∈ IT that uj �st vi and for
i �= k, uj �st vi, and ul �st vk, we have j �= l.

This is the simplest strategy that only matches the types in the input and
output fields of service advertisements against the correspondent field in require-
ments. It makes sure that a provider can take the inputs of requester, and its
outputs are compatible with the requester’s.

7.2 Constraint Matching

Definition 2. Constraint Match Let C be a capability description in ASDL
with input constraints CC

I = { CC
I1

, . . . , CC
IkC

} and output constraints CC
O = {

CC
O1

, . . . , CC
OlC

}. Let CT
I = { CT

I1
, . . . , CT

IkT
} and CT

O = { CT
O1

, . . . , CT
OkT

} be the input and output constraints respectively of service T . T is constraint
matched with C if

CT
I �θ CC

I and CC
O �θ CT

O

where �θ denotes the θ-subsumption relation between constraints. For CT
I �θ

CC
I means ∀CT

Ii
∈ CT

I ∃CC
Ij

∈ CC
I that CT

Ii
�θ CC

Ij
and for i �= k, CT

Ii
�θ CC

Ij
,

and CT
Ik

�θ CC
Il
, we have j �= l.

Since all the constraints are given in constraint-language, the details of
θ-subsumption depends on the constraint-language. In first order predicate logic
(FOPL), which is the constraint-language used in examples, constraints are a set
of clauses. θ-subsumption in FOPL means there exists a substitution between
two clauses.

7.3 Exact Matching

Exact match is most strict matching. It requires both the types and constraint
fields are well matched. This strategy deals with the services that have the
same functions but with different variable and type names. Considering the huge
amount of Web-based applications which implemented over times and locations,
there are many cases that developers may select different naming space.

7.4 Partial Matching

Definition 3. Partial Match Let C be a service description in our ASDL
containing: an input specification IC containing variables V C

I1
, . . . , V C

InC
, and

output specification OC with variables V C
O1

, . . . , V C
OmC

, and C’s input constraints
CC

I = { CC
I1

, . . . , CC
IkC

} and output constraints CC
O = { CC

O1
, . . . , CC

OlC
}. Let

T be another agent service with the correspondent description parts as: input IT

containing variables V T
I1

, . . . , V C
InT

, and output specification OT with variables
V T

O1
, . . . , V T

OmT
, and T ’s input constraints CT

I = { CT
I1

, . . . , CT
IkT

} and output
constraints CT

O = { CT
O1

, . . . , CT
OlT

}. We define T is partial matched with C if
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∃V T
Ii

∈ IT , ∃V C
Ij

∈ IC that V T
Ii

�st V C
Ij

∃V C
Oj

∈ OC , ∃V T
Oi

∈ OT that V C
Oj

�st V T
Oi

∃CT
Ii

∈ CT
I , ∃CC

Ij
∈ CC

I that CT
Ii

�θ CC
Ij

∃CC
Oj

∈ CC
O, ∃CT

Oi
∈ CT

O , that CC
Oj

�θ CT
Oi

The above definition means for two capability descriptions, if some of their
input, output variables have subtype relations, and there are constraint clauses
in their input and output constraint specifications that are θ- subsumption, these
two services are partial matched. Semantically, in some circumstances, i.e. the
unmatched variables and constraints are irrelevant; the partial matched service
is applicable.

7.5 Privacy Matching

Due to a service provider agent’s privacy restriction, the matching result actually
is sent to the service provider instead to the service requester. In other words,
the provider agent wants to control the communication with consumers, it does
not want to expose itself before knowing who are requesting its service. For
instance, when recruiting for qualified software developers, some companies may
not like their names known by their competitors, so they ask the agencies (middle
agents) to keep their privacy. After the agency provides them with the resumes
of potential experienced programmers, they can decide whom they would like
to interview. Compared with other “conventional” matching strategies, privacy
matching actually matches a service advertisement against service requests each
time, while all the other strategies are vice versa; the information flow is different;
the result of matching is transferred in a different direction. From the mediator’s
perspective, privacy matching is a service for capability providers. It supplies
service request information to providers to help them marketing their services.

7.6 Cooperative Matching

Matching is a process based on a cooperative partnership between information
providers and consumers. In cooperative matching process, the mediator first
tries to find out from the current available information agents who have the
capability that the query agent (information consumer) is asking for. In case
no available agent can fulfill the queried service singly, the mediator will infer
the relationships among available services, according to the domain ontology,
to find a set of available information agents that can cooperate in some way
to provide the requested service. This strategy requires an arbitrary amount of
deduction and knowledge to match any given service and request. It exploits
service ontology, knowledge on the application domain, to discover the hidden
relationships among currently available services. It returns the agents contact
information and their relationships.
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8 TutorFinder: An Open Online Learning Tool

One great advantage of Web based learning is its openness. Everyone on the In-
ternet can participate the learning and education process at any time they like.
Traditional computer aided instruction (CAI) systems based on client-server
architecture can not cope with this requirement. In order to take the full ad-
vantages offered by the Web, a new trend of online learning is open systems
architecture, which introduces middleware to solve the connection problem.

Fig. 4. Tutor Mediator

Based on the above mediator architecture and strategies, TutorFinder, an
online tool for students and lecturers to locate suitable tutors, is presented in
this section. TutorFinder is a mediator based open system. Any new available
agent, who is able to offer services related to a specific eLearning subject, can
register or advertise its ability to the TutorMediator, shown in Figure 4, who acts
a middle man to mediate services requests and advertisements. This paradigm
is open to any educators who wish to make their tools public over the Internet;
in addition it is also open to any learners who are seeking some kind of helps.
Service requests and advertisements are written in the proposed agent services
description language, which can be easily plugged into any agent communication
language. TutorMediator applies the multiple matching strategies to find out a
or a team of service providers to inform to a consumer. The matching process
can be reversed as a marketing campaign, in case the service provider would like
to remain unknown until it knows who are seeking its services, and then the
provider will target its marketing to the potential consumers. This procedure is
depicted in Figure 1 as the dash line labeled with “Marketing”.
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8.1 Services Description and Matching in TutorFinder

The presented agent services description language based on ontology provides a
meaningful tool for service providers to express their capabilities. This is critical
in a Web based learning environment, considering the open nature of eLearning.
Using this language, online learning service providers can prescribe what kind of
services they can offer to the community. For example, a Web service dedicated
to answer students’ queries on subject SCC303 Software Engineering can register
its service to the above TutorMediator in the following format:

( service
:service-id SCC303Tutor
:constraint-language fopl
:input ( (SCC303Question ?question) )
:output ( (Answer ?answer) )
:input-constraints (

(elt ?question Question)
(SubjectIn ?question SoftwareEngineering) )

:io-constraints (
(Correct ?question ?answer) )

:service-ontology ComputerScience )

In this description, we know that the service SCC303Tutor takes questions
in subject SCC303, Software Engineering, as input, and gives the correspondent
answers. It requires an input to be a valid question defined in Computer Sci-
ence Subjects ontology, and the question should be in the topics of Software
Engineering; on these conditions, SCC303Tutor is able to give a correct answer.
Please note that the constraints in this example are written in First Order Pred-
icate Logic (FOPL), which is specified in constraint-language field. Actually,
developers can choose any formal languages independent from ASDL to write
constraints, and simply specify it in this field.

The ontology of Computer Science subjects is not only exploited in service
advertising, in which it defines all the terms and their relationships used in the
description, but also in service matching. Here I present a scenario in Figure 4.

In this scenario, there are four information agents available, and they can
provide tutoring services on subjects of Software Engineering, Data Structure,
C/C++ Language, and Risk Analysis to students. These four agents can be lo-
cated at different universities and institutes. When a student or an agent requests
services on Computer Science, TutorMediator can recommend a provider, or a
list of service providers working as a team in case that the requested service can
not be accomplished by any single agents. Considering a student who is doing
a programming project on Object Oriented Design and Analysis, at the current
situation, there is no single agents has the capability on OO Design and Analysis
programming; but this requested service can be achieved by two agents Tom and
Bob, who have the expertise on Software Engineering and C/C++ Language re-
spectively, working cooperatively as a team. So by exploiting service ontology
and cooperative matching strategy, TutorMediator can reply the student’s query
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with Tom and Bob’s contact information, as well as their relationship in form-
ing the team. Without ontology and various matching strategies, this can not
be achieved. Powered with knowledge on the domain and a series of match-
ing strategies, TutorMediator in our architecture is not a conventional middle
agent, but an intelligent mediator who can reason and refer service providers’
relationships, and guide them into cooperation.

9 Conclusion

The proposed agent service description language gives a flexible method for
developers to plug in a suitable independent constraint language; it is more ex-
pressive for service quality and the privacy of service providers. The mediator,
TutorMediator, in the presented open multi-agent architecture serves as middle
agent that not only solves the connection problem, but also infers the coopera-
tion relationships among information agents, this will direct service providers to
forge a cooperation to answer a user’s query. In such a way, tutoring agents can
improve their capabilities, and online learning system becomes open and more
scalable. This architecture with the service description language and matching
strategies provides a solution to build open online learning system step by step.
It also enables developers to integrate new tutoring services with legacy eLearn-
ing systems, since the architecture and language are open. This is critical for
the success of online education, because both the educator and learner can take
the full advantage of the World Wide Web, which gives people the freedom to
pursue education from anywhere at anytime.
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Abstract. An important issue of web-based learning is to realize self-adaptation
in individual learning with respect to individual characteristics of learners. In
this paper we present a web-based learning platform based on the learning theo-
ries of educational psychology. The platform and courseware are developed and
experimented in the high schools and the result shows that the system demon-
strated certain characters of intelligence in web-based learning, being able to
judge like an expert teacher in instruction process. The platform is capable of
not only providing individual learning but also enhancing students’ motivation,
interest, autonomy and meta-cognitive ability.

1   Introduction

Web-based learning is being developed rapidly in recently years. It is getting more and
more popular because Internet gives us the best hope for the less expensive, more
accessible, higher quality education [1] (Jones, 1999). This form of instruction can
meet the needs of many for whom conventional education is inappropriate or unavail-
able [2] (John Stephenson, 2001).

To take the advantages of web to instruct involves not only the web technology but
also more importantly the further development of the principles of pedagogy and psy-
chology during the course of web-based learning. In fact, the tendency for new tech-
nologies to be seen as heralding a revolution in educational methods and then consis-
tently failing to make an impact has been noted [3] (Mayes, 1995). We believe that
new technologies alone, however effective in other fields, don’t inevitably cause fun-
damental changes in education. New theories of pedagogy and psychology are neces-
sary to effectively deploying the new technologies in education to achieve the best
results.

Generally speaking, web-based learning has two main forms. First is collaborative
learning. That is, the students construct their own knowledge systems by the way of
solving problems in collaborating with others. The second one is individual learning.
The students acquire the knowledge by themselves. Most of web-based teaching sites
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provide both forms of learning. While there are many researchers focusing on how to
realize the communications between students and teachers and the communications
among students through solving problems by collaboration [4] (Jonassen and Land,
2000), this paper discusses the self-adaptation in individual learning.

2   Individual Web-Based Learning and Psychological Theories

Individual learning stems from the behaviorism. In order to overcome the disadvan-
tages of learning in the traditional class, Skinner proposed a method of programmed
learning [5] (Skinner, 1954). The main steps of programmed learning include selecting
goal, fixing the pace, timely feedbacks and controlling by machine [6] (Xiaozhen
Zhang, 2000). Programmed learning is effective in teaching because it costs less time
and learners enjoin it [7] (Hanna, 1971). After so many years programmed learning
has not been abandoned yet and it is also being adopted in some web-based learning.
In programmed learning, the information is presented in the form of small nodes fol-
lowed by some reinforcements. The learner must master the former content before
they learn the next content. The communication can be enhanced through tests. If the
learner fails the test, he/she has to go back to the former knowledge node and go it
over again. Many web-based learning sites were built on the principle of programmed
learning.  Some researches indicate that programmed learning takes less time than
traditional learning and is welcomed by the students. Such a learning theory falls into
the behaviorism category, and may best suit teaching of the basic knowledge and skills
(Abbey, 2003) [8].

Following behaviorism is cognitive psychology that regards the learning as the in-
teraction result of stimulus and inner cognitive process. It proposes that the structure
of knowledge should be directly presented during the learning process. For instance, a
research on concept formation shows that it is an interactive process [9] (Bruner,
Goodnow & Austin, 1956). Knowledge may not be useful until learners master it. In
order for the learner to grasp it, knowledge need be presented as knowledge notes one
by one. Thus, the research outcomes of cognitive schema, web structure of cognition,
the concept formation, motivation theories and meaningful learning all may find their
uses in web-based learning.

Constructivism regards learning as the initiative process to form the knowledge and
understand the new by empirical structure. Individuals use the assimilation and con-
firmation to adjust their knowledge structure [10] (Piaget, 1954). Structural psycholo-
gist thinks the knowledge is acquired by the interaction between individual and envi-
ronment, not by teaching. The spiral development of cognition is followed the way of
meaningful structure. The theory insists of learning by tasks, meaningful learning by
discussing the problems, designing realistic problem condition, letting the students
experience the challenge similar to the real world and learn the knowledge [11]
(Kekang He, 1997). The structural psychology didn’t discuss the individual problems,
but focuses on the self-control during the learning process. The main functions of
teachers are guiding and consulting. Web-based learning most are student-centered.
Web-based learning from constructivism is suitable for higher learning. It demands
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that learners are more responsibilities for their own learning [12] (Perkins, 1991).
Structural learning theory becomes the important one to web-based learning. Now, the
design and creation of curriculum and web-based learning are mainly based on this
theory. The model of individual web-based learning can be improved with the devel-
opment of the theory.

3   Intelligent Characters of Yuanlin Web-Based Learning
Platform

Some researchers believe there are not many differences between web-based learning
and traditional learning. Web-based learning is simply an extension and further devel-
opment of traditional learning. It should be viewed as a tool or a kind of support to
traditional learning. The researchers who hold such a view, however, ignore the in-
evitable conflict between the “in the same pace” of the tradition learning and individ-
ual differences. Web-based learning can better solve the individual problems than
traditional learning. Teachers should aim at the students’ difference in terms of
knowledge background, learning goal, learning ability and so on. Furthermore, non-
cognitive factors such as the learner’s motivation, interest, emotion, autonomy and so
on should not be ignored. As a result, teachers should set different goals, contents,
paces, ways of testing and measures of remedy. At the same time, they should con-
sider how to prompt the learner’s learning by kinds of valid means. All of these pa-
rameters should be variable and adjustable. In this way, the students will find their
own comfortable ways to learn.

Yuanlin Web-based Learning Platform (abbr. as YWLP) is designed on the basis of
psychology theories. It not only has the collaboration learning function but also can
realize the individual learning by aiming at the different characters of learners. It is
capable to judge like expert teachers and gives advices. Learners may either accept the
advices or refuse them and take their own pace. The process of such individual learn-
ing is presented and analyzed as follows.

3.1   Goal Selection and Learning Mode

When individual learners contact the web-based learning at the first time, they will
have different knowledge backgrounds, learning abilities, motives and goals. To teach
students in accordance of their own aptitude should aim at the different characters of
the learners. If learners choose the goals suit for themselves, they will know the goals.
They will have high level of motivations, work efficiently, and take the challenges.
Consequently, it will bring out the feelings of success, efficiency and inner interests.

YWLP allows the course designer to set different goals according to different edu-
cational levels. The levels will be lined up by the content difficulty. Learners should
firstly select their learning goals (see Fig. 1.). Learners who choose different goals
will meet the different knowledge nodes, requirements and tests. For example, learn-
ers A and B choose the goal 1 (the learning goal of novice) and goal 2 (the learning
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goal of expert, more difficult than goal 1) separately. The contents what they will learn
are different. Learner A will not have to learn some contents what learner B has to
learn.

YWLP supplies two different learning modes for the learners. One is to choose
from the catalog of the contents that are not completed grasped. This is suitable for the
learners who have better background knowledge and meta-cognitive abilities. The
other is to learn the content systemically. The web-based learning platform will pres-
ent instructions and tests systemically according to the respective contents and se-
quence set in advance. It also supplies feedback and make intelligent judgment auto-
matically according to the students’ responses. This mode is suitable for most circum-
stances, especially for learning new contents.

Fig. 1. Goal selection and start selection model

3.2   Intelligent Judgment to Individual Learning Start

The first problem solved by YWLP is to determine the starting-point from which the
learner begins his/her studies after the learning objective is chosen. The system will
decide the learner’s starting-point by conducting automatic diagnosing tests. The sys-
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tem automatically compiles a series of diagnosing tests. At the end of tests, the system
will make judgment of the learner’s starting-point.

With these diagnosing tests, the system may know the learner’s current status, that
is to say, what the learner has mastered and what problems the learner has. For an
instance, a learner is going to study high school physics course. The system may diag-
nose how well the learner masters the knowledge of physics at the junior middle
school level and how much the learner knows the knowledge of high school physics.
Learners will receive various feedback data after they have the diagnostic test. It just
reflects that individuals’ current status is different from each other. YWLP web-based
instruction system will automatically provide advice according to the results of diag-
nosing tests. Learners will start learning once they accept the advice. Certainly learn-
ers may refuse the advice of the system and decide their own starting-points.

3.3   Intelligent Judgment to Individual Learning Process

The instruction procedure of YWLP course is made up of the instruction of a series of
knowledge nodes. Specifically, there are exercises, instruction, games, simulation,
problem solving and so on. A learner will study the lecture, which includes files, pic-
tures, audio files, video files and flash, and have the respective test in order to master
each knowledge node.

Experts’ support, colleagues’ feedback and related data are available for the learner
during the course of learning. This is similar to the general web-based instruction
systems. The critical difference, however, is the way of evaluation and the remedies
after the evaluation.

YWLP may propose different requirements, including understanding, memorizing,
using, applying skillfully, and applying synthetically or creatively, with regard to
different features of knowledge nodes. Therefore various requirements are put in the
lecture and the test of knowledge nodes. In our opinion, for a given knowledge unit,
the learner may not memorize it even if he/she understands it; he/she may not use it
even if he/she memorizes it; he/she may not apply skillfully even if he/she can use it;
he/she may not apply synthetically even if he/she can apply it skillfully. Or the learner
cannot synthesize thinking strategies. Different knowledge nodes have different re-
quirement. It is necessary to evaluate the learning at different levels.

YWLP provides two different types of tests, test I and test II, in order to guarantee
that the most basic and general knowledge nodes can be mastered and applied skill-
fully. Test I requires the learner to master the knowledge nodes while Test II requires
the learner to master the knowledge nodes skillfully. The learner’s speed of response
is recorded during the test. For those who do not meet the requirement, the system will
automatically provide relevant exercises until they are able to meet the requirement.
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Fig. 2. Individual learning process model

YWLP provides timely feedback when a learner fails the test of some knowledge
unit. YWLP may also make intelligent judgment and find out what difficulties the
learner has and what can be done to overcome them. Fig. 2 shows, for an instance, that
the learner fails test A. The learner may re-learn Node A. It is, however, possible that
Node A is not the reason for the failure. The real cause to the failure is that the prece-
dent Node B or D is not mastered well enough. The system will automatically advise
the learner to review Node B and Node D. the learner is free to decide whether accepts
the advice or not.

The judging capability of computer is derived from the design of web-based
courses. Designers, normally experienced teachers, are required to construct relation-
ship of all knowledge nodes, that is, cognitive network of knowledge nodes. In Fig. 3,
for example, there is some intrinsic relation among the knowledge nodes. Node B and
D are the predecessor of Node A. In other word, Node B and D are more basic that
Node A in term of construction. Node E is the consequence of Noda A and C. Such a
node network is similar to human cognition network and proved by some researches.
Stimulating recall of prior learning can be as simple as reminding learners of what was
studied the day before, or last week, in class. This is often observed in the quick re-
view with which many teachers start their daily courses. In some instances, however,
simple reminders are not enough. It then becomes necessary to reinforce the prerequi-
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site knowledge or skills by some practice activity [13] (Gagne and Driscoll, 1988). An
example can be seen in the following protocol, taken from Driscoll and Dick’s obser-
vations of a grade-8 science teacher about halfway through an instructional unit on
light and lenses [14] (Driscoll and Dick, 1991).

Fig. 3. Part of knowledge node network

The evaluation subsystem of YWLP pays much attention to the quantitative
evaluation during the learning process. The evaluation is dynamical and quantitative
throughout the course of learning. There are two index of quantitative process evalua-
tion. One is the score of learning progress, which means the quantity of knowledge
nodes mastered by the learner. Another is the score of learning quality, which means
how good the learner masters the knowledge nodes. The hypothesis is that learning
quality of some knowledge unit can be judged if the learner successfully passes the
test of the respective knowledge unit. That is, the learner may score full if he/she
passes the test at the first time. The learner may score half if he/she passes the test at
the second time. The learner may score quarter if he/she passes the test at the third
time. The learner scores zero if he/she fails at the fourth time. It can be expected that
two learners might be scored 600 of learning progress, but their scores of learning
quality are different. Learners may know one’s scores of learning progress and quality
as the scores approach full. Learners may compare one’s scores with others, too. This
kind of evaluation method will help to motivate and maintain learning motivations,
and timely evaluate the gap between the current status and objective status.

Besides, learners’ objective is changeable. Learners may change his/her objective.
YWLP can dynamically advise learners to adjust the objective if the score of learning
quality of some learning stage does not meet the requirement of certain instructional
objective. For an instance, there are three objectives, primary, middle and senior-set,
in some web-based course. A learner chooses the middle objective at the beginning. If
his/her score of learning quality is beyond the standard after a period of learning, the
system will automatically advise the learner to “adjust your objective to a senior one”.
If his/her score of learning quality is below the standard, the system will automatically
advise the learner to “adjust your objective to a primary one”. Certainly it is learner
who decides whether or not to accept the system’s advice. Learning contents and tests
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will be adjusted respectively with regard to the changes of learning objectives. As a
result, YWLP is capable to make judgment as an expert teacher does.

4   Conclusions

It can be seen that YWLP is capable to make intelligent judgments during the course
of individual learning. Learning process may be dynamically adjusted with regard to
individual differences of every learner.

Comparing with the other web-based teaching platforms, YWLP can provide not
only general functions shared by other platforms, including cooperative learning, sup-
port online, courseware administration and so on and so forth, but also the function of
intelligent support for individual learning.

YWLP has been used in teaching practices. We developed network courseware of
math, physics and chemistry in high schools in the Western China. It proves that
YWLP can offset the shortcomings of instructions in the traditional classroom. The
mean scores of the different classes in the pre-test and post-test are seen in Table 1.
After statistic analysis, there were not significant difference in the pre-test between the
experimental class and the contrastive class in the three subjects. When we finished
the experiment throughout one term, something interesting happened. The mean
scores in other two subjects increased but were not significant on statistics. However,
significant difference in the post-test was found in chemistry. The mean score (74.3)
of the experimental class is significantly higher than it (67.5) of the contrastive class
(significance < 0.05).

Table 1. Comparison of mean score of the different classes

Class Pre-test Post-test

Experimental 86.3 111.7
Math

Contrastive 88.6 112.4

Experimental 56.9 76.0
Physics

Contrastive 56.8 72.1

Experimental 70.6 74.3
Chemistry

Contrastive 66.7 67.5

Additionally, after the experiment we made an investigation into the effects of
YWLP on non-cognitive factors. The statistic data showed that the students’ motiva-
tion, interest, autonomy and meta-cognitive ability have been enhanced significantly.
Most of the learners reported that because they were promoted to master knowledge
and skills they can control their learning. Although there are still more problems to
solve in YWLP, it is clear that the intelligent character of TWLP in individual instruc-
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tion is helpful for learners to make best progress and develop their potential as much
as possible.

“…the best teaching occurs when educators make choices about learning environ-
ments, learning tools, and learning experiences based on strategies drawn from a board
knowledge base” [15] (Norton & Wiberg, 1998). YWLP provides students a good
chance to choose how to learn individually with their own comfortable style.
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Abstract. This paper presents a machine learning approach to develop com-
puter-assisted learning supports for inductive learning tasks. Several machine-
learning techniques are developed to evaluate student’s learning results, promote
learning and achieve better results by giving better hints during the learning pro-
cess. The learning supports can be exploited to provide individualized guidance
in the context of learning classification knowledge by inquiry examples. Inte-
grated with the learning supports, a knowledge refinement process is proposed,
and a web-based system, named ALBIX (Active Learning By Inquiry Exam-
ples), was implemented so that students can actively construct, verify and refine
their classification knowledge in an interactive manner. The knowledge refine-
ment process is supported by four machine-learning modules, which are knowl-
edge retraction module, knowledge evaluation module, knowledge diagnosis
and knowledge remediation module, respectively. Finally, the learning supports
presented in this paper are shown to be effective to their design purposes
through a set of simulation tests. A small-scaled prototype testing also showed
that teachers and students might be interested in such a kind of learning strategy.

1   Motivation and Research Purpose

One of the creative capabilities of scientists is the ability to turn data (observations)
into knowledge, that is, the capability for knowledge discovery. Students can experi-
ence the knowledge discovery process by engaging themselves in scientific activities
such as data collection, observation and analysis of real world data from different
perspectives, to derive and test their own knowledge. In such an individualized and
constructive learning scenario, we need a proper tutoring system [1] equipped with
appropriate tutoring and diagnosis tools to support such kind of creative learning.

This research is aimed to develop computer-assisted learning supports that could be
exploited to provide individualized guidance in learning classification knowledge.
Classification knowledge is composed of features and pattern description rules. Edu-
cational domains such as medical clinics, global climate patterns, and taxonomy are
typical domains that require students to study samples so that they can learn the classi-
fication knowledge. In this paper, a knowledge refinement process is proposed, and a
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web-based system, named ALBIX (Active Learning By Inquiry Examples), was im-
plemented so that students can actively construct, verify and refine their classification
knowledge in an interactive manner. The knowledge refinement process is supported
by four machine-learning modules, which are knowledge retraction module, knowl-
edge evaluation module, knowledge diagnosis and knowledge remediation module,
respectively.

The knowledge extraction module automatically builds an initial knowledge model
from learning results of students. The knowledge model comprises a categorical fea-
ture space and pattern classification rules. The knowledge extraction module performs
two tasks related to machine learning techniques. First, the feature reconstruction
problem refers to reconstructing categorical feature concepts from student’s feedbacks
to numerical features. A feature reconstruction method based on alpha-cuts of fuzzy
sets is developed for numerical features. The second is the rule extraction problem. A
rule extraction method based on rough set theory [2][4] was proposed for deriving
pattern classification rules [8] with the reconstructed categorical feature spaces. One
advantage of rough set theory is that it is useful for data sets of both large and small
sizes. This is especially important in the context of this research because the data sets
for analyzing are collected from students’ testing results, which might not contain a
large number of data items.

The knowledge evaluation module verifies the knowledge model by applying the
knowledge to classify the examples in the database. Diagnosis of student’s knowledge
(classification rules and conceptual features) is based on the evaluation of how well
the knowledge applies to the samples in the database. Appropriate samples that are
useful in leading effective modification of the knowledge can hence be decided and
selected. A diagnosis and remedial instruction strategy based on the maximum-utility
policy is proposed to decide the most effective knowledge modifiers and accordingly
the most appropriate inquiry examples according to the evaluation results of the
knowledge model.  The remedial module can also generate proper suggestions and
hints to guide the student through the knowledge refinement process.

In the following, we focus on the design of the learning tools and demonstrate how
machine learning techniques can be applied to support active learning by inducing
inquiry examples We have implemented a prototype tutoring system for the domain of
global climate classification by integrating all the tools we had built. The learning
supports presented in this paper are shown to be technically effective through a set of
simulation tests. A small-scaled prototype testing also showed that teachers and stu-
dents might be interested in such a kind of learning strategy. However, more complete
experiments need to be conducted to investigate the pedagogical effects of this system
on student’s learning outcomes.

2   A Web-Based Environment for Learning by Inquiry Examples

We had designed and implemented a web-based collaborative learning environment
named CILSE-GCE [7] for global climate pattern exploration. The task domain there
is inherently a scientific classification problem. Students are expected to induce cli-
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mate classification rules by collecting and observing climatic features of city samples
of the world. A visualized data investigation subsystem based on GIS (Geographic
Information System) technique is developed to help students to make observations,
data collections and feature comparisons between city samples of the globe. Through
the GIS environment students could observe real world data in different perspectives
and induce their own classification rules. Figure 1 shows a screenshot of the GIS vis-
ual environment, where the climate information could be displayed with different
colors in different feature layers covering the globe. Specific information of city sam-
ples is accessed through the hot links associated with the corresponding city points in
the screen. In summary, the learning system was designed with the intention not only
to teach students the target knowledge, but also the scientific ways of exploration.

Fig. 1. A screenshot of the Visualized Climatic Data Viewer

To evaluate the learning results of students, they have to go through a series of
tests, putting down their answers about what climatic patterns they think are important
for predicting the climatic patterns, the feature spaces and the reason why. For exam-
ple, Table 1 shows a student’s answering sheet in which a student decided to adopt
four condition features to predict the climate pattern. The information hidden the an-
swer sheets is valuable in evaluation of the knowledge states of students. For example,
what is the student’s concept of “moderate” Year_AT (average year temperature), and
what is the student’s rule for predicting the “rainforest” pattern.

Table 1. An example of a student answer sheet. Table entries containing * indicate don’t-care
attributes from the student’s viewpoint.

Answer # Year AT Year TD Precipitation Latitude Pattern
Item-1 * small abundant low rainforest
Item-2 * small abundant low rainforest
Item-3 moderate moderate * middle temperate wet
Item-4 * small scarce high rainforest
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3 The Knowledge Refinement Process and System Architecture

Figure 2 shows the knowledge refinement process. The student starts the knowledge
refinement process by entering into the knowledge exhibition phase. In the knowledge
exhibition phase, the knowledge model is exposed in explicit forms so that the student
and the system can have a common foundation for interaction. In this research textual
rule format is adopted to represent the pattern classification rules, while a simple
trapezoid fuzzy set is used to display a numerical feature concept. In the knowledge
evaluation phase, the system evaluates and verifies the explicit knowledge model
against the sample database. The knowledge evaluation module performs diagnosis of
student’s knowledge entities (pattern classification rules and conceptual features)
based on the evaluation of how well they apply to the samples in the database. Appro-
priate samples that are potential in leading students to effective modification of their
knowledge are decided and selected. This involves consideration of numerous possible
alternatives of knowledge modifiers to improve the prediction accuracy of the classifi-
cation rules, and then chooses among them the most effective one that would results in
the greatest improvement.

Fig. 2. The knowledge refinement process

In the knowledge resonance phase, students have to refine the current knowledge
model by investigating and studying the suggested inquiry samples to explore possible
refinements of the knowledge model. After making a decision on how to refine the
knowledge model, students could exploit a knowledge editor provided by our system
to modify the knowledge model. This process is repeated until an approved evaluation
condition is met or it is found by the evaluation module that no further improvements
can be done on the knowledge model. In the latter case, an evaluation summary report
will be generated, indicating the model’s effectiveness in terms of prediction accuracy
and number of rules used. After that, the next learning target for the student can be
prescribed, and a new knowledge refinement process can then be started again.

Figure 3 shows the system architecture that supports the aforementioned knowledge
refinement process.  Given the current learning target, the Knowledge Testing Module
selects appropriate test items from the sample base based on specific testing policies.
The Knowledge Extraction Module uses machine-learning methods to re-construct the
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student’s knowledge model by extracting the feature concepts and pattern classifica-
tion rules from the student’s answer sheet. The Knowledge Evaluation Module then
evaluates and verifies the knowledge entries, and makes a decision on selecting which
remedial samples and suggestions for student guidance. The Knowledge Editing Mod-
ule is a knowledge editor that helps students to refine their knowledge content. All the
modules are integrated via the Interactive Tutoring Module that interacts with the
student.

Fig. 3. Architecture of the ALBIX tutoring system

4 Machine Learning Methods for Knowledge Model Construction

4.1   Extraction of Classification Rules from Answer Sheets

A knowledge extraction method for pattern classification rules based on rough set
theory [2][4] has been proposed and applied in this system [8]. Two knowledge ex-
traction methods were designed based on lower approximation set and upper approxi-
mation set of the rough set theory [2], respectively. A set of simulation experiments is
conducted to evaluate the capability of the knowledge extraction modules. The simu-
lation results show that it is hard to extract “just-the-same” rules using current knowl-
edge extraction methods. Nevertheless, The rough set based methods, especially the
upper-set algorithm, perform significantly well to extract “almost-the-same” rules.
Besides, when inconsistency exists in the student rules, the upper algorithm can deal
with the inconsistency problem very well. Finally, to improve the rule extraction ef-
fectiveness, the rule extraction algorithms should use only those features that students
had really adopted in the testing records. This will contribute much especially to the
extraction of inconsistent student rules. For more details, the readers may refer to [8].
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4.2   Reconstruction of Categorical Feature Concepts

Consider the numerical attribute “Latitude” in the answer sheet shown in Table 1.
Assume four data points can be collected from the table entries, i.e., (5° N, low), (3°
N, low), (35° N, middle), and (67° N, high). The problem of feature concept extrac-
tion is to construct a fuzzy set for each linguistic term used by the student in the an-
swer sheet. For example, the constructed fuzzy sets for the “Latitude” feature might
look like those shown in Figure 4.

Fig. 4. An example of fuzzy feature concept derived from student answer sheet

In the sequel, we outline the feature extraction algorithm that is based on computing
the alpha-cuts of each fuzzy feature using the entropy function as a criterion for parti-
tioning the numerical attribute domains [3][6].

Phase 1. Generation of Data Intervals for a Given Numerical Feature F
(1) Sort the n data points in an ascend manner according to the numerical feature
value. Store the sorted data in the array P[1...n], and let P(0)=Min(F), P(n+1)=Max(F)
be the minimal and maximal values of the feature domain, respectively.
(2) For each linguistic term A of F, collect data points with term A from P and put
them in the array AX[1…m], and let AX (0)=Min(F), AX (m+1)=Max(F) be the minimal
and maximal values of the feature’s domain, respectively.
(3) Compute the midpoint of each consecutive two data points in AX, and store the
results in AM. Specifically,

AM(i) = [AX (i-1) + AX (i)] / 2,  i =1 .. m+1,
and let AM(0)= AX (0), AM(m+1)= AX (m+1). Note there are totally m+1 midpoints,
which are AM(1), AM(2), …, AM(m+1), respectively.
(4) Form m+1 intervals from the m+1 midpoints in AM�� Specifically, let interval
Ik:(AM(k-1), AM(k)) k=1, …, m+1. Let IA be the set of these intervals.
(5) Delete those intervals containing no data points, and have it merged with neigh-
boring intervals.

Phase 2. Compute the Membership Function of Each Interval I for the Feature
Concept A.
(1) Compute the entropy (denoted by nA

I) of each interval I:

nA

I= -k log k , (1)

where k is the proportion of data points with linguistic term A in the interval I.

latitude
3 5 35 67

low middle high
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(2) As a result, the membership degree of the interval I with respect to A (denoted by
EA

I) is computed as

∑
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������A is the target feature concept and  A’ is the other feature concept (linguistic
term) of feature F. Store the computed membership interval degrees in AP array.

Phase 3. Construct and Smooth the Fuzzy Set A.
(1) Let Φ={α: α∈ AP} be the set of membership degrees appear in AP. Then the α-cut
of fuzzy set A (denoted by Aα) is defined as

Aα={I| EA

I ≥ α, I∈ IA }. (3)

(2) Define the fuzzy set A as
A(x) = EA

I,

where I∈Ap  and I is the interval that contains x and has the maximal membership
degree among those intervals containing x.
(3) Apply the linear regression technique to further smooth the membership function.

An Example
Consider the example for “Latitude” feature as shown in figure 5. Take the feature
concept of Χ as that target feature concept. From those midpoints ( s) we have
formed “five” intervals. Note that since I1 contains no data points, it will be merged
with the neighboring interval I2.

Fig. 5. The formation of data intervals for data points collected from student’s answer sheet.

Next compute the membership degree of each interval for the target feature con-
cept X.  By  (1), we have

nx

I5 = (-1/4) * log (1/4) = 0.1505 1/ nx

I5 = 6.6445,
no

I5 = (-3/4) * log (3/4) = 0.0937  1/ no

I5 = 10.6724.
Therefore by (2) we have

Ex

I5=6.6445/(6.6445+10.6724)=0. 3837.
At last, as I6 contains no X data points, we have Ex

I6=0.
Finally Let Φ={0, 0.3837, 1} be the result set of all membership degrees computed for
the intervals of the target feature concept X.  Then by (3) we have
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X1= I’∪I3∪I4 ,
X0.3837= I’∪I3∪I4∪I5 ,
X0= I’∪I3∪I4∪I5∪I6 .

As a result, the constructed fuzzy set for the target feature concept X is shown in
figure 6(a), which are composed of discrete rectangle areas. In this research we apply
the linear regression technique to further smooth the membership function, which have
a more general data description capability than the discrete one has. The resulting
membership function will be a trapezoid-shaped fuzzy set, as the one shown in figure
6(b).

Fig. 6. (a) The discrete fuzzy set for X constructed based on the α-cuts of the data intervals. (b)
The smoothed membership function by applying linear regression.

Simulated Performance Results
To evaluate the effectiveness of the feature concept reconstruction algorithm, simula-
tion tests are performed using the following similarity measurement proposed in the
literature [5][9].
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One thousand fuzzy sets of three target feature concepts, low, moderate and high, are
generated randomly. Each fuzzy set is viewed as a student’s feature concept. Besides,
we generate numerical test items with sizes of 25, 30, 35, …, 100, respectively. These
test sets with different sizes were used to investigate the number of test items on the
accuracy of the feature reconstruction algorithm. Given a fuzzy set and a test item, the
decision of the suitable categorical value adopted to encode the numerical item is
determined by the fuzzy set with the highest membership degree with respect to that
numerical item. The results show that the average similarity Sw1 of the reconstructed
feature concepts for “low” and “high” are both above 0.88, and they are almost inde-
pendent of the item sizes between 25 and 100. The average similarity Sw1 of the
“moderate” feature concept is 0.76, which increases slightly as the number of test
items increases. In summary, the simulation results showed that the feature recon-
struction method is effective with a reasonable amount of test items.
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5   Knowledge Diagnosis and Remediation Module

5.1   Common Deficiency Types of Classification Knowledge

Two sources of knowledge deficiency are identified in this research. The first comes
from erroneous structure of pattern classification rules and the other comes from the
deficient feature concepts. Both of the deficient knowledge sources will together hin-
der the effectiveness of the knowledge model, which is often measured by the false
positive and false negative error rates. Erroneous rule structures include too general or
too specific rule conditions. Some modifications on the rule conditions are often re-
quired to increase the effectiveness (i.e., accurate prediction rate) of the rule.  On the
other hand, deficient feature concepts may be due to improper coverage of feature
domains or due to the inconsistency among the feature concepts. Change on fuzzy sets
of feature concepts may sometimes be needed to increase the effectiveness of the
knowledge model.

5.2   Evaluation of Knowledge Model

Given a classification rule in the knowledge model, we propose a utility measurement
to assess the effectiveness of a rule in predicting the target patterns. Let P(r) and N(r)
be the set of positive samples and negative samples, respectively, with respect to a
given rule r. Then the utility of the rule is defined as
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where T = P(r) ∪ N(r) is the set of all samples, and d(si, r) is the degree to which the
sample si  matches the fuzzy conditions of the rule r. Specifically, let ∧jFj=vj be the
left-hand side (fuzzy conditions) of a rule r, where Fj be the fuzzy feature and vj is a
linguistic value of feature Fj. Hence, d(si, r) = ))((min )( ijvFj sF

jj =µ , where Fj(si) is

the numerical value of sample si in feature Fj.  The utility measurement in (5) shows
that a positive sample will generate a positive effect of increasing the rule utility, and a
negative sample will generate a negative effect of decreasing the rule’s utility. A rule
matching no negative samples will have a utility increased by N(r)/T, which justifies
the rule’s capability of ruling out negative samples.

5.3   Strategy for Generating Inquiry Samples

Peter Goodyear [1] pointed out the importance of inquiry samples in helping students
focus on critical aspects of the knowledge model. In particular, by controlling one
factor at a time, several samples can be presented to reveal the effects of that factor on
the prediction outcome. Therefore, the system adopts the one-time-one-variable policy
to evaluate the utilities of classification rules and determine the most effective modi-
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fier on the rule to achieve maximal utility increment. The rule with the largest utility
that is still “incomplete” is first selected as the target rule for refinement. A rule is
incomplete if there exists a rule modifier that can increase its utility. Once the proper
knowledge modifier is decided, the corresponding samples that reflect the effects of
the modifier will be presented to the student in order to guide his/her refinement proc-
ess. Figure 8 shows the process of automated generation of inquiry samples.

Fig. 7. Process of automated generation of inquiry samples.

We adopt the following knowledge modifiers in handling the two sources of
classification errors.
(1) Some positive samples may be excluded by a rule (false negative errors) due to

over-specific rule conditions and/or feature concepts. For this situation, we consider
the Condition Deletion modifier and the Feature Intensify modifier. The Condition
Deletion modifier tries to cover those positive samples by removing a condition of
the rule, while the Feature Intensify modifier does this by increasing the matching
degrees of those positive samples against a condition Fj=v via intensifying the
membership function of µFj=v. The method to intensify a feature concept is described
later.

(2) Some negative samples are included by a rule (false positive errors,) due to over-
general rule conditions and/or feature concepts. For this situation, we consider the
Condition Addition modifier and the Feature Lessen modifier. The Condition Addi-
tion tries to rule out those negative samples by adding a new condition into the rule,
while the Feature Lessen modifier does this by decreasing the matching degrees of
those negative samples against a condition Fj=v via lessening the membership func-
tion µFj=v. The method to lessen a feature concept is described later.

(3) The last rule modifier is the Condition Change modifier, which may change a rule
condition of the form Fj=v1 into Fj=v2, v1 ≠v2. In some situations, the rule utility may
be increased via the Condition Change modifier because some positive samples are
covered and some negative samples are excluded.

For a given rule, the above five modifiers are evaluated respectively, and the modi-
fier resulting in the maximal utility increment will be selected. Inquiry samples that
best reflect the selected modifier will be generated and presented to the student. Due
to the limitation of the paper size, we discuss only the feature intension and feature
loosening modifiers below. To intensify a feature concept F=v of a rule predicting
pattern p, positive samples that are outside of the maximal potential range of the fea-
ture concept are first collected. The smallest numerical range that covers those posi-
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tive samples in the feature F shapes a new range for the feature concept F=v. The new
membership function of F=v is formulated by scaling horizontally the original one
along the new range. The concept of scaling membership function is depicted in figure
9. First, cut points with membership degree of 0.5 are first computed from the original
membership function, which are point a and b, as shown in figure 9. Three uncovered
positive samples are collected and the smallest range to cover them is [a’, b’]. By
scaling the old membership function horizontally along its both sides such that the
point a reaches point a’, and point b reaches point b’, we obtain a new membership
function that is more strengthened and higher utilized than the old one.

Fig. 8. An example of feature intensification by expanding the membership function.

To lessen a feature concept F=v of a rule predicting pattern p, negative samples
that are inside of the maximal positive range of the feature concept are first collected.
The largest numerical range that covers only positive samples and none of the negative
samples in the feature F forms a new range for the feature concept F=v. The new
membership function of F=v is formulated by shrinking horizontally along both sides
of the original one to the new range. Figure 10 shows the basic idea of lessening
membership function. First, maximal positive range of the feature concept are com-
puted, which are point a and b, as shown in figure 10. Two covered negative samples
are collected and the largest range to uncover them is [a’, b’]. By shrinking the old
membership function horizontally along its both sides such that the point a reaches
point a’, and point b reaches point b’, we obtain a new membership function that is
more lessened and higher utilized than the old one.

Fig. 9. An example of feature lessening by shrinking the membership function.

6   Conclusive Remarks

The knowledge refinement methods and supports developed in this research are shown
to be effective in a set of simulation experiments [8]. Four teachers and four high
school students were invited to test the system. Some empirical testing results show
that teachers and students are highly interested in such a kind of tutoring system.
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However, some students also express the frustration confronted in various high level
learning activities such as making decision on selecting and defining relevant feature
concepts. Response time is another issue that the users concern about. Since about
1700 samples are collected in the database, too much time was spent in evaluating the
effectiveness of the knowledge modifiers, which would make the interaction responses
too slow. Hence we are working on improving the knowledge evaluation process by
designing faster matching algorithms, and by reducing the sample size with a reason-
able amount of typical samples. In summary, the preliminary results showed that it is
worthy to conduct more complete experiments to investigate the effects of the system
on student’s learning performance.
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Toward Supporting E-learning and Providing
E-teaching Services for E-world
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Abstract. We are entering the e-World. One special part of it is an e-University
that supports e-Learning and provides e-Teaching services. Graduates must be
well prepared for working in, with and through the e-World. e-Learning and e-
Teaching services are necessary to support modern students learning and help
academics to provide excellent teaching. This document reports on the School
of Information Technology’ initiatives, projects, courses and systems that lead
toward e-Learning and e-Teaching in preparation of graduates for the e-World.
The major lesson of our work toward supporting e-Learning and providing e-
Teaching services is that the School’s (the authors believe higher education)
greatest asset is intellectual capital (human capital), not intellectual property.

1   Introduction

The influence of Information Technology on business, industry and the whole society
is growing. Traditional ways of doing business, carrying out production processes are
being changed as the result of introducing both computers and computer networks;
and information technology based methodologies, techniques and procedures. A
computer has become an integral part of work environments. Companies do business
via the Internet. Many businesses employ people and allow them to work at homes
that have a connection to the Internet. General public has started doing banking,
shopping and communicating with institutions and their friends via the Internet. The
world has been made smaller – the world is becoming the e-World.

Many universities in their wisdom are preparing students for the e-World; they are
choosing to support students who cannot come to their campuses because of work,
distance or family requirements; their decision to be competitive or being forced by
financial factors have intensified their effort to support student learning processes and
provide teaching services using resources, tools and methods of information
technology. These universities have embarked on the development path of e-Learning
and e-Teaching – the use of Internet technologies in learning and teaching. This path
is complex as there is a need to not only provide basic lecture materials on the Web
but also to develop new methodologies and teaching methods, which have a computer
and a network in their core. Furthermore, there is a need to create a study environment
for students who wish to acquire knowledge and skills far away from university
campuses, when studying at home or work environment, as well as to provide support
for those students who wish to come to campuses – full and flexible delivery of
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courses should be provided to both groups of students. One of the problems that e-
Learning and e-Teaching should solve in pursuing flexible offering of course, where
there is no border between on- and off-campus study, is to create an environment of
sharing a spirit of a university and being within, and working in groups, which on-
campus student either appreciate or take for granted. This could only be achieved if
multimedia services via broadband networks are commonly used.

University students must be well prepared and constantly enriched to take
advantage of e-Teaching and participate in e-Learning and graduates must be made
ready for working in, with and through the e-World.

The School of Information Technology has been one of the major creators and
builders of systems leading toward e-Learning and e-Teaching, and offering through
them services to prepare graduates for the e-World. This paper reports on the School’s
initiatives, projects, courses and systems in this area. In this document some
references are made to the Deakin University wide projects leading toward some
information technology infrastructure and services, as they form a basic for the
School’s work.

This document addresses the following issues. Firstly, it shows a relationship
between e-Learning and e-Teaching; and modes of study from the School’s point of
view. Secondly, it presents opportunities to learn to use computing technologies that
allow Deakin students to take advantage of e-Teaching and participate in e-Learning;
on-campus access to hardware and software, and access to email and the Internet.
Thirdly, it briefly characterizes basic tools (systems) that support students in their
learning activities and teaching services of the School of Information Technology.
Fourthly, it demonstrates how information and communications technologies are used
in core educational processes in the School of Information Technology in support for
students from disciplines other than information technology. Fifthly, it reports on
opportunities for students to learn about information and communications
technologies in the School’s computing areas of specialization. Finally, it stresses the
costs of the development and offering of e-Teaching, participating in e-Learning
services and preparing Information Technology students for the e-World.

2   E-learning and E-teaching vs. Study Mode

There are two very important questions to be asked: Is it necessary to distinguish
between off-campus (distant) students and on-campus (traditional) students? Which
group of students is e-Learning and e-Teaching for?

Some economy and education rationalists argue that it is possible to save a lot of
money having all students who study in off-campus mode, who are supported by
ordinary tutors and use some study materials (learningware) developed in  house (by a
small group of academics, who never see students even to test their study materials)
or bought somewhere. There is no need for lecture theaters, seminar rooms,
laboratories and offices.

The pure off-campus model
• may be well suited to some entry level training whereas learning and hands-on

laboratories still best work in a classroom setting;
• requires self discipline by the learner as a computer (PC) provides many

distractions (e.g., games);
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• is educationally unsound as academics who developed study materials could not
test their educational features; and

• is not welcome by many students as they continue to need and want support from
an academic.

Some traditionalists argue that real learning takes place in a classroom
environment in the presence of and with support provided by academics. Although the
pure on-campus mode may support student learning very well,
• learning is completely replaced by teaching – i.e., the student is an empty vessel

waiting to be filled;
• it is expensive; and
• it does not suit all students, as some cannot come to a campus because of work or

family commitments.
Our study and experience have led us to the following conclusion:

• both modes of study can exist if Internet support is offered and academics provide
efficient support;

• both modes should be mixed to save resources and to suit all groups of students,
and offer flexibility throughout life-long learning of students.
Thus, e-Learning and e-Teaching should be a natural approach to support both on-

campus and off-campus students to order to offer courses in a flexible manner.

3   Opportunities for Students to Access Information and
Communications Technologies

All Deakin students have the opportunity to acquire Information Technology
knowledge and skills at two different levels. Basic introductory level training is
provided to all students during the Orientation week. Some students may still not have
been exposed to Information Technology at all previously.  This training is defined by
Information Technology Division and addresses use of the Deakin computer network
and basic productivity skills such as using email and accessing the Internet. The
training is provided by the best second and third year Computing students.  In
providing this training, the second and third students are given the opportunity to
acquire some basic teaching skills, improve their communication skills, which are of
prime importance to provide good professional services.

The second level, also offered to all Deakin students, is based on the study
materials developed and tested by staff of the School of Information Technology.
Through first year teaching programs students have an opportunity to gain essential
information technology knowledge and computer literacy skills including use of
email, accessing and using online services, word-processing, using and building
spreadsheets, using and developing database management systems as well as
preparing effective presentations using PowerPoint software.  These computer literacy
skills are becoming as necessary as reading, writing and arithmetic!

All Deakin students, in particular, off-campus students, receive a CD that contains
basic software that allows them to learn about the University, IT services and access
IT services provided by Deakin. Further, all Deakin students (both on- and off-
campus) have 24-hour access to Deakin IT servers and laboratories.  All computing
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laboratories comprise the latest models of PC that run Windows 98, Windows NT,
Windows 2000 and Windows XP. The Deakin computers are connected by local and
metropolitan networks and are also connected to the Internet.

The laboratories are located in two main types of areas: general access areas on all
Deakin campuses and within the Schools of Deakin. The latter are designed to meet
specialized needs and comprise specialized hardware and software. Laboratories
within the School of Information Technology, which support teaching in Computer
Networks, Operating Systems, Distributed Systems and Communication Security, can
be disconnected from the University network to avoid any disruptions should any
error occur during laboratory classes and to ensure security of the network is
maintained.

Computers linked by a network are also provided in student dormitories.  Students
are able to use any computer in laboratories, dormitories and at home, and all these
are provided with e-mail and Internet services.

4   Tools for Administrative Dealings with Students

Information Technology has become a core-enabling tool of the School of
Information Technology enriching all aspects of the teaching and learning process.
Students can access study guides, lecture notes, class information, assessment
methods and results. Assignment tasks are available electronically; assignment
solutions are submitted via networks from laboratory or home computers.
Assignments are marked and returned electronically. Students communicate among
themselves and with lecturers and tutors using on- and off- line computer supported
communication facilities such as WebCT, FirstClass, and e-mail systems.  Unit
evaluations are carried out at the end of each semester via a Web tool developed
within the School. The data is processed automatically within the tool and the
outcomes can be accessed, using passwords, by students, lecturers and tutors.
Communication with on/off campus students is facilitated through email and other
specialized teaching and learning tools such as WebCT. Students are not limited by
physical locality.

5   Using Information and Communications Technologies in
Support of IT Students

This includes access to learning resources by electronic means, and using electronic
instructional and assessment media. Note, that providing distance education will not
be regarded as an advantage per se. Evaluation of distance education will be as for
any other kind of educational work: to what extent are information and
communications technologies appropriately provided and used?

Some of the off campus study materials are accessible electronically by both on
and off campus students, as are lecture, tutorial and other learning resources (although
via restricted sites to protect intellectual property and copyright).

Computing units are delivered electronically. Students in Johannesburg, Broome,
Hong Kong, Darwin, and London use the same materials as on-campus students in
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Geelong or Melbourne. With two decades experience delivering units electronically,
the School of Information Technology provides the same complex advanced
information technology laboratory exercises to remote students on their home or work
computers as on-campus students experience in laboratory sessions. Electronic
meeting places allow off-campus students to mingle with each other and with on-
campus students, providing depth to the educational experience that cannot be
provided by student-teacher interaction alone. Students obtain rapid feedback from
tutors and lecturers via email and electronic newsgroups. Electronic delivery also
enhances on-campus students’ education, providing twenty-four hour a day access to
course materials, rapid remote access to academic staff and access and interaction
with a highly diverse student population including practicing professionals from
around the world. Automated computer managed learning systems provide instant
feedback whenever and wherever students wish to access it.

The School’s units in information technology are informed by both research and
industry practice. The University has recognized the international standing of the
School’s research by forming a priority area of research on information technology for
the information economy. The School’s staff actively advises some of the nation’s
leading companies on the use of information technology in the e-World.

6   Opportunities for Students to Learn about IT&T

This topic includes the use of information and communications technologies as
professional tools, but perhaps more importantly it focuses on learning about
implications for professional practice. For example, what opportunities do business
students have to learn about the ’e-commerce revolution’? Do teacher education
students consider how technologies might change the delivery and character of
education?

Deakin students are provided with many opportunities to learn about Information
and Communications Technologies and their implications in the students’ area(s) of
specialization.  These opportunities include:
• IT&T (computer and network) literacy, which is created in the form of single

subjects (units);
•  Major study in Computing/e-Systems/Multimedia Technologies;
•  Bachelor courses such as the Bachelor of Computing, offered by the School of

Information Technology;
• Coursework based postgraduate courses in IT&T, for instance, Graduate Diploma

of Computing, Master of Information Technology; offered by the School of
Information Technology;

• Research based postgraduate courses in IT&T leading to PhD and DTech (Doctor
of Technology) degrees (also offered by the School of Information Technology).
In order to promote the Internet, its role and importance for education, business

and industry, the School of Information Technology, as early as 1995, organized a set
of workshops that comprised a 40 minute lecture and 1.5 hours laboratory (hands-on-
exercises). 200 high school principles and teachers and 40 business and industry
specialists attended these workshops. Such workshops are still being organized for
elderly citizens, Internet groups, parents and teachers. As a follow-up, some high



Toward Supporting E-learning and Providing E-teaching Services for E-world         377

schools received Internet access through Deakin University. Academics and
postgraduate students assisted schools and businesses to develop their home pages.

Although IT&T literacy units are geared towards teaching elementary IT skills and
provide foundational IT knowledge, students from diverse disciplines are provided the
opportunity of investigating the role and impact of IT in their own disciplines. This is
achieved in two ways. First, by dividing a subject (unit) into two parts, IT&T oriented
offerings by the School of Information Technology usually span 9 weeks and the
applications and impact of IT&T on a given discipline is offered concurrently by
academics from these disciplines. Secondly, it is achieved through open-ended
assignments.  Students nominate the topic or area they wish to investigate. While they
have to meet core competency requirements of the specific unit, the contents of their
final submission should reflect their home discipline interests.

Some disciplines require more than just basic knowledge and skills as provided by
IT&T introductory units. For instance, health students in the Faculty of Health need
knowledge and skills related to databases, engineering students in the Faculty of
Science and Technology need programming knowledge and skills as well as an
understanding of computer architecture and operating systems. These units are
available to them through the School of Information Technology.

Students of other disciplines are encouraged to take a major study in IT&T, which
comprises eight (8) units.  Students of Engineering, Accounting, Commerce and
Education use this approach in particular to enrich their study and be better prepared
for the e-world.

Students who are interested in IT&T careers are offered the following courses:
The Bachelor of Computing, with streams in Applied Computing, Computer

Science and Software Development, Information Systems and Multimedia
Technology, has been re-accredited by the University and the Australian Computer
Society (ACS). It satisfies the requirements for professional membership at the
highest level. This course is designed to enable students to work in a professional
capacity in the computing industry and any area where IT&T is used. It provides a
sound foundation and up to date knowledge of computing technology, prepares
students for a professional life and, at the same time, fosters continuous learning and
development to efficiently address, influence and propose technology changes.  The
course also aims to help students develop essential workplace skills. These include
problem solving skills, management of human resources and physical assets, working
in groups and skills enabling students to communicate effectively with clients.

The Bachelor of Computing curriculum has been developed to innovatively and
effectively embrace students’ existing mastery of the e-World. The School’s
Introduction to Software Development unit is a typical example of this approach. The
current generation of students comes to tertiary study with extensive knowledge and
experience of information technology. These students have grown up in the
information age.  In contrast, much Information Technology education is grounded in
traditions developed when computing was a novelty and most students had little
knowledge of the technology. Instead of ignoring it, the School’s first computer
programming unit Information to Software Development leverages student’s extensive
knowledge of using computers. Instead of starting with the low level details of
programming and programming languages, this unit starts with the familiar Windows
user interface and works back from that well understood starting point to the
principles, techniques and skills that underlie the development of the software.
Students learn the same material as covered by traditional first programming units,
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but do so in a manner that integrates it into the electronic world that they know. Our
experience has demonstrated that this enables students to more readily understand and
master the very complex and abstract subject matter.

The curriculum for a new degree, the Bachelor of Information Technology, is
currently being accredited. This new degree will have four streams: Computer
Science and Software Development, e-Systems, Multimedia and Information
Modeling. It is characterized by set of twelve (12) common core units, eight (8)
stream core units and four (4) elective units. This course will prepare graduates for the
e-World even better.

Another innovative program has also been introduced, the Bachelor of Information
Technology (BIT) leading to Honours, which is designed to create elite graduates in
the field of IT&T and is a joint venture between the Schools of Information
Technology and Information Systems.  It is expected that many of the graduates from
this program will become the future IT&T leaders in Australia. As an integral
component of the course, students will work with two industry sponsors during their
second year, so gaining essential workplace skills that will ultimately make them very
employable within an industry that has a serious skills shortage.

The Master of Information Technology (MIT) is designed to enable students to
continue working in a professional capacity in business, industry and government
bodies using leading edge computing technology.  To this end the course, through
specialized streams aims to provide up to date knowledge of recent developments in
computing and network technology and at the same time foster continuous learning
and development in order to efficiently address, influence and propose technology
changes. Graduates will be able to perform their existing roles more effectively in
business, industry, government bodies and other organizations, in order to provide
better services, achieve better performance and lower costs. Through a range of
teaching and learning strategies the course covers technical and theoretical
foundations of topics and gives students the opportunity of applying this knowledge
in practice.  Students are offered a choice of units, allowing them to tailor their studies
to their individual interests and needs while still meeting the academic requirements
of the course.

People who wish to change their career path and professionals who have
significant relevant work experience have access to the Graduate Certificate of
Computing or the Graduate Diploma of Computing within the MIT course. The
Graduate Diploma/Graduate Certificate of Computing enables graduates to take up
IT&T related jobs in business, industry, government bodies and the education sector.

Some students, mainly those who have achieved excellent results during Honours
study, enroll in research based PhD and Master Courses.  Research topics of PhD and
Master students reflect the “hottest” topics and research specialization of staff of the
School of Information Technology, such as cluster and grid computing, data mining,
parallel processing on computer clusters, e-business systems, communication risks
and technologies and information technology for the information economy.

Experienced professionals from industry and businesses who satisfy the entry
requirements can enroll in DTech courses. These students carry out innovative
research that addresses industry and business needs generated by IT&T technologies.
Students are supervised by specialists of the School of Information Technology and
relevant industry or business.
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The ‘e-commerce revolution’ is addressed within Deakin at two major levels: the
technological level addressed by the School of Information Technology, and
management and sociological level addressed by the School of Information Systems.

The School of Information Technology introduces the issues and solutions even in
an introductory unit that is offered to all Deakin students. Students of the Bachelor of
Computing program can study the e-business issues by taking units such as
Information Systems in Organizations, Electronic, Business Systems, Data Mining,
Distributed Systems, and Computer Security.  Students of the Master of Information
Technology course can specialize in e- business by taking one of the course streams
that comprises four advanced units.

Not only do education students learn about the impact of IT&T on the delivery and
character of education, but also all Computing students in the School of Information
Technology experience the issues associated with the changing image of education
and learning by enrolling in units, which are offered via the Internet. Their experience
helps to shape the delivery and character of e-education by providing constructive
comments and suggestions while learning in the environment. In particular, they
experience that FirstClass and other communication technologies are used as learning
tools to facilitate transmission of knowledge. Not only do students have to learn to
navigate the tool itself initially, they also have to accommodate the limitations as well
as utilizing the advantages of electronic communication. These skills are highly
transportable to any computer supported collaborative work environment that is
increasingly being used within large, distributed organizations. By exposing students
to a range of tools, such as email, WebCT, FirstClass etc. we increase their
competency with them and facilitate their acceptance and use of new tools.

7   Specializations in Aspects of the E-world

The 1996 edition of the Good Universities Guide listed just three specializations (with
a total of three courses) in the broad area of e-commerce, the Internet, and
multimedia. The current edition lists 14 specializations ranging from desktop
publishing and electronic commerce to interactive multimedia and network
publishing, with dozens of courses. How is the University positioning itself in relation
to this kind of curriculum innovation?

Computing courses offered by the School of Information Technology directly
cover the areas of e-commerce, Internet, and multimedia.
• e-commerce issues are dealt with at the technological and risk areas in units of the

Bachelor of Computing. In particular, the current Information Systems stream
comprises Information Systems in Organizations, Electronic Business Systems,
Data Mining, Distributed Systems; and Computer Security. Advanced units that
cover the above subjects are offered in the Graduate Diploma of Computing
course. One area of specialization of the Master of Information Technology is
devoted to e-commerce;

• The Internet is covered in an introductory unit offered by the School of
Information Technology. Students who enroll in this unit acquire knowledge of
communication via the Internet, its basic services such as WWW, email, file
transfer and have the opportunity of hands on experience with these tools. The
Internet is addressed at the advanced level in the computer network unit.



380         A.M. Goscinski and J.J. Silcock

Furthermore, students learn how to program internet-based, distributed applications
using the Java programming language. The issues of the Internet are also addressed
in the Distributed Systems unit.  The impact of this network and its technologies on
business, industry and society are addressed in these and other units, in particular,
when e-commerce topics are dealt with. One stream of the Master of Information
Technology stream is devoted toward network computing, where the Internet is a
major area of interest from the point of view, of both technology and its impact on
business, industry and society.

• Multimedia Technology is one of the four streams of the Bachelor of Computing
course.  Students are offered the opportunity to acquire knowledge and skills that
allow them to design and develop multimedia applications, use networks to support
such applications and understand the impact of this technology on business and
industry activities.

8   Challenges of E-learning and E-teaching

Some believe that a university can became a university of the 21st century, and
eventually an e-University, if there is a uniform infrastructure based on basic PC- and
100Mbps network infrastructure, some services for administrative dealings with
students, some good editorial services, and Web based materials for individual course
units. Some academics believe that the changes underway within universities and
higher education are strictly about putting content on-line. They also fear that they
will not be needed anymore. That would be a fast and very inexpensive solution.

However, the achievement of e-Learning and e-Teaching and the preparation of
students for the e-World are much more complicated and expensive. This is because
there is a need for the following three elements:
• a very high quality computer and network infrastructure to be provided by

telecommunication companies;
• appropriate prioritization and investment strategy of a university, which are needed

to synthesize new learning and teaching methodology, develop and/or purchase
software and equipment, employ new academic and support staff who are able to
build necessary systems and offer services to students; and

• high quality academics and support staff.
Here we only address the last two elements.
Students (off- campus as well as on-campus) these days expect much more than

on-line access to unit materials and communication with their lecturers via e-mail.
Furthermore, it is possible for students to use “learningware” for self study, however,
the majority of them, even as our experience shows, will continue to need and want
support from academics. There is a need to provide interactive web sites that could
enhance students’ learning. Also, “anyplace-anytime” technologies are needed to
provide flexibility and support to life long learning of students.

Dealing with students and their learning problems on-line requires excellent
knowledge of a study material and learning techniques as well as web site support
tools. Students wish to participate in meetings and this opportunity must be created.
This requires both excellent on-line conference environment and skills, which must be
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exploited by academics to support different kinds of meetings (e.g., tutorial-type,
brainstorming, problem solving).

We have academics, offices, laboratories – we will continue to have them even
when the changes underway would reach the state of e-Learning and e-Teaching. In
particular, we will need excellent academics that would be able to find ways and
implement them for themselves and their professional colleagues to make instruction
more about learning and less about teaching.

This leads to another issue, which is how to “keep on board” academics that have
initiated and continue to make possible the changes leading toward e-Learning and e-
Teaching. They are able to identify the productivity of instruction from the point of
view what is learned, how long it takes to learn and at what cost. They are our greatest
assets.

We have achieved a lot in carrying out projects leading toward e-Learning and e-
Teaching. However, we know little about how students learn when they use and are
supported by these new technologies. Furthermore, while we have embraced these
new technologies there has been no time to develop a culture for the e-World.

9   Conclusion

Whether we like it or not we will become a part of the e-World, in particular by
becoming an e-University. Our contribution to building it is through the provision of
an environment that offers e-Learning opportunities to students and provides e-
Teaching services.

The School has learned that the development of an e-Learning and e-Teaching
environment is expensive and cannot be seen as something that could be supported by
basic infrastructure and putting unit content on-line. It requires vision, good planning,
leadership, some enthusiasts of e-Learning and e-Teaching, support of academics,
technical and administrative staff, and a lot of work

The School of Information Technology is on an excellent path, based on well-
defined plans that leads toward e-Learning and e-Teaching. Our experience shows
that e-Learning and e-Teaching is for students who study in both modes of study, on-
campus and off-campus. The School has acquired, developed and efficiently used
tools (systems) that support students in their e-Learning activities and academics in
providing e-Teaching services. Academics of the School use information and
communications technologies in core educational processes in support for students
from disciplines other than information technology. Despite the fact that Computing
is a laboratory discipline academics and technicians of the School have developed
information and communications systems that create excellent opportunities for
students to e-learn about information and communications technologies in computing
areas of specialization. As the outcome of these initiatives and work, students that
take our courses and units are well prepared to work in the e-World.

It is important for all academics who wish to embark on projects involving e-
Teaching and e-Learning to distinguish between the electronic delivery of a large
number of documents to students and teaching of students. The delivery of documents
ignores the large role played by the sharing of inferred knowledge that occurs in face-
to-face lectures, tutorials and discussions between academics and students [1]. We
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need to examine ways to capture and replicate this type of teaching and learning in an
e-Environment. We would all do well to consult educationalists on this.

Academics need to evaluate these teaching methods and compare the success of
these students and their reaction to this environment with the face-to-face
environment in order to improve the student’s learning experience and outcomes. In
particular, we need to examine the learning outcomes for cohorts of students from
different backgrounds and age ranges in order to identify different requirements of
different students.  In the School of Information Technology we have long accepted
only student who are older than twenty one years old for off-campus units. Anecdotal
evidence suggests that these more mature students are more successful when studying
in an independent and electronic environment.

What we have re-learned now, when carrying our work toward e-Learning and e-
Teaching, is that the School’s (the authors believe higher education) greatest asset is
intellectual capital (human capital), not intellectual property. Education cannot exist
without human communication and resource sharing – the Internet provides excellent
leverage for both of them. The School has embarked on the e-Learning and e-
Teaching path and demonstrated that student learning and our teaching have been
greatly improved due to the computer and Internet based services. However, the
School cannot be asked to spend more time and go for the next step toward e-
Learning and e-Teaching unless there is a real support to do this. This is not one
group of academics and support staff individual game – it is an institutional game.
Furthermore, the benefits of e-Teaching and e-Learning should be looked at very
critically. This issue has also been addressed by other researchers e.g., [2].
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Abstract. One of the hottest research topics today in higher education is E-
Learning. Different issues and challenges such as pedagogical, technological,
social, cultural, ethical and economical have been addressed in this context by
many researchers. While online courses have always been a common approach
to E-Learning, it is essential to develop some measurements in the form of
quality assurance systems in order to reflect their learning effectiveness and im-
prove the quality of teaching and learning. Therefore, a framework for evalua-
tion of learning effectiveness in online courses is proposed in this article. A case
study is presented to illustrate the use of the framework in a study programme.
Finally, possible improvements and future directions of the framework are dis-
cussed in the conclusion.

1   Introduction

This article is about the evaluation of learning effectiveness in online courses. Section
2 describes the framework for evaluation of learning effectiveness in online courses,
highlighting the implementation of online courses, the factors in learning effective-
ness, the approach to evaluation methods and the implications of evaluation results.
Section 3 is a case study that illustrates the use of the framework in a study pro-
gramme. Section 4 concludes the article with a summary and a discussion about possi-
ble improvements and future research directions.

1.1   E-learning Trends

The rapid growth of the Internet and other emerging technologies has brought a new
era of E-Learning in higher education. There are an increasing number of these tech-
nologies used to enrich the learning experience in higher education. Online courses
have always been a common approach to E-Learning. Online courses provide an ac-
tive learning environment and this shift in learning process can transform pedagogy
with the use of online technologies. Many higher education institutions have been
delivering online courses in conjunction with traditional classroom in their efforts to
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improve learning effectiveness. However, online courses should not be viewed as
another means of accessing the same materials and methods used to present in a tradi-
tional classroom [1]. It requires a different array of preparation, infrastructure, techni-
cal support, technology expertise, and course methodology [2]. Careful considerations
of the use of supporting technologies in online courses would encourage learning and
improve students’ performance. In order to demonstrate the learning effectiveness in
online courses, it is essential to develop some measurements in the form of quality
assurance systems. Course evaluation is one of the essential educational delivery com-
ponents to improve the quality of teaching and learning [3]. It can be used to evaluate
the effectiveness in teaching and learning. Examples of course evaluation include
questionnaires, databases and log files which are often used to capture data from users
about their perceptions and learning activities within the online courses. Analysis of
these evaluation results would help instructors to refine their teaching strategies and
methods, thus enhance the quality of teaching and learning.

1.2   Framework Outline

The outline of the framework for evaluation of learning effectiveness in online courses
is shown in figure 1 below. The framework consists of four major components,
namely online courses, learning effectiveness, evaluation methods and evaluation
results, which are described in detail in section 2. The processes between each compo-
nent within the framework include implementation, feedback, analysis and implica-
tions, which are illustrated in the case study in section 3.
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Fig. 1. Framework for evaluation of learning effectiveness in online courses
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2   Online Course Evaluation Framework

This section describes the four underlying components of the online course evaluation
framework, namely online courses, learning effectiveness, evaluation methods and
evaluation results.

2.1   Online Courses

Online courses differ from traditional classroom in many aspects. Their differences in
terms of learning environment and learning process are discussed. With the emerging
Internet technologies in recent years, a growing number of e-learning software sys-
tems are being developed and used in higher education. Supporting technologies in
online courses such as learning management system, synchronous/asynchronous
communication, content management and student portfolios are also described in this
sub-section.

Learning Environment. Online courses support high quality learning by offering
different kinds of environments such as synchronous or asynchronous or both. Some
environments and approaches facilitates student learning while others impede it [4].
For example, computer-mediated communication such as threaded discussion cannot
effectively substitute for certain specific properties of voice communication,
especially the intimacy and the spontaneity of response [5]. A traditional classroom
only provides a face-to-face learning environment where instructors can direct and
take active immediate role in class at a fixed time and place. In online courses, both
instructors and students can teach and learn regardless of time and location. Online
courses provide alternative opportunities for current on-campus students to take
classes that they could not take otherwise due to time conflicts with other courses or
work [5].

Learning Process. Learning process can be self-paced, independent, collaborative and
continuous in online courses. In traditional classroom, it is often instructional where
the instructors transfer the knowledge directly to the students. It does not reflect the
students’ understanding of the knowledge effectively. However, the dynamic nature in
the online courses supports better communication such as self-reflections and peer-to-
peer reviews. This change in communication transforms the learning process where
knowledge is constructed actively by cognition [6].

Supporting Technologies. Learning management system (LMS) is one of the most
mentioned E-Learning technologies. LMS is defined as a distinct, pedagogically
meaningful and comprehensive system by which learners and faculty can participate in
the learning and instructional process at anytime and any place [7]. For example,
WebCT, one of the well-known LMS developed by the Department of Computer Sci-
ence at the University of British Columbia, is a web-based application to create an
online learning environment. WebCT is a powerful tool designed to create a versatile
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OLE and has become rich in both features and usage [8]. It can be used to create an
entire online course or to publish materials that supplement courses that use an online
component [9].

Synchronous and Asynchronous communications are important features in LMS.
Synchronous communication can be achieved with the use of Chat room and White-
board where instructors and students interact with each other at real time. Asynchro-
nous communication is supported with the use of threaded discussion and internal
mail. These tools can promote text-based communication. The opportunity for reflec-
tive interaction can be encouraged and supported, which is a feature not often de-
manded in traditional classroom settings where discussion is often spontaneous and
lacks the reflection that is a characteristic of asynchronous online interactions [1].
Collaboration and discussion are advantageous in LMS because they make students
more central to the learning process [10]. Active interaction and participation are
essential for both instructors and students to enhance their learning experiences, which
cannot be achieved in a traditional classroom.

Content management capability of the LMS must be able to organize different
kinds of content materials of the online course such as teaching and learning instruc-
tions, lesson objectives, multimedia video and audio clips, hyperlink and book refer-
ences and glossaries, etc. The development of these web-based materials should be of
high quality in order to encourage students to learn online. Support staff for content
development may be required because instructors may not have the expertise and
skills to create these content materials. A team approach is recommended for the crea-
tion of web-based materials [11] where instructor is the designer and support staff is
the developer of the content materials.

Access logs and databases of the LMS provide a powerful tool in capturing the stu-
dents’ activities and their learning process in the online courses. These data can be
analyzed and presented in the student portfolios, which are the development of learn-
ing resources such as questions, writing notes, homework, self-reflection and diary
[12]. Student Portfolios allow instructors to better understand the progress of the stu-
dents, thus improve instructions and guide their learning.

2.2   Learning Effectiveness

Online courses offer a new opportunity to deliver education with an aim to improve
quality of teaching and learning. Online courses provide a different kind of learning
environment for instructors and students. They can be accessed regardless of time and
location. They also provide new learning tools that cannot be found in a traditional
classroom. However, it is not to say that online courses can replace the traditional
classroom. The hybrid approach may be used to enhance the learning experience when
proper teaching and learning strategies are applied. This sub-section describes the
learning effectiveness in online courses, particularly resource repository, progress
assessment and knowledge management.
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Resource Repository. There are many different kinds of learning resources on the
Internet such as reference links, online glossary and dictionary. These resources can be
high-quality, multimedia, web-based materials consisting of video clip and Flash
animation. They can surely encourage students to learn other than reading text from
lecture notes and books. The use of hyperlinks and search engines can effectively
organize these resources in online courses. Instructors and students can access in a
timely manner and evaluate the usefulness of these different learning resources.

Progress Assessment. Student portfolios can be used to track the students’ progress in
online courses, evaluate their performance and promote learning outcomes [12].
Student portfolios consist of activities such as interaction in chat room, participation in
discussion forum, reading in online materials, reflection to learning resources, etc.
They provide a collection of the students’ work assembled over a period of time. They
encourage the critical thinking and decision making of the students and provide an
effective communication channel and media for them to interact with others.

Knowledge Management. Discussions and ideas are not recorded in a traditional
classroom. This type of implicit knowledge is important in learning. The
communication tools such as threaded forum and chat room in online courses provide
a convenient method to capture this knowledge. Instructors can moderate the
discussion with immediate and consistent feedback. This will encourage the students
to participate actively and improve the quality of learning.

2.3   Evaluation Methods

Evaluation of learning effectiveness in online courses can help instructors to refine
their teaching strategies, thus enhance the quality of learning. It is necessary to de-
velop some measurements in the form of quality assurance systems in order to demon-
strate the learning effectiveness in online courses. In this sub-section, several evalua-
tion methods such as questionnaires, databases and web log files are discussed.

Questionnaires. Questionnaires are widely adopted in course evaluation to capture
information about learning experience from students. For example, they are used to
evaluate the usefulness of learning resources [13], the effect of asynchronous
discussion forum [14] and the adaptation of learning tools in LMS [15]. The design of
the questionnaires to evaluate the learning effectiveness in online courses should focus
on three aspects, namely the impacts on teaching and learning (Process), the
involvement of instructors and students (People) and the capabilities of online tools in
LMS (Technology).

Databases. Databases are primarily used in online courses to store data and informa-
tion such as learning resources, discussion topics and their relationships to the stu-
dents. The presentation of data extracted from the databases can be organized into the
format of student portfolios to allow instructors to keep track of the students’ learning
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progress. For example, student portfolios are developed using frames (functions) such
as reports, notes, questions, homework, self-reflections, agendas, plans and journals,
which are stored in databases [12]. Thus, the records and their relationships in the
databases can be built into student portfolios for evaluating the learning effectiveness
in online courses.

Web Log Files. One of the criteria of learning effectiveness in online courses is the
availability of the LMS platform. Most LMS platforms are running in a web server
such as Apache and IIS. In order to effectively manage a web server, it is necessary to
obtain feedback about the activity and performance of the web server as well as any
problems that may be occurring. Most of the web servers provide very comprehensive
and flexible logging capabilities such as access log. The logging mechanism is quite
complicated and will not be discussed in this article. The server access log records all
requests processed by the server, including information such as the IP address of the
clients, the date and time of the requests, the location and the referrer of the resources.

2.4   Evaluation Results

The analysis results from the evaluation methods can reflect the learning effectiveness
in online courses. These results have implications for the overall effective design of
learning strategies, policies and online tools. Implications of student perceptions, stu-
dent performance and learning styles are discussed in this sub-section.

Student Perceptions. The feedback of the students from the questionnaires can
provide an in-depth understanding of their perceptions of learning effectiveness in
online courses such as the ease of use and accessibility of the LMS, the organization
of course content, the usefulness of online tools and other comments about the impacts
on their learning. These perceptions can be used to refine the teaching and learning
strategies and to enhance the functionalities of online tools, thus improving the quality
of learning.

Student Performance. The development of student portfolios to track their learning
progress allows instructors to monitor their performance and ability in critical thinking
and decision making. The assessment of the student progress allows instructors to
refine their short-term learning goals and re-align student learning in the right
direction.

Learning Styles. The access frequency and sequence from the analysis of web log
files provide a good indication of how students adapt the learning style in online
courses. For example, the access sequence of online tools may indicate their
importance to learning effectiveness. Understanding the students’ learning styles can
not only provide an individualized instruction satisfying their diverse needs, but also
carry a more equitable evaluation in online courses [16].
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3   Case Study: Online Courses in a Study Programme

This section presents a case study to illustrate the use of the proposed framework. The
case study describes the processes of evaluation in a study programme where online
courses have been implemented as a supporting component in conjunction with tradi-
tion classrooms in their efforts to improve learning effectiveness.

3.1   Implementation

A course template was developed and organized into eight functions, namely Infor-
mation, Schedule, Download, Content, Reference Link, Glossary & Online Diction-
ary, Discussion and Assessment. The course template was used in each of the online
courses. This would save time and effort for setting up the course structure and allow
consistency in user interface of each course. The content materials were prepared in
advance before it became available to students. The update of content materials was an
ongoing and continuous process in order to reflect any changes in the online courses.
Table 1 describes the details of each function. Figure 2 below illustrates the design of
the course template.

3.2   Feedback

The target group of users for the online courses was the year-one and year-two stu-
dents from a part-time study programme. A questionnaire to evaluate the effectiveness
of the online courses was conducted. The response rate in both classes was around
67% (see Table 2). The purpose of the questionnaire was to evaluate the usage fre-
quency, the LMS, the organization and the functional effectiveness of the online
courses.

3.3   Analysis

The student usage of the online courses is summarized in Table 3. At least 90% of the
students have accessed the online courses with average login over 100. The technical
support for students using online courses was minimal as they are good in computer
literacy. The participation in the discussion forum was not active. The results show
that the average number of articles posted and read were insignificant when compared
to the class size. The forums were not moderated and the instructors were passive and
did not provide timely response. Thus, collaboration and interaction among students
were not encouraged. It is essential that the instructors take the initiative and keep the
discussion flow going in the asynchronous environment.
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Table 1. Description of functions in online courses

Function Name Description

Information
Displays the details of the course such as syllabus, outline,
contacts of lecturer and tutor, textbooks and reference books.

Schedule

Consists of a timetable and a calendar. The timetable out-
lines the details of the lectures and tutorials. The calendar
was a tool from the LMS showing all the announcements
such as public holidays and academic events.

Content

Provides web-based multimedia course materials. Students
could browse the online notes using a tree-like table of con-
tent. Learning tools such as forum, glossary and links can be
attached to each chapter of the online notes.

Download
Allows instructor to disseminate their lecture slides, tutorial
handouts and recommended articles.

Reference Link
Serves as a bookmark for the course. Lecturer-reviewed
websites are listed here to allow students to access course-
related information.

Glossary &
Online Diction-
ary

Serves as a reference material for students to look up techni-
cal terms.

Discussion
Consists of threaded forum, chat room and whiteboard. It
allows the instructors and the students to interact and com-
municate asynchronously and synchronously.

Assessment
Consists of Assignment, Quiz and Self Test. Students can
submit their homework online. Instructors can conduct sur-
vey and short quiz to evaluate the student performance.

Fig. 2. Design of the course template
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Table 2. Response rate of the questionnaire

# Students # Response % Response

Year I 66 44 67%

Year II 47 32 68%

Total 113 76 67%

Table 3. Student usage in online courses

Course

A B C D E

Number of Students 68 68 67 46 113

Students accessed 68 66 61 46 113

Access ratio 100% 97% 91% 100% 100%

Total login 12119 9753 8950 6386 3377

Average login 178 148 147 139 30

Total articles posted 0 0 7 12 0

Average articles posted 0 0 0.1 0.3 0

Total articles read 0 53 365 416 0

Average articles read 0 0.8 6 9 0

Usage Frequency. The result shows that students frequently access the online courses
while they are attending lectures and tutorials in classroom. Table 4 summaries the
usage of the online courses. Over 60% of the students spent more than one hour per
week. Over 50% of the students accessed the online courses at least five times per
week.

Table 4. Usage frequency

Hours spent per week Number of accesses per week

Hours Percentage Frequency Percentage

0 – 1 34.2% 0 – 2 19.7%

1 – 2 42.1% 3 – 4 22.4%

2 – 3 9.2% 5 – 6 17.1%

3 – 4 5.3% 7 – 8 14.5%

> 4 9.2% > 8 26.4%
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Learning Management System. A LMS is used to support the delivery of the online
courses. Over 80% of the students felt that the LMS is user friendly and easily
accessible on the Internet. It is important that the LMS provides a functional and
stable environment to encourage students’ participation. Table 5 summaries the
evaluation of the LMS in the online courses.

Table 5. Learning management system (LMS)

V
ery E

asy

E
asy

Fairly D
if-

ficult

D
ifficult

V
ery D

if-
ficult

Ease of Use 21.1% 61.8% 14.5% 2.6% 0.0%

Accessibility 19.7% 61.8% 6.6% 7.9% 3.9%

Course Effectiveness and Organization. More than 80% of the students found the
effectiveness and the organization of the online courses were better than average.
Table 6 summaries the evaluation of the effectiveness and organization of the online
courses. Online courses allow students an alternative mean to access information
about the course when students cannot attend lectures and tutorials due to time
conflicts. They also provide extra learning tools that cannot be achieved in classroom.
Good organization is needed in order to be more effective in online courses.

Table 6. Course effectiveness and organization

V
ery G

ood

G
ood

A
verage

B
ad

V
ery B

ad

Course
Effectiveness

3.9% 38.2% 46.1% 10.5% 1.3%

Course
Organization

3.9% 19.7% 64.5% 9.2% 2.6%

Functional Effectiveness. The functions in the online courses can be divided into
three categories, namely Content, Communication and Assessment. The result shows
that Content functions are more effective than Communication functions, which in
term are more effective than Assessment functions. Table 7 summaries the evaluation
of the effectiveness of the functions in the online courses.
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Table 7. Functional effectiveness

Strongly
A

gree

A
gree

D
isagree

Strongly
D

isagree

N
/A

Content 3.9% 71.1% 15.8% 2.6% 6.6%

Communication 2.6% 50.0% 28.9% 13.2% 5.3%

Assessment 0.0% 44.7% 36.8% 13.2% 5.3%

Comments. The positive comment about the online courses is that they allow self-
paced studying, provide centralized learning resources and can be accessed at anytime
and any place. However, a lack of high quality web-based content materials and
inadequate response from instructors discourage students using online courses.
Moreover, the students found the study load had not been decreased with the use of
online courses.

3.4   Implications

The evaluation results show that there is a high access ratio of students and the online
courses are effective and well organized. The LMS platform is user-friendly and easily
accessible. The content tools are used more often than the communication and the
assessment tools. There is a lack of high quality web-based content and inadequate
responses from instructor. The workload has not been decreased with the use of online
courses. The implications of these results are discussed below.

Enhance the Value of Learning Resources. Students frequently access the learning
resources such as lecture notes in online courses. However, these resources from
traditional classroom should be viewed as reference materials. It is essential to
develop high-quality, interactive, multimedia, web-based learning content to
encourage students’ learning. Instructor’s recommended learning resources such as
articles, journals, papers and reference links can be useful readings for students. A
mechanism to review these resources by students can also increase their values and
students’ participation.

Utilize Other Online Tools. Instructors mainly use the online courses to distribute
their teaching materials. That is why the content tools are accessed more often than the
communication and the assessment tools. They can use the assessment tools to allow
students doing assignments online. This will reduce their workload from marking the
assignments.

Develop a Knowledge Forum. Inadequate responses from instructors result in low
participation from students in the discussion forum. Instructors can take an initiative
role and define learning topics for students to post their comments and opinions. This
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will encourage students to express their thoughts and create a knowledge base about
the topics. When students cannot attend classes, they can access the forums and keep
up-to-date with others.

4   Conclusion

This article describes a framework for evaluation of learning effectiveness in online
courses and illustrates the use of the framework with a case study. It also highlights
the implementation of online courses, the issues in learning effectiveness, the ap-
proach to evaluation methods and the implications of evaluation results. From the case
study, a lack of online tools for developing student portfolios restricts the assessment
of student progress and performance. Students’ learning styles are also not reflected
due to insufficient information from the web log files.

Based on the current framework, possible improvements may include the develop-
ment of standard templates for evaluation questionnaire and the use of Web Mining
techniques on web log file to explore new knowledge about learning effectiveness in
online courses. The framework may also be adopted for the evaluation of teaching
effectiveness in online courses for further research directions.
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Abstract. The Internet has prompted educational institutions world wide to de-
liver their distance learning programmes via the Web. Malaysian institutions are
following suit. However, the success of Web-based distance learning pro-
grammes is largely dependent on how well we keep the students sufficiently in-
terested, energized and enthusiastic to complete the degree requirements. There
are techniques that designers and instructors can use to make the virtual learning
environment attractive and meaningful. As such, the virtual learning team at the
International Medical University developed a motivation model based on Hor-
ton’s recommendations for a motivating environment to help sustain the stu-
dents’ interest. VENuS (Virtual Education for Nursing Sciences) was developed
not only using the systematic model of instructional design but had also applied
the motivation model. The paper describes the application of the model and
highlights the feedback received on the prototype.

1   Introduction

There are tens of thousands of distance learning courses offered by educational insti-
tutions around the world. It appears to be the trend. Many institutions are using the
Internet to reach out to their students. The technologies most often incorporated in-
clude the World Wide Web and communication tools such as threaded discussions,
chat rooms, electronic blackboards and electronic mail (e-mail). In short, online dis-
tance learning, has gone virtual to reach out to wider groups of audiences in  far away
places. And, distance learning is popular among working adults because it provides
them the flexibility in obtaining a degree or to upgrade their paper qualifications.

However, in spite of the promises and potential benefits offered by the Internet, not
all virtual learning environments have included some of the essential pedagogical
elements necessary to help keep the student numbers in. As Sir John Daniel, the Vice
Chancellor of The Open University once stated, “Much of the commercial hype and
hope about distance learning is based on a very unidirectional conception of instruc-
tion, where teaching is merely presentation, and learning is merely absorption. The
Open University’s experience with two million students over 25 years suggests that



Incorporating Motivational Elements in a Web-Based Learning Environment         397

such an impoverished notion of distance education will fail – or at least have massive
drop-out problems.” [1]. And, as Jackson and Anagnostopoulou found in their review
of current research, online approaches should not dictate pedagogical changes [2]. The
pedagogy employed in virtual learning environments appears to be the principal vari-
able affecting the nature and quality of teaching. Hence, in the effort to design and
develop a virtual learning environment for the International Medical University
(IMU), past efforts and experiences were reviewed so as not to repeat mistakes. In-
stead, an effort was made to look for the best of recommendations.

1.1 Distance Learning in Malaysia

The most widely known distance-learning programme in Malaysia is that offered by
the University Science of Malaysia (USM) for more than the past twenty years. It is
today, still, largely tradition-based using print and a small portion of ICT or the Inter-
net.  However, the newer Malaysian universities such as Unitar (Universiti Tun Abdul
Razak) established about six years ago and the Open University of Malaysia (OUM),
established about two years ago, have incorporated the Internet in a significant way to
deliver their distance learning programmes.

Other universities (a total of 16 public and 21 private universities) are quickly fol-
lowing suit to meet an increasing demand for distance learning among Malaysian
adults as they seek to gain additional qualification while working or while waiting for
the country’s economic situation to improve. This growing demand has led to a
marked increase in the number of distance programmes offered by both the public and
private colleges in Malaysia. It is to be noted that locally, the popularity of Internet has
grown exponentially in the last decade. The number of Malaysian Internet users has
risen from a few hundred to over four million out of a population of 24.79 million
people.

1.2 Distance Learning for Malaysian Nurses

Recently, the Malaysian government announced that at least ten percent of the 32,000
non-graduate nurses [3] in the country needs to be upgraded and has urged the nurses
to obtain a Bachelor’s degree in nursing while working. This has prompted the Inter-
national Medical University (IMU) to help meet the ministry’s needs by offering the
programme via distance. Distance learning is believed to be most appropriate because
in-service nurses are generally unable to secure study leave or to obtain a leave of
absence from work due to the severe shortage of nurses in Malaysia. The health min-
istry is thus expectant that the solution is in the form of distance learning programme.
The upgrading of the nursing profession will provide better quality nurses and will
help meet the more sophisticated demands from the public for better quality healthcare
and also to support a thriving healthcare industry.

In view of the advantages offered by the Internet, a web-based learning environment
was designed for the nursing programme at the IMU. This mode of learning is also
expected to contribute to the Malaysian government’s National Information Technol-
ogy Agenda (NITA) to help spur the development of the K-based economy. It is thus
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also perceived that the nursing profession will benefit more from their exposure to an
online learning environment. All the new hospitals that have been recently built or
being built will be equipped with the latest in technology and will be paperless.
Hence, it is even more imperative to develop a group of nurses who will champion the
use of ICT as well as establish an ICT using culture where they work [4].

2   Design of the Virtual Learning Environment

Designing an effective virtual learning environment for any form of learning is both an
art and a science. It requires the understanding of sound learning principles and the
selection of only the appropriate technologies. According to Alexander and Boud, for
example, much of the potential of online learning is being lost because too much of
the pedagogy of online learning has been transferred unreflectively from didactic
traditional teaching where the computer substitutes for the teacher and textbook as
conveyors of information [5].

It is important to ask, “How can instructors exploit technology to promote improved
learning?” Another important question is “What is it that we want to do and how will
technology support it?” It should not be a situation where looking at the capabilities of
the technology, we determine how the learning process should be fitted in. An exam-
ple is where class notes or a videotaped lecture is transferred to the Internet. What is
more important is the strength of teacher-student and student-student interactions, how
students are engaged in the learning process, particularly in collaborative learning [6].
The latter is where communication tools such as threaded discussions can be effec-
tively used.

To a certain extent, the wide availability of Learning Management Systems (LMS)
such as Blackboard,  Top Class, Lotus Learning Space and WebCT has made the task
of designing virtual learning environments somewhat easier. Creators are prompted to
include certain sections in the virtual learning environment that would support the
pedagogical needs of distance students. This includes features or sections such as
course content, e-discussions, chat, e-mail, whiteboard, self-assessments, grading
information and calendar. However, these are mere tools. They will only be effective
if the designer and instructor can employ the tools to support good pedagogical princi-
ples and to provide the motivation distance students require.

For a virtual learning environment to succeed in meeting the needs of distance
learning, it must be attractive, motivating and meaningful. How the designer and in-
structor incorporate teaching, learning tasks, activities, content, information or com-
municate any other curricular related matters to the student will make a huge differ-
ence. The significance of creating an environment that attracts, motivates and provides
for meaningful learning is especially important to keep attrition rates low. As Horton
suggests, it is important that instructional designers, web developers and instructors
use techniques to keep students interested, energized and enthusiastic [7]. It is not
about using the best or the latest technology.  It is about choosing the most appropriate
technology that will support the various pedagogical requirements so that we can in-
corporate, within it, features to achieve effective learning using motivational tech-
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niques recommended by Horton. In short, a motivating environment is particularly
important in the case of distance students to help keep attrition rates low.

2.1   Design Guidelines

Virtual learning environments should have high standards of quality but it must also be
easily accessible, motivating and provide interactivity for students [8]. The need to
achieve the balance between these elements is clear but not so easy to achieve. While
most technology platforms are able to support the most sophisticated elements such as
video clips, animation, sound effects, music, voiceovers, photographs and drawings,
they may not necessarily be the key elements required to succeed. What is the use of
having multimedia files if students have slow access to the Internet and find the time
taken to download and finally view these files take too long and hence frustrating?
Similarly, what is the use of providing collaborative learning opportunities when stu-
dents and instructors are unaware of the value, unsure of the process and benefits?

For web-based courses, elements that must be accounted for in the overall design
are in the following six areas: administrivia (e.g. syllabi, schedules, contact informa-
tion, course objectives and expectations), course content (e.g. textbooks, readings,
lectures, video/audio tapes, graphics and images), interaction (between student and
instructor and among students), additional learning resources, monitoring of the
learning process and final assessment of attainment of course learning objectives [9].

Horton states that for students to succeed in distance learning, self-discipline and
motivation plays a key role. He found that dropout rates are as high as 85%.  It implies
that we cannot assume that all students will come properly motivated or continue to be
motivated as they move from one course to another or from one semester to another.
In fact Horton observes that web-based learning demands high levels of motivation
and this means a virtual learning environment must motivate students. The instruc-
tional design team must consciously plan to include high levels of motivation as they
develop the web-based learning system. Horton believes that motivation is a key ele-
ment that will contribute to a student’s success in the distance-learning environment.
In the review of the literature, many others in the field echo this [10]. Hence, the focus
of this paper is on providing the motivational aspects in the virtual learning environ-
ment.

Preparation of the learning environment and materials for distance learning is usu-
ally the task of an instructional development team comprising at the very minimum;
an instructional designer, a web developer, graphic/multimedia artist and subject-
matter expert. The instructional designer applies the universal ADDIE (Analyze, De-
sign, Develop, Implement, Evaluate) instructional design model. While the ADDIE
model is a widely adopted universal model for the development of learning materials,
sound pedagogy need to be employed during the process of developing a virtual
learning environment such as VENuS at the IMU. This is where Horton had the most
impact on the author who is the instructional designer, during the process of designing
VENuS. It is without a doubt that good instructional design of web-based education
significantly improves what instructors deliver to students and enhances learning ob-
jectives. While different learning objectives require different learning strategies,
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courses need to be structured and organized to involve students in the learning process
in the most effective way. It was found that Horton’s recommendations on how to
create a motivating environment for students were the most apt and practical. Hence,
the recommendations became the basis for developing some of the detailed features of
VENuS, the virtual learning environment for the IMU’s distance  learning programme
for nursing.

2.2   Design and Development of VENuS at the IMU

VENuS (see Fig. 1) is the learning platform for the IMU’s distance learning pro-
gramme for nursing. It is designed by a team comprising full-time subject-matter
experts, an instructional designer and a Webmaster. For graphics related work, the
team taps the artistic talents from the IMU’s Chief Knowledge Officer’s Office. Two
members of the VENuS team had prior experience designing OLIS (Online Learning
Interactive System) for the medical students of the IMU. The instructional designer
and Webmaster have graduate degrees in Instructional Technology and have had vast
experience in the field, teaching as well as developing technology-based learning
materials.

Fig. 1.  The entrance page to VENuS where students and instructors log in to access the con-
tents of the nursing programme

The learning management system used to develop VENuS is WebCT. When de-
signing VENuS, much consideration was given to the preparation of a student-friendly
and motivating environment. The motivation model based on most of Horton’s rec-
ommendations was applied. These are described in the next section.

Students can access VENuS via the Internet from wherever they are. An initial sur-
vey with the first cohort group of the IMU’s nursing students indicate that everyone
had a computer at home although not all were experienced in using the Internet. This
also means that not everyone had an e-mail address. However, based on the survey
conducted during their pre-course orientation, everyone was prepared to upgrade their
home computer and subscribe to an Internet Service Provider.
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2.3   Motivational Elements in a Virtual Learning Environment

In the attempt to understand Horton’s concerns and recommendations relating to the
factors of motivation for an effective learning environment, the author created a visual
model in the form of a wheel (see Fig. 2). Most of Horton’s recommendations were
considered, particularly those that were applicable for the nursing programme. The
author organized Horton’s recommendations into four main areas: Communication,
Content and Activities, Community and Reinforcement. Each area comprises Horton’s
recommendations that, when implemented, is believed to provide a student-friendly
environment that will provide an incentive to the students, encourage, as well as disci-
pline them.   Each area is discussed below.

Communication. Communication is one of the keys to successful learning. Creating a
warm and welcoming atmosphere is an underlying principle to creating a learner-
friendly environment and is a key factor in distance learning (see Fig. 3). There are
four other areas of concern: setting clear expectations, requiring commitment from the
student, intervening when the student is not on track and encouraging students to seek
help. In setting clear expectations, the student needs to be told what is expected of
them and they also should be encouraged to convey what they expect from the course.
Items that need to be communicated are how the course will be organized, what are
the learning outcomes, what and how many learning activities will there be, what are
the assignments, how and when will the student be assessed, what is the passing mark,
and what will happen if students do not meet the minimum requirements (see Fig. 4).
Additional questions are what and where are the resources and who can they ask if
they need clarification.  This is no different from the way courses should be conducted
full-time on campus.

It is expected that a distance student will be distracted at work and at home compared
to a full-time student on campus. It is believed that asking the students to be commit-
ted to the goals of the course when they register and to declare that they will complete
the course requirements will help them stay more focused. Identifying unmotivated
students early and re-motivating them as soon as the problem is recognized is another
recommendation by Horton. Some of the signs of unmotivated students include being
late with assignments, not answering messages, giving negative comments about the
course, instructor, or other students, not submitting optional assignments and suddenly
performing poorly in tests.

Students need to be encouragement to seek help.  Providing them an avenue to discuss
their problems without being embarrassed or intimidated will help them to be open
with their problems and to be responsive to suggestions on how to find solutions. This
can be via e-mail communication with their instructor or mentor, a phone call or
meeting in person with someone they can trust and seek understanding from.  Dealing
with such students will require the instructor’s understanding, proper advice and coun-
seling as well as follow-ups.



402        Z.W. Abas

Fig. 2. A model developed to ensure student motivation or the design of a motivating environ-
ment for web-based learning.  It includes recommendations by Horton. There are four areas of
focus:  Communication; Content and Activities; Community; and Reinforcement

Content and Activities. Horton suggests that the online learning environment should
be fun and interesting for students. Learning should be a pleasure and the process
enjoyed by students. Designers should ensure that students  are started off in the right
way.  In VENuS, this was accomplished by provoking interest in the subject, for ex-
ample, by setting a scenario, telling a story, asking a question, showing a picture that
creates curiosity, or by stating a meaningful problem that the material will solve.

Students who feel involved in the learning process  will be motivated and benefit from
the learning process. Interactivity should be part of the design where students do more
and read less. Giving more examples or familiar case studies and scenarios that the
students can relate to would be effective. And, Horton cautioned designers
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Fig. 3. The Welcome Page that greets students after logging into VENuS. The welcome mes-
sage from the head of the nursing programme has been edited to reflect a warm and a student-
friendly environment.

to consider the incorporation of multimedia materials only if appropriate and practical.
It should justify the download time.
    Undoubtedly, the contents and resources provided should be of high quality. The
content should be accurate, credible, organized and clear. There should be no mis-
spellings, grammatical errors or lapses of logic. A more effective presentation of the
contents and materials presented at the Web site can be achieved by having a consis-
tent and attractive layout utilizing an appropriate visual design scheme (see Fig. 5).

The content and presentation should be varied, for example by adding new content.
If that happens, an announcement  at the course home page or in a discussion thread
should be made. Content should also be evolving. Horton suggests the use of discus-
sion groups, FAQs and tips, news, and lists of useful Web sites or resources. All these
are expected to motivate students to visit the Web site frequently.
    It is also important for students to be able to space out their learning activities such
as readings and assignments. This is particularly helpful to distance students who have
a full-time job and a family to manage as well. A course schedule (see Fig. 6) can be
provided to help students organize themselves in line with time management princi-
ples.  Instructors should ensure the practicality of the various learning activities.

Community. Perhaps the most important need for distance students who will feel
lonely and isolated from their instructors and peers is the need to feel belonged to a
learning community. This could be in the form of online student lounges (see Fig. 7)
such as chat rooms or threaded discussions where they are able to keep in touch with
their peers and instructors. It could be a place that invites students to give feedback to
the course or to discuss general learning issues.  Nevertheless, online learning needs to
be supplemented with face-to-face meetings such as tutorials and this where the six
regional centres identified by the IMU in various parts of the country come in. Online,
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Fig. 4. Part of the Table of Contents for a course delivered through VENuS. The topics or sec-
tions for each week are broken down into Learning Outcomes and References, Learning Tasks,
List of Sub-topics and Summary of Key Points.  The weekly content is more organized, system-
atic and clear to the student. Note that a general introduction to Module 1 of the course, the
course timetable and the course evaluation are also provided.

the learning atmosphere should be kept as humanistic as possible. Students should be
invited to introduce themselves and to have their personal homepage published t the
Web site. Another useful feature of virtual learning environments is the use of
threaded discussions for collaborative learning to bring out issues and problems where
students discuss with each other.  The role of the instructors is to facilitate or moderate
the discussions to help students keep on track and to finally weave in the topics dis-
cussed to provide more meaningful learning.

To promote collaborative learning whereby students are engaged in the online dis-
cussions with their tutor and fellow students, marks should be given and made part of
the formative course assessment.  The nursing curriculum committee had decided that
the marks given would be based on the quality of postings rather than on the frequency
or length of postings. An evaluation matrix is being developed for this. Collaborative
discussions will comprise at least 10 percent of the total course marks.

Reinforcement.  This is another important principle of learning. Students need to be
informed that they are on the right track, doing the right things and performing within
expectations. Instructors could encourage students by confirming that the student’s
fear and anxiety about their course and performance are to be expected. What is more
important is that they take steps to remove their fear or anxiety and become a member
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Fig. 5. Part of the content page. The layout and colour scheme are applied consistently through-
out the content pages

Fig 6. A monthly calendar provided in the VENuS learning environment to help students man-
age their time and to focus on their learning requirements. A weekly calendar is also available
online

of the online learning community, contributing to each other’s learning process. Stu-
dents should be praised publicly to encourage others but criticized privately to prevent
unnecessary embarrassment. Public praises can be achieved in the discussion groups
and criticisms can be given to the student via one on one communication such as e-
mail or discussed in person.
    Students should receive prompt feedback on their learning tasks or activities such as
assignments, tests and projects.  Self-tests could be provided at the Web site to enable
students to gauge their own learning.  This also includes responding to students within
an acceptable period of two or three working days to personal e-mail communication
from students or postings to the discussion groups. Another reinforcement technique to
motivate students recommended by Horton is the use of extrinsic rewards such as
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Fig. 7. Student lounges for informal communication among students to provide a sense of
community. Each corner will have a graphical icon in the final version of VENuS. Formal
threaded discussions on learning issues are provided in another section

fame and prestige or symbolic tokens. Examples are Student of the Month awards in
which the student’s photo, profile and accomplishments are displayed in one section of
the Web site or certificates or recognition awarded for various accomplishments such
as the Best Online Discussant.  The next section highlights the feedback received from
the students to VENuS during one of the VENuS evaluation sessions. The feedback
will reveal some of the motivational elements that have been incorporated based on
the model presented in Fig. 2.

2.4 Feedback from Students

The IMU is awaiting approval from the National Accreditation Board nursing before it
can begin its nursing degree programme . VENuS was developed ahead of time to
demonstrate to members of the evaluation panel from the board how the virtual learn-
ing environment will provide the content and learning activities. VENuS was first
introduced to potential students during a two-week pre-course orientation programme
of the first cohort group of nursing students who will be sponsored by the Ministry of
Health.  They were provided with hands-on activities, particularly on how to access
and use VENuS, how to e-mail messages and attachments, post their messages to the
discussion group and how to benefit from the links to the Internet.  They were also
taught how to create a personal homepage comprising a one-page biodata for inclusion
at the Web site.  Following their initial feedback, the VENuS User Guide for students
was further improved and another guide on “How to Succeed as an Online Student”
was written to deal with motivation issues.  These would be distributed to the students
upon registration as well as made available online in VENuS.

Following the pre-course orientation, more contents were added to VENuS.  Next, a
group of eight potential students were invited to spend half a day at the IMU to use
VENuS and to provide their feedback to the use and features of VENuS. A one-page



Incorporating Motivational Elements in a Web-Based Learning Environment         407

questionnaire containing four open-ended questions were administered. These were
filled and returned as soon as they have completed their assessment of VENuS. Their
use of VENuS was also observed to determine other difficulties so that steps can be
taken to overcome them.  They were invited to give feedback to four questions:

– “What do you like most about VENuS?  Think in terms of features, content, navi-
gation, overall environment, etc.”

– “What do you find most difficult to do/manage in VENuS?”
– “What do you think are some of the challenges that students will face when using

VENuS?”
– “If there are two things that we should improve in VENuS, what would they be?”

When asked what they liked most about VENuS, their comments include:
– well-designed
– very good
– provides social interaction
– opportunity to create home page
– instructions are concise , clear and easy to follow
– content easy to read
– discussions will develop critical students
– participation in discussions will allow students to evaluate own strengths and

weaknesses
– simple yet captures attention
– communication with course mates and lecturers
– interesting features suitable for nurses and paramedics
– direct communication with facilitator
– allows faster feedback

Responses to the second question were much fewer.  Respondents who were proba-
bly new to computers and the Internet commented having difficulty getting into the e-
discussions, e-mail and e-chat facilities. In contrast, one person commented that there
was really nothing difficult because time and repeated usage will solve the problem of
using the interactive features of VENuS.

Some of the challenges given were interesting.  One was worried about the amount
of time she would need to spend on VENuS considering that she had a job and a fam-
ily to look after. Another concern was on how frequent students would need to partici-
pate in the collaborative discussions. One respondent felt it was a challenge  for stu-
dents to understand the topic well enough before going into the discussions. They need
to be able to think critically. Another was concerned about accessibility from the
home, particularly in connecting to the Internet via telephone lines, as lines are  busy
at times. Another concern was of not being sure how to submit assignments and how
to get feedback from the lecturers.

When asked for suggestions to improve VENuS, the few comments were to ensure
that the pre-course orientation be continued to provide hands-on experience to famil-
iarize the students with the virtual learning environment. One person suggested that
the language in the content pages be simpler for them to understand. Another sug-
gested that assessments  should be based on knowledge development, critical thinking
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and research-based assignments. This issue needs to be researched further as a signifi-
cant portion of the course marks will be given to examinations.
  Based on an earlier survey to determine their level of computer and Internet knowl-
edge and skill, it was found that 5.8 percent of the 89 respondents have never used a
computer before the pre-course orientation programme. A majority, that is, 68.2 per-
cent of the respondents have never used e-mail, and 52.3 percent have never used the
Internet prior to the orientation programme. The students were mostly in the early to
late 40s.  The pre-course orientation programme had included training in the basic use
of MS Word and MS PowerPoint as well as the Internet in general and VENuS in
particular.  The survey also aimed to determine their PC ownership and access to the
Internet. Most, that is, 89.9 percent of the 89 respondents have a PC at home.  About
38 percent had access to the Internet from home and a majority of the cohort group of
students ,that is, 77.7 percent of them needed technical assistance when using the
computer at home.

3 Summary and Conclusion

Distance learning offerings are on the rise to meet the increasing demands of the ma-
tured and working adults who appreciate the flexibility in getting a degree. Many
institutions are offering their programmes through a Web-based learning environment
that incorporates the use of various communication tools such as e-mail and threaded
discussions. However, it has been found that drop out rates among distance learning
students are high leading to the recommendations by educators to include motivational
elements.  It is believed that motivated students will stay in the programme until they
graduate. Hence, instructional designers and instructors need to incorporate motiva-
tional elements into the design of virtual learning environments.

The paper reported the IMU’s experience in developing VENuS, a virtual learning
environment designed to deliver the university’s distance-learning program for nurs-
ing. The VENuS development team considered most of the motivational elements
recommended by Horton. These are represented in the form of a diagram (see Fig. 2).
The motivational elements fall into four main areas: communication; content and
activities; reinforcement and feedback. Horton’s recommendations in each of these
areas have been highlighted. How they have been incorporated into VENuS has been
shown in several screen captures (see Fig. 1, Figs. 3 to 7).

The first cohort group of nursing students attended a pre-course orientation pro-
gramme for two weeks, during which they were given the opportunity to use VENuS.
The team also observed their behavior to detect any difficulty, technical or otherwise,
in using VENuS. This led to the improvement of the VENuS User Manual and the
writing of a guide on “How to Succeed in Distance Learning.” A second round of the
evaluation of VENuS by students were conducted four months later.  Students’ gave
very favourable feedback with regard to the learning environment and the contents of
VENuS. Some concerns were related to technology, that is, whether they would be
able to connect to the Internet from home due to their newness to the Internet or busy
telephone lines. Another concern was whether they would manage, as part-time stu-
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dents, to spend time online and to actively participate in the collaborative discussions.
However, based on the feedback received, it was realized that these discussions were
considered appropriate and students indicated that they look forward to being part of
the discussions. They were also concerned with how they would be assessed.  They
suggested more emphasis on the evaluation of higher levels of cognitive knowledge or
critical thinking, for example, to be evaluated for assignments based on readings and
research rather than on examinations.

As the team consulted additional reports of other distance learning practitioners and
implementers, it was realized that the use of technology has to be carefully planned in.
It is not be used to hype up the value of distance learning. In short, use high tech but
ensure a high touch environment. It appears that instructors need to re-orientate their
instructional styles so as to be able to leverage on innovative technology but at the
same time, ensure that students are completely comfortable in a high-tech learning
environment.  It is necessary, for example, to provide new online instructors the expe-
rience of being in a collaborative online learning environment. The role of the in-
structor in discussion forums is crucial to the success of online collaborative learning.
It is thus suggested that instructors enroll in one of the many online discussion groups
on the Web to familiarize and appreciate the process of engaging students in web-
based collaborative learning.

The most important element in the distance-learning environment is the student,
who, isolated and at a distance from their instructors and course mates, need much
more support from the institution than regular on-campus students. This can be
achieved by providing a motivating environment that will provide them the incentive,
encouragement and help them develop the perseverance to succeed. While VENuS
was designed to incorporate motivational elements, further research needs to be car-
ried out to determine how these elements have helped students feel encouraged to stay
focused and to gain confidence in what would have been a lonely path to obtaining
further education.
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Abstract. Web based learning is providing new and innovative environments to
facilitate the delivery of course material to increasing numbers students, but
most of the effort is centered around the presentation of the learning material
and creating environments where student interact with this material and each
other. Despite the changes the web based learning environments have delivered,
little attention has been given to improving the management and process of as-
sessment. This paper introduces a new software application designed to take ad-
vantage of the web based environments and addresses the management over-
heads associated with assessment whilst improving the feedback to students.
Initial investigations indicate significant benefits can be achieved by using soft-
ware to manage the assessment process. A detailed description of the software is
provided and two case studies presented that highlight the software’s application
and confirmed benefits when used to conduct and manage assessments.

1   Introduction

With the introduction of web based learning environments and the increasing use of
computers in the learning process opportunities exist to improve the management and
methods of assessment. Much of the effort and focus of application development in
the educational field seems to focus on developing tools to present, deliver and com-
municate educational content to the students. Greater numbers of students can be ac-
cessed and incorporated into the learning environments increasing the workload asso-
ciated with assessment but little effort has been applied to providing the tools required
by the learning staff to manage and assess the students.
The web based learning environment provides a number of opportunities to utilise and
take advantage of the structure and culture it provides. Web based learning requires
students to have a computer and an Internet connection. They are required to read their
email and gather material from the learning environment. They are generating elec-
tronic documents and submitting them electronically via systems provided or custom
solutions. They are becoming used to completing their studies online and in electronic
form. Assessment on the other hand is not keeping pace and is not considered a major
priority. A recent Computer Assisted Assessment (CAA) Centre survey found that the
majority of staff were using CAA for formative and diagnostic assessment, not sum-
mative assessment, thereby not reducing their marking burden at all [8]. Despite some
successes, such as that reported by the University of Luton [1], the vast majority of
marking is still a manual process.
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2   Assessment

Assessment of students is a major task undertaken by all teachers, lecturers and train-
ers at all education levels. Assessment generally involves making judgements about
students work based on a set of instructions relating to a particular subject.  It can be
defined as the process of obtaining information that is used to make educational deci-
sions about students, to give feedback to the student about his or her progress,
strengths, and weaknesses, to judge instructional effectiveness and curricular ade-
quacy; and to inform policy. [10]

The assessment process may consist of a number of tasks. These include:
� Creating assessment material, test, exams, assignments etc
� Conducting the assessment
� Collection and storage of the submissions
� Marking of the submissions
� Recording marks and grades
� Delivery of feedback and results to the students

The type of assessment, the number of students, the bias, experience and attitude of
the assessor, the turn around time, expectation of the student are just some of the fac-
tors that may determine the quality and effectiveness of the assessment.

The submissions produced by the students can take many forms. They may be es-
says, short answer questions, diagrams, drawings, programs, databases, spreadsheets
and so on. They may be submitted in electronic form as one or more files or as hard
copy documents.

The methods used to assess the student’s work are as equally diverse and generally
left to the assessor to determine the assessment criteria. Marks are allocated and re-
corded for each student.  Submissions and feedback containing some sort of grading
and associated comments are then returned to the students. Students then review their
results and if they feel they have been unfairly treated can request a remark and marks
adjusted accordingly.

This whole process is very important both for the educational process and the stu-
dents. It is time consuming and potentially fraught with dangers. Every assessor de-
velops their own customised methods to complete the assessment process and record,
manage and deliver student results.  [3]

For the assessment to meet both the student and assessors needs a number of factors
must be considered.

� The criteria for marking must meet the objectives of the course
� The marking must provide a measure of the learning
� The marking should provide effective feedback to the student

There is the pressure on assessors to provide accurate and meaningful evaluation
procedures for student work against a background of increasing staff: student ratios,
External Subject Review requirements and Teaching Quality Assessments. [12]  There
is the requirement to ensure that marking and feedback are always consistent and there
is an increasingly short amount of time for external examiners to view. Individual
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lecturers are trying to deal with ever increasing amounts of assessment within a time
bottleneck, which is a consequence of this individual approach to marking (Lecturer-
to-student approach). [3]

Regardless of the type of assessment, the nature and number of students, there ex-
ists an opportunity to provide tools and methods that improve the management of the
assessment process while also improving the feedback to the students.

3   Current Technology

Currently there is little in the way of software that attempts to meet the demands of the
assessment process.  Two applications exist that attempt to fill the software void in
this area.

Markin32 is a Windows program which can import a student’s text for marking by
pasting from the clipboard, or directly from an RTF or text file. Once the text has been
imported, Markin32 provides all the tools a teacher needs to mark and annotate the
text. When marking is complete, the teacher can export the marked text as an RTF file
for loading into a word-processor, or as a web page so that students can view the
marked text in a web browser. Marked work can even be emailed directly back to the
student, all from within the Markin32 program. [2] This application is designed to
mark and annotate text submission such as an essay, short answer questions etc.

Mindtrail is a Windows program that allows the marker to construct a detailed
marking proforma or “knowledge tree,” complete with marking scales, check boxes
and comment fields. Individual assignments are evaluated via the marking guide,
producing a mark of that assignment and an individual marking report. Mindtrail im-
proves the quality of both the marking process and the feedback given to students, but
according to Stevens and Jamieson a major difficulty is encountered when construct-
ing the knowledge tree. “This proved to be a laborious task, taking over four hours to
prepare for each of the two major assignments.”

They also found that “explicit construction of the marking guide assisted in focus-
ing on the important issues of the assignment and hence provided for a more ‘objec-
tive’ marking process” and “It forced the marker to focus on the point at hand, thus
reducing the influence of other items outside that point, such poor grammar and
spelling or ‘flashy’ presentation”. [6]

4   The Application

As a consequence of having to deal with the demands of managing and assessing ever
increasing student numbers, an application titled ‘Markers Assistant’ was developed in
an attempt to fill the software void that exists in this area.

Markers Assistant is a Windows based application developed to provide a more ef-
ficient and flexible method of managing, assessing and delivering results to small to
large numbers of students. It was designed to automate as many components of the
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assessment process as possible, whilst maintaining and improving the feedback to the
students within a reasonable timeframe.

The goals of the software were as follows:
� provide automation that retrieves student submissions and presents them via a pre-

determined application;
� provide a flexible marking guide GUI that only requires the identification of the

criteria and or and assessment of an items value;
� automate the collation of results within the application;
� provide facilities to deliver student results via email;
� provide facilities to collate final marks summaries;
� enable all data collected to be saved and retrieved via a project file.

Generally assessment is created and marked based on a set of criteria.  This criteria
identifies areas within the submission that are considered important and generally have
a mark associated to reflect the level of importance. Markers Assistant displays a
marking criteria or marking guide in the form of checkboxes organised in a hierarchi-
cal configuration. The marking guide also provides the basis for feedback to the stu-
dents regarding their submission.

A marking guide loaded into the software provides the assessor with a series of
checkboxes and associated descriptions (Fig. 1).  Generally the marking guide criteria
are organised in hierarchical groups where the high level criteria must be met before
other items within that criteria are considered. Grouping allows marking guides to be
set up that orders information into related topics, making it easier to interpret, speed-
ing up the marking process. Markers identify the higher-level criteria and work down
through the criteria as required. If the high level criteria are not met then the remain-
ing items in the group are not considered and marks deducted accordingly. The first
level represents a major concept or criteria that must be met in order for subsequent
lower levels to be included.

Individual students are identified by information supplied via a student list consist-
ing of a unique identifier, such as student number or id and an associated email ad-
dress if results are to be delivered via email. Students can be found either by identify-
ing them in a drop down menu or by searching all or part of their ID or email address.

The student identifier is used through out the process to identify a particular student
and also can be used to organise and retrieve student submission automatically if the
student submissions are stored electronically in student directories identified by the
student identifier.

The application searches for a directory in a given base location and if a match is
found, opens the directory and returns the file specified or the closest match.  For
example you may setup the environment to find the first occurrence of a ‘*.doc’ file in
a student directory and present the file to the assessor using Microsoft Word.

Marking consists of checking the marking guide items where the student has met
the criteria, adjusting the allocated mark to a one that represents the assessor’s judg-
ment of the criteria and adding any comments and adjustments to the submission.
Each time a checkbox is switched the marks are adjusted accordingly. Comments can
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Fig. 1. Example marking guide, Preference and Edit item dialog.

be added against an individual item in the marking guide or as a general comment that
relates to the submission as a whole. These comments may also have an adjustment
value associates with them that will either increase or decrease the overall mark for a



416         J. Wells

student.  All comments entered are stored in a general repository and can be applied to
a different student if required. All comments can be edited or deleted.

A marker navigates from student to student via next and back buttons or via the
drop down menu or search facility. Student results and associated comments are stored
within a project file and can be retrieved at any stage.

At any time the assessor may save the marking completed to a project file that
saves all the information generated so far.  The project file can be reloaded at any time
to restore the marking completed.

When the marking is complete all results can be emailed to the students or files
generated and printed. Results are collated in the form of a text file containing the
assessment criteria and the associated mark the student received for each item in the
criteria. Any comments relating to the assessment were also included. A log file is
kept for each email that is sent to students.

The marking guide provides the basis for the feedback the students receive. Each
item in the marking guide is tagged to indicate whether the student met or lost marks
for the criteria. If comments relating to the criteria exist, the item is tagged with a
comment number the student can reference for further explanations on why they lost
marks. All comments relating to particular items are stored and presented to the stu-
dent if the student did not meet the criteria or lost marks for the criteria. The student
identifies the comments that relates to them and also has the benefit of seeing where
other students had problems.

In addition to item comments, general comments that relate to the overall assess-
ment of each student can be created and used to provide feedback to the student. Each
comment added is stored against the particular student and is also placed in a store
where it can be reused if it is relevant to another student during the marking process.
A list of all comment made for all students is available for analysis.

A major advantage of storing assessment results and data in an electronic form is
the ability to provide a variety of analysis. A basic requirement of the assessment
process is to provide results summaries of all assessment performed. Traditional
methods of assessment do not allow the analysis of comments and marks associated
with individual criteria within the assessment. The software enables statistics to be
gathered and output on a variety of assessment items. These include a criteria mark,
comment adjustments and a total mark for each student. Statistics for all students
include the number students marked, number of zero and full marks, the average mark
and the min and max mark. Item statistics indicate which item was attempted and the
average mark for each.

This type of analysis can be used to gain a better understanding of any teaching
strengths and weaknesses as well as provide an overview of all items within an as-
sessment for all students.

Results can be collated into a summary for each student in the form of comma-
separated file suitable for most spreadsheet and database formats. The summary pro-
vides a mark breakdown and a final mark for each student and if you provide a %
value for the submission as a preference, the application will also calculate and output
the % mark for each student. If more than one assessment is used to formulate the
final mark or grade the application can produce a summary of all individual assess-
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ment and produce a summary and final mark calculation for each student. Each project
file is identified for each assessment and processed by the application. It is again valu-
able to provide the % mark each assessment represents as this will result in a final
grading calculation.

A number of features added reduce the chance of losing data. Backup projects are
automatically created in the background, as each student is marked and backup proj-
ects created when the application is closed.  The project file is saved as text and can be
interpreted outside of the Markers Assistant environment.

5   Case Studies

Markers Assistant has been developed over a four year period and has been used
within a variety of subjects within the School of Information Technology at Deakin
University.  The following case studies outline two types of assessment tasks managed
using the application.  They highlight the various issues encountered and the solutions
that were developed to meet the needs of the assessment tasks.

5.1   Introduction to Software Development SCC104

This unit was based around the assessment of students’ ability to apply programming
concepts using the Visual Basic programming language. As part of the course the
students were required to submit eight programming assignments in a 13-week period.
Around 430 students were enrolled in the course over four campuses. Processing and
marking the 430 * 8 assignments required a solution that automated as many compo-
nents of the marking process as possible, whilst maintaining and improving the as-
sessment feedback to the students.

Each submission consisted of a Visual Basic (.vbp) project file and one or more
source files depending on the requirements of the assignment. Assignments were sub-
mitted electronically via a custom submission system developed at Deakin University.
Assignments were grouped in directories identified by:

Assignment Number->Student Number->[assignment files]

The software is designed to accept a series of parameters that identified the location
of the files, an application that would be run to view the files (in this case VB.exe) and
any command line arguments the application may require.

Student assignments were automatically retrieved and presented based on the cur-
rent student being marked. In the Visual Basic example, the student’s project file was
used to compile, run and present their assignment to the assessor.

Facilities were provided to view the contents of the each file in the student’s sub-
mission directory in text form. This enabled the assessor to inspect the code in all files
quickly and simply, further speeding up the marking process (Fig. 2.).
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Fig. 2. Other Files Dialog

The application proved very valuable during the unit as it provided a superior
method of managing the student results as opposed to traditional means considering
the number of students and assessment tasks required. The student assignments stored
electronically and ordered in a structured way combined with the ability of the soft-
ware to automate the assessment process enabled over 3,440 individual assessments to
be viewed, processed and results delivered within the specified turn around time of
one week for each of the eight assessment tasks.

Marking was distributed to the 10 markers in the form of a project files created by
the software. Equal numbers of students were allocated and stored in project files and
distributed to the markers. Each marker completed their assessment then saved and
returned the project file to the principle assessor for compilation and analysis. The
ability to create, distribute then compile project files returned from markers enabled
the primary assessor to examine and adjust the assessments as a group providing a
greater level of consistency and accountability.

Frequent requests were made by students to review their submissions after they re-
ceived their results. The application was easily able to retrieve and present the re-
quested submission and associated marks and comments by reloading the respective
project file. If adjustments to the assessment were required, these were made directly
and the results saved back to the project file and results emailed to the student.

Summary results were not generated until the end of the semester, when all assess-
ment was complete. All eight project files were loaded and summary of all assessable
items for each student produced for finalisation.
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5.2   Computers and Society and Professional Ethics SCC306

This unit consisted of 336 student based over four campuses. Students were required
to submit three written assignments in essay and short answer formats, submitted via
electronic means as Microsoft Word formatted documents or in some cases printed
documents.

The assessment of essays and short answer questions requires the assessor to make
judgments regarding the student’s submission against criteria that is not easily defin-
able. This posed some problems for the software as the checkbox type arrangement
only enabled either a right or wrong type of assessment and not judgment based as-
sessment where marks can be adjusted to represent a grading for each item within the
criteria. Adjustments were made to the software to allow the associated mark for each
item in the marking criteria to be adjusted. The assessor selects the item and a dialog
is presented enabling them to adjust the mark associated with the item to between 0
and the maximum value assigned in the marking criteria.

In addition facilities were added to enter a comment associated with the item that
could be used to identify reasons why marks were deducted or suggest the right an-
swer or outline the general approach expected. This enabled the assessor to build a
collection of reasons why marks were lost or more valuable, a collection of informa-
tion that explained and quantified the information that would have been considered
desirable to answer the particular item (Fig 1).

It was felt, that while using the software, the assessor tended to focus on the ele-
ments of the assessment that were incorrect or lacking. This tended to build a list of
negative statements and did not really provide adequate feedback to the student. Re-
search has found that feedback centered on the correction of errors does not support
learning.  Therefore, it was considered more important to provide examples of good
work or highlight information that was important, required or desired in order to gain
the marks for the item. [5] This tended to educate the students rather than the tradi-
tional method, which merely explains where and why they lost marks. [13] This also
compensated for the inability of the software to annotate and make comments with the
submission text. Further enhancement to the software will enable the marker to anno-
tate and save the submission and then later automatically attach the annotated submis-
sion to the student’s results so they can open their assignment and read any comments
made within the document in addition to the marking criteria and associated marks and
comments.

6   Results

Research indicates that feedback or knowledge of results has been shown to have a
positive effect on performance [4][7], but with larger class-sizes and increasing
workloads, the time staff can devote to giving students detailed feedback on their work
has been substantially eroded. [9] Special attention was devoted to ensuring the soft-
ware design centered around providing meaningful feedback to the students and not
just on the process of assessing the submissions.
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Anecdotal evidence suggest that a well written marking guide and informative
comments that focus on educating and not criticising the students work does provide
meaningful feedback based on research and feedback received from the students. The
marking guide identified the expectations of the assessment and the associated marks
provide a measure of the student’s effort in meeting the expectations. In addition to the
marking guide, each item could be tagged with a comment to provide information that
explains or quantifies the expectation for that particular item.

It was found that these comments are best focused on the information that was re-
quired by the assessment criteria rather than a criticism of the student work or reason
why they lost marks. It was felt that the student given a correct answer would not only
identity where they went wrong for themselves but also discover what was required or
was a correct answer. This method proved to be a more efficient method of providing
feedback, as the comments did not result in a catalogue of criticism but simple a solu-
tion that applied to all students.

As part of the SCC306 unit evaluation performed at the end of semester 2, 2002,
students were asked to evaluate and comment on the feedback they received for their
assignments. Of the 336 students, 137 students responded.  All responses to the survey
were anonymous.

Question: How do you rate the assignment marking feedback you received?
� 5.8% very poor
� 6.6% poor
� 34.3% average
� 38.0% good
� 15.3% very good

Students were invited to make comments regarding the marking feedback.  It was not
compulsory to make a comment.

Question: Please add comments or suggestions you have regarding the assignment
marking feedback?
Responses:
� “The assignment feedback was excellent. From the feedback, I was able to see

where I went wrong and how I could have fixed the problem. Excellent part of the
unit”

� “This unit had more that I have seen in the last five.”
� “The best I have had in my three years at Deakin.”
� “I did not understand all the explanations, but then I realised that I had not fully

understood the task. I thought I had, but the assignment feedback made me aware
that I was wrong in assuming that I had a perfectly grasp of what was expected.”

� “Details of why marks were lost were vague and offered no insight into how the
assignment could be improved to right the same faults that may occur in future as-
signments”

� “It was pretty good and all the briefings were given where we went wrong.”
� “There was substantial feedback, but it was very general.”
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Further investigation via unit evaluations will be performed to identify specific in-
formation to evaluate the feedback students receive as a result of using the application.

A major problem of manual assessment exists where assessment is distributed to
more than one assessor. The potential for inconsistency exists and generally it is very
difficult to review the assessment environment for each student after they have been
assessed. A major benefit of the software is the ability to divide the assessment envi-
ronment into individual projects containing a unique list of students that are distributed
to each assessor. The assessors complete the marking and return the saved project file.
The software collates each individual project into one complete project. A review of
the entire assessment can be completed where each submission and associated mark-
ing and comments are retrieved and can quickly be compared with other students to
ensure consistency and potential plagiarism cases identified and investigated.  This
also provides a level of accountability to both the assessor and student as the marking
for all students can be retrieved and viewed against the all other students in a standard
environment.

The use of this type of application has an enormous capacity to speed up and im-
prove the management and assessment of student submissions. If you consider the
assessment process is not just the marking of submission but a management issue with
many associated tasks, the software proved very valuable in all components of the
assessment process, especially when the class size is large. In all cases where the
software was used it was felt that the turn around time from submission to delivery of
the results was shorter than using traditional means. Assessment review requests were
dealt with more efficiently and overall the management of the results was not a task in
addition to the marking process but a consequence of using the software.

An important characteristic of good assessment information is its consistency, or
reliability. [10] The structured process provided by using software in assessment im-
proves the consistency of the assessment as each assessor views a structured, well-
defined, consistent marking guide. More accuracy should be expected from the asses-
sors as consistency within the marking guide and process was enforced within the
environment. Comparison between submissions was quickly and easily available ena-
bling any perceived or suspected inaccuracies to be checked and adjusted.

A major problem for all institutions managing students on a variety of locations is
the delivery of results.  Traditionally results have to be created and saved as individual
files and either emailed or printed and mailed to the students. This is a time consuming
task that is subject to human error. The application managers both these tasks auto-
matically. This facility proved extremely valuable, reducing the workload and associ-
ated stress generally experienced with teaching and assessment.

The application removes much of the complication from assessment by automating
many of the tedious tasks of assessment. This allows the assessor to focus on the as-
sessment not the process. A variety of options allow the assessment task to be tailored
to meet the assessment demands. Student submissions stored in electronic form can be
retrieved and presented using a predefined application.  Marking guides are reused for
all students. Results are automatically stored for retrieval in a variety of formats.
Comments applied to student during the marking process are stored and can be reused
for all students.
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To provide a greater understanding of the effectiveness of the application, further
research is being conducted that will examine anecdotal evidence collected so far.

Additional features are under development that will further improve the environ-
ment and functionality of the application.  These include:
� Extend system to allow annotated attachments to the results
� Extend to output HTML formatted documents that provides more interactive feed-

back
� Provide remote server access and database connectivity
� Provide facilities to create and edit a marking guide within the application
� Extend the statistics output
� Provide plagiarism detection facilities
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Abstract. Reading has been shown to be an important component of
foreign language acquisition. However, to efficiently use reading for this
purpose requires an extensive collection of graded reading material. I pro-
pose using the Web as a supplementary reading source. In this paper, I
describe potential applications that present reading material to learners,
and I pose research questions that will lead to an effective application.
Important issues include the measurement of readability of text in order
to match text difficulty to the level of the learner, profiling the learner,
and whether there is suitable reading material for learners on the web.
I summarise related prior work in computer-assisted language learning
(CALL) and foreign language reading skill acquisition, and report on
some preliminary results on readability measurement. In particular, for
foreign language reading, sentence length is well-correlated with read-
ability, but vocabulary has a more complex relationship.

1 Introduction

Reading is an important means of increasing foreign language skill and has been
shown to increase vocabulary [13]. A frequently used resource for language learn-
ing is the graded reader, that is, a text in the target language that has been
especially written for language students of a particular standard. One common
type of reader is the reduced vocabulary reader, and is available for many lan-
guages. Typically, there is an assumed basic vocabulary of a defined number of
common words. Most of the text will be written using this basic vocabulary, and
any extra words used in the text will be defined on the page in which they occur,
or in a vocabulary list at the back of the book. These readers allow a student to
read fluently in the target language, and thereby increase their comprehension
and enjoyment.

While there are several publishers that publish readers, generally the quan-
tity of reduced vocabulary reading material is limited, particularly for languages
other than French, German, English, Italian, Spanish and Russian (published by
Easy Readers, Teen Readers, Hachette, Oxford University Press and others). I
propose to develop a means of automatically providing reading material based
on a user’s current skill-level, where the source of the reading material is the
vast quantity of text available on the Internet. This application could be used to
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provide further supplementary reading of current material in the user’s target
language. In this paper I discuss past work in applied linguistics and computer-
assisted language learning (CALL), and propose a system for presenting graded
reading material from the web. I describe research questions related to the im-
plementation of the application, and present the results of an experiment on
readability of text in French as a foreign language.

2 Language Learning and Readability

Theories about language learning have gone through several changes in the last
century. Each of these changes has led to dramatically different approaches to
the teaching of languages. In this section I first discuss practices in language
teaching related to reading. I then examine the measurement of readability of
text and reading skill level.

2.1 Language Learning and Reading

Traditional teaching focused on grammatical rules, drills, and analysis of texts.
However, even in 1909 some teachers and authors believed that students should
have available to them texts of a suitable difficulty to be read for enjoyment (for
example MacMillan and Co published a series of French readers, consisting of
authentic texts adapted for foreign language learners [7]). Once Michael West
published the results of his experiences teaching English in India in 1926 by us-
ing English word frequencies, further experiments were carried out in teaching
French. Gurney and Scott ran an experiment over two years in an English sec-
ondary school, using texts adapted on the basis of word-frequencies. These were
shown to be very useful in improving reading skills of students [5]. The stories
that they provided in the “Oxford rapid reading French texts” series, were based
on French stories written for native readers. These were reduced in vocabulary
using the lists published by Vander Beke [3].

For many years it was believed that students should first learn purely by
listening and speaking, with reading and writing taught a considerable while
later [11]. This theory was influenced by discoveries that children tend to learn
language structures in a specific order. Initially they pick up certain words, then
later they start to reason about language, leading to certain mistakes, such as “I
goed”, then further rules are learnt. Interestingly, the order in which language
is learnt has more in common with the order that other children learn language
than it ressembles the language to which they are exposed. Further, foreign
language speakers follow a similar pattern of acquisition.

Since that time it was discovered — or perhaps rediscovered — that students
can pick up reading in a foreign language much sooner than taught according to
the methods of the time [11], and that extensive reading improves vocabulary
and comprehension much more effectively than intensive reading of texts [4].
Problems with reading in a foreign language have been analysed from various
perspectives, leading to the adaptation of textbooks to make them easier for
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foreign language learners to read [2], and novel techniques for introducing foreign
language reading, such as intermingling the native and target language [17]. More
recently, the use of computers for text presentation has been shown to provide
several advantages (discussed next section).

A common strategy for making reading materials suitable for foreign and
second language readers is to adapt existing texts that are in the target lan-
guage. The techniques that are typically used include: choosing a base vocabu-
lary, mostly based on word frequency, substituting words in the text with those
that are within the base vocabulary, providing a gloss for essential words that
cannot be substituted, removing idiom, minimising homonyms, and simplifying
tense and grammatical structures [2,8].

To provide suitable reading material at any stage of learning, the readability
of a text needs to be determined, that is, how difficult the text is to read for the
learner. Teachers select texts for students by estimating their difficulty. While
many teachers may assess texts in an informal manner, others make use of a
formula.

The applied linguistics field has provided a variety of metrics that attempt
to calculate readability. The metrics are usually based on word and sentence
length. Some metrics also make use of word frequency, counts of grammatical
constructs and other measures.

One popular technique amongst users is the Fry readability graph (discussed
by Klare [12]). Users calculate the number of syllables and the number of words
in a piece of text and then determine the reading level by looking up the figures
in a graph.

The Flesch formula for reading ease (RE) as described by Davies, is given as:

RE = 206.835 − (0.846 × NSYLL) − (1.015 × W/S) , (1)

where NSYLL is the average number of syllables per 100 words and W/S is the
average number of words per sentence [6].

Another popular formula, developed by Dale and Chall in 1948, makes use
of a vocabulary list in addition to sentence length:

S = 0.1579p + 0.0496s + 3.6365 , (2)

where p is the percentage of words on the Dale list of 3,000, and s is the average
number of words per sentence. The resulting score represents a reading grade.
It was shown to be more consistent than the Flesch score in experiments. Klare
provides us with a comprehensive survey of readability formulae, including those
discussed here [12].

An alternative approach used by applied linguists is to assess the ability
of people who read the text to answer comprehension questions based on the
material. This test, plus the cloze test, in which the learner needs to fill in missing
words in a piece of text, are used to assess the learner’s reading skill level. These
same methods are also the most common ways of validating readability formulae.
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3 Computer-Assisted Language Learning

Early computer-assisted language learning (CALL) programs did little more than
provide drill practice, or use “programmed learning” techniques for language
learning. Unfortunately, these techniques appeared at a time when the language
teaching paradigm had shifted more to a communication-based paradigm as
opposed to a grammatical approach [16].

Since then, computers have been used for a variety of activities that encourage
language use, such as: a kind of hangman game, where the user guesses words
in a sentence instead of letters in a word [16]; adventure-style games, where the
user enters short sentences to solve a mystery or accumulate points.

A more recent trend is the use of corpuses, that is, collections of text, for
language learning. Students use software to produce concordances for a word
that they are interested in. All occurrences of the word in a corpus are presented,
giving the students many examples of how the word is used [10].

The Textladder project allows the educator to provide a collection of texts to
the software, which then determines the order that the texts should be presented
to users for reading based on vocabulary [9]. However, this ordering of text
is unlikely to correspond to the order of reading difficulty. The experiments
discussed in this paper show that other factors such as sentence length may
have a much greater influence than vocabulary, except in special circumstances.
My vision of a web-based reader application is closely related in concept to
Textladder except that the source of the text is the Internet’s vast collection of
text.

In other research into online reading, it has been found that full glossing aids
in both comprehension and vocabulary acquisition of learners [14]. Further, pre-
senting the same material on-line was more beneficial than printed materials [1].
The use of more than one method of representing the meaning, such as images,
audio and video, also enhances vocabulary acquisition [1].

4 Application Requirements

The cited research tends to support the benefits of an application that provides
graded reading material from the web. For best effect, it should provide access
to glossaries to any words that the user wishes to check.

I expect the web application to track a user’s vocabulary in the languages
that they are studying. Each time the user logs onto the website, they should be
able to do any of the following things:

– Define their vocabulary knowledge in some way.
– Check definitions of words occurring in a piece of text.
– Select reading material from a ranked list of web pages, and read it.
– Choose a specific kind of vocabulary that they would like to improve through

reading, for example, spoken, business, or academic vocabulary. These all
have slightly different typical word frequencies.
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– Provide a list of words that they would like to learn through reading at
their level, for example, technical words from a subject area that the user is
studying, or required vocabulary from a language course.

The application should track which pages have been read, along with their
last modification date, so that identical pages will not be presented to the user
unless specifically requested.

Methods that could be used to determine the user’s level of reading skill
include:

– Check a list of words in the target language, and mark them as known or
unknown. This method can be used to either determine the exact list of words
known by the user, or to estimate words known based on the frequency of
words from a sample list that are known.

– Read sample text and indicate whether they want text that is easier or
harder. This technique can be combined with a measure of general readabil-
ity. The user’s preferred level of readability can be used to select texts.

– Complete cloze tests on text, that is, fill in the blanks in a text. This tech-
nique has long been used to determine a person’s level of comprehension [15].

A further enhancement of the application could be the use of relevance-
feedback to fine-tune the assessment of readability. Similarly, the use of collab-
orative filtering techniques could allow users to benefit from other users’ expe-
rience of the available texts.

5 Implementation Issues

In order to provide such an application, an index of web content must be main-
tained, in addition to user data stored in a traditional database. Web crawlers
would be required to collect web pages for insertion into the index. Words would
need to be extracted and stored into the index. Most of these aspects are not
new in terms of the technology required. Depending on the criteria used for se-
lecting text, the types of queries to the term index may differ somewhat from
those of other search engine applications. For example, if the user’s vocabulary
is taken into consideration, the number of query terms is likely to be large (and
increasing over time).

Many search engines apply stopping to their indexes, that is, they don’t index
common words. For this application, if user vocabulary is used as a measure, it
will be important to index these common words. Similarly, stemming, that is,
the removal of suffixes, is likely to be inappropriate. On the other hand, very
rare terms would be less useful for indexing. The main issue with regard to this
application is the nature of the query compared to a typical query presented to
a search engine. At this stage it is unclear whether user-specific vocabulary will
help in finding suitable documents. If it does, then indexes on vocabulary could
be useful. Otherwise, an index on general readability may be sufficient.

If an approximate vocabulary is determined through some means, such as
presenting words of different word frequencies to the user and estimating known
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vocabulary, then a different kind of measure is used. The vocabulary is no longer
specific, so it is possible to use a general ranking based on word content. This
essentially sorts documents into vocabulary complexity order.

However, if word frequency is the basis of the ranking, and readability is
largely based on the percentage of words that are known, then it is not entirely
clear that a single-valued ranking will represent the document readability for
the user adequately. For example, suppose a user knows the 1000 most frequent
words in the target language. In one document 95% of the words may occur
in the set of 1000 most frequent words, and the remaining words may be quite
infrequent. In another document, 95% of the words may come from the set of
1100 most frequent words, but the rest of the words may be more frequent
than those in the first document. What has been established through language
learning research is that a person needs to know about 95% of the words in a
text to be able to read it with sufficient understanding to guess the words that
are unknown (discussed by Ghadirian [9]). What we don’t yet know is whether
vocabulary is more or less important than other measures of readability, and
whether this would differ greatly amongst users in ways other than general skill-
level. The experiments discussed in the next section begin to shed light on these
issues.

6 Experiments

There are several questions I wish to answer. First, are the measures of read-
ability developed several decades ago the best ones to use for online text? These
were mainly developed for assessing printed material and many were simplified
for easy manual use. Second, do the same measures apply to different languages?
Some studies do exist on specific languages [12]. Third, more specifically, do dif-
ferent measures apply if the learner is reading in a foreign language rather than
their own? Most previous studies used children of different ages reading in their
native language when developing readability formulae. In general word frequency
and word length are inversely related, and longer sentences are more complex
than shorter ones, but some established measures use the number of syllables per
word, which may differ markedly for different languages or definitions of syllable.
Fourth, is there sufficient reading material of a wide range of readability on the
web? In this section I report on experiments that explore readability measures
for readers of French as a foreign language.

The aim with this experiment was to determine which were the most im-
portant factors for readability for readers of French as a foreign language. In
an initial exploratory study, I experimented with a small collection of French
texts. A set of 10 books for which the number of known words out of the first
100 words was approximately 98 was used as a data set. A word was classed as
“known” if I believed I could translate it.

Before analysing the text further, I ranked the readers in terms of perceived
difficulty. There seemed to be three obvious levels of difficulty amongst the read-
ers, with the majority (six) falling in the middle group. However, I gave each



Using the Web as a Source of Graded Reading Material 429

reader a unique ranking. I then determined the number of words per sentence
for approximately the first 100 words of the text. Where there were less than
six sentences in this amount of text I continued until the length of six sentences
was determined.

Despite each of the texts having the same percentage of known words, there
was a large range in perceived readability, from easy to very difficult. When
comparing the words per sentence ranking with that of perceived readability,
there seemed to be a fairly close correspondence. There was not quite such a
correspondence between readability and word length, however.

I investigated this further with three human subjects ranking nine texts each.
These texts were randomly selected from a collection consisting of graded read-
ers, classic French literature, books written for French children, and for French
adults, however, the majority (21 out of the 27 ranked texts) were written or
adapted for students of French. The subjects had each studied French for several
years at either secondary or tertiary level and had not actively maintained their
knowledge. Two defined themselves as novices and the third as intermediate.

Once each human subject ranked their nine texts in order of readability I
compared the ranking with several measures. These are described below.

Words per Sentence. The number of sentences in the first 100 words was counted.
The number of words that made the final sentence complete was added to the
100 words, then this total was divided by the number of sentences.

Vocabulary Knowledge. At this stage this is based on the number of words that
I couldn’t define out of the first 100 words in each text. In future experiments
the human subjects will judge this as well as readability. However, this measure
came up with interesting results despite the author bias.

Word Complexity. The number of words within the first 100 of the text with
more than two syllables. Determining this is problematic, especially for French.
In this instance I decided to not include the usually silent final vowel as a separate
syllable, despite this being sounded in some regional accents and in singing in
French. This measure is also used in the SMOG formula.

Visual Factors. As the visual appearance of the texts was not held constant in
this experiment, additional factors observed are the relative font size, amount of
text per page, level of illustration, and type of vocabulary support.

Results. In Table 1 we can see the Spearman ranking correlation coefficients for
the human subject’s rankings of texts versus various measures. Each subject’s
ranking correlates to a statistically significant extent with that produced by the
words per sentence measure. Vocabulary rating, however, was only significantly
correlated with human ranking for those subjects (2 and 3) that rated themselves
as novices.
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Table 1. The result of comparing each human subject’s ranking of 9 texts with several
measures of the text. Figures represent the Spearman ranking correlation coefficient.
For 9 items, values over 0.6 are considered to be related with a confidence factor of
95%. In addition, the correlation between the different measures on each set of text is
shown. For interest, the author’s ratings of a fourth set of texts is included.

Measure 1 2 3 Author
Words per sentence (w) 0.73 0.68 0.72 0.85
Vocab Rating (r) 0.13 0.87 0.80 0.59
w versus r 0.25 0.67 0.73 0.5
Person 2 judging person 1’s texts
Words per sentence (w) 0.93
Vocab Rating (r) 0.01

Discussion. The experiment revealed an interesting result, that vocabulary is
less important than words per sentence in determining the difficulty of French
texts for (English-speaking) learners of French. More specifically, it appears to
be consistently important, whereas vocabulary is only important in some special
cases.

The experiment leads to two possible hypotheses. The first is that the skill-
level of the learner may be a factor in determining the most important variables
for readability. It may be that the majority of texts were incomprehensible to the
novice learners, so that their judgements were more likely to be based on their
ability to recognise words instead of their ability to understand the sentences. To
test this a further experiment was performed in which person 2, whose ranking
correlated most highly with vocabulary, was given person 1’s set of texts, which
don’t have a high correlation between vocabulary rating and words per sentence.
To test the consistency of person 2’s ranking assessment, he was then asked to
rank the set of books he originally ranked (several weeks earlier).

The result of this further experiment is also shown in Table 1. Person 2’s
ranking of the second set of books correlated very highly with sentence length
and not at all with vocabulary. Further, when reassessing his first set of texts he
was highly consistent (correlation coefficient 0.96). Therefore we can conclude
that the assessor’s skill level is not likely to be the reason for the difference in
correlations, and that human rankings are repeatable.

The second hypothesis is that vocabulary has a more complex relationship
with words per sentence in assessing readability. The correlation between words
per sentence and vocabulary rating in the three sets of texts varies from 0.25 to
0.73. Coincidentally the lowest correlations correspond to the lowest correlations
of vocabulary with human ranking. It may be that vocabulary is only a good
indicator when it correlates with sentence length.

The results also lead to questions regarding the nature of the ideal graded
reader. Currently the main types are those based on vocabulary size, and those
that use a general level classification such as intermediate and advanced. It may
be that the vocabulary size is less important than the sentence simplification
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once students achieve a certain level, and that a stated readability level that
describes this would give students a better guide than the stated vocabulary
size.

As far as the web-based reader application is concerned, it may be that all
that is required is a readability measure for each document, and a corresponding
assessment of the learner requesting the reading material. However, vocabulary-
based selection of texts can be driven by the user’s desire to learn specific word
lists, and thus still be a useful element of a reader application.

7 Summary and Conclusions

In this paper I described a novel application that provides reading material of
a suitable level of difficulty from the vast collection on the internet. I believe
that this application is feasible, at least to a practical level. Some aspects of the
application would make use of existing search engine technology, however, the
uses of the text are different and may lead to different indexing and searching
techniques being required for efficient operation.

In order for this application to be effective, suitable readability measures are
needed. I tested various measures against judgements by non-native readers of
French text. It is very clear that a simple measure based on words per sentence
is sufficient to consistently obtain a correlation of over 0.68 with human rankings
of the texts. Other factors are less clear-cut and I conclude that the internal con-
sistency of vocabulary and sentence length within the text may cause significant
variation in readability results. I hope to examine this issue further in the near
future. I raised many research questions and issues regarding this application,
only some of which have been addressed. In future work I hope to further define
a readability metric for foreign language readers and discover the best techniques
for implementing the web reader application.
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Abstract. The potential of mobile computing applications in learning is clear,
but to have any of this potential realised is problematic. Before a new
educational technology can be used it must be adopted. Conventional
approaches to innovation suggest that adoption decisions are related mostly to
the characteristics of the technology, but we think the process is much more
complex than this and find these approaches too simplistic. In this paper we
apply the principles of innovation translation theory to the process of adoption
of mobile computing in web-based education.

1 Introduction

Web based mobile computing is penetrating a wide variety of fields [1–3]. Writers are
now starting to examine the possibilities for educational delivery and management [4,
5]. But there is a problem. Even if its developer can show through a wealth of well
researched evidence that this innovation will greatly improve the learning process,
there is still no guarantee that it will be used, as many curriculum designers and
educational technologists have discovered, to their cost.

Innovation diffusion theory [6] suggests that the acceptance of a new product or
process is mostly due to the characteristics of this product or process. Experience tells
us that many technologies have had more imagined uses in education than are ever
realised. In this paper we will show that the application of innovation translation
theory can be useful in investigating the introduction of new electronic technologies
in education and learning.

2 E-learning as an Innovation

Innovation involves getting new ideas accepted and new technologies adopted and
used. The introduction of new methods of e-learning into an organisation should thus
be considered as an innovation. The first step to investigating this process is to
examine and identify the factors inside and outside the organisation that support, and
those that stand in the way of the adoption of these new methods. Our research has
shown [7-9] that acceptance of an innovation is affected more by the complexity of
the interactions between the people within the organisation than any supposedly
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objective characteristics of the innovation itself. We will argue that to accommodate
these complexities and to provide a useful socio-technical perspective, an innovation
translation model [10] dealing with the interactions of human and non-human actors
within the organisation provides an effective approach.

The more commonly known theory of innovation diffusion [6] suggests that there
are four main elements to adoption: characteristic of the innovation itself, the nature
of the communication channels, the passage of time, and the social system through
which the innovation diffuses [8]. Rogers argues that the attributes and characteristics
of the innovation itself are particularly important in determining the manner of its
diffusion and the rate of its adoption, and outlines five characteristics of an innovation
that affect its diffusion: relative advantage, compatibility, complexity, trialability and
observability. We have argued [7], however, that this approach to innovation is rather
too simplistic and that a better model would put more emphasis on the people
involved.

Borrowing ideas from innovation translation in actor-network theory [10–13] we
will argue that, rather than just the technology, people are very important, as they may
either accept an innovation in its present form, modify it to a form where it becomes
acceptable, or reject it completely. “If we know one thing about innovation and
reform, it is that it cannot be done successfully to others.” [14] An innovation
translation approach has been shown to be useful in considering ICT (information and
communications technology) innovation in small business [7] and in education [15–
18].

Recent research has illustrated some of the complex processes people go through
in deciding whether or not to adopt an educational technology [19], and we have
argued that these can, in some ways, be related to an ecology [9, 20]. In this paper,
however, we will incorporate some of the concepts of innovation translation into
discussing the adoption and use of e-learning in organisations. Using a socio-technical
approach such as this enables identification of factors that do not emerge from
traditional approaches to innovation theory.

3 Innovation Translation and Actor-Network Theory

The innovation translation approach to innovation originates in actor-network theory
(ANT) and draws on its sociology of translations. In ANT, translation [21] can be
defined as: “... the means by which one entity gives a role to others.” [22: 229]. Using
an innovation translation approach to consider how the adoption of web-based mobile
learning occurs, it is necessary to examine the interactions of all the actors involved.
First, however, this requires identification of these actors. It is also important not to
ignore the influence of the many non-human actors including computers, modems,
Web browsers, Internet service providers, e-mail documents and Web pages. In trying
to understand this adoption it is useful to see these interactions in terms of
negotiations, not just between humans but also involving non-humans.

Actor-network theory [10, 21, 23] attempts impartiality between all actors,
whether human or non-human, and makes no distinction in approach between the
social, the natural and the technological. Using an actor-network approach all the
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factors (both human and non-human) influencing adoption of web-based mobile
learning are seen as actors, and the combination of all of these in terms of networks. It
is a feature of actor-network theory that the extent of a network is determined by
actors that are able to make their presence individually felt [24] by other actors.

Research in technological innovation is often approached by focusing on the
technical aspects of an innovation and treating ‘the social’ as the context in which its
adoption takes place: assuming that outcomes of technological change can be
attributed to the ‘technological’ rather than the ‘social’ [25]. On the other hand some
would argue for social determinism which holds that social categories can be used to
explain change. This concentrates on investigation of social interactions, relegating
the technology to context. Bromley [26] argues that as long as ‘technology’ is seen as
a distinct type of entity which is separate from ‘society’ the question will always need
to be asked ‘does technology affect society or not?’ One answer to this question is
that it does, but this leads us to the technological determinist position of viewing
technology as autonomous and as having some essential attributes [27] that act
externally to society. The other answer: that it does not, means that technology must
be neutral and that individual humans must assign it their own values and decide on
their own account how to use it. This view is close to a social determinist position.
Bromley maintains that neither answer provides a useful interpretation of how
technological innovation operates, and argues against an either/or stance like this. He
argues that we should abandon the idea that technology is separate from society.

Rather than recognising in advance the essences of humans and of social
organisations and distinguishing their actions from the inanimate behaviour of
technological and natural objects, ANT adopts an anti-essentialist position in which it
rejects there being some difference in essence between humans and non-humans [11].
To address the need to treat both human and non-human actors fairly and in the same
way, ANT is based upon three principles: agnosticism, generalised symmetry and free
association [23]. The first of these, agnosticism, means that analytical impartiality is
demanded towards all the actors involved in the project under consideration, whether
they be human or non-human. Generalised symmetry offers to explain the conflicting
viewpoints of different actors in the same terms by use of an abstract and neutral
vocabulary that works the same way for human and non-human actors. Neither the
social nor the technical elements in these ‘heterogeneous networks’ [24] should then
be given any special explanatory status. Finally, the principle of free association
requires the elimination and abandonment of all a priori distinctions between the
technological or natural, and the social [22, 23]. As Callon [23: 200] puts it: “The rule
which we must respect is not to change registers when we move from the technical to
the social aspects of the problem studied.”

Actor-network theory has been used to investigate the success of a number of
technological innovations and, in particular, to describe a number of heroic failures,
several of which are listed below. Grint and Woolgar [25] have used ANT to explain
the Luddite movement in England last century. McMaster et al. [28] have applied it to
the adoption of a particular approach to systems analysis by a local council in the UK,
and Vidgen and McMaster [29] to car parking systems. Latour has used innovation
translation to describe the life and death of the revolutionary Parisian public
transportation system known as Aramis [10]. An innovation translation model has
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also been used in several studies of curriculum innovation including those of Nespor
[30], Gilding [31], Bigum [17, 32], Busch [18] and Tatnall [15].

Grint and Woolgar [25] note that an actor-network is configured by the enrolment
of both human and non-human allies, and that this is done by means of a series of
negotiations in a process of re-definition [23] where one set of actors seeks to impose
definitions and roles on others. In an innovation translation model the movement of
an innovation is in the hands of people [10] whom may react to it in different ways.
Instead of a process of transmission we have a process of continuous transformation
[10] where getting an innovation accepted calls for strategies aimed at the enrolment
of others.

4 Improving the Chances of Adoption

The proponents of actor-network theory make no claim that ANT can be used to
predict the outcome of adoption decisions by using innovation translation techniques.
In fact, they would claim that the very complexity of the interactions makes it
extremely unlikely that successful prediction is possible. We believe, however, that
while not attempting prediction, it is possible to enhance the likelihood of successful
adoption by paying attention to the lessions suggested by ANT.

The process of ANT analysis results in identification of a number of human and
non-human actors and their networks of interactions with other actors. The
interactions of some of these actors will soon be, on the whole, seen as working to
enhance the adoption, while some others will be seen as acting to oppose it. We are
not, of course, suggesting any simple relationship here where all actions of a given
actor always enhance or always oppose. We are not even suggesting that every actor
can easily be placed into one or other of these categories. What we are suggesting is
that it is likely that there will be some overall trend that can be identified.

Suppose that, as one of the actors, a manager wants to facilitate the adoption of a
specific new technology. We would then argue that he should begin by identifying
these classes of actor (- those generally opposing adoption and those generally
enhancing it). If he works to assist those that generally enhance the chances of
adoption, and works against those who would generally oppose it [33], then the
overall changes of adoption will be enhanced.

We are, of course, not speaking here of predicted certainties, just actions that may
improve the likelihood of adoption. Use of this technique then gives a very practical
relevance to the use of a translation approach to consideration of the adoption of
technological innovations.

5 Two Situations Involving Mobile E-learning

To facilitate discussion within this short paper we will introduce two concrete
examples of innovation and, by applying innovation translation theory, attempt to
show the advantages of our suggested approach.
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Consider first an example of mobile e-learning in a factory situation. A factory
equips each employee with a Tablet PC fitted with wireless networking (- probably
IEEE 802.11b or something similar). This contains delivery software and a profiling
program for the particular employee. As an employee moves through the factory they
will use different machines. For each machine the operating procedures and safety
considerations are built into the machine and are made available through wireless
networking. Software on the machine recognises the Tablet PC of a new operator and
automatically downloads content to the Tablet. The employee then has delivered the
learning package resident in the machine they are closest to. The Tablet PC
configures this to what it has determined to be the learning style of the employee. Is
adoption of this innovation likely and if so, how might we best implement the system?

Secondly we will consider another example of a mobile e-learning and
information provision, this time related to educational management. Each teacher
spends some time in curriculum development but much of their time in classrooms
delivering classes. Each teacher is equipped with a Pocket PC (- something like a
Compaq iPAQ or a Palm Pilot) and a mobile phone, each equipped with Bluetooth
technology. The mobile phone also has a WAP (Wireless Application Protocol)
interface using GPRS (General Packet Radio Service) technology. When the teacher
is in the classroom she is able to use the mobile phone to contact the office intranet
and to download relevant information about the job, the curriculum, and the students.
In particular she is also able to download e-learning materials relating to the particular
class, topic or student. Will she make use of the learning materials if they are
delivered in this way, or will she wait till she gets back to the office to look at the
printed manuals?

6 Applying Innovation Translation to Mobile E-learning

6.1   Mobile E-learning in a Factory

The first step in an actor-network analysis is to identify as many as possible of the
(human and non-human) actors. In this case some are obvious: factory employees,
management, factory machines, learning packages, Tablet PC, wireless networking,
delivery software, profiling program. But there may well also be other actors. The
way we then proceed is to interview the human actors and to investigate the non-
human actors. We ‘interview’ the non-humans by looking at instruction manuals,
speaking to various humans about them, investigating how, and why, they were built
and any other techniques that simulate an interview situation. One of the things that
will arise in these ‘interviews’ is the existence of other actors we did not identify
earlier. We then proceed to ‘follow the actors’ [10] in determining what is important
and what is not.

Discovering networks of associations and interactions comes next. In this case we
might begin with the interactions between management and workers. If the employer-
employee relationship in this company is such that the workers are suspicious of any
initiative coming from management then this is likely to be significant. At this stage
we attempt not to judge the likely consequences to potential adoption, just to note this
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interaction. Most of the other interactions are between the factory workers and various
non-human actors. We would investigate how they use the machines; is this simple
and straightforward, or is it difficult and clumsy? What about the interactions with
each of the computer-based technologies? How does the employee interact with the
learning package? Does the employee find this interaction stimulating, frustrating,
difficult, irrelevant, or what? Do they like using the Tablet PC? Do they find carrying
it around a nuisance? Does it sometimes get lost? How does management view these
technologies? Do they have any interactions with them? Why did they purchase a
particular brand of Tablet PC? Was it the best, or just the cheapest? How did they
decide on the learning package? Why did they decide to use mobile technologies
rather than a training room? There are many questions that need to be asked, and from
the answers a general picture will be built up of the relationship between the
employees, the management and the various technologies.

The researcher using actor-network theory would investigate all of these
interactions and look at how successful they were. They would look for potential
problems, like the management imposing new situations on workers who were not
happy to respond. Potential problems also exist with the various technologies. For
instance there may be an unacceptable level of radio frequency interference inside the
factory of a type that makes using wireless technologies an unreliable activity.

After the analysis is complete, can management make use of the results to enhance
the chances of adoption? We would argue that by addressing issues of concern in the
interactions between the various actors that they can, and should, do so. Perhaps they
need to address a radio-frequency interference problem. Perhaps they need to ensure
that the learning materials are more intuitive and easy to use. Perhaps they need to
ensure that there are convenient places for factory workers to leave their Tablet PCs
when they are not in use. If there is a problem between management and workers then
they should certainly address it, but one could question whether this would happen
now if it had not happened before anyway.

6.2   Mobile E-learning and Educational Management

The potential actors that can be quickly identified in this second example are students,
school teachers, school principals, classrooms, mobile phones, Pocket PCs, Bluetooth
technology, WAP, GPRS, e-learning materials, student information and curriculum
information. But are all these potential actors able to make ‘their presence
individually felt’ [24] by other actors? It may be that students, although very
important in the overall school situation, are not relevant to this one. If they are not
able to have any influence on the use of this new system, and are not directly affected
by it then they should not be considered as actors.

Like the previous example, the associations and interactions between the principal
and the teachers are of interest, and will be relevant in this analysis. Again, like the
previous example, most of the other networks of interactions are between human and
non-human actors. Do the teachers find the technology easy to use? Do they find that
it interrupts their work? Is the student information material provided of use to these
teachers in the classroom, or would they get as much value from it back in the
staffroom? Similarly with the curriculum materials; are these needed ‘on the move’ or
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would they be more use when the teacher is preparing work in their office or back at
home?

Interactions between sets of non-human actors are also significant. Does GPRS
work properly with WAP, and do both work seamlessly on the mobile phones
provided? Can the curriculum materials be usefully delivered on the small screen of a
Pocket PC? Are the Pocket PCs reliable? Does the carrier chosen for the mobile
phones provide uninterrupted service in this area all of the time?

To improve the likelihood of adoption a school principal could usefully consider
these interactions, identifying those likely to cause problems. Perhaps the use of the
available curriculum materials should be de-emphasised if this is not found to be of
use when the teacher is in action in the classroom. Perhaps instead, the provision of
student information should be made the main use of the system.

What we are arguing here is that with a good grasp of what the interactions and
associations actually are, we are in a much better position to facilitate adoption of a
new technology. There is, of course, still no guarantee that this adoption will
successful, but we suggest that the chances of success can be thus enhanced.

7 Conclusion

The main advantages of using an innovation translation model to consider whether or
not a new e-learning approach is likely to succeed in an organisation relate to a
presumption of complexity and interaction. What we are suggesting is that concepts
of complexity and interaction in this field can be usefully applied to a consideration of
an e-learning implementation. We also argue that use of such a model offers an
opportunity to improve the chances of successfully innovation through the ways that
the new e-learning method is implemented.

In any field it is necessary to use language in framing research questions and in
offering explanations. The innovation translation approach goes a long way towards
accommodating complexity and the use of this approach can provide good insights
into whether or not a mobile e-learning innovation is likely to be adopted.
Furthermore it can be used to facilitate this adoption.
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Abstract. The learning process in Adaptive Educational Hypermedia (AEH)
environments is complex and may be influenced by aspects of the student, in-
cluding prior knowledge, learning styles, experience and preferences. Current
AEH environments, however, are limited to processing only a small number of
student characteristics. This paper discusses the development of an AEH system
which includes a student model that can simultaneously take into account mul-
tiple student characteristics. The student model will be developed to use
stereotypes, overlays and perturbation techniques.

Keywords: Adaptive educational hypermedia, multiple characteristics, student
model.

1   Introduction

The World Wide Web (WWW) has become a powerful environment for distributing
information and many educational providers are using it to deliver knowledge to an
increasingly wide and diverse audience. One of the initial approaches to delivering in-
struction via the Internet was to use web-based instruction (WBI). WBI is a hyperme-
dia-based instructional program that utilizes the attributes and resources of the WWW
to create a meaningful learning environment [1]. However, many WBIs are still ori-
ented toward classroom style student groups that are expected to be homogeneous in
terms of knowledge, motivation, learning styles, etc. Internet sites that use simple
WBI tend to convey the same hypertext pages to every student, irrespective of the
student’s ability and background knowledge. This inflexibility provides many stu-
dents with a less than optimum learning curve.

Students who study a course on the Internet tend to be more heterogeneously dis-
tributed than those found in a traditional classroom situation. Where this is the case,
learning material should, if possible, be presented in a more personalised way. This
problem is being addressed by the development of Adaptive Educational Hypermedia
(AEH) systems. These systems combine ideas from hypermedia and intelligent tutor-
ing systems to produce applications that adapt to meet individual educational needs.
An AEH system dynamically collects and processes data about student goals, prefer-
ences and knowledge to adapt the material being delivered to the educational needs of
the student [2]. Currently, however, most systems are capable of processing only a
small number of student characteristics [3]. Since the learning process is influenced
_______________
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by many factors, including prior knowledge, experience, learning styles and prefer-
ences, it is important that the student model of an AEH system accommodates such
factors in order to adapt accurately to student needs. This paper proposes the design of
an AEH system with a student model that will simultaneously take into account mul-
tiple student characteristics.

2   Adaptive Educational Hypermedia

Adaptive hypermedia technology is actually a combination of two distinctive tech-
nologies, those of hypermedia and adaptive systems. According to Brusilovsky [2],
adaptive hypermedia systems (AHS) can be defined as all hypertext and hypermedia
systems that accommodate some user characteristics into the user model and apply
this model to adapt various visible aspects of the system to the user. Three key com-
ponents of the system are hypertext/hypermedia, the user model and the ability to
adapt the hypermedia using the user model. According to De Bra [4], an AHS builds a
user model by observing the user’s browsing behaviour or by testing to determine
what the user’s background, experience, knowledge and interests are. These user
characteristics are then used by the system to individualize the knowledge presenta-
tion. The presentation is adapted to the user model, and the user model is constantly
updated as the user reads and interacts with the presentation.

Adaptive educational hypermedia (AEH) is one of the earliest applications of AHS
and currently the most popular application in the field of adaptive systems. The ad-
vances of Internet technologies and the acceptance of distance learning have pushed
many researchers and educators to develop educational hypermedia systems. Some
interesting AEH that use the Web as a development platform include ELM-ART, In-
terBook, and 2L670. One of the most well-known general-purpose adaptive hyperme-
dia systems is called AHA and it has been used to develop several educational adap-
tive hypermedia applications [5].

Two of the main advantages of Web-based instruction are classroom and platform
independence: AEH extends these advantages by offering learners personalised in-
struction in a distance learning setting. Being adaptive is important when students
have different needs, preferences, abilities, interests, behaviour, knowledge, etc. In
addition, student knowledge and experience evolve over time in a student-dependent
manner: students who have similar needs at the start of a course may follow very dif-
ferent paths and learning curves.

The basic components of existing AEH systems are the domain model, the user or
student model and the adaptation model. The domain model is the subject area for
which the adaptive hypermedia is intended as a resource, the student model is a col-
lection of student characteristics and the adaptation model describes the parts of the
hypermedia system that can be adapted and the circumstances under which this adap-
tation is to occur [6].

The main component of the AEH system is a student model that stores and proc-
esses relevant student characteristics. The student model maintains up-to-date infor-
mation about each student’s goals, background knowledge, etc. The system gathers
information by asking the student to fill out questionnaires or achievement tests and
by observing the browsing behavior of the student. The more precise and correct the
student model, the more advanced the types of adaptation that can be supported.
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In terms of method and technique for providing adaptation, Brusilovsky [7] identi-
fied two major areas: adaptive presentation (content adaptation) and adaptive navi-
gation support (link adaptation). Adaptive presentation is the general term for tech-
niques used to adapt the content of a web page based on the user model. These
techniques include adaptive text presentation and adaptive multimedia presentation.
Adaptive navigation support is the term for techniques used to modify the links acces-
sible to the user at a particular time. These techniques include: direct guidance, adap-
tive link sorting, adaptive link hiding, adaptive link removal, adaptive link disabling,
adaptive link annotation and map adaptation [2].

Most current systems are capable of considering only a small number of student
characteristics for the adaptation [3]. According to Carver et al. [8] current student
models normally limit characteristics to a single dimension. AES-CS [9] is an adap-
tive educational system that includes accommodations for cognitive styles in order to
improve student interactions and learning outcomes. INSPIRE [10] is an adaptive
system that monitors learner’s activity and dynamically adapts the generated lessons
to accommodate diversity in learner’s knowledge state and learning style. NetCoach,
an authoring system which supports the development of adaptive hypermedia, uses
relations between visited pages and learner responses to test items [11]. AHA uses the
fact that each student visits a specific page to update an estimate of his/her knowledge
[12]. Whilst this is a practical approach, it has a major disadvantage: clearly, it is dif-
ficult to measure a student’s knowledge simply by monitoring pages visited as it is
not sure whether or not the student has really read and understood the information on
each page.

3   Student Model Based on Multiple Student Characteristics

The student model for the proposed AHS will be developed using techniques of
stereotyping, overlays and perturbation. Stereotyping, where students are assigned to
a specific group or stereotype, is one of the simplest of student modelling techniques.
There are two types of stereotyping: fixed and default. In fixed stereotyping students
are cast according to their performance into a predefined stereotype that is determined
by academic level. Default stereotyping is a much more flexible approach: at the be-
ginning of a session the students are stereotyped to default values, but as the learning
process progresses and student performance data is obtained, the settings of the initial
stereotype are gradually replaced by more individualized settings [13].

The overlay is a classic student modelling technique. An overlay model is a student
modelling technique in which student performance is considered to be a subset of ex-
pert knowledge in the subject domain [14]. In order to use the overlay model, the do-
main knowledge must be able to be broken down into generic items such as rules,
concepts, facts, etc. Basically, the model estimates the level of mastery of each item
in the domain that is considered to be fully mastered by an expert. The perturbation
model is an extension of the overlay model that represents the student’s knowledge as
including possible misconceptions as well as a subset of the expert’s knowledge [15].
This extension allows for better remediation of student mistakes, since the fact that a
student believes something that is incorrect is pedagogically significant.

In the construction of the student model, many different aspects can be taken into
account, such as the existing student knowledge of the application domain, the cogni-
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tive and learning styles of the student, and the student goals, preferences and back-
ground. The student model will build a student profile that stores information for each
student. Profile updating (in the case of overlay models), or an assignment of a stu-
dent’s characteristics to a profile (in the case of stereotype models), requires access to
the information that the student gives to the system [16]. This information can be
collected by querying the student or by observing his/her actions.

The learning process in an actual AEH environment is complex and influenced by
many characteristics of the student. It is therefore important to consider accommo-
dating as many of these characteristics as possible into the student model in order to
generate an accurate adaptation. However, many student characteristics have been
identified in the literature; it is therefore important to select for use in the student
model only those characteristics that directly influence student achievement in the
learning process, otherwise the design of the student model will become unnecessarily
complex. The student characteristics to be considered in the proposed system are
knowledge, learning styles, experience, background and preference. Other character-
istics such as age, sex/gender, race/ethnicity, demographic data, interests, etc are not
taken into account as they are considered significantly less influential to student
achievement.

Information about student characteristics is generally initialised either with default
values or by querying the student. Thereafter, it is maintained by the system and stu-
dents may be able to review or edit their own profiles. Student actions and events at
various conceptual levels, such as mouse clicks, task completion and requests for
help, are reported by the application to the student profile as well. An analysis engine
combines the student profile with other models of the system to derive new student
information. The analysis engine can update the student profile with the derived in-
formation or initiate an action in the application. Constructing the student model,
analysing a student profile and deriving new information can be done by using,
amongst others, Bayesian techniques, logic-based techniques, machine learning tech-
niques, stereotype-based techniques and inference rules [17].

Most of the existing AEH systems consider only student knowledge as a means for
providing adaptivity. Student knowledge is a variable with a different time-dependent
value for each student. Thus adaptive systems must evaluate student knowledge at ap-
propriate stages throughout the learning process, recognise the changes in knowledge
status and then update the student model accordingly. Assessment tests that are part of
the educational material can include special questions to assess the learner’s level of
performance.

Typically, a student’s learning style is initialised through the submission of a ques-
tionnaire the first time the student logs onto the system. This allows the learning style
to be automatically determined and stored in an individual student model. Alterna-
tively, the learning style can be directly initialised or updated by the student, who is
offered the option to select his/her dominant learning style based on information pro-
vided by the system about the general characteristics of the different learning style
categories.

Finally, information stored in the student model is a valuable resource which en-
ables a tutor to monitor progress and study student attitude; in addition, a quantitative
evaluation of learners’ preferences, in terms of the time spent, performance, help re-
quest frequency, etc., can provide useful information about the quality of the material
used.
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Fig. 1. The system architecture

4   System Architecture

The proposed system architecture is documented at high-level in Figures 1 and 2 us-
ing the UML notation. It consists of four major components: the interface, the student
model (SM), the domain model (DM) and the adaptation model (AM).  Students will
interact with the system through the interface in the form of a web browser such as
Microsoft Internet Explorer. The other modules of SM, DM, and AM will reside in a
web server that supports a Java environment. The system architecture depicted in Fig-
ure 1 is composed from all components that are represented as packages, the standard
UML grouping mechanism.

Stereotyping is initially used to store information whilst the system waits to gather
something better; then the overlay method is employed. The conceptual model of the
SM is shown in Figure 2.
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Fig. 2. The conceptual model of the student model

The initial knowledge level of each student will be obtained from tests that are pre-
sented at the beginning of the first session. From the student responses collected by
the system, the SM will assign a particular value to the student regarding his/her
knowledge level. Students may choose not to do the initial test and in this case the SM
will assign a default value to the student knowledge. Whilst the learning session is
progressing the system will present an achievement test every time a student has
completed a particular topic. The test score will update the student knowledge level in
the SM. This knowledge level will then be used by the adaptation model for control-
ling the presentation of learning materials.

In order to learn optimally, especially in a distance learning environment, students
must be aware of their own learning style. However, sometimes it is difficult for stu-
dents to determine what their learning style is. The system will gather information
about each student’s style by presenting a questionnaire at the beginning of the learn-
ing session. There are many different categorizations of learning style inventories
available in the literature. The Grasha-Riechmann Student Learning Styles Scale
(GRSLSS) is ideal for assessing student learning styles in a college-level distance
education setting [18]. The GRSLSS identifies six dimensions of learning styles as
follows: competitive (compete with other students), collaborative (believe they can
learn by sharing ideas), avoidant (uninterested by what happens in class), participant
(eager to take part in class activities), dependent (need structure and support) and in-
dependent (like to work alone). Student scores for each of these dimensions will be
stored in the SM so that they can influence the way the material is to be presented to
the student.

The SM will also take into account the existing computing experience of the stu-
dent. The system will offer selected questions to obtain an estimate of this experience.
Students with little or no computing experience will receive special treatment until
such time as their skill improves. The treatment will consist of presenting basic guid-
ance on how to proceed, answer questions and do certain learning tasks; it will be
employed only until a student has improved his/her skill to the necessary level. The
final characteristics to be taken into account will be presentation preferences such as
font, colour, illustration, etc.

The domain model (DM) contains a collection of learning materials. A course
module implemented in the system can be divided into a number of topics with a par-
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ticular value for each according to the level of difficulty. Each topic consists of sev-
eral pages depending upon its complexity. The relationship between one topic and an-
other can be expressed in terms of requirements such as pre-requisites, depending
upon the nature of the topic. Students working on a particular topic can undertake
tests at any time to evaluate their achievement for that topic. In order to advance to
another topic which is at a higher academic level, students must pass a threshold score
that is determined in the relationship rules.

The proposed AEH will be developed in the domain of electronics theory (a sub-
ject familiar to one of the authors) and targeted at university level students who are
learning principles of electronics. Reasons why electronics is appropriate for use in
web-based learning environments include the desirability of allowing students to
practice and apply principal theories interactively and to provide immediate time-
saving feedback to prevent students learning incorrect concepts. The uniqueness of
this system compared to existing web-based learning systems for electronics theory is
the capability to adapt the presentation to individual student needs. More specifically
this system will take into account multiple student characteristics as a basis for pro-
viding the adaptation, so that the system will perform adaptation to students’ needs
more individually and accurately. This benefit is hoped to be the main contribution to
the field of web-based learning systems.

The adaptation model (AM) contains adaptation and relationship rules. The adap-
tation rules describe how a page is presented to the student according to his/her own
SM. Each time the student is assigned a score for a test, the SM will update his/her
level of knowledge. In the proposed system, the level of knowledge will not be up-
dated if the student is just accessing pages without undergoing a test; it is necessary to
make sure that a student has understood a pre-requisite topic before advancing to a
further topic. The relationship rules describe how any page or topic is related to other
pages or topics in the DM.

The implementation of the AHS will use the following technologies. The student
model and domain model will be implemented using XML/XSL files and a MySQL
database. XML (Extensible Markup Language) and XSL (Extensible Stylesheet Lan-
guage) technologies allow content to be separated from the presentation. XML is used
to store the content and XSL is used to present pages with different layouts. The PHP
scripting language will be used to present a dynamic content within a static document
and is also appropriate for reading information from web forms and maintaining ses-
sions between web pages. These sessions have to be maintained in order to store and
update student names, browsing behaviour, student history and other student specific
information in the student model. The adaptation model and interface will be imple-
mented in a Java environment and enhanced by JavaScript and other graphical based
software.

5   Conclusion and Future Work

Most existing AEH systems utilize student models that take account of only a small
number of student characteristics. We contend that such models can provide only
limited adaptability for the host application and, as such, do not optimize student
learning for individual students. Since the learning process in an actual environment is
complex and influenced by many aspects, it is important to consider these aspects in
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the design of an adaptive web-based learning system. Accordingly, research has
commenced into prototyping an AEH system that incorporates a multi-dimensional
student model to accommodate multiple student characteristics such as knowledge,
learning styles, backgrounds and preferences.
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Abstract. The increased use of Internet technologies in education has in the
past, been primarily focused on the student’s needs.  Very little research and de-
velopment has looked at the course management and administrative needs of the
teacher. It is usually the case that when learning management systems (LMS)
are introduced into a course, the teacher’s work load is increased. The assess-
ment critiquing tool (Classmate) discussed in this paper has been developed
with the teacher in mind. The tool manages the distribution, critiquing, mark re-
cording, feedback generation and final grading of electronically submitted as-
signments through an online environment designed to marry with existing LMS
technology.  This paper will investigate the architecture of Classmate, illustrate
its use and discuss the advantages of the systems use.

Keywords. Online assignment submission management, Authoring tools, Elec-
tronic submission, Distance learning, Large-scale class management

Glossary. As it is common for different Universities to refer to the same entities
using differing terminology, for clarity we will precede the content of this paper
with the language used herein.  A single class in which a student is enrolled will
be referred to as a course, the manager of this course will be called an examiner
and a marker is a person that evaluates a student’s work. The term marking is
defined as a process undertaken by a marker in which a student’s work is cri-
tiqued for the purpose of determining a grade.

1   Introduction

The escalation of the Internet has caused dramatic growth in the number of online
applications and development tools for educators [1]. Developers such as WebCT
(http://www.webct.com) and Blackboard (http://www.blackboard.com) provide suites
of software that assist teachers in developing online course content by suppling turn-
key applications that offer content presentation, interactive learning environments and
student activity tracking. The focus of online education has changed from the simple
reproduction of teaching materials on webpages to the goal of motivating students to
become interactive learners [2]. However in the rush to enhance ways of delivering
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pedagogical materials electronically, the administrative role of the examiner has all
but been forgotten.

One fundamental administrative role performed by an examiner is that of managing
student assignments. This task includes assignment collection, critiquing, providing
feedback to the student and recording the grades as well as (in large-scale classes)
managing a team of marker’s (performing the same critiquing procedures) while hav-
ing to ensure the feedback to students is timely, useful, justified and consistent among
a team of markers.  Popular learning management systems such as WebCT and Black-
board provide very little automated assistance in performing this task.

Enter the computer science department examiners.
For a time extending back to before the popular use of the Internet, in a time of

emails and file transferring (FTP) in the late 1980s, small groups of examiners at vari-
ous international educational institutions, working independently, saw the potential of
this new global network working in conjunction with their own computer programs to
assist them in their administrative tasks. This saw email and FTP being used to trans-
fer electronic versions of student work1 between markers and the storage of student
results in simple distributed database/text files. These systems have experienced a
natural evolution as use of the World Wide Web has increased.

One such development was automated marking systems designed to reduce the ex-
aminer’s workload whilst still assessing students’ knowledge. Contemporary online
teaching environments provide a plethora of these types of assessment tools. However,
while methods such as multiple choice, matching, fill-in-the-blank and formulaic
questions lend themselves to online education and automated marking [3], the primary
disadvantage of these assessment methods is their poor ability to accurately reflect
student learning [4].

Although it is possible to integrate a more accurate means of testing a student’s
knowledge and understanding (for example, essays and projects [4]) into an online
teaching environment [5], the advantages of using contemporary online education
environments ends after the electronic submission. The expert judgment of the respec-
tive examiner is essential in marking and critiquing work [6]. Many online educators
shy away from electronic submission of essays and projects because of the level of
technical expertise required to disseminate, open, critique and administer them [4].

While the motivation in using technology in teaching has been to enhance the stu-
dent's learning experience, the premise for automated or semi-automated assessment
systems has been an attempt at significantly reducing the workloads of examiners with
relation to repetitive and trivial assessment related tasks. Allowing electronic submis-
sion of assignments may reduce the time it takes for assignments to arrive at the ex-
aminer's doorstep, however it does not reduce other assignment management and
critiquing tasks inherent of marking any essay or project (on paper or in electronic
form). Many commercially available learning management systems (LMS) such as
WebCT, Blackboard, Top Class and CourseInfo and institutionally develop systems

                                                          
1 At this time the majority of student work presented in electronic format was that of computer

science students who had access to the technology and from the nature of their studies worked
with computer files.
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such as Submit [7], NetFace [8] and AMS [9] provide methods for submitting assign-
ments utilising the Internet, however, the assistance they provide to the examiner after
submission is limited.

This lack of foresight may help fuel the fire for researcher’s such as Noble who has
claimed that virtual universities are doomed to fail due to their shoddy attempts at
automation by administrators [10]. If manual systems are to be replaced with online
systems, the applications need to mirror current practice, reduce workload and inte-
grate with other administrative systems. Beyond the process of assignment submis-
sion, acceptance of assignments in electronic format by examiners will rely on a sys-
tem that addresses the shortcomings in the assignment critiquing and management
process [11]. These include 1) inconsistent feedback given among markers; 2) admin-
istering the return of feedback to students; 3) the double handling of student results
from personal spreadsheets into university databases; 4) the tracking of marking prog-
ress without elaborate administration and continued communication with the markers
in large-scale classes; and, 5) sometimes lengthy turn-around time of assignments
from submission to feedback.

Preston and Shackelford [12] suggest  the ideal online marking system would 1)
place emphasis on the students submitted work, 2) allow a holistic view of the sub-
mitted work, 3) provide quick and easy navigation between sections of the work, 4)
highlight syntax to improve readability, 5) provide markers with a logical and consis-
tent means of critiquing, 6) allow for student by student or problem by problem
marking, 7) separate the interface of the system from the implementation, and 8)
automate grade submission and file downloading and uploading.

This paper outlines the Classmate system which addresses these issues. Classmate
allows a team of markers to assess students’ work in an organised, virtual marking and
critiquing environment providing timely, valuable and consistent feedback to the stu-
dents. The system consists of a collection of agents that semi-automate the marking of
assignments. The paper begins with an overview of the current literature in online
assessment practices. This is followed by a discussion on the Classmate architecture
and its use. The paper concludes with a look at future developments for the system.

2   Related Work

Developing automated assessment systems is not new in computing disciplines. Ex-
aminers who work within the computing domain have the necessary skills to design
and write programs for their own use. It would be uncommon to find a computing
department at a university that did not have its own course specific student batch proc-
essing systems whether they are for automated marking or final grade calculations.
These types of narrow-focused systems, while perfect for the course for which they
were designed, are difficult to modify for broad usage in other disciplines and courses.
In addition, as Internet companies have seen the value in developing sets of generic
teaching tools as learning management systems (LMS), much of the work developed
within the computing departments has been overlooked but not superseded.
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In 1995, Dawson-Howe [7] described a command-line system called submit. This
system prompted computing students to run compilation examples and sample runs
(testing) of their programs in the Unix environment. As the programs were tested and
compiled a script of the session was recorded. When completed, the script and the files
would be submitted into a central repository for collection by the examiner. This pro-
gram became a standard on most version of Unix and implemented in many comput-
ing departments world-wide. The electronic submission component of the submit
program has been outdated by the web-based graphical user interfaces of LMS’s such
as the dropbox provided by Blackboard. However, the prompting for testing and com-
pilation has not.

There are now a plethora of other applications that provide students with the means
of transmitting an electronic file to their course examiner [13]. Blaine and Petre [14]
describe an electronic marking system that accepts electronically submitted assign-
ments and forwards copies of the assignments to a marker. The marker uses Microsoft
Word to critique the work with a specially formatted template that presents inserted
and deleted parts of the original file in a different font. The marker returns the files to
the marking system which returns the feedback to the student, enters the student’s
grade into the university student database and sends the marker a receipt.

A more structured approach to marking is given in [15] where the Grading Envi-
ronment (GE) system is described. This system has been designed to improve the
reliability and consistency of student performance evaluations among a group of
markers by guiding them through the marking process. The system takes the tradi-
tional pen and paper based approach to marking and places it on the screen. Each
marker is asked a series of evaluation questions about the students’ work. Through
point and click interaction the system evaluates the students’ work and calculates a
grade for the student.  The system also uses the marker’s responses to set remedial
work for each student based on the errors in their assignments. The system was de-
signed for marking computing students’ programs although it can be adapted for other
courses.  Other systems such the one described by Mason & Woit [16] allow annota-
tions to be entered into the assignment files via a structured webpage.  The webpage
allows the marker to enter a comment into a textfield and this comment is further
programmatically inserted into the student’s submission. This allows single lines of
text to be added in the student’s file.  However, the marker cannot correct or modify
existing lines.

Classmate builds on the ideas developed in the before mentioned systems, marrying
electronic submission and a grading environment with file management, course team
management and automated student feedback in an online environment. It provides
both a free format method of critiquing students’ work along with a structured grading
template [17]. The architecture of this system will now be discussed.

3   Overview of Classmate

A conceptualisation of the Classmate system is given in Fig. 1.
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Fig. 1. The Classmate System

Classmate currently resides on the web server in the Department of Mathematics
and Computing at USQ. The system was written using a mixture of C/C++, Perl and
Java to give it the greatest flexibility. The system consists of 4 main agent entities.
The main server-side agent works to manage student submissions, administer student
receipts, distribute submission to markers and collate marker critiques. The smaller
agents are distributed as necessary and act as clients on the user’s machines. The
agents are independent of any database system and currently reside over a
file/directory structure. This makes the system modular (other system parts can be
added) and platform independent.

The use of Classmate begins with Agent A being used by the examiner to setup the
course details. This agent asks the examiner a number of pertinent questions, such as
the number of assignments, the assignment due dates and the names and ids of the
markers.  The examiner must also provide the agent with a file containing a list of the
students enrolled in the course and their contact details (including an email address).
For each assignment the examiner can give Agent A a list of the marking criteria for
an assignment along with the associated sub-marks for each. The examiner can also
provide a solution file with answers to the assignment. The view presented to the ex-
aminer by Agent A is called the Briefcase (shown in Fig.  2).
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Fig. 2. Briefcase View of Classmate

In the Briefcase view, the examiner can see a list of their students and the status of
each assignment. If an assignment is waiting to be marked, it is displayed as a folder
icon. If the assignment has been marked, a result will appear in the appropriate col-
umn. The Classmate system also allows the examiner to set cutoffs for grading and
these are calculated automatically and displayed.

When a student wishes to submit an assignment, they download Agent B. This
agent uses their student login id to access the universities central student database
using LDAP. The agent displays these details to the student and provides them with a
list of assignments and due dates from which to choose and submit their work. The
student’s details and submitted files are streamed to the Classmate server-side client
for storing in a repository located, for security reasons, outside the realm of the web
server.  Before a marker can access the students’ submissions and commence marking,
the examiner must interface with Agent A in order to allocate students to specific
markers. Until this is done, Agent C will report to the marker that they have no as-
signments to mark. Agent A will allow the examiner to manually assign students to
markers, however for very large classes where this is impractical, the examiner can
simple tell the agent what the maximum allocation (in numbers) for each marker is
and the agent will randomly assign students to markers. Having done this, the agent
reports back to the examiner the actual number of students that was allocated to each
marker. At this time the examiner has the opportunity to make manual adjustments to
the allocations as they see fit.

4 Classmate’s Distributed Critiquing Process

Once students have been allocated to a marker, the marker can obtain a view of their
student list from Agent C. The view, called the Marker’s Briefcase, is similar to the
examiner’s Briefcase of Figure 2 but with restricted administration functionality. The
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marker can use the mouse to select a student’s work to mark (by clicking on the folder
icon). On selection, Agent C presents the marker with a list of submitted files (shown
in Fig. 3). If the submitted file is a zip file, the marker can ask the agent to unzip the
contents of the file. When this request occurs, Agent C contacts the server-side agent
who performs this task and provides Agent C with an updated list of the unzipped files
to present to the marker.

Fig. 3.  The marker’s view of submitted files.

The marker can view the contents of the file, through Agent C, by clicking on the
filename. Agent C then requests the contents of the file from the server-side agent.
The server-side agent accesses the file from the repository and streams it to Agent C
for display. The file is displayed to the marker in an authoring textbox (shown on the
right in Fig. 3 and enlarged in Fig. 4). For security reasons, the marker cannot modify
the originally submitted file and therefore can ask Agent C to request a copy of the file
for editing. Agent C relays this request to the server-side agent. The server-side agent
creates a copy of the original file and transforms the file into Rich Text Format (RTF).
The RTF file is sent back to the marker via Agent C. The RTF file was chosen as it
allows different coloured text to be entered.

As the marker critiques the student’s file with comments and corrections, any text
entered by the marker appear in red (comments are displayed in Fig. 4 beginning with
“//->” for the readers benefit). Currently Agent C is capable of presenting plain text,
HTML and RTF in its authoring textbox. For other submitted files, the marker has the
option of downloading them to their own computer and opening them with the appro-
priate software (e.g. Word or Excel Documents). If the marker makes corrections to
these downloaded files on their own computer, they can upload them via Agent C back
into the repository.

The authoring tool also has a facility to record frequently made comments (FMC).
This saves the marker time when multiply students need to be given the same com-
ments about parts of their work. It also allows the marker to be consistent in their
remarks across all students.  The FMC box at the bottom of the authoring tool records
the FMC at the request of the marker. As Classmate is a distributed critiquing system,
these FMC are made available to all markers. Selected FMC are simply dragged from
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the FMC box into the authoring window and can be inserted at any location within the
text.

Fig. 4. Classmate’s Online Critiquing Authoring Tool

The major difference between Classmate and other dropbox type electronic submis-
sion systems is that the submitted work stays in the repository during the marking
process. This means that the marker knows where the file is at all times (not in a sub
directory on their own computer or on a floppy disk in their office). Unlike in a paper
based system if the marker goes missing [19] the assignments do not go with them.
Feedback and error corrections are entered directly into a copy of the submission. This
copy also resides in the repository. The result of managing the marking of student
submissions in this manner means that the marker’s comments and notes are recorded
with the submission and associated grade. This differs from traditional marking meth-
ods where annotations written on paper that describe and justify a student’s grade for
an assignment are usually lost [15].

In addition to critiquing the files in the authoring textbox, the marker also com-
pletes a marking criteria sheet (shown in Fig. 5). This sheet is generated by Agent C
from the criteria entered in by the examiner. The marker fills out the sheet by clicking
on tick boxes and entering numeric values. Once completed, Agent C calculates a total
number of marks for the student and sends the details to the server-side client for stor-
age. The marker or examiner can revisit the marking of an assignment at anytime and
make adjustments as necessary. The total calculation also takes into consideration any
extensions given by the examiner. Agent C obtains extension information and the time
stamp of the student files, compares them and calculates a deduction if applicable.

When the marker is satisfied with the assignment mark, they can inform Agent C to
complete the electronic assessment cycle by sending the assignment feedback to the
student. This process begins when the marker clicks on an envelope icon displayed
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Fig. 5. Classmate’s Marking Sheet

next to the students work (see Fig. 2) in the Marker’s Briefcase. Agent C sends this
request to the server-side agent. The server-side agent accesses the student’s files and
critiquing, generates a feedback letter and emails this letter along with any marker
corrected files and the sample solution to the student.

5   Discussion

The Classmate system has been in use since 1994 in differing formats. The latest
evolution (as discussed in this paper) is being implemented for the first time in se-
mester 1 of 2003. To date, the Classmate system has been used by ten markers. Of
these, five were surveyed. From the results of a survey conducted to get feedback on
the Classmate system from the markers, the system has proved useful in:
� reducing repetitive and trivial assessment related tasks (such as computer code

compilation);
� providing markers with the flexibility to mark assignments anywhere, anytime

without having to have all the submitted files on their own computer;
� managing the administration of electronic submission among a group of markers;
� providing an interface that allows markers to mark an assignment via a coherent

interface (no matter what the file format) in a traditional manner (red pen on pa-
per) and keeping within the examiners guidelines;

� presenting real time information on the progress of assignment marking and the
status of student submissions to the examiner via the web interface; and
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� reduces erroneous student grade data through the agents’ management of results
collection, the emailing of feedback to students and the uploading of result data
directly into appropriate university administration systems

Although markers were asked their opinion of the Classmate system with respect to
other electronic systems, only 1 of the 5 markers surveyed had had experience with
other systems. The markers reported a reduction in assignment turnaround time from 3
weeks for a paper based system to 4 days using Classmate. This is not unusual in other
electronic submission management systems [18] and it could be fanciful to think that a
further reduction in this timeframe is possible. In our own investigations with the
Classmate markers, some reported that they did not start marking the assignment as
soon as it arrived. This meant that the turnaround time was increased simply because
the submitted file sat idle on the server for a couple of days (or even weeks in some
cases). One keen marker had a turnaround time of 1 day. This was made evident in a
class after the submission due date when a couple of students commented with sur-
prise that they already had their assignment marks back. All markers found that the
Classmate system reduced some of the repetitive and trivial tasks associated with
marking. 50% of the markers commented that the annotation system allowed them to
cut and paste frequently used annotations, thus reducing marking time. They per-
formed this task using a opened text editor and cut and paste comments from the editor
into the submission. In the new version of Classmate, the Agent C keeps track of the
marker's annotations and provides the marker with a drag and drop list with the
authoring textbox shown in Figure 3. 40% of the markers noted that marking assign-
ments was a repetitive task and that no system could eliminate this, however the
automation of grade recording and the emailing of student feedback greatly reduced
these tasks.

Several markers agreed that the amount of feedback given on paper was usually su-
perior to electronic forms of marking, however they made a note that the Classmate
system did allow them to put as much feedback with the assignment as they would on
paper. 80% of the markers believed the consistency and quality of feedback was better
than paper-based submissions. Finally, all markers agreed that Classmate reduced the
amount of erroneous student data as results are recorded within the system at marking
time and uploaded to the university systems. The current version of Classmate uploads
data into the universities Peoplesoft database where as examiners using the WebCT
platform still need to manually transfer their marks out of WebCT and into Peoplesoft.

The success with acceptance of Classmate among markers can be attributed to the
interface design being modelled on the paper based system. Classmate attempts to add
value to the electronic submission management and marking process with semi-
automated processes while allowing markers to interact with the students' work in a
traditional manner.

6   Conclusions and Future Work

Classmate has proven affective in providing examiners and markers with a semi-
automated electronic submission management system. Classmate endeavours to
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streamline the process of marking electronically submitted assignments while not
placing restrictions on the content of these assignments. To date, Classmate has been
used primarily for the marking of programming code as it was developed in the envi-
ronment of a computer science department. The latest version of Classmate is now
being trialed by a surveying examiner for the management of Excel spreadsheet as-
signments. Classmate’s independence from a database and platform makes it ideal for
integration with WebCT and Blackboard like systems. For example, the student list
displayed in the briefcase could be easily populated with an API call to Blackboard.
The assignment files could as easily be streamed by the server-side agent to Agent C
simply by informing the server-side agent of the file structure of the WebCT dropbox.

The focus for future developments of Classmate will be to upgrade the agents. It is
planned to implement a learning mechanism in the marking Agent C. Over time, the
agent will learn to identify repetitive mistakes in assignments and be able to add
commentary feedback to assignment files before the marker attends to them. For ex-
ample, a common mistake in CSC1401, Programming in C, is the improper use of
recursive programming. The agent, with assistance from the marker, will learn how to
identify recursion and subsequently semi-automate the marking of a group of assign-
ments by pre-assessing and adding appropriate feedback. After an agent learns a cri-
tiquing procedure from one marker, it will communicate this with other marker’s
agents via a central knowledge base, thus distributing the knowledge of one marker
among the marking team. The distribution of expert knowledge within the agents and
the storage of this knowledge would then be available for use in marking future as-
sessment tasks and new offerings of a course.

In addition, the agents will be configured to take advantage of new mobile com-
puting technologies (for example, webslate technology [20]) giving markers a greater
range of freedom when interacting with Classmate. The traditional ‘pen and paper’
approach to marking submissions could be replaced with a webslate and stylus.

Although Classmate and systems like it have been in use for the past ten years, not
a lot of progress has been made in moving the domain of online assessment manage-
ment systems forward. It seems that duplicate and hybrid systems evolve from time to
time, but without any real progress. The future task of researchers in this domain
should be to examine the scope of use for such systems beyond the confines of com-
puter science departments and first year programming subjects and to scrutinise the
requirements of examiners from other subject areas on their current processes and
needs. Only then will such systems and methodologies find their way into commer-
cially available learning management systems.
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Abstract. This paper analyses the features of quantitative evaluation in net-
work-based teaching, introduces an in-process quantitative evaluation model1

for intelligent network-based teaching, and discuss its implementation and per-
formance in the Yuanlin intelligent network-based teaching system.

1   Introduction

Network-based education is developing surprisingly as information technology ad-
vances rapidly. Increasingly, we are facing the use of the Internet as an aid to learning
(Oliver & Omari, 1999) [1]. It has become a challenge to traditional school education
(Stephenson, 2001) [2]. Network technology will be an important tool for educational
reform and development worldwide. As is mentioned in Outline of Curricula Reform
of Elementary Education promulgated by the Chinese Education Ministry, we must
promote the popularity of information technology in teaching practice and realize the
integration of information technology into curricula; we must change teachers’ peda-
gogic methods and the way of presenting teaching contents, the way of learners’
studying, and the way of interacting between learners and teachers, and provide learn-
ers with various education circumstances and helpful learning tools.

Network-based education systems need be intelligent in order to meet the above
requirements. Current network-based education systems worldwide, however, are far
from being intelligent. They cannot meet learners’ requirements of efficient and inde-
pendent learning online (Chao, 2002) [3]. Online evaluation and assessment should be
part of the learning-teaching process, embedded in student activities and in the inter-
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actions between learners and teachers (Harasim et al, 1996) [4]. Evaluation involves
judging the effectiveness and worth of programs and products (Reeves, 2002) [5]. In
fact, vendors, designers and instructors appear to struggle with conceiving of evalua-
tion as anything more than a multiple-choice test (Angelo & Cross, 1993) [6]. With
regard to measurement, evaluation and feedback of learning online, almost all existing
systems adopt some sort of terminative evaluation. They often include a database with
considerable contents for test and items may be chosen from the database according to
certain principles to compile test papers and implement grading or scoring methods.
Terminative evaluation cannot provide with timely feedback. Specifically, they can
neither provide with quantitative feedback betimes on the gap between a learner’s goal
and the progress and quality of his/her present learning, nor point out what causes
difficulties to the learner and how to overcome them. Besides, there is a common
problem in existing network-based teaching systems: they are unable to provide learn-
ers at different learning levels with different teaching methods and advices, unable to
efficiently help learners who have different learning goals, abilities and starting-
points. According to Bloom’s view (Bloom, 1973) [7], The main reason why many
learners do not achieve excellent academic performance is not because of their lack of
intelligence, but the absence of appropriate teaching circumstance and reasonable
helps. If we provide with good learning environment, most learners will become quite
similar on learning abilities, progress and motives for further study. Here learning
environment includes individual instructions.   

The network-based teaching systems should focus on providing learners at differ-
ent learning level with this kind of learning environment as much as possible. The
precondition of achieving this objective is to develop an effective quantitative evalua-
tion model for network-based teaching that not only provide exams at end of learning,
but also evaluates learners’ performance during the process of learning.

When designing intelligent network-based courses, the designers should keep in
mind such matters as below. The first is how to provide learners with timely and
quantitative feedback about the gap between a learner’s goal and current learning. The
second is how to automatically analyze and detect learners’ difficulties of learning, as
an excellent teacher provides students with individual instructions. Network-based
courses should be able to inform learners of why they cannot master the knowledge in
the course. For an instance, the reason is whether a learner does not know related
knowledge, or the learner does not understand new knowledge; whether a learner can
understand new knowledge but unable to remember them, or the learner can under-
stand and remember new knowledge but cannot use them skillfully; whether a learner
can understand and skillfully use new knowledge but the knowledge has not been
instantiated nor generalized by the learner, or the learner can meet all the above re-
quirements but lack strategies to apply the knowledge flexibly. The third is that net-
work-based teaching system should be able to choose pertinent pedagogy methods
automatically, to provide learners with advices and feedback on learners’ goals. For a
student whose goal is to go to top-ranking universities, the system can judge the ap-
propriateness of the learner’s goal and give some suggestion. For example, the sug-
gestion may be that your present goal is too higher and you may suffer excessive diffi-
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culties, frustration, worries and disappointments if you do not change your goal to go
to general universities.

When the learner accepts the suggestion, the system will provide respective
learning contents at the level for entering general universities. When the learner makes
great progress at the new level, the system will automatically advise him/her to adjust
the goal back to going to top-ranking universities again. The system will also help the
learner in mastering knowledge and skills necessary to pass the examination.

With the above consideration, it is necessary to develop an in-process quantita-
tive evaluation for intelligent network-based teaching systems.

In-process Quantitative Evaluation Model or IQEM for network-based teaching
can meet the above need. The functions of this model include: being able to guide and
enlighten learners to choose appropriate learning goal, procedure and process, being
able to provide learners with timely supervision, feedback, and record learners’ prog-
ress at the goal level. Learners can monitor, adjust and control his/her own learning on
the basis of the information provided by the system. In this way learners are helped to
choose the most appropriate learning contents and procedure and make best pro-
gresses. As a result, each individual’s potential will be best deployed and learning
quality will be improved.

The rest of this paper introduces IQEM model and its implementation in Yuanlin
intelligent network-based teaching system.

2   In-Process Quantitative Evaluation Model for Network-Based
Learning

The earliest quantitative evaluation was implemented by teaching machine. Teaching
machines propose that content is arranged in small steps, which progress from simple
to complex. It requires a response from the learner in order for teaching machine to
carry on teaching. Teaching machine suffers from one serious flaw: it is boring (Dris-
coll, 2000)[8]. Besides, teaching machines cannot automatically and quantitatively
evaluate the progress in learning process. Therefore this issue has been remaining as a
hot topic.

Current online learning systems fall into four paradigms according to the varia-
tions in the locus of control and task specification (Stephenson, 2001) [2]: (a) teacher-
controlled, specified learning activities (Dee-Lucas, 1999) [9]; (b) teacher-controlled,
open-ended or strategic learning Mason, 1998 [10];  (c) learner-managed specified
learning activities Paolucci & Jones, 1998 [11]; (d) learner-managed, open-ended
or strategic learning Bonk, Angeli &Hara, 1998 [12].

Generally, web-based learning models can be classified as behavioral or cogni-
tive (Jonassen, 1993) [13]. The effectiveness of the Internet in learning will be a func-
tion of web-model alignment and the appropriateness of the model to a particular
learning situation (Lin & Hsieh, 2001) [14]. Current systems emphasize the influence
of control focus and content specification on learning activities, but fail to answer the
question how to improve learning efficiency. Comparing with general systems, the
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IQEM model (to be defined below) is capable of enhancing learners’ learning effi-
ciency. Firstly, general systems fail to distinguish learners with different learning
capabilities and different knowledge structure. As a result, when learning is designed
with the same requirements and at the same pace for every learner, some learners have
difficulties in learning independently and making progress, meanwhile other learners
may not find challenges in learning. They are restrained in developing their potentials.
By contraries, IQEM is capable of distinguishing various types of learners, structuring
contents on the basis of the differences, and providing relative tests as well. Thus,
IQEM system is effectively promoting learners in the optimal way.  Secondly, in gen-
eral systems, tests are always made at the end of one section or even one chapter. It
becomes hard to find out learners’ difficulties until the end of one section or even one
chapter. Consequently, it takes a great amount of time to remedy. Oppositely, IQEM is
capable of doing diagnostics and tests. The errors made by learners can by detected
and fixed timely. Learning efficiency can be greatly improved by providing learners
with pertinent and timely feedback. Thirdly, general systems provide learner with tests
and marks at the end of one section or even one chapter while IQEM progressively
accumulate scores. By the way of accumulative scoring, IQEM contributes to timely
reinforcement, and consequently continuous drive for learning. Learners’ curiosity can
be elevated so that learning efficiency will be enhanced. Fourthly, general systems pay
much attention to lecturing knowledge itself, but ignore the instruction of thinking
methods and learning strategies. IQEM embodies thoroughly the emphasis on the
instruction of thinking methods and learning strategies.

Below we present IQEM, an In-process Quantitative Evaluation Model for net-
work-based teaching.  In general, IQEM can be defined as a framework or system that
can automatically and immediately provide learners with quantitative feedback on the
gap between learners’ goals and their current learning status including location, prog-
ress and quality, automatically detect and analyze learners’ difficulties as excellent
teachers do in the individual instructions, timely inform learners why they cannot
understand the knowledge, and automatically choose pertinent pedagogy strategies and
provide learners with positive advices.   

The model is explained in more details below.

2.1   Addressing Processing

It is during the process of self-adjustment instead of evaluation at the end of long
learning periods or terms that quantitative evaluation can help to detect learners’
shortcomings. The IQEM model can automatically provide learners with assessments,
feedbacks and constructive suggestions betimes. Consequently, learners will continu-
ously adjust their behaviors or goals according to the assessments, feedbacks and con-
structive suggestion from the system, and approach their goals step by step.

2.2    Setting Goal

The IQEM model allows designers to set goals at different levels.
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Tolman believes that behavior is guided by purpose (Tolman, 1948) [15]. The ef-
fectiveness of instructional goals for enhancing academic performance has been de-
bated since the 1960s. Gagne (1985) [16] argued that informing learners of goals
would help them to be ready for learning. Besides, goals can also provide a framework
of contents for learning that will eventually be tested. Obviously, explicit and accurate
goals in network-based learning are necessary.

The IQEM model starts with setting appropriate goals. The model allows design-
ers to set goals at different levels so as to suit different groups of learners. For exam-
ple, there could be three goals for senior high school students to choose. The low-level
goal is to graduate from school. The goal of secondary level is to pass the entrance
examination for general universities. The goal at the third level is to pass the entrance
examination for top-ranking universities.

Once a student selects his goal, the learning contents and requirements should be
in accordance with the selected level. As a result, the learning contents and require-
ments for those students who select the goal of secondary level will be different from
that of students who select the goal of low-level. The designers of network-based
courses should design different contents and requirements for different levels of goals.
For example, the requirements for the goal of lower level are to know, understand and
remember some knowledge, while the requirements for higher level of goal are to
comprehend the knowledge and skillfully, creatively apply them, instead of just under-
stand and remember the knowledge. Setting different levels of goals is the precondi-
tion to evaluate learning quantitatively and accurately. With such goals it becomes
possible to efficiently guide learning process and to help learners to approach their
goals. These goals will stimulate learners’ internal drives to learn, which results in
effective learning and good performance.

2.3   Giving Feedback Timely

The IQEM model is capable to present feedbacks at any time during the process of
learning.

As learners monitor their progress toward their goals, they make evaluation or
judgments about their performance, about their self-efficacy for reaching the goal, and
about their personal goals in light of their current achievements (Bandura, 1997)[17]
(Zimmerman & Schunk, 1989)[18]. Timely feedback becomes critical when learners
are monitoring their progress. The IQEM Model is capable to present feedbacks at any
time during the process of learning. In this way, learners can self-evaluate the gap
between their performance and their learning goals, and adjust their own learning
strategies, procedures or goals in time.

2.4    Giving Feedback Accurately

The IQEM model gives feedback accurately. The knowledge of results provides feed-
back on the quality of particular performance, and the knowledge of progress provides
feedback on the performance over time (Driscoll, 2000) [8]. The In-process Quantita-
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tive Evaluation Model is able to accurately inform learners of the gap between learn-
ers’ goals and their current progresses.  In the model, knowledge node means the least
knowledge unit that can be learned independently. Teaching contents of one lecture
might be made up of many knowledge nodes. With regard to the learning of specific
knowledge nodes, the system is able to inform learners how well the knowledge nodes
have been commanded by them. If learners have not mastered the nodes well enough,
the system is able to precisely suggest what their problems are, and why they failed to
know, understand, remember, use skillfully, or apply the knowledge creatively and
comprehensively. The system can also suggest what remedies may be taken. For an
instance, it could be o review knowledge nodes that have been learned before but not
been remembered by them.

As mentioned above, knowledge nodes in the IQEM model refer to the small
knowledge chunk in web-based learning. They are different from traditional knowl-
edge points in that the knowledge nodes are more detailed and well structured.

2.5   Motivating Students’ Behaviors

The IQEM model provides the information of the gap between learners’ goals and
their progress, which can motivate learners more effectively. Specifically, the func-
tions of in-process quantitative evaluation model include timely finding out the prog-
ress of a learner, providing learners with encouraging feedback and suggestions, ef-
fectively maintaining learners’ self-efficacy, developing learners’ self-confidence,
motivating learners to achieve, and fully developing learners’ potential. As Bandura
proposed, self-efficacy is a belief system that is causally related to behavior and out-
comes. That is, people make judgments about their abilities to perform certain actions
to achieve a desirable outcome (Bandura, 1977,1982) [19] [20].

3   Yuanlin Intelligent Network-Based Teaching System

The Yuanlin Intelligent Network-based Teaching System or YINT is developed based
on the In-process Qualitative Evaluation Model presented in the previous section.
The system can offset the deficiencies of the most existing web-based teaching sys-
tems by providing in-process quantitative evaluation. The system can also help learn-
ers to fully develop their potentials.

3.1   Introduction to YINT System

The YINT system includes two subsystems: IDesigner and OnlineTeacher. IDesigner
is designed and built for the authors or designers of network-based courses. IDesigner
allows the authors to integrate different network-based course components into com-
plete courses. With the IDesigner tools, authors or designers can create various
courses efficiently and creatively by the way of designing the course framework (for
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example, setting different learning goals, contents and detailed requirements of these
goals), specifying knowledge nodes, constructing a network of the knowledge nodes,
integrating multi-media contents and so on.

One of the key factors for the YINT’s success is the in-process quantitative
evaluation model built into the system. The system allows one to set different levels of
learning goals, construct the dependency network of knowledge nodes based on the
levels of goals, specifies knowledge nodes, and proposes grading regulations as well.
It is easy for users to realize the mechanism of dynamically quantitative evaluation.
Therefore, it is helpful to establish a system of self-determination learning.

Most current use of network-based teaching transfers traditional lecture-based
methods to the online environment (Bourne et al, 1997) [21]. In the virtual learning
settings, learners are as much responsible for the quality and amount of leaning as the
instructor. YINT provides an online teacher that embodies the knowledge and experi-
ence of traditional instructor (McQuillan, 1994) [22]. The Online Teacher is to provide
services to learners. Online Teacher is capable to record, measure, analyze and judge
learners’ progress. It can also automatically suggest the most appropriate learning
goals and starting-point in the network of knowledge nodes. When learners start the
procedure controlled by the system, the system can automatically present necessary
knowledge nodes with regard to learners’ goals, record learners’ progress, provide
evaluation scores, and measure the gap between learners’ goals and their current status
and progress. It can also present feedback on learners’ performance during the process
of learning. The system is helpful to implement individual learning. It guarantees that
every leaner can learn the most opportune knowledge at the most suitable pace, so as
to fully develop learners’ potentials.

3.2   In-Process Quantitative Evaluation of YINT

The in-process quantitative evaluation of YINT allows one to design the contents and
goals (requirements) in accordance with different levels of goals.

Bloom (1956) [23] suggested that the cognitive goals of the learning of knowl-
edge could be graded as six levels of knowledge, comprehension, application, analy-
sis, synthesis and evaluation. The YINT system modifies Bloom’s taxonomy and sets
up a new system of cognitive goals based on research of modern cognitive psychol-
ogy. This new system of goals includes different levels of goals as knowing, under-
standing, memorizing, using skillfully, as well as applying comprehensively.

According to this new system of cognitive goals, designers of network courses
should firstly specify how many necessary knowledge nodes should be mastered and
assessed based on levels of learning goals, contents of textbooks and standard of net-
work-based courses.

Secondly, designers should determine different requirements of different knowl-
edge nodes in term of the features of knowledge nodes and the relationship between
knowledge nodes and learning goals, and standard of network courses Designers may,
then, develop multi-media contents, compile test papers, and provide with feedback.
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3.3   Implementation of the IQEM Model in the YINT System

The subsystem of YINT system, Online Teacher, provides two learning modes: self-
determination learning and systematical learning. Self-determination learning is also
viewed as self-management leaning. It refers to a process that learners themselves
detect and determine knowledge nodes to learn, choose appropriate learning process
and strategies, as well as manage their own behaviors in the light of learning goals
determined by them. Online Teacher allows learners to determine what to learn in the
index of knowledge nodes. Learners may choose knowledge nodes at any point (for
example, of one chapter or of one section), and choose any specific knowledge nodes.

This approach is helpful to enhance learners’ consciousness of the relationship
between their goals and the rest of knowledge nodes to be required to master. Learners
will be better aware of that how much knowledge nodes has been mastered. Learners’
abilities of reflection and self-control will be improved, too. This approach is crucial
to develop learners’ ability of meta-cognition which is crucial for learners’ academic
achievement.

On the other hand, the limitation of this approach is that it depends on learners’
positive attitude and outstanding ability of meta-cognition. Therefore, the most appro-
priate learning strategy for learners with poor academic performance previously
should be systematic learning.

The evaluation method of systematic learning in Online Teacher is based on the
in-process quantitative evaluation model presented previously. The system can detect
how much knowledge nodes the learner has mastered. The system can, then, give
suggestion on learning goals and starting-point of learning. Besides, the system can
present necessary knowledge node one by one as the learner intends (the learner, at the
beginning, maybe reject the suggestion). The learner is asked to pass the tests of
knowledge nodes one by one. But is not necessary for the learner to study all the
multi-media contents of every knowledge node. The system is able to grade dynami-
cally in term of the result of the test. The learner will receive feedback. If the learner
passes the test, the system will provide encouragement to him/her. If the learner fails
the test, the system can provide with feedback and remedy. This way of evaluation can
help learners who have met difficulties in learning to offset their shortcomings.

On the basis of the new system of goals, the YINT system is designed to be able
to evaluate the learner’s performance in the test of every knowledge node and give
two kinds of scores: the score of learner’s progress and the score of learning quality.
When the learner finishes a test, the system can make grading on the learner’s progress
and learning quality in the light of the evaluation index.

As for score of learner’s progress, the learner will score four if he/she passes the
test of a knowledge node at the first time, score two if he/she pass the test of a knowl-
edge node at the second time, score one if he/she pass the test of a knowledge node at
the third time, score zero if he/she fails the test of a knowledge node at the third time.
This way of scoring helps to prevent learners from guessing randomly the answers
because their scores will be quite low if they guess randomly. It also helps to develop
learners’ positive learning attitude.

If the preceding scores are too low to be capable of encouraging subsequent
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learning, the system will score by the way of dynamic adjustment. This refers to ad-
justing the preceding score according to the learner’s performance in learning of the
latest two chapters. In this way, the score of the quality of learning will fluctuate as the
quality of learning varies. Scores will better motivate learners to study. If they achieve
better performance, their internal motive and self-efficacy will be improved. Internal
motives to any thing are learned. Internal motives will not occur until people succeed
in doing something and believe one’s ability on these aspects.

Table 1. Comparison

Items
General network-based

teaching systems
YINT system

Learning
goals

To provide same learning goals,
contents, paces, ways of evaluation
and remedies to learners of different
academic performance. It cannot be
adjusted dynamically.

To provide different learning
goals, contents, paces, ways of
evaluation and remedies to learn-
ers of different academic per-
formance. It can be adjusted
dynamically.

Scoring
standard

To adopt terminative evaluation,
providing only one way of scoring.
This way of scoring cannot provide
timely feedback. Learners might
have misgiving because of preceding
academic performance. It cannot
motivate learners. Dynamic adjust-
ment is hardly realized.

In-process quantitative evaluation
is adopted, including scores of
progress and quality. Score of
quality can be adjusted dynami-
cally. Scoring is timely, accurate,
detailed. Scores can better moti-
vate learners.

Learning
require-
ments

Same requirements for all students. Different requirements in accor-
dance with different levels of
learning goals.

Teaching
styles

Individual learning is not actually
realized. Learners’ experiences are
same.

In view of individual difference
among learners, the system
simulates individual tutoring.
Self-determination learning is
possible.

Features on
the aspect of
intelligence

Interaction between learners and
system is primary

On the basis of interaction be-
tween learners and the system,
the system can record learners’
progress, fully make use of data.
The system possesses knowledge,
experience and ability of judg-
ment similar to expert teachers. It
can analyze, evaluate and diag-
nose learners’ difficulties.

Another function of the YINT system is to evaluate the appropriation of learners’
goals in the light of their scores of progress and quality. At some stage of learning
process, the system can automatically calculate the learner’s score of learning quality.
If the system believes the learner’s current goal is inappropriate, it will suggest the



In-Process Quantitative Evaluation for Network-Based Learning         471

learner to set a higher or lower level goal. The learner is allowed to reject the advice
with a view to developing the learner’s belief of self-determination. If the learner sets
a higher level of goal, the system will help him/her to learn all preceding knowledge
nodes, which have not been presented on the lower level of goal, but necessary for this
new goal. The learner may, then, learn the subsequent knowledge nodes. If the learner
sets a lower level of goal or rejects the advice of a higher goal, the system will present
the related knowledge nodes on the basis of the goal selected by the learner.

4   Comparison YINT System and General Systems

The advantages of YINT system over general network-based teaching systems include
quantitative design of learning process, timely feedback, accurate goals, as well as
individual teaching. The system successfully implements in-process quantitative
evaluation and dynamic analysis in network-based learning.

Table 1 presents the difference between YINT system and general network teach-
ing systems.
    The in-process quantitative evaluation built in the YINT system is still at its trial
stage. Further research and practice of this model are required in order for it to be used
widely in intelligent network-based teaching systems.
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Abstract. Recently ICT (Information Communication Technology) education
has been adopted for elementary school students in Korea. ICT education is
classified into two categories: literacy education and application education.
However, only application education is emphasized in the current ICT
education curricula. The computer operating system is a core topic in ICT
literacy education, and thus it is necessary to teach the right concepts and basic
knowledge of computer operating system from early childhood. In this paper, a
Web-based computer operating system teaching-learning system for elementary
school students is designed and implemented. The system has the following
characteristics: first, the basic contents on operating systems necessary for
elementary school students to understand are organized and classified into
various stages and areas depending on students’ prior knowledge and study
plan, second, user-friendly interfaces are designed and implemented to facilitate
students' learning, third, the system can help teachers keep track of students’
progress and easily guide students.

Keywords: Internet, operating systems, Information Communication Technol-
ogy

1   Introduction

Recently ICT has been adopted in many educational areas. ICT education is education
based on computers and communication tools for collecting abundant information and
for supporting individuals’ study depending on their progress anytime anywhere. The
purpose of ICT education is to provide a means to gather and analyze information
necessary to each person, and let everyone use this capability to enjoy active and
creative life [2]. ICT education is classified into two categories: literacy education and
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application education. Literacy education is education about computers and
information communications, while ICT application education is education about
applying ICT to various courses, such as science and languages [6].

Due to the current ICT curricula that are more concerned with ICT application
education, literacy education has not been emphasized. The lack of literacy education
enables students to have superficial and unessential knowledge on computers [9].
Operating systems is one of the main elements in ICT literacy education. However,
education on operating systems has been ignored in the current ICT curricula. The
existing teaching-learning methods for operating systems encourage students to learn
the basic concepts by heart and are not systematic in contents’ structures.

In this paper, we present a Web-based operating system teaching-learning system
for elementary school students. The system has the following characteristics. First, the
basic concepts of operating systems necessary for elementary school students are
organized into various areas and stages depending on students’ prior knowledge and
study plan. Second, user-friendly interfaces are designed and implemented to
facilitate students' learning. Third, the system can help teachers keep track of
students’ progress and guide students at ease.

This paper is organized as follows. In Section 2, we discuss the basic concepts and
related theories on operating systems as well as introduce and analyze the current ICT
curricula. In Section 3, we present the design of our operating system teaching-
learning model for elementary school students. We also describe the implementation
of our model in Section 4. Finally, we give conclusions and further research issues in
Section 5.

2   Theoretical Backgrounds

In this section, we present the basic concepts and functions of operating systems,
organize the topics related operating systems in the current ICT curricula of
elementary schools, and discuss the existing works.

2.1   Operating Systems

An operating system is a set of programs that lies between application software and
hardware. It is the fundamental software that controls access to all other hardware and
software [1,5]. The term system software is sometimes used interchangeably with
operating system. However, system software means all programs related to the
coordination of computer operations. That is, system software includes the operating
system but also includes programming language translators and other utility programs
[1].

The operating system performs a variety of technical operations as follows [1].
- Communicating with peripherals
    The operating system always includes routines that take care of the details of
communications with peripherals transparently.
- Coordinating concurrent processing of jobs
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In multi-user environments, there are several jobs running concurrently. When a
computer has only one processor, the computer takes advantage of idle time of one
job by working on another job. The operating system must take care of various
situations for the concurrent processing.
- Memory management

When several jobs are running concurrently, the operating system needs to keep
track of memory usage and makes sure that no jobs invade other’s area.
- Resource monitoring, accounting, and security

The operating system keeps track of each user’s time, pages printed for
accounting purposes. It also should monitor resources for ensuring privacy and
security.
- Program and data management

The operating system should locate and access files requested by users and other
programs.
- Coordinating network communications
Many modern operating systems are designed to handle various network

communication tasks.

Table 1. The purposes of ICT education [6,7]

Categories ICT education purposes

Understanding knowledge-based
society

- Understanding the concept of information
- Understanding characteristics of

knowledge-based society
- Cultivating information communication

ethics

Understanding computers

- Understanding the organization and
principles of computer operations

- Understanding various kinds of software
for operating computers

- Understanding and utilizing operating
system

Understanding and using
 information processing

- Understanding and utilizing information
processing

- Understanding and utilizing word
processors

- Understanding and utilizing spreadsheet
software

- Understanding and utilizing presentation
software

- Understanding and utilizing authoring
tools for multimedia information

Understanding and using
information communication

- Understanding information
communication

- Understanding and utilizing the Internet
- Searching, analyzing and processing

information
- Evaluating information searched
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2.2.  The Current ICT curricula in Elementary Schools

The purpose of ICT education is to provide students with information processing and
problem-solving capabilities so that they can improve their life in the current
knowledge-based society. This purpose can be classified into four categories as
shown in Table 1.

In addition to the purposes of ICT education in [6,7], Table 2 shows the purposes
of ICT education for elementary school students.

Table 2.  The purposes of ICT education for elementary school students [6]

Areas ICT education purposes

Understanding knowledge-based
society

- Understanding the concept of information
- Understanding the importance of

information in knowledge-based society
- Understanding the basic information

communication ethics

Understanding computers

- Understanding hardware components in
computers

- Understanding how to turn on/off
computers

- Understanding various kinds of software
- Understanding the basic concepts and

usage of operating system
- Understanding how to take care of floppy

diskettes

Understanding and using
information processing

- Understanding the basic concepts of
information processing

- Being familiar with keyboards
- Being familiar with the basic operations

in word processors
- Being familiar with the basic operations

such as addition, subtraction,
multiplication and division in spreadsheet
software

- Being familiar with the basic functions of
presentation software

- Drawing a simple picture using graphic
editors

- Removing virus using vaccine programs

Understanding and using of
information communication

- Understanding the basic concepts of
information communication

- Understanding how to search information
using search engines

- Understanding how to send/receive e-
mail

As we discussed above, computer literacy education should be included in an ICT
curriculum. However, in elementary schools, computer literacy education including
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operating systems has not been emphasized. Students usually use application software
without understanding the basic principles of operating systems.

2.3   Analysis of Some Representative ICT Curricula

In this section, we present some representative curricula.

1) TEKS-Texas Essential Knowledge and Skill for Technology Application [10]

TEKS recommends computer science contents for elementary, middle and high
school students. In TEKS, computer education is classified into four categories: basic
operations, information acquisition, problem solving, and communication. Based on
TEKS, contents dealing with operating systems are extracted as shown in Table 3.

2) NETS – National Educational Technology Standards [8]

NETS has recommended various technology standards for students and teachers
since 1993. The contents can be classified into six categories: � basic operation and
concepts, � social, ethical and human issues, � technology productivity tools, �
technology communications tools, � technology research tools and � technology
problem-solving and decision-making tools. The contents related to operating systems
are shown in Table 4.

3) Computer Science Final Report [11]

‘Computer Curricula 2001 Computer Science Final Report” [11] published in 2001
has suggested 13 core areas in computer science curricula. Basically it aims at high
school students. Based on the recommendations, the study contents related to
operating systems are command language and its use, files and disk management and,
networks.

Table 3. Contents related to operating systems in TEKS

Steps Contents

K – Grade 2

- Understand the basic terminologies of computers
- Understand how to create and store a file
- Understand how to use input devices

Grade 3 –5

- Understand how to use some options dealing with
files

- Understand the basic commands
- Understand how to use application software for

problem-solving

Grade 6-8

- Understand the basic concepts of operating systems
- Understand the principles of the basic functions of

computers
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Table 4. Contents related to operating systems in NETS

Grade Contents

K- grade 2 -  Understand the basic terminologies of computers
-  Understand how to use input devices, output

devices, and monitors
Grade 3-5 -  Use input devices such as keyboards effectively

2.4   Related Works

Some works have been presented in the literature [3,4,12]. In [4], a Web-based
information literacy cultivation system was developed and applied for elementary
school students. The work is basically concerned with information search and related
activities.  The system in [12] provides multimedia-based lectures aiming at adults,
which may not be good for elementary school students since various types of
interaction have not been provided sufficiently.

The system in [3] provides some contents related to operating systems for
elementary school students. The system presents how to use Windows 98. However,
the system does not deal with the basic concepts of operating systems.

3   Design of the Proposed Teaching-Learning System

3.1   The Design Principles

The principles of our system design are as follows.
First, we organize and classify the contents that are suitable for elementary school

students.
Second, a student-centered user interface is designed. Since the user interface is

very important in message delivery, we consider various student’s needs and
characteristics. For this purpose, we adopt multimedia such as dynamic images.

Third, the system is designed to support student’s self-directed study. Students can
check their progress and select areas and stages of their choice, and examine their
study results. Therefore, students can decide their progress for themselves.

Finally, for teachers, this system is designed to check students’ progress and results
quickly. It is also designed to help teachers manage study contents, evaluation results
and BBS (Bulletin Board System) easily.

3.2   The Study Contents of Operating Systems

Based on the contents from TEKS [10], Computer Science Final Report [11], and
NETS [8], we organize the contents for elementary school students as in Table 5.
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Table 5. Contents related to operating systems

Theory Understanding operating
systems

Concepts of operating systems

The basic operations of operating
systems
Managing files (including creation,
copy and deletion, etc)
Managing folders (including
creation, copy and deletion, etc)

Managing files and
disks

Managing disks (including
formatting and copying, etc.)

Setting Using control panel
Understanding computer virus

Operating
Systems Practice

Removing virus
Prevention and remedy program

In addition to Table 5, we refine the contents as follows. Based on some
representative curricula in Section 2.3, we divide the contents into three stages
depending on student’s grade and the advancement of student knowledge. The first
and second stage is for grades 1–4 and grades 5–6, respectively. The contents of the
third stage include advanced concepts and practice for any grade. The contents of
each stage are connected smoothly. We also classify the contents into three areas:
understanding operating systems, functions of operating systems, and virus. Table 6
shows the refined contents.

3.3   The Structure of the Proposed Teaching-Learning System

The proposed Web-based system is designed to support student’s self-directed study
and has the following characteristics.

First, the system provides study progress charts for each student so that students
can check their own progress.

Second, the system supports teachers to check students' progress by various tests.
Third, the system supports various communication tools, such as chat and BBS, so

that students can communicate with other students or their teacher anytime.
Fourth, the system records students’ study history, such as the number of

connections per week, average connection time, so that the teacher can keep track of
the study process of each student.

The proposed system has basically two modules: student module and teacher
module. Also, our database has three major contents: student information, study
contents information, and study results of each student.  Fig. 1 shows the overall
menu structure of our system.

1) Student module
Students are required to login the system first before using the system. Students can

check their own progress and choose study areas and stages. Then, students can study
each unit. During their study, student can use BBS or chat for further discussion or
questions. After the unit study, students can evaluate their study results. Fig. 2 shows
the menu structure for students.
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Table 6. The refined study contents for operating systems

Stages &
areas

Elements Contents of
stage 1

Contents of
stage 2

Contents of
stage 3

Concepts of
operating
systemsUnderstanding

operating
systems

Kinds and
roles of
operating
systems

-Understanding
the basic
terminologies.
-Understanding
the basic
concepts and
roles of
operating
systems

- Being aware of
the importance of
operating systems
in computers

- Understanding
the development
history of
operating
systems

Managing
files and
folders

Managing
disks

Function of
operating
system

Managing
input/output
devices

- Understanding
what an
operating
system can do

-Managing files
-Managing disks

   Understanding
principles of CPU
operations

 -Managing
Peripherals

  Concepts of
processing

-Understanding
main memory
management
-Understanding
concepts of
virtual storage
-Understanding
the concepts of
paging and
segmentation
-Understanding
the concepts of
file systems

Understanding
of computer
virus

Virus Prevention
and usage of
remedy
programs

- Understanding
the concept of
computer virus

- Understanding
how to prevent
computer virus
-Using remedy
programs for virus
removal

2) Teacher module

The teacher is supposed to manage the overall information about students, such as
personal history and study grade.  Our system is designed to help teachers manage the
study contents, evaluation results and BBS easily. In our system, like students, a
teacher should login first. After login, the teacher can check students’ progress in
his/her class and provide advice to students depending on the contents the students
finished studying or the evaluation results. The teacher can check student’s progress
by identifying test scores for each area and stage, discussions on email and BBS, etc.
Also, the teacher can answer students' questions via BBS or chat. Fig. 3 shows the
menu structure for teachers.
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Start

User authentication       announcements      study room      material storage room

Study guide study menu study contents evaluation

-Guide study methods -study areas -introduce study -stages
-Guide usage methods -study stage unit -areas

-study each unit

Fig. 1. The overall menu structure of our system

Students

  Study guide      search study         do study    study report     discussion       Q & A
                         contents finished

Fig. 2. Menu structure for students

Teacher

  User                    Study content       Reports   Evaluation          Q & A
  Management       management        management        management      management

Fig. 3. Menu structure for teachers

4   Implementation of the Proposed Teaching-Learning System

4.1   System Development Environment

The proposed system is implemented as follows. We adopt the script languages PHP
4.0 and JavaScript for our implementation. Flash MX is the authoring tool we used to
provide dynamic images. Apache is used for Web server. The Website address of our
system is http://comedu.snue.ac.kr/~nadajin.
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4.2   Major Screens

1) Initial screen
Fig. 4 shows the initial screen of our system. Each user is required to login first. After
login, diverse menus are displayed depending on users. In case of a teacher, in
addition to the basic menu, the menus for membership management, study contents
management, report management, and Q & A management are shown.

2) Study guide screen

In this screen, the main menus for study contents of operating systems are
presented. Based on these menus, students can search study contents they have
finished. Students also can choose the next study contents including areas and steps in
each area. After their study, students are guided to submit their study results on BBS.
Fig. 5 shows the study guide screen in our system.

3) Study area selection screen

After user authentication, students are faced with menus for selecting four areas
on operating system study. These four areas include the concept area, functions of
operating systems, practice of usage, and virus area. If a student chooses one area, the
student is required to select one of the three stages depending on their progress. Fig. 6
shows the study area selection screen.

4) Study stage selection screen

In this screen, students can choose one of the three stages, stage 1, stage 2 and stage
3, depending on their grade and progress. After the selection, a menu for unit study is
displayed.  Fig. 7 shows the study stage selection screen.

5) Unit study screen

After choosing the study areas and stages, students can select a study unit of
operating system contents. Fig. 8 and 9 show the screens of the basic concepts and
functions of operating systems, respectively.

                  

     Fig. 4. The initial screen         Fig. 5. Study guide screen
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   Fig. 6. Study area selection screen                Fig. 7. Study stage selection screen

        

         Fig. 8. Screen of the basic concepts           Fig. 9. Screen of functions of operating systems

4.3   Guide for Practical Use of the Proposed System

In this section, we present some guidelines for both students and teachers to follow so
that they can use our system effectively.

1) Guideline for Teachers

In schools, it is difficult for teachers to teach operating systems due to lack of
knowledge and adequate materials for elementary school students. In order to teach
the operating system contents successfully, it is very important to select adequate
contents for students and apply teaching methods. This is due to the fact that
operating systems is a difficult and broad subject.

In this system, the study contents are organized according to the advancement of
student knowledge. Also, in our system, teachers can store and retrieve students’ test
scores and other results. Based on these results, teachers are supposed to give advice
to each student. Also, teachers are required to check students’ progress regularly and
give quick responses to students.

2) Guideline for Students

The proposed system provides various theories and practices of operating systems
for different levels of students on the Web. In this system, students can check the
study contents they have finished and select the next areas. After each unit, students
can check their progress for themselves. If they fail to achieve their study goals, they
can repeat the same contents as often as they wish.
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This system provides various types of interactions (student-to-students, student-to-
teacher, and student-to-experts) in order to achieve the study goals. Thus, students are
supposed to use various communication tools such as e-mail, chat and BBS, whenever
they need some assistance. Also, students are required to check their progress through
formative tests.

5   Conclusions and Further Work

Although operating systems is an important area in ICT literacy education, it has been
ignored in schools due to lack of teachers’ knowledge and adequate contents. In this
paper, we designed and implemented a Web-based operating system teaching—
learning system for elementary school students.

In order to teach operating systems effectively for elementary school students,
organizing study contents and teaching methods is very important. In this sense, we
organized and classified study contents based on the existing curricula, such as the
Computer Science Final Report [11], TEKS [10] and the ICT education curriculum
[6]. We designed this system to support students’ self-directed study so that students
can learn the theories and practices depending on their progress. In order to support
self-directed study, we provided various types of interactions and diverse examples
for students. We also designed a multimedia-based user interface for ease of use. For
teachers, this system was designed to check students’ progress and results quickly. In
addition, this system was designed to help teachers manage study contents, evaluation
results, and BBS easily.

The proposed system will be extended as follows. First, we will choose and refine
the terminologies for elementary school students. Second, we will continue to refine
the user interface according to the advancement of student knowledge. Finally, we
have a plan to develop various evaluation strategies and methods.
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Abstract. The Internet has promoted several changes in the world, including on
education. People have been more interested in learning, which makes develop-
ing higher quality content material even more important. In addition, people
want to satisfy their learning needs according to their personal characteristics
such as knowledge background and learning style. Therefore, nowadays there is
a great interest on reusable learning content material and adaptive systems.
Learning metadata standards contribute to achieve such reusability through the
idea of learning objects. However, there is no guidance on how to develop
learning objects, but only on how to describe them. The work presented in this
paper proposes a model for structuring knowledge (concepts, demonstrations
and interactions) in learning objects according to their context, representation
and composition. This approach enables increased reusability and adaptability
while providing better structured content material.

1   Introduction

We are living on what has been called the Information Age. There is an overload of
information that is getting more difficult to filter, manage and assimilate. As a conse-
quence of this high amount of information readily available and easily accessible we
want to be able to use it in an efficient and effective manner to pursue our goals.

The development of the Internet has accelerated this process. Not only, the Internet
has become a great resource of information but also the access to this resource is easy
and affordable. This is the main reason why the Internet has caused many changes on
several business areas.

In parallel to all this revolution, Education has also been re-discussed. New theories
and paradigms have been developed and new methodologies have been tested. The
Information Age and its environment of rapid changes have increased the importance
of life long education and the Internet has provided mechanisms for advancing tech-
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niques and methodologies. In addition, changes like personalization of services and
content that the Internet has endorsed in the business area are also being propagated to
education.

In order to provide education, it is necessary to develop learning content material.
However, developing high quality material is expensive and time consuming. It has
led to a demand for reusability in order to enable reduction of costs and time for mate-
rial development.

The use of well-structured descriptions of the content material (metadata) has con-
tributed to a better search of the desired material, thus facilitating content reuse. How-
ever, as these descriptions are not unique it is necessary to provide ways to enable
interoperability among metadata structures. This is particularly important when con-
sidering that there is a movement towards globalization where organizations need (or
want) to cooperate to each other,

To enable interoperability of learning content, organizations such as IEEE, IMS
Global Learning Consortium and ADL have worked to develop technical standards,
recommended practices and guides for learning technology. In general, their main
focus is on describing learning content (e.g., [1], [2] and [3]).

Although these valuable efforts are being used worldwide and have proved their ef-
ficiency and efficacy, there are still some problems on how to structure learning ob-
jects. The general approach consists on having already developed several learning
objects (i.e., learning content materials) and to define their metadata in order to allow
their reuse on different educational and training programs.

The work described in this paper presents a conceptual framework that considers
facts to be learned according to theory and practice, i.e. concepts, stories (knowledge
experiences) and phenomena. In addition, a more critical view is also expressed
through interactions. However, in order to use these concepts, phenomena and inter-
actions in a learning activity it is necessary to place them into a context. Finally, an
application enables representing such knowledge and it is possible to se-
quence/animate it. Therefore, besides improving content reusability and adaptability,
our approach also provides guidance in the development of learning objects and ac-
tivities.

This paper is organized as follows: Section 2 describes our proposed architecture of
schemas for Learning Objects. Then, in section 3 we present the concept of Knowl-
edge Manifold, which is reorganized and restructured to be used in our conceptual
framework. In this section we also present the fact schema. Section 4 describes the
context schema, which represents the environment in which learning occurs. Then,
Section 5 presents other schemas and their integration to the overall architecture. Sec-
tion 6 presents the relationships of the schemas, showing therefore how they are asso-
ciated. Finally, Section 7 presents some final remarks.

2   The Proposed Architecture of Schemas

In order to improve reusability it is desirable to have high granularity in learning ob-
jects. However, breaking up content usually leads to losses in meaning. Considering
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these aspects, it was decided to adopt an architecture of schemas (or conceptual
frameworks) in order to be able to define semantically richer learning objects although
with high granularity. It was also seen as an important aspect to be able to apply un-
derlying concepts of learning into the development of learning objects.

In our architecture of schemas (Figure 1) we consider as a “fact” everything that is
to be learned, i.e., concepts, experiences and experiments. However, a fact is related to
a context that represents the environment in which the fact occurs. Therefore, the
interpretation of a fact is dependent on its context.

Fig. 1. Architecture of Schemas for Learning Objects

Facts and context are subject to interactions, i.e. in order to enable better under-
standing of facts according to their context it may be necessary to discuss over the
facts and their environment. These discussions are represented through interactions
that also allow the evolution of facts and contexts. Notice that this component is more
important when a critical thinking approach of learning is considered. Thus it is not an
essential component, but it has increased on significance over the years as education
shift from teacher-oriented to student-oriented.

Learning occurs through the representation of facts, their context and respective
interactions. Representation provides media representation so that it is possible to
learn facts and interactions through an application. It is also an important aspect be-
cause it enables adaptability according to learners’ styles and abilities. The represen-
tation component is the most affected by technology since it is the representation of
application mechanisms that are used to present information (facts and interactions).

Finally it is possible to compose facts, interactions and contexts (knowledge ob-
jects). It allows a more sophisticated knowledge representation because we organize
information into more complex units that will originate learning objects, i.e., the
physical learning objects (content material files) and respective metadata.

We consider the fact and the context schemas the most important because they are
responsible for describing concepts and experiments as well as the environment on
which learning is going to happen. Therefore, they are going to be detailed separately
in sections 3 and 4 respectively.

Learning Objects

Representation Composition

Knowledge Objects

Context

Fact Interaction
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3   Concept of Knowledge Manifold and the Fact Conceptual
Framework

For the fact schema, in our work we have adopted the concept of Knowledge Mani-
fold. According to Ambjörn Naeve [4], an idea (concept) is a representation of a sub-
jective experience. Knowledge Manifold (Figure 2) is the collection of such ideas
within each individual that are constantly calibrated with their surroundings in a mul-
titude of different ways. It is based on the fact that the mind works part deductively,
by theorizing – part inductively, by collecting experiences. A theory creates expecta-
tions that often lead to experiments, the outcome of which in turn can verify or contra-
dict the corresponding theoretical predictions, thereby influencing the conceptual
evolution of the theory itself.

Fig. 2. Conceptual classification of a Knowledge Manifold

Facts can be theoretical or practical, hence involving concepts and/or can express
experiences. Tools can present a concept.

Concepts can be inward ideas (mentally expressed) or outward ideas (medially ex-
pressed). There are different kinds of relationships among concepts: generaliza-
tion/specialization, part/whole and associations.

A concept can be an element or a container (i.e., a set of medial concepts). An ele-
ment concept can be a substance (i.e., describes something that remains unchanged
during the transformational changes – just like a noun), an operation (i.e., describes a
process of change/transformation – just like a verb) or an aspect (i.e., describes some
type of invariant property of a substance – just like an adjective). A container concept
has associated maps that are related to facts.

Fact
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A tool is an application that presents facts. It can be passive in such a way that is
expresses the idea through an image, a sound or a text; or active presenting a simula-
tion or experience.

Facts are associated to responses that can be of type question, answer or comment,
and a comment can be direct, i.e. expressed in multimedial form, or indirect, i.e. ex-
pressed in the form of a link (address).

Since we see the educational process as an application of the Knowledge Manifold,
we use the structuring of facts to represent knowledge to be learned. We adapted the
conceptual classification of a Knowledge Manifold in order to define the fact concep-
tual framework (Figure 3), i.e. the fact schema of the Figure 1. The extensions are
represented through gray boxes and dashed lines.

Fig. 3. Fact conceptual framework

We represent facts to be learned according to three different approaches: theory,
story and practice, i.e., concepts, knowledge experience and experiments.

Story represents stories or cases. A story is composed of personages, descriptions of
the environment (atmosphere) and actions. The personages execute actions that occur
in a specific atmosphere.

Notice that interaction and representation aspects such as response and tool that are
depicted in the conceptual classification of a knowledge manifold (see figure 2) are
not represented in the fact conceptual framework (figure 3). They will be represented
in other appropriated conceptual frameworks (interaction and representation concep-
tual frameworks). Therefore, this is the reason for response, questions, answers and
comments or tool, active, passive, image, sound and text are not included here.

We extended the element concept in order to allow its representation directly or in
the form of a link (address), i.e., indirectly. In addition, as presenting an experiment
involves components that are processed according to a specific methodology, these are
the extensions for phenomenon that we have defined in the fact conceptual framework
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(figure 3). A phenomenon is composed of component, methodology and process. A
process is composed of steps that have input, processing/work and output. A step can
be more complex, involving other phenomena.

In order to enable better understanding we present an example in italics. We could
represent the fact that a dog barks loud to a mailman in a house. The concept could be
medially represented through a container of a dog (element substance), bark to (ele-
ment operation), loud (element aspect volume), mailman (element substance), in a
house (element aspect place). In this case we would have the (definitions of the) con-
cepts dog, to bark to, loud, mailman, and in a house. However, it could also be pre-
sented through a story, with personages (dog and mailman), atmosphere (in a house)
and an action (to bark). Finally, we could represent it as a phenomenon with method-
ology (observation of a mailman delivering mails in a house), components (dog and
mailman) and a process (s1: the mailman is arriving and we look for the dog; s2: the
mailman arrives and the dog starts barking; s3: the mailman deliveries the mail and
the dog keeps barking; s4: the dog keeps barking and we measure the volume of the
barking; s5: the mailman leaves and the dog stops barking).Other representations
could also be possible, such as having the same story plus the concept mailman. It
only depends on what it is going to be taught.

4   Placing Learning Concepts and Experiments into a Context

After defining the fact conceptual framework, representing concepts, stories and ex-
periments, it is necessary to define a conceptual framework for context.

Hawryszkiewycz [5] says that learning objects take a new meaning in their context
and can better add to knowledge if they are placed in a context. Naeve [4] emphasizes
this importance when he says that separating between knowledge-components and
learning-strategies is complicated by the fact that any given answer implies a pre-
judgement of the context within which the question was formulated. This creates a
‘strong dependency’ between what is being presented and under what kind of circum-
stances it is being presented, which represents a hardwired relationship between
knowledge-content and learning-strategy.

According to the Webster’s Dictionary, context is the environment in which an
event occurs. Therefore, the learning context is the environment in which the facts to
be learned occur.

We represent a learning context (Figure 4) through the knowledge area, learning
goals, learning level, requirements / prerequisites, moments, places and experiences
that are related to the fact.

A context can be simple or complex. In the latter case it represents a composition of
contexts.

Area represents the knowledge area. Goal represents the learning goal. Level repre-
sents the learning level. Requirement represents the learning requirements or prerequi-
sites. Moment and Place represent respectively temporal and spatial aspects related to
the fact.
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Fig. 4. Learning context conceptual framework

Experience presents academic and work experiences related to the fact. An experi-
ence in which the fact is inserted can represent a course and/or a job. A job involves
activities, some of which can contextualize the fact. The requirement for learning a
fact can be a specific experience.

In order to enable better understanding we present an example in italics. We could
represent several different contexts. A simple context would be representing only one
aspect such as level (novice, intermediate, advanced) or area (veterinary). A complex
context could have an area (veterinary), a goal (to understand dogs reactions under
mailman presence), a level (advanced), and requirement (to know concepts such as
dog, mailman, barking, house, and that normally a dog barks; and previous experi-
ence on animals psychology). The learning will provide experience on working with
mailmen to avoid bad reactions on dogs. The place is in a house while the moment is
when the mailman is near the house. Notice that several variations of this context are
possible.

5   The Other Conceptual Frameworks

In this section we present the remaining three conceptual frameworks/schemas (inter-
action, representation and composition) of the proposed 5-schema architecture that
was described in section 2.

Interactions allow a better understanding of the concepts, knowledge experiences
(stories) and experiments as they enable a critical discussion over the facts. Since facts
are inserted into a context, these interactions must also consider the context. Figure 5
represents the interaction schema. Notice that it is part of the conceptual classification
of a knowledge manifold. However, it was extended in order to express more semantic
related to the messages.
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Fig. 5. Interaction conceptual framework

In order to enable better understanding we present an example in italics. Questions
over the example experiment in the second context (the complex one), could be: date =
march 13th, 2003; role from = professor John; role to = all students; subject = specific
case?; message = Is it a characteristic of a specific kind of dog?. Then student Mark
could answer in the same day to the professor that he has made experiments with three
races of dogs and they all behaved the same way, barking loud; while student Mathew
could comment in the next day to all students that he believes that trained dogs do not
have the same behavior.

As described in section 3, the concepts, stories and experiments are expressed in the
fact schema and are related to the environment in which learning occurs (expressed in
the context schema – see section 4). The interactions allow the discussion over such
facts, thus improving learning. However, it is necessary to represent all these compo-
nents (facts, context and interactions) through a media. Figure 6 shows the representa-
tion conceptual framework.

Fig. 6. Representation conceptual framework

A tool can be simple or complex. In the later case, it is composed of other tools. A
passive tool conveys information through different types of sensing media, most often
visual images, sound, text or video. However, through an active tool it is possible to
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perform experiments of different kinds, for instance simulations, demonstrations or
practices. Finally, the representation conceptual framework also includes interactive
tools that can be available in text (e.g., email, newsgroup, discussion forums and tex-
tual chats), sound (e.g., voice over IP and phone calls) and video (e.g., videoconfer-
ence).

In order to enable better understanding we present an example in italics. A simple
tool could represent the concepts of the first example in the beginner level context
through a video. The second context could have a complex tool to through practice
enable the student learning the experiment and through a text interactive tool enable
discussions.

Finally, we need to enable compositions of the represented facts, interactions and
their context. Figure 7 presents the composition conceptual framework. Composition
is achieved through animation or sequencing of knowledge objects and corresponds to
an ordered aggregate of facts, interactions and contexts.

Fig. 7. Animation/Sequencing conceptual framework

In order to enable better understanding we present an example in italics. Consider-
ing the second example of context, we could have the representation of the story
through a video, which would give the motivation to the experiment. Then the se-
quence would be the experiment though practice followed by discussions. The next
step could be defining the reasons for this behavior of dogs.

6   Integrating the Conceptual Frameworks

Since we have defined the schemas (or conceptual frameworks), it is necessary to
determine their relations.

A knowledge area (represented in the context schema) is defined through a concept
defined as a fact or it can be defined through a direct description. It is related to fact
and response, since they refer to a knowledge area. This area can slightly adapt a ge-
neric concept, so it is important in the definition of the context.

The learning goal can be expressed through fact-objectives, i.e., facts can describe
other facts’ goals, or through a direct description. By well-established and dissemi-
nated learning goals related to a specific fact or participating of a specific interaction
the learner can feel more motivated. In addition, knowing the learning goal and objec-
tives enables a better organization of learning as a whole.

It is possible to express requirements/prerequisites through facts or experiences,
i.e., relations between fact and requirement define a fact that is prerequisite of other
specified fact. Similarly, relations between requirement and experience define an

Composition

Sequence Animation



494         S.W.M. Siqueira, M.H.L.B. Braz, and R.N. Melo

experience that is prerequisite of a specified fact. In addition, the prerequisite facts and
experiences allow better and easier understanding of what is to be learned.

The relation between fact and experience expresses how learning the fact can con-
tribute to the learners’ experience. Analogously, the relation between interaction and
experience expresses how participating of the interaction can contribute to the learn-
ers’ experience.

The relations between moment and place with fact and interaction represent tempo-
ral and spatial aspects of learning.

Facts and interactions are represented through the use of tools. Concepts and stories
are passive tools while phenomena are active tools and interactions are interactive
tools. The context can help in the choice of the best representation tool, for example
the concept to bark can be represented by a image in conjunction with a sound for a
little child while it is enough a text for a teenager (context level).

The learned sequence of knowledge objects (facts and interactions) defines what
has recently been learned and what is to be learned, so that it makes learning the fact
simpler and motivates the learner. The relation between animation and context as well
as the relation between animation and representation allows better sequencing and
animation through the same or complementary contexts or representations. Notice that
animations generally occur when simpler concepts are considered (e.g., animation of
pictures composing a story).

7   Conclusion

In this paper we presented a novel approach for developing learning objects based on
an architecture where semantic aspects are emphasized. This architecture is centered
on the idea of knowledge objects (concepts, stories and phenomena, plus interactions
embedded in a context). These knowledge objects are represented and possibly com-
posed in order to originate learning objects. The resulting learning objects allows
better structuring of what is to be learned as well as better definition of related learn-
ing activities. Therefore, besides improving content reusability and adaptability, our
approach also provides guidance in the development of learning objects and activities.

We started studying learning objects and their application in learning environments.
Then we have seen that the development of learning objects could be better structured
thus allowing more reusability and adaptability. Therefore, we initiate the process of
defining the underlying concepts (hence defining the schemas).

The definition of the schemas was not only based on the concepts about knowledge
manifold but also received an important input from the generalization of a previously
proposed metamodel that was defined in the context of marketing activities [6] [7].
The generalization of the concepts for a generic environment allowed a deeper discus-
sion on the schemas for developing learning objects.

In addition, a previous proposal of an architecture of schemas for learning objects
based on the conceptual architecture of data warehouse systems [8] enabled the per-
ception about the need for more structured learning objects than the considered in the
available standards proposals.
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In [9] we proposed a configurable environment for e-learning systems that we are
going to instantiate. The work described in this paper is part of the database schema
definition for this e-learning environment, in which we try to apply a better knowl-
edge-structured approach.

During the development of our proposal we have found some interesting works.
Song [10] presents a metadata model for learning objects. Although it is related to the
description of learning objects instead of knowledge that is embedded in learning
objets, it considers some similar concepts, such as the need for structuring content,
carrier (representation), neighbor (context and composition) and intensity (context).

Rodriguez, Chen, Shi and Shang [11] present the idea of open learning objects
(OLO), in which it is considered an interface to export the results of learning objects-
to-learner interaction and for learning object adaptation. It considers InnerMetadata
that is the collection of layered metadata mechanisms that are used to describe the
OLOs, their adaptive features, and the learning interaction tracing. It presents five
layers for OLOs that look somewhat similar to our proposed architecture of schemas
for learning objects. However, they do not consider learning context and their work is
on describing learning objects to enable better learner interaction and learning object
adaptation, while our work is based on the knowledge representation of what is to be
learned so that better learning objects can be developed.

Hawryszkiewycz [12] presents how to integrate learning objects into learning con-
texts. This is a complementary work to our proposal, since besides considering the
context of facts and interactions, it will be also necessary to consider the context of
learning objects.

Finally, Elisabeth H. Wiig and Karl M. Wiig [13] describes the importance of con-
ceptual learning, in which is emphasized the use of conceptual maps. We consider this
is an important work that is related to the definition of facts and their sequencing in
our proposal. Therefore, we consider it as a complementary work to our proposal and
further study will be necessary.

We are just at the beginning of what we expect to be an important contribution for
e-learning but a lot of work is still to be done. Some of the future works involve the
detailing of the other database semantic components such as learner and course con-
ceptual frameworks; the use of ontologies for improving the usability, efficiency and
efficacy of the proposed schemas; the development of automatic behavior and intelli-
gent guidance throughout the development of learning objects in order allow an easier
and faster structuring; and more detailed tests of the proposed schemas.
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Abstract. This paper presents the design of a web-based learning content
authoring tool as well as the way learners can access courseware material,
within the scope of a personalized, yet social, learning environment for
vocational training. The authoring tool is intended to be part of the instructional
component of the VirRAD European project, where the learning process is
inspired by the principles of the Mindful Learning theory and supported by an
intelligent learner modelling system. It will enable the creation of
Radiopharmacy-related learning content that can be easily accessed and reused.
In addition, it will facilitate the monitorship of the users’ learning activities.

1   Introduction

Nowadays that the use of Internet has been expanded widely and the time and place
limitations are considered as an obstacle to the traditional classroom-based training,
technology-based learning, otherwise e-learning, gain continuously the interest of
scientific community, organizations and governments. In the recent past, a great
number of e-learning platforms has been introduced into the market [1], showing
different characteristics and services, according to the pedagogical approach they
follow for serving their end-users needs as well as the technological solutions they
adopt to support the learning process. The swift growth of technology that is observed
the last decade facilitates the incorporation of new services and functionalities in such
platforms that could not be even conceived few years ago. As a consequence, e-
learning environments are now able to efficiently manage just-in-time learning
content [2] as well as pedagogical aspects related to the training process [1].

E-learning environments are expected now, more than ever, to deploy and manage
learning content that can be easily searched and retrieved during an auto-learning
phase as well as to be reused for different educational purposes. Content’s reusability
is considered as a crucial factor for the effectiveness of an e-learning system as not
only reduces the efforts that have to be paid for the redesign of the learning content
but also contributes to the avoidance of content duplication [1]. Moreover, the wide
variety of learning resources may disorientate learners from choosing content that best
meets their needs, according to the previously gained knowledge. To overcome this
                                                          
1 This work was supported by VirRAD/IST-2001-32291
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learning obstacle, it is essential to allow the learners to easily locate and access the
content of their preference.

Another important functionality that up to date e-learning environments are
expected to expose, is the monitorship of the users’ interactions with the content [1].
This enables the system to gather information about the learning resources’ usage as
well as to track and report on learners’ progress and performance. Students are then
able to consult, at any time, the results they have reached and, consequently, to
monitor their preparation level. This information can, also, be exploited by the system
in an attempt to diagnose the learners’ needs [2] and advice them on the most suitable
learning content [1].

A first step towards content’s accessibility is the description of the learning
resources in a consistent way using metadata. Metadata, or “data-about-data”, are
defined as the attributes required to fully and adequately describe a learning resource
regardless of a specific learning context or a specific educational purpose.
Furthermore, as mentioned in [2], the reusability of the learning resources
presupposes the presence of an advanced knowledge management system able to
categorize, enrich and integrate learning resources. It is, therefore, fundamental for
the application of web-based learning to attach metadata to the learning resources.
Hopefully, the last years, a lot of effort has been put on the development of learning
technology specifications towards this need. Organizations, such as IEEE Learning
Technology Standards Committee (LTSC) [3], IMS Global Learning Consortium
(IMS) [4] and Advanced Distributed Learning (ADL) initiative [5], have presented
remarkable outcomes regarding the development of standard metadata rules able to
point out the real semantic content of the learning resources.

A web-based courseware authoring tool, as part of an integrated e-learning
environment, able to develop accessible and reusable learning resources, is considered
not only valuable for serving effectively the learner’s needs but also for facilitating
the whole learning process by allowing the monitorship of the learner’s interactions
with the content. It is one of the technological means that the environment should
exploit in order to serve the pedagogical approach it adopts and manage just-in-time
learning content.

This paper is dedicated to the design of such a tool, within the scope of a virtual
learning environment for vocational training on the radio-pharmacy field. The section
2 of the paper presents briefly the VirRAD European project, in terms of the
objectives and expected outcomes, whereas section 3 focuses on the instructional
component of the system. Section 4 is dedicated to the design of the authoring tool, as
it is envisioned to function, as well as the way in which learners can access the
learning material. The fifth section is engaged with implementation considerations.
Finally, some conclusion remarks together with the envisioned next steps are
presented.

2   The VirRAD Project

VirRAD (Virtual Radio-pharmacy) [6] is envisioned to be a virtual learning
environment for the vocational training of individuals on the radio-pharmacy field.
The learning process will be inspired and conducted under the theories and principles
of the Mindful Learning theory as well as other contemporary learning or
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instructional design theories. Mindful learning theory questions seven myths of the
traditional learning and supports experiential learning, enhances learning process
through creative distraction and presents an alternative view point, encouraging more
flexible learning [7]. Within VirRAD, a multi-layer, meta-cognitive learner modelling
system will support the learning process by encouraging individuals to communicate
and collaborate with each other, facilitating the learning content access according to
each learner’s needs, and offering pedagogical advice on the learning material usage.
The environment, where the learning process will be realized, will be a virtual space
enabling the communication and collaboration among the individuals both in a
synchronous and an asynchronous manner.

To meet the aforementioned objectives, VirRAD system has been divided into four
main areas, namely Public Website, Community, Instructional Component and
Project Internal Site [8].
� The Public Website constitutes the VirRAD’s introductory component aiming to

invite potential users to the system. It will provide general information on Radio-
pharmacy as well as the means for the users to contact the VirRAD team.

� The Community site provides a series of tools for the communication,
collaboration and information exchange among the radio-pharmacist’s community
members. These tools offer functionality such as personal card, library, text chat,
virtual conference, forum, news, links, events, adverse reactions reporting system
and glossary of terms.

� The Instructional Component of the VirRAD system aims to support and facilitate
the access to the learning material through an intelligent learner modelling system,
as well as to encourage and facilitate interactions among learners, authors and
mentors. The Instructional component will be further discussed in subsequent
sections.

� The Project Internal Site provides functionality similar to the Community’s but it
applies, mainly, to the project members.

3   Instructional Component of the VirRAD System

The Instructional component of the VirRAD system concerns learner-learner, learner-
mentor, and learner-system interactions as well as the access and the creation of the
VirRAD courseware. Within this area, the users of the system can undertake three
types of roles: learner, mentor or author.

Each learner has his/her own personal learning profile (e.g. determined through
introductory assessments or further registration). S/He can access the available e-
learning material, make use of the VR Laboratory (that is subsequently described) and
be supported by mentors and the learner modelling system.

Mentors derive from the real radio-pharmacists’ community and have as main task
to support the learners into the instructional component. This is realized in two main
modes: asynchronously, via e-mail, or synchronously in the 3D Virtual Teaching
Laboratory (this is also described in the next paragraphs).

Authors are members of the VirRAD community that have as main task to provide
Instructional material to the learners in the instructional component. They can submit
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and modify instructional material as well as to attach and edit metadata to the learning
resources.

The main functionalities the instructional component provides, are:
� The VR laboratory: It is a 3D simulation of a radio-pharmacy laboratory, where

learners, represented by 3D avatars, can experiment on radio-pharmacy equipment
by carrying out specific learning scenarios. The VR Laboratory can be accessed
either in a stand-alone or in a multi-user way (VR Teaching Laboratory). In the
first case, a learner can interact with the radio-pharmacy equipment and get
pedagogical advice by the system or send an e-mail to a mentor requesting further
explanations. In the second case, learners can meet, communicate and collaborate
with each other and with mentors, as well as get support by mentors on the usage
of the 3D simulated radio-pharmacy equipment.

� The learning management element: It provides tools for the creation and
integration of learning objects and courses into the VirRAD courseware. This
element facilitates the access to the courseware and monitors the learners’
interactions with the instructional material, while offering them pedagogic advice
by means of the intelligent learner modelling system.  Learners are able to conduct
self-assessments as well as to create, access and edit their own personal academic
records, which exchange data with the learner modelling system. The last is
divided into two main parts: an active and a static one. The active part is mainly
responsible for monitoring and analyzing the learner’s interactions with the
learning material, while the static one (database) stores information and statistics
about the learning activities experienced by a learner. This information is used by
the system with the intention to offer pedagogic advice to the learner’s best
advantage. Furthermore, mentors can support learners by monitoring their personal
academic records, answering to their questions via e-mail, suggesting informative
learning resources or inviting them in the VR teaching laboratory for further
discussion.

� The courseware: It comprises the learning content of the VirRAD system. The
topics of the content are mainly targeted on the radio-pharmacists’ community and
therefore they focus on the preparation, manipulation and quality control of
potentially hazardous radioactive material. VirRAD system will support a wide
variety of content types, such as exercises, slides and 3D simulations (e.g. elution
of a generator and contamination monitoring). The courses will be composed of
learning objects, which will be accessible and reusable and they could be linked to
more than one course.
This paper is dedicated to the design and development of the third functionality.

Therefore, the structure of the e-learning content as well as the tools for creating and
accessing courses are described in detail, in the following sections.

4   VirRAD’s Courseware

The courseware within VirRAD is intended to serve the need of the radio-pharmacy
community members for just-in-time learning content related to radio-pharmacy. The
courseware elements, also called content model components, should be easily merged
and aggregated to produce a modular repository of training material, whereas they
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need to be attached with descriptive information for facilitating their easy access and
reuse. Furthermore, according to the Mindful Learning theory, the learners’
interactions with the learning material should be tracked by the VirRAD’s learning
management element. These interactions include the time a learner spends on a
learning resource, other similar learning resources the learner selects to view, the
content type (e.g. vide or text) delivered to the learner as well as answers to
assessment questions. The following subsections present the VirRAD supported
content model components and their metadata elements, the way these components
can be aggregated to form larger units of instruction as well as the means that enable
their access and monitorship in terms of learners’ interactions.

4.1   Content Model Components

The VirRAD system distinguishes three types of learning content model components,
which are involved in the courseware development process. These concern “Assets”,
“Learning Objects” (including assessments) and “Courses” and they are defined as
follows:
� Assets: Assets comprise the basic constitutive element of the courseware. They

refer to raw media files that can be viewed by a web browser, such as slides, flash
objects, exercises and 3D simulations.

� Learning Objects/Assessments: A learning object refers to the learning content
launched by the learning management element and delivered to the end-user during
a courseware learning experience. It can be either a collection of one or more
assets or an assessment object. Assessments may contain a question of at least four
types, namely multiple-choice (true-false and multiple answer are also included),
matching, fill-in-the-blank and open short answer questions (including short
paragraph questions).

� Courses: One or more learning objects or even courses can be aggregated together
to form a cohesive unit of instruction, i.e. a course, dedicated to radio-pharmacists’
needs. Within a course, the learning objects and courses will be listed sequentially
in an author-defined order. Using a course as part of another course, authors can
develop courses nested in any depth and, thus, apply learning taxonomy hierarchy.

4.2   Metadata Elements

In order to allow the application of web-based learning and fulfill the requirements for
accessible and reusable learning content within VirRAD, there is the need to attach
metadata elements to the three previously described content model components. As
already mentioned, the scientific community and industry engaged in e-learning
technology area has presented a variety of specifications regarding learning resources
metadata. The most significant of them are the IEEE 1484.12.1 Learning Object
Metadata (LOM), approved on June 2002 as an IEEE-SA standard, the IMS Learning
Resource Metadata Specification and the SCORM Specification.

As described in [3], LOM defines the attributes required so as to fully and
adequately describe a learning resource. The IMS Global Learning Consortium based
on LOM and slightly modifying it, has developed the IMS Learning Resource
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Metadata Specification. Finally, the SCORM Specification references the IMS
Metadata specifications and applies its definitions to the SCORM’ s three content
model components. This mapping provides “the “missing link between general
specifications and specific content models” [5].

From the above it is clear that the SCORM specification has precedence over the
other aforementioned specifications, as it refers to them while making one step
further. This is, actually, the main reason why more and more learning technology
products tend to be compliant with it [9].

SCORM specification maps the metadata elements to its three content model
components, “Assets”, “SCOs” and “Content Aggregations”, by defining which
elements are mandatory, optional or reserved by the system. Assets, SCOs and
Content Aggregations are defined as follows [9]:
� Assets: They concern learning content in the most basic form that can be delivered

in a Web client. Web pages, images and text are few examples of assets.
� SCOs: A Sharable Content Object (SCO) is a collection of one or more assets that

can be launched by a Learning Management System (LMS). However, as opposite
to an Asset, a SCO can communicate with the LMS thus allowing the LMS to track
down the learner’s interactions with the content.

� Content Aggregations: It concerns a content structure that can be used in order to
aggregate Web-based learning resources into cohesive instructional units (e.g
chapters and courses), define the structure of this unit and associate learning
taxonomies. The content structure defines the sequence according to which the
learning content will be presented to the user.
As mentioned above, a SCORM-conformant LMS can track the learner’s

interactions with the content by exchanging information with SCOs.  These
interactions include the majority but not all the interactions that need to be tracked
down according to the Mindful Learning theory. In particular, open short answer
questions are not defined in the SCORM specification, whereas information about the
alternatives content types (e.g. video or text) the learner selects to view is limited to
audio and text preferences only. SCORM supports many more interactions, which,
however, are considered out of the VirRAD scope. Using the SCORM Run-Time
Environment [5] for exchanging all the necessary information between the delivered
learning content and the VirRAD’s learning management element, presupposes the
extension of the data model proposed by ADL initiative, the implementation of the
appropriate (scripting) functions that need to be incorporated into the content, as well
as the extension of the ADL’s Application Programming Interface (API) to implement
the new functionality. Instead, and in attempt to create an auspicious but still simple
web-based authoring tool, we appose our solution to simplify the whole process.
In order to apply SCORM conformant metadata to the VirRAD’s content model
components, we assume the following interrelations:

Table 1. Interrelations between VirRAD and SCORM content components

VirRAD content component SCORM content component
Asset Asset

Learning Object (including
assessments)

SCO

Course Content Aggregation
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VirRAD system will support all the mandatory elements for each of the
aforementioned content model components so as to assure full compliance with the
SCORM Metadata specification. Furthermore, the learning resources will be provided
with some optional SCORM metadata elements, which are considered necessary
within the scope of VirRAD, as well as with an additional one, called “storyboard”.
This has been introduced for VirRAD’s purposes with the intention to describe what
happens in a learning resource. Metadata elements are grouped into nine categories,
namely General, Lifecycle, Meta-metadata, Technical, Educational, Rights,
Relationships, Classification and VirRAD specific.

4.3   Creating Courseware

The courseware material within VirRAD concerns Assets, Learning Objects and
Courses targeted to the learning needs of the radio-pharmacist’s community members.
This subsection presents the way these components are brought to light, during the
authoring process.

As already mentioned, assets constitute the basic element of the courseware and
they can be of various types. Authors will have the responsibility to upload them into
the system (in particular to the Web Server) and enrich them with at least all the
mandatory metadata elements, as they have been defined by ADL initiative.
Thereafter, authors can assemble one or more assets so as to create Learning Objects
(LOs).

In the case where the LO is intended to be an assessment, authors can select one of
at least four question types to insert into the assessment. The available question types
are envisioned, but not restricted, to be multiple-choice (this also includes true-false
and multiple answers questions), matching in two columns, fill-in-the-blank and open
short answer questions (this also includes short paragraph questions). Authors need,
also, to define the correct answer to the question (or keywords that the answer should
include) and, conditionally, the maximum time a student is allowed to view the
assessment object until s/he supplies an answer. This information can be used by the
system in an attempt to monitor and report on learners’ progress and performance.
Moreover, assessments may be enhanced with an asset, located in the Web Server, for
illustrative purposes (e.g. a graphic).

In the case where the LO is intended to be a collection of one or more assets, the
author is provided with a title list of all the assets available in the system’s Web
server. S/He can, then, select the asset(s) s/he intends to incorporate into the LO and
define the way this object will look. This process is facilitated by an ease-to-use
graphical user interface, which aims at alleviating the authoring process by
minimizing the author’s programming efforts.

In both cases, the whole process terminates with the metadata provision.
Thereafter, the system incorporates some scripting functions into the content with the
intention to supply the learner modelling system with the appropriate information that
it needs to be aware of according to the Mindful Learning theory.

Creating a course within VirRAD involves the aggregation of one, or more,
Learning Objects (or even courses) together and the attachment of, at least, all the
mandatory metadata elements required to fully and adequately describe this content
component. These metadata elements aim to describe the course in a particular
context, related to Radio-pharmacy. The way in which authors can aggregate learning
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resources to develop a course within VirRAD has been inspired but is not identical to
that described by IMS Content Packaging and SCORM specifications, due to
simplicity reasons. Though, authors can still apply learning taxonomy hierarchy.

In particular, when an author selects to create a course for VirRAD’s purposes,
s/he will be provided with a list of all the available LOs and courses. S/He can then
select the learning resources that the course will consist of, as well as the sequence in
which they should be presented to the learners (see Fig. 1). As they are allowed to
encapsulate courses in another course, authors are able not only to apply learning
taxonomy hierarchy but also to consecutively create larger and larger units of
instruction.

Fig. 1. Adding LOs to a new course

Besides uploading assets into the system and gradually creating learning objects
and courses, authors have also the ability to modify the attached metadata elements,
as well as the various learning objects and courses. However, any changes to the
learning material are not readily available during content authoring or access, unless
approved by the Editorial Board (members of the real radio-pharmacists’ community
that are involved in the VirRAD project as partners).

4.4   Access to Courseware

Any community’s member registered as a learner can access the VirRAD’s
courseware from the Public Web Site. The general access page for all the courseware
provides the means for the learners to choose a mode of learning, links to all the
available courses approved by the Editorial Board, as well as searching facilities.

Learners can select between two modes of learning while experiencing a course.
These concern the “browse mode”, where learners are able to jump from topic to topic
as they wish, and the “study mode”, where learners are motivated to follow the
pedagogical advice, provided by the learner modelling system. If the learner accepts
the pedagogical advice, s/he can be transferred to another element of the course or
part of the community area. In study mode, the learner modelling system will monitor
the learners’ activities such as what course material they access, for how long as well
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as their response to assessment questions. This is expected to be the usual mode of
using the learning material.

Learners can view the contents of a course by clicking on its title within the
general access page. They are, then, redirected to a new web page, which contains the
course’s table of contents in one frame (in the from of a hyperlink tree) and the real
learning content in another frame. The table of content is built dynamically according
to the course’s structure as it has been defined by authors and stored in the courseware
database. Moreover, when a user clicks on the course’s title or a topic within the
course, a list of links to learning resources that the clicked resource relates to appears
in another frame of the browser window (see Fig. 2). The list of related resources is
built based on the resource’s metadata elements (in particular the elements contained
into the Relationships category).

Fig. 2. Accessing courseware within VirRAD using browse mode

Users can navigate through the learning objects contained in a course or
encapsulated courses, by (a) selecting a topic from the table of contents, (b) using the
“Next page”, “Previous page” navigation buttons, (c) following the pedagogical
advice or d) following a link form the list of the related resources. The last two ways
may guide the learner to another course. The title (hyperlink) of an already visited
learning object is highlighted so as to keep the learners informed of all the learning
objects they have been delivered. While experiencing a course, learners can change
the mode of learning (browse or study) or search for a learning resource.

Learners can search and retrieve assets, learning objects and courses by supplying
indicative keywords. As the three content model components within VirRAD are
described using metadata, the keywords are searched within these metadata elements.
Learners have also the ability to define advanced search criteria such as the title, the
type or the author of a learning resource.



506 C. Bouras, M. Nani, and T. Tsiatsos

5   Implementation Issues

The VirRAD system will be based on a client-server architecture. The picture bellow
(Fig. 3) presents the part of the system’s architecture that is engaged to the
courseware element. There the following three components can be distinguished:

� Web client: Learners will be able to access the learning content as well as other
VirRAD’s services through a browser window. Authors can upload assets and
create or modify learning objects and courses through a browser window too. The
VirRAD system will come with a variety of user interfaces in order to manage the
various functions.

� Web Server: The Web Server is used, among others, for storing the content of the
courseware as well as for storing and executing the scripts of the scripting
environment. The Web Server interacts with the browser window using the HTTP
protocol and with the database by means of the scripting interface. The scripting
environment will provide almost all of the VirRAD’s courseware functionality.
This includes the implementation of the searching functionality, the building of a
course’s table of contents and the information retrieval about the resources a LO or
a course relates to. Moreover, the scripting interface is expected to send events to
the learner modelling system so as to facilitate the tracking of the learner’s
interaction with the content. These involve the amount of time the learner has spent
on a learning object at the time s/he leaves it, the answer s/he supplies to question
objects and the time this occurs, whether and what relative resources the user
selects to be delivered, as well as whether or not s/he selects to view a particular
content type among many alternatives describing the same content (e.g. video and
video script). Within VirRAD the Apache web server will be exploited, whereas
the scripting environment will be mainly drawn upon PHP scripting language. The
events to the learner modelling system will be sent through XML.

� Courseware Database: The database management system constitutes the core of
the whole system where the majority of the information available is stored and
organized. Information related to the courseware element will be stored in the
“Courseware Database”. This includes information about the available learning
resources and their relationships, the metadata elements and data about learner’s
activities needed by the learner modelling system. VirRAD will exploit the
MySQL database server.

� Learner Modelling System: The learner modelling system facilitates the access to
the learning material, encourages the communication, collaboration and
information exchange among learners while offering them pedagogical advice. It
exchanges information with the learners’ personal academic records and the
database and accepts XML events sent through the scripting interface.
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Fig. 3. System Architecture concerning the courseware functionality

6   Conclusions and Future Work

The swift growth of technology allows up-to-date e-learning environments to
incorporate a wide variety of services and functionalities, which enable them to
effectively manage just-in-time learning content as well as pedagogical aspects
related to the training process. Learning content’s accessibility and reusability are
considered essential to the success of such an environment as they obviate the danger
of the content’s duplication, while smoothes the progress of the access to the learning
material. E-learning environments are, also, expected, more than ever, to monitor the
learners’ interactions with the content so as to track and report on their progress and
performance in addition to advice learners to their best advantage.

Metadata constitutes an important attempt towards learning content’s accessibility
and reusability. In particular, SCORM specification regarding metadata references the
most significant learning technology specification towards this need, while making
one step further by linking the metadata elements to particular content model
components. The learning content within VirRAD involves three model components
(Assets, Learning Objects and Courses), which will be attached with SCORM
conformant metadata as well as with an optional, VirRAD specific, metadata element.

The web-based authoring tool we have presented is designed to assemble learning
resources in a highly modular way and attach them with the appropriate metadata
elements. Moreover, this tool allows the creation of assessment questions that
facilitate the monitorship of the learners’ interaction to the content. The learner
modelling system will exploit this information in an attempt to offer pedagogical
advice to the learners, to encourage them to communicate and collaborate with each
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other as well as to facilitate the access to the learning material. Besides the authoring
tool, special attention is paid to the learning content access. Learners will be provided
with all the means that will help them navigate through a courseware element or
access content according to their previously gained knowledge.

The proposed web-based authoring tool as well as the way the learning material
will be accessed, constitute an attempt towards e-learning environments’ requirements
to deploy and manage accessible, reusable and traceable learning content. Our next
steps involve the implementation of this tool and functionality within the scope of
VirRAD. During this phase, special attention will be paid on the minimization of the
programming efforts required by the VirRAD’ authors. For the implementation the
Apache Web Server, a MySQL database server and the PHP scripting language will
be exploited. Furthermore, client-side JavaScript and Cascading Style Sheets could
also be used to provide a more flexible, user-friendly and intuitive graphical user
interface.
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Abstract. The virtual programming lab (VPL) project described in this paper
offers is designed to facilitate  Internet access to application software. It
emulates a real computing laboratory environment that promotes group learning
and project management. The laboratory resources are situated at the university
and are centrally controlled. Users of the virtual programming laboratory
include students, tutors and administrators of the system. Users can be located
at different geographical locations and remotely access applications through the
Internet. The virtual programming lab design is based on a distance education
concept. This paper focuses on the design and development of the runtime
modules within the VPL framework. These runtime modules provide
underlying services that drive the launching of applications, file management
and communications services. In addition, this paper presents an evaluation of
the performance of the system.

1 Introduction

The growth of the Internet over the last few years has promoted many areas of web
development including education. E-learning has become one of the fastest moving
trends and is expected to play an ever more important role in the provision of distant
education.

Web education makes distance learning effective and flexible. Students can learn
according to their own schedules and, if necessary, follow a non-linear approach to
acquiring knowledge based on their own capabilities. Students can access course
materials anywhere at anytime. They can download lecture notes, communicate with
the instructor via email, and sit examinations on the web. Already, there are popular
e-learning software packages that support online lecturing and tutoring and
considerable effort has been put into providing web-based learning and teaching.

All of this notwithstanding, it is not a simple matter to find reports that address the
important issue of providing students with convenient online access to programming
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facilities. Indeed, students who currently wish to access a particular item of software
are invariably required to physically go to the computing lab to do it, and up until
now, solutions to this problem have either been  ad hoc or have required special-
purpose web programming facilities [1][3].

The virtual programming laboratory system (VPL) enables users to launch
programs at remote servers located in the laboratory and provides ease and better use
of laboratory software resources. By providing wide area access through web
infrastructure, VPL allows more students to remotely use the software located within
the laboratory. An additional benefit of VPL is that it allows students to share
resources and remote files with others. By providing a channel for users to
communicate with their peers, VPL promotes collaborative learning.

2 Challenges in Laboratory-Oriented Learning

Advances in Internet technologies have led to new types of teaching and learning
projects. Mostly, these projects have been limited to the dissemination of teaching
materials, but      some projects have tried to provide more attractive and Internet-
informed features that support interactive, customized, and collaborative teaching and
learning. Such Internet-informed projects have included providing a laboratory-
learning environment on the web.  This is an important step, as practical work plays a
central role in learning science subjects. The aims of laboratory work are often
synonymous with the aims of science courses [1] and aided learning. A laboratory
with software access promotes learning because it allows students to apply concepts
in practice. Yet the use of software in physical laboratory settings presents a number
of challenges in terms of efficient and effective teaching.

Currently, little work is found on either ad hoc or special purpose web
programming facilities that support virtual programming environment [2]. When
students need to use lab-based software or have a discussion with project members,
they are required to be physical present in a computer lab, causing students to waste
time traveling and arranging meetings.

In short, laboratory resources are not leveraged effectively and uniformly. One
reason for this is that software and application usage in laboratories often depends on
course assignment workloads and project deadlines, so laboratories (and consequently
software) have a very uneven usage pattern over a term. Similarly, usage tends to be
very high during “normal” lab hours, while resources are under-utilized during off-
peak hours, especially weekends. A further reason for ineffective and uneven
leveraging of laboratory resources is geographical, in that the license usages are
always distributed unevenly.

Instructor/tutor led laboratory sessions usually have an excess of materials to
present. This may lead to students needing extended lab hours to complete their
assignments.  In these circumstances, instructors/tutors too, may face difficulty to
managing their workloads, and find themselves unable to simultaneously run their
courses and appropriately respond to students. Obviously, this can damage both
teaching and learning and teacher and student morale.

A final problem is that software installation and configuration also consumes large
amounts of time in the physical laboratory that could otherwise be spent on more
productive learning activities.
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The aim of the Virtual Programming Lab (VPL) [4] project is to solve each of
these problems by enabling any student with access to a computer with a web browser
and a connection to the Internet to gain access to laboratory resources, wherever,
whenever. There are three desirable characteristics of the virtual learning environment
[5] that are applicable to this project:

1. Supported and customized individual lab environment

2. Real-time and non-real time group usage of the virtual lab environment

3. Collaboration and learning between lab users

The VPL project supports these three characteristics. Users are assigned accounts
to store their individual environment information. System support is provided for
users and administrator to customize and manage their virtual lab environment.
Within the virtual environment, users can interact with each other via built-in
collaborative tools to promote interactive learning.

The VPL system also provides a statistical log of software usage patterns. An
integrated mechanism to monitor the software usage patterns and user behavior are
provided. The former is important for planning of resources, while the latter may be
used as a basis to monitor students learning experience and behavior.

File management is also addressed in this project. The files in the VPL system can
be stored in the local or remote machines. A simple job such as “opening a folder”
involves many processes such as distinguishing the location of the file, connecting to
the remote site, mapping to the remote user account and getting the file information.
The file management function handles these complex tasks for the user. The user does
not need to know the file location before copying the file. If a remote file is copied to
local folder or vice versa, the file transfer between local and remote is necessary and
should be performed transparently.

3 VPL Design

The purpose of the VPL system is to create a seamless laboratory environment that
supports online distant learning. Because of the lack of laboratory simulation projects
that allow remote program launching, the VPL system is designed to provide such
functionality and a standard platform for user interaction.

Fig 1 shows the network infrastructure between clients and lab machines. The VPL
system allows users to access the lab machine software through a thin client no matter
what type of hardware, be a pc, laptop or PDA.

The overall system architecture adopts the typical 3-tier approach where the
graphical user interface is located at the client tier, the virtual lab runtime API at the
middle tier, and the database at the 3rd tier. The client side includes some components
that provide access to the virtual lab runtime. The middle tier manages the virtual
programming lab and provides APIs to access the database and the lab machine. The
third tier stores information and resources in the system (see Fig 2).
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This paper focuses on the virtual lab runtime part which is highlighted in dotted
lines as shown in Fig 2. The runtime will appear as a set of software packages that
bundled together to provide Java API access to service provided by the VPL system.
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3.1 Design of VPL Runtime System

The design of the VPL runtime system can be broken down into five parts:
• File management subsystem—provides remote file management function

for applications. The purpose of the subsystem is to enable the seamless
transfer of files between local and remote systems operating in a graphical
user interface. The component is designed to be modular so as to support
open programming interfaces, where future applications can be built
easily based on the API provided by this system.

• Communication subsystem—provides the communication function
between users of the VPL system. In particular, it supports important
functions to enable users to interact and collaborate with one another
using tools such as messaging, chat and file attachments.

• Remote application launching—provides a remote software application
launching function. This component forms an important part of the VPL
system. It provides remote launching of software that is installed in the
laboratory and to make it available to users accessing it via de facto
standard web browsers. It is made up of a client applet and a
corresponding terminal server which implement X protocol for remote
terminal control.

• Usage monitor—designed for backend support and acting as a repository
for real time usage monitoring. The component provides logging of
activities that are performed by end users in terms of the pattern of
software usage. This information is important to provide support for
collaborative learning, where the usage monitor can inform end users who
are concurrently using the same software. In such cases, users can choose
to interact with one another. Knowledge of the usage patterns of users
would also be useful in planning future software purchases and
deployments.

• Administration subsystem—provides administrative functions that are
similar to a real-life laboratory, providing facilities for users to be added
or deleted, and application access rights to be granted.

The above sub-systems work in tandem to provide the collective functionality of
the VPL runtime system.

4 Implementation and Performance Evaluation

A prototype of the VPL system is being implemented on a web platform hosted by the
J2EE web application server. The implementation part follows the design as described
in section 3. In this section, we discuss issues and techniques of implementing the
VPL runtime system, including the file management sub-system, the communication
sub-system, the usage monitor and the remote application launcher.

This project is implemented mainly in a Microsoft window and Linux
environment. Java™ language is the main programming language used. The software
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platforms used include the Oracle 8.1.7 relational database server, Oracle9i
application server (J2EE compliance) and SonicMQ messaging server.

Also discussed are the collaboration with a backend database and case study on
how to make use of the VPL runtime system.

4.1 Deployment and System Architecture

The system architecture of the VPL system includes a client pc connecting through
the Internet to one web server and an application server.

The Client PC
The client pc contains two applets that are downloaded from the web server. Both of
the applets are digitally signed.

The VPL applet contains necessary classes for running the virtual desktop
graphical user interfaces and classes for connecting to backend services. It directly
connects to the lab machine remote file system. In the deployment diagram, a remote
file object is shown on the client PC. Physically, the remote file resides in the lab
machine. The VPL applet is responsible for getting data from the database by
connecting to the web/application server.

The displaying adapter applet is used to draw remote application graphical user
interfaces on the client side. Shown in Fig 3 is a screen shot of the virtual desktop and
the execution of a remote application GIMP.

The Web/Application Server
The web/application server is Oracle9i application server. It contains a web server to
store web pages for the VPL system and an application server that is capable for
running Java Servlet and Java Server Page (JSP). Java Servlet and Java Server Page
are server side programming based on the Java standard enabling dynamic website
building and connection to backend enterprise services. The message queue server is
SonicMQ, it is used to provide message-based communication between client and
server applications.

The Database Server
The database is based on the Oracle8i server. It is located within the school campus
Intranet. In this way, both the web/application server and the lab machines will have
direct access to the database by use the Java JDBC connection to the server.

The Lab Machines
Lab machines are computers providing remote software applications to remote users.
They are located within the school campus Intranet. There are two system servers
running in each of the lab machines: 1) a remote file server, a file server which
provides remote file management functionality and 2) a usage monitor, which is a
server program that keeps track of which program is being used and by which user.
The usage status is updated to the database server.
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Fig. 3. Screen shot of VPL

The deployment diagram for the VPL system is shown in Fig 4. When the applet is
started on the client side, it connects to the database though the web server and
registers itself to the message queue server. There may be a number of lab machines
working together to provide software usage monitoring. The usage monitor at the lab
machine periodically connects to the database server to update the software usage
status.

4.2 Experiments

To verify and evaluate the VPL system, we have set up an experimental test bed to
measure the performance in terms of the delay in launching remote applications. The
experiment focuses on the lab machine connection speed as shown in Fig 5.
The following software is used to measure the network performance on the client side
and to measure the system resources usage on a Linux lab machine.

1. Network Smart Lite 1.0 (Build 385) is used to measure throughput,
latency and, data sent and received. This application can be used on the
connection with a LAN card.
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Fig. 4. Deployment diagram for the VPL system.
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professional edition

Screen Resolution Not Applicable 1024 * 768 1024 * 768
Color depth 16k bit color 16k bit color 16k bit color

Fig. 5. Confguration of experiment machine.

2. Qcheck version 2.1 is used to measure latency when using a dialup
connection.

3. Xosview is used to monitor the system resource usage in a Linux system
such as CPU time, physical memory usage and swap memory usage.

The experiment was conducted at three different connection speeds. The throughput
and response time were measured using Qcheck version 2.1. The results are
summarized below.
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Measure by Network Smart Lite and Qcheck

Throughput Latency

School LAN More than 10 Mbit/s Less than 10 ms
Broadband LAN  Around 350 Kbit/s Around 20 ms
Dialup connection  Around 30 Kbit/s Around 150 ms

Fig. 6. Lab. machine throughput and latency

This experiment tests the launching times of three different types of software
applications operating at different connection speeds. The purpose is to demonstrate
the performance of the remote application as it launches in different network
environments. The launching time is defined as that period between the moment of
double clicking on an application icon and the moment when the application is ready
to accept input. The launching time of each application, was measured five times. The
average launching times is displayed in the table below.

Launching time JDeveloper 9i Gedit Xterm

Local 24 sec 1 sec 0.7 sec
School LAN 28 sec 3 sec 2.5 sec
Broadband 54 sec 35 sec 33 sec
Dialup > 5 minutes 75 sec 52 sec

Fig. 7. Program launching times s in different environments

Three applications were launched, Jdeveloper 9i, Gedit and Xterm. Of the three,
Jdeveloper 9i is the most graphic- intensive application, followed by Gedit, then
Xterm. This explains the exceptionally long delay in launching the Jdeveloper
program as compared with others when operating over a dialup network (see Fig 13).
The launching time difference decreases, however, as the connection speed increases
and the bottleneck due to bandwidth availability becomes less of an issue.

5 Conclusion

This paper focuses on the development of runtime modules for VPL. With a well-
defined interface established between the subsystems, the runtime modules have been
developed to provide core mechanisms for driving the operations of the VPL system.
We have successfully developed core modules that support remote application
launching through the use of an X-protocol. To bind the remote application to a web
terminal, a telnet mechanism was developed and implemented to transparently and
remotely launch Unix-based applications over the web. To support seamless access of
the files repository on both local and remote machines, a file management module
was developed to allow the intuitive and efficient transfer of files between the
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Program launching times delays: various 
software

Fig. 8.  Program launching time delays: various software

directories. The need to provide project-based messaging to allow student
collaboration resulted in the development of the communication module. Based on the
Java Messaging System, it allows a seamless exchange of messages between students
and is configurable according to on topic/ project group.

While the core modules have been successfully developed, we believe there are
several enhancements that can be incorporated to increase the robustness and usability
of VPL. These include:

• Firewall compatibility: The VPL system should support users behind a
firewall. This can be accomplished using the HTTP tunneling technique.

• Intelligent load balancing: The system implemented in this project
involves only one lab machine. In order to support a larger number of
users, a load balancing scheme based on lab machine CPU/RAM
consumption levels and network utilization levels should be applied to the
VPL system.

• Automatic server discovery and monitoring: the system involves
several servers and is inherently complicated. Therefore, an automatic
server monitoring and discovery platform is needed. A technique such as
heartbeat listening could be applied to this system.

• Peer to Peer computing: The existing VPL system supports only
message transfer between users. More intuitive communication channels
such as web conferencing and white boards should be developed. More
work should also be done to facilitate project collaboration such as screen
and file sharing.
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Abstract. Interoperability between eLearning systems can be achieved
through adoption of standards. However, the differences in the data mod-
els provided by eLearning systems and learning standards mean that
mediation is required to achieve interoperability. With the pervasive-
ness of relational databases and XML in eLearning systems, we pro-
pose a mediation framework that maps between the relational database
schemas in eLearning systems and eLearning standards defined in XML
Schema. This framework consists of a Schema Matcher Module, a Trans-
lation Module and a Mapper Tool. All three modules integrate to provide
mapping of schemas and translation of data between the two sources for
eLearning systems.

1 Introduction

The Internet has revolutionalized eLearning by enabling the mass distribution of
learning resources and capabilities throughout organizations. Today, all you need
is an Internet connection to access widely available learning resources and com-
mercial learning systems. At the same time, the emergence of learning standards
has an indisputable impact on the evolution of eLearning systems.

Learning standards took off with the emergence of XML [1] and numerous
learning standards consortia [2]. Today, there are standards that influence var-
ious aspects of eLearning ranging from sequencing to learners’ profile tracking.
XML, a W3C Internet standard, has established itself as arguably the most
popular data interchange format. Its self-describing nature and the widespread
availability of related tools have encouraged its use in the integration of legacy
and enterprise systems as well as interoperation between heterogeneous infor-
mation systems. As such, the use of XML to encode learning standards helps to
ensure that these standards can be accessed and adopted easily. So why do we
need learning standards?

Standards are necessary to ensure that information is kept in a format that
is understood by various communities. Today, consumers expect interoperability
in the form of standards-compliance to be present in the eLearning systems
they adopt. As the development of courseware is extremely time-consuming,
users therefore want assurances that such courseware is “exportable” to other
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platforms, especially when they change or upgrade their learning systems in the
future. The adoption of learning standards has become an essential step in the
eLearning business.

Currently, many learning systems use their own proprietary data models
which are different from that of learning standards. It is necessary to recon-
cile these models. Hence, we propose a mediation framework which assists in
transforming an existing data model to one that conforms to learning standards.

This paper is organized as follows. In Section 2, the paper will briefly describe
the current eLearning trends and various global efforts in the establishment
of learning specifications. Following that, Section 3 will examine some related
work. Section 4 will describe our proposed framework, which derives design-
time mappings between the schema of an existing relational database(from a
eLearning system) and an XML Schema[3] (for a learning metadata standard).
At the same time, there are additional functions that aid in the integration
of eLearning specifications into existing systems. The framework will focus on
semantic interoperability and the use of metadata vocabularies to bridge different
data sources effectively. Section 5 describes the implementation of the framework
and some preliminary evaluations. Last but not least, Section 6 discusses some
issues encountered and presents our conclusions.

Our framework focuses on metadata since this is required by query processing
facilities to identify and retrieve learning content. We select relational databases
(RDBMSes) as the main data store over Native XML databases (NXDs) as most
learning systems still employ the former over NXDs.

2 Current Trends on Global Learning Standards
Establishment

Over the past few years, numerous organizations have been working on various
aspects of eLearning standards, ranging from metadata to accessibility. While
some of them are working towards international approval with the help of groups
such as ISO and IEEE, most of them already have draft releases of specifications
adopted by a number of LMSes. Table 1 (taken from [2]) shows the areas of
learning standards that some of these organizations are involved in.

The IMS(Instruction Management System) Metadata Specification[4] is one
of the first metadata specification drafted specifically for eLearning. It is be-
ing adapted and extended by various organizations such as CanCore (http://
www.cancore.org) to reflect their localized needs. Other organizations, such
as ADL (Advanced Distributed Learning Initiative - http://www.adlnet.org/)
and AICC (Aviation Industry CBT (Computer-Based Training) Committee -
http://aicc.org), recommend the coupling of IMS’s metadata specification with
their own content packaging or interfacing specifications. The establishment of
standards is only the first step to interoperability. The next step is to implement
and enforce such standards.
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Table 1. Areas of involvement of various organizations in eLearning stan-
dards/specifications establishment

IMS ADL/
SCORM

Dublin
Core

Prometeus IEEE BSI/ISO ARIADNE AICC

Metadata Yes - Yes - Yes Yes Yes -
Content Yes Yes - - Yes - - Yes
Enterprise Yes - - - Yes - - -
Learner
Information

Yes - - - Yes Yes - -

Question &
Test

Yes - - - - Yes - -

Accessibility Yes - - - - - - -
Learning De-
sign

Yes - - Yes - - - -

Collaboration - - - - - Yes - -
User require-
ments

Yes - - Yes - - - -

3 Related Work

Our work spans a few areas of research, namely – XML Data Integration, Interop-
erability via standards and eLearning but it focuses mainly on Schema Matching.
Currently, we have yet to see a similar framework within the eLearning domain.

While it is not easy to translate from the XML data model to the relational
model, it is undeniably more difficult to perform matching between the two mod-
els since the former can be performed in the absence of full semantics. Mapping
approaches are usually structural as compared to matching. Even in “semantic”
mapping efforts such as [5] and [6], the “semantics” cited are primitive “seman-
tic constraints” such as structural relationships and concepts found in “graphs”,
“trees” or other structural models. In our research, while we refer constantly
to research efforts on mapping of data sources, the approaches are somewhat
different. The main focus of our project is in “Schema Matching”.

3.1 Generic Schema Matching

Excellent surveys of generic schema matching applications can be found in [7] and
[8]. In particular, three related projects are of interest as they examine diverse
approaches of schema matching. The first, [9], presents a RDF-based architec-
ture for semantic integration of heterogeneous information sources. As part of the
Hera project [10] targeting at multimedia information sources, this framework is
similar to our schema matcher, in that it provides an additional abstraction layer
using RDF between the wrappers and the actual schema matching engine. How-
ever, users must provide the mapping rules manually, using a language known
as LMX [11].
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The second [12] is a system that employs and extends current machine-
learning techniques to “discover semantic mappings” between multiple data
sources semi-automatically. The wide range of machine learning techniques and
statistical methods employed makes this system an extensive matcher. However,
the main drawback is the need for training (as with most machine learning based
approaches such as the one in [13]) and this means that an initial corpus of “unbi-
ased data” is required from different data sources. Such training data is difficult
to come by in the “real world”.

The last project, Cupid [7], can be described as a generic schema matcher
adopting a wide range of schema matching techniques. It is distinguished from
the rest by its use of various techniques in a hybrid matching approach. However,
in the paper, there was no evaluation of any kind. There were only some ”real
world” examples, taken from standard sources such as XML purchase orders
from www.BizTalk.org . Although these are useful examples to evaluate and
demonstrate the features of such frameworks, they do not provide a clear picture
of how imperfect actual ”real world” examples would be.

4 A Mediation Framework for Relational Database
Schemas-XML Schemas Mapping

Our framework consists of three main components, namely: the Schema
Matcher Module, Mapper Tool Module and the Translation Module.
The Schema Matcher Module allows users to perform semi-automatic matching
between an XML Schema and a relational database schema. The Mapper Tool
Module enables the refinement of mappings suggested by the Schema Matcher
and the Translation Module allows the import and export of learning objects
to/from database records based on the mapping definitions. The entire frame-
work may operate with any LMS, which employs a relational database as its main
data store. However, the operations of the framework will be kept independent
of the LMS’s internal functionalities. An overview of the mediation framework
is shown in Fig. 1.

To demonstrate the practicality of our framework, we present a scenario
outlining the use of the framework:

“An eLearning system could be present either as an in-house system for users
within the company or it could be a product deployed in the intranet or internet
for hundreds of clients. The system was developed before the current eLearning
standards took shape.”

Proposed Solution: A team of developers will integrate the existing system
with the framework to provide interoperability with other eLearning systems by
supporting standards. The only point of integration between the framework and
the existing eLearning system is the relational database through a standard
database interface. A possible sequence of operations (with the corresponding
data flow indicated in Fig. 1) is as follows:
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Fig. 1. Conceptual Framework for the Mapping of Learning Standards Metadata Spec-
ifications to/from Relational Databases

1. Initially, the developers adopt a particular learning metadata standard (e.g.
IMS) and provide the path of the relational database and the IMS Metadata
XML Schema to the Schema Matcher Module.

2. With the help of WordNet 1.7.1 [14], the Schema Matcher Module will match
the XML Schema with the relational database. At the end of the matching
process, a mapping configuration file is produced.

3. Using the Mapper Tool, the developers may then refine the mapping between
the two data sources and the ’final’ mapping configuration file is stored in a
mapping configuration repository.

4. At a later date, a batch of IMS-compliant learning objects becomes available.
The Translation Module retrieves the previously-prepared mapping config-
uration and translates the metadata of the learning objects into database
records.

5. The content from the learning objects may now be used as part of the eLearn-
ing system.

This is an example of a typical application of our proposed framework. The
next few sections will describe the main components of our framework in detail.

4.1 Schema Matcher Module

Given the path of 2 schemas, the module produces two corresponding abstract
tree structures and performs lexical, structural and datatype matching with the
help of a lexical repository, WordNet [15]. This matcher module will then provide
the full list of suggested mappings to allow users to further refine them.
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Fig. 2. Overview of Schema Matching Process

Details of the schema matching process are provided in Fig. 2. The overall
functionality of this module is summarized as follows. This component comprises
of several reusable components to prepare the original schema for matching at a
later stage. The first stage involves a pair of wrappers which retrieve the schemas
from the data sources in their native forms and repackage them into a common
format (Schema Tree Instances). In this case, the XML Schema document is read
by the XML Schema wrapper and transformed into a Schema Tree instance. For
the relational database, a JDBC interface is required by the relational schema
wrapper to retrieve the relational schema for transformation to a Schema Tree
instance.

The Schema Tree Instances are abstract tree structures used to model
schemas from both relational databases and XML Schemas. The use of a com-
mon structure and its extension to different data sources reinforce reusability.
In the next stage, the Schema Tree instances are passed to a lexical equivalence
processor. This processor produces a list of lexically-equivalent words for each
leaf node of the abstract tree structures. The list is generated with the aid of
the WordNet [15] repository. Currently, our implementation only produces the
lexical list for one tree (XML Schema tree) and not the other. This is because
preliminary tests have shown that the inclusion of the lists for both structures
has not improved the accuracy of the matcher significantly. Instead, it has in-
troduced two more iterations of matching to be performed. Hence, a single list
for the XML Schema elements is a more efficient approach.
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The final tree structures are then passed to the combinatorial matcher. There
are 3 matchers - lexical, structural and data type. The lexical matcher confers
scores to various kinds of lexical matches between the names of the leaf nodes
of both structures. The structural matcher looks out for similarity between the
tree-paths as well as sibling and ancestry information between leaf nodes. The
data type matcher checks for equivalence between the data types and simple con-
straints of the leaf nodes. Different weightages will be assigned to the matchers
and the scores will ultimately be tallied and the best matches suggested. De-
velopers may then review the matches as well as the intermediate results along
with other possible matches. At the end of the process, the relevant matches
are confirmed and a mapping configuration XML document, containing a list of
“XML element-to-relational database field” mapping pairs, is generated.

4.2 Mapper Tool Module

Since automatic mapping strategies are impossible until a general consensus is
reached on the understanding of the semantics for concepts and terms, manual
tools are extremely important in the integration and interoperation of informa-
tion sources. The Mapper Tool provides an intuitive graphical interface which
allows developers or domain experts to refine existing mappings and amend the
incorrect ones.

By reading both schemas using the respective schema wrappers described in
Section 4.1, this tool provides 2 trees for the developer to select correspondences
manually between leaf nodes of the trees. This tool may also read in an existing
mapping configuration XML document for the editing of existing mappings.

4.3 Translation Module

The Translation Module (TM) is the only module which processes data instead
of schemas. It provides a physical bridge between the relational data source and
the XML data source. The translation procedure is as follows:

1. The incoming XML learning object is validated against its underlying schema
and is parsed into a DOM tree.

2. The Mapping Configuration XML document (MCXD) is read, retrieving the
list of mapped data source pairs.

3. While iterating through each mapped-pair within the MCXD, each XML
element is extracted, with its literal values retrieved. At the same time, the
relational field portion of the mapped-pair for each mapping is broken down
into a “database name, table name, field name” format.

4. The literal values (from the XML elements) are categorized according to the
name of the relational tables they are to be inserted into.

5. For each table, identifiers are generated for the primary keys that were not
matched in the mappings.

6. The generated identifiers are propagated to every foreign key related to the
primary keys.
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7. For each table, an “INSERT” statement is created, combining all the fields
mapped along with their literal values.

8. System executes the entire list of “INSERT” statements via a JDBC inter-
face. (This step must be performed in a sequence so that insertions into
relations with foreign keys are preceded by insertions into relations with
corresponding primary keys.)

5 Implementation and Evaluation

5.1 Implementation

A prototype of our framework has been developed in Java. The relational data
source used is a MySQL database. Fig. 3 shows a screenshot displaying the
results and statistics of the Schema Matching process. These statistics include
the scores for the individual matching components as well as the matched terms
from the lexical matcher. Fig. 4 shows a screenshot of the Mapper Tool in use.

Fig. 3. Screenshot of the Results from the Schema Matcher Module

5.2 Evaluation

During our evaluation of the Schema Matcher Module, there were three main
groups of test cases (relational database schemas). The first group consists of
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Fig. 4. Screenshot of Mapper Tool

“artificially-generated” relational databases, derived by manually mapping ex-
isting learning metadata specifications. The second group comprises of database
schemas taken from existing LMSes. These LMSes range from commercial
enterprise-level systems to readily available evaluation off-the-shelf LMSes. The
last group are metadata repositories (such as the UNCW Digital Library
– http://aa.uncwil.edu/dl) on the Internet that are IMS specifications-
compliant and serve as a form of an online LMS. The XML schemas were either
from the IMS specifications or other variants such as the LRI (Learning Resource
Identification) specifications[16].

Evaluation is only performed on the Schema Matcher Module while only
testing is performed on the other two modules as they are supporting tools for
the framework. The following metrics were used to evaluate the Schema Matcher
Module.

1. Percentage of correct best matches
2. Percentage of incorrect best matches, with the correct best matches sug-

gested as possible matches
3. Percentage of incorrect best matches, with the correct best matches NOT

suggested as possible matches

Preliminary evaluation was performed on about 6 pairs of schemas and the
average percentage of correct best matches was 67%, while the other two metrics
shown above posted averages of 28% and 5% respectively. That meant that an
average of 95% of matches was returned as possible best matches. The mapper
tool was then used to map the remaining unmatched fields. The maximum de-
viation from the mean results in all three metrics did not exceed more than 5%.
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This showed consistent performance across schemas from different sources. The
results could be explained by the lack of “true semantic support” and that will
be discussed in the next section. More details on the evaluation can be found in
[17].

6 Issues Encountered and Conclusions

6.1 Issues Encountered

The major issues encountered, which reduced the accuracy of the “semi-
automatic schema matching”, were the lack of semantic support and com-
mon standards in the definition of schemas. Currently, there are only machine-
readable semantics for a small range of concepts. While it is true that the terms
taken from WordNet to support the matching process are semantically-related,
the actual matching performed is more lexical than semantic. The matcher actu-
ally matches the fields using various forms of lexical similarity rather than using
the actual meaning of names. Ontologies may be used to represent the seman-
tics of concepts but there is a lack of agreement regarding the semantics within
the same domain as well as across different domains. Large scale standardization
projects are currently trying to bring these semantics into general consensus and
it will be some time before semantics and concepts may be freely “accessible”
for semantically-enabled applications.

In addition, the lack of standardization in the definition of schemas is also
a major problem. While lexical ontologies similar to WordNet may be used
to define the semantics of concepts, the definition is often confined to “single
words”. Often, many field or element names of schemas are created from dif-
ferent root terms, e.g. “cost price” or “ShippingAddress”. Sometimes, the new
word formed takes on semantics from both root terms but at times, it is pos-
sible to end up with a word that has an entirely new meaning. More advanced
NLP (Natural Language Processing) techniques will be required to distinguish
word boundaries and separate multiple root terms. The massive number of pos-
sibilities and combinations of such cases makes it difficult for common concepts
and terminologies to be defined. In addition, non-standard abbreviations are of-
ten used to define field names. For example, “shipping address” may be defined
as “ShipAddr”, “Ship Addrs” or “ShpAddress”. Other examples include cases
where unique record identifiers are given names like “pk” or “rid”.

The lack of proper semantic support and standardized naming conventions
for schemas often undermine the accuracy of lexically-based schema matching
drastically and it is left to the other techniques such as “structural matching”
to identify the possible matches. As such, generic automatic schema matching
is extremely difficult to perform. We expect accurate results to only come from
schema matching within specific domains as domain-based information may be
used to improve performance. Hence, at present, the availability of effective man-
ual mapping tools is extremely important for the success of data interoperation
and integration applications.
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6.2 Conclusions

The field of eLearning requires a great deal of interoperation in order for knowl-
edge and instructions to be disseminated more efficiently. With the help of stan-
dards and frameworks such as the one proposed, interoperability will be facili-
tated more effectively. This in turn will reduce the number of learning manage-
ment systems becoming legacies. The preliminary results reveal that there is a
lack of proper semantic support and standardized schema definition conventions.
However, the presence of manual tools and other useful functions will still help
to improve interoperability between different learning systems through the use
of standards. To improve the accuracy of the automatic mediation process, our
future work involves the incorporation of domain-specific thesauri, abbreviation
libraries and other useful aids. In addition, we will also be investigating how
ontologies may be incorporated to improve interoperability between eLearning
systems.
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Abstract. In collaborative learning, instruction is learner-centered rather than
teacher-centered and knowledge is viewed as a social construct, facilitated by
peer interaction, evaluation and mutual support [1]. Such computer supported
collaborative learning (CSCL) enables and encourages learners to confer, reflect
and help to develop meaningful learning in an environment where significant
learning can be achieved through interactions supported by electronic communi-
cation and discourse [2]. This paper proposes a theory that supports educational
collaboration in a peer-to-peer computing environment, thus blending the two
disciplines.

1   Introduction

For the purpose of further detailed investigation and continued research in the area of
collaboration, it is imperative to clearly define all relevant keywords.

For example, the terms collaboration and cooperation both represent different as-
pects of interactive learning, yet are often loosely referenced within the one context.
Collaboration is a philosophy of interaction and personal lifestyle whereas cooperation
is a structure of interaction designed to facilitate the accomplishment of an end prod-
uct or goal [3].

Collaborative learning is student centered and focuses on the process of students
working together and sharing the authority to empower themselves with the responsi-
bility of building on their foundational knowledge [4]. An exact answer is not required
and the final results cannot necessarily be predicted.

In contrast, when learning cooperatively, the authority remains with the instructor,
who retains ownership of the task [5].  Students are employed to produce a designated
solution based on the instructor’s requirements.
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1.1   Computer Supported Collaborative Learning

Crook [6] suggests that there are 4 ways in which the computer technology plays a
part in the interaction; interaction at the computer, interaction around the computer,
interacts related to computer applications and the interaction through computers.  This
last means of interaction lends itself to further investigation about collaboration, which
is mainly based on the written language.

Thus, Computer Supported Collaborative Learning (CSCL), first noted in the early
1990’s, is the development of collaboration by means of technology to augment edu-
cation and further research.  It focuses on how collaborative learning supported by
technology can enhance peer interaction and work in groups, and how collaboration
and technology facilitate sharing and distributing of knowledge and expertise among
community members [7].

1.1.1   Conceptual Framework
Suggesting a constructivist framework, Puntambekar [8] believes that learning is con-
structing knowledge from one’s experiences, as opposed to receiving information
directly from the outside sources. He proposes the following four principles as the
basis of constructivism:

1. Learners construct their own understanding
2. New learning depends on current understanding
3. Learning is facilitated by social interactions
4. Meaningful learning occurs within authentic learning tasks

This framework allows students to reflect on their ideas and solutions, which will
aptly relate to their explanations and justifications. Collaboration with other students
will provoke further activity, make the learning more realistic and stimulate motiva-
tion [9]. Consequently, the students will augment their own understanding of the do-
main knowledge.

The constructivist approach to CSCL focuses on the individual in the context of so-
cial interaction.  The socio-cultural approach focuses on the relationship between the
individuals, and the shared cognition approach to CSCL focalizes the environment,
which includes a physical context as well as a social one [10].

1.1.2   Challenges of CSCL
There are however, challenges involved with research into CSCL. Firstly, the effects
of technology refer to what one has learned and can then convey it further using a
computer.  Yet, the effects with technology refer to what one could achieve in synergy
with a computer, clearly producing a greater effect, which would otherwise not be
possible [11]. These parameters need to be clearly defined on the outset.

Secondly, there are variations within the research procedures. This includes the
length of the study, the number of students participating in the research, the student’s
ages, and the size of the experimental groups [7]. In the past, researches have ad-
dressed issues, such as learning tasks, sociocognitive effects of CSCL, complex rea-
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soning and levels of argumentation.  They have considered inquiry processes, collabo-
rative knowledge building, motivational aspects in CSCL and the effects of stress,
which can effect participation.

And thirdly, collaborative research remains complex due to all the different tech-
nologies used. Whether it be varied applications, simulation programs or networked
learning environments [12], research into this field remains quite involved, with the
need to establish concise boundaries.

1.1.3 Collaborative Knowledge Building
Stahl [13] suggests that in fact, ‘knowledge building’ would provide collaboration
with a more accurate understanding, as opposed to ‘learning’. Learning, never seen,
but existing everywhere, can be in the form of a conscious activity, or a non-conscious
activity.  However, realistically, the outcomes of the learning experience can be statis-
tically insignificant, with no directly developed consequences apparent [14]. Yet,
collaborative knowledge building refers to particular occurrences that are clearly
identifiable, as a result of groups constructing new knowledge.

1.2   Peer-to-Peer (P2P) Computing

Traditionally, networks consist of a common computer, known as the server, and
many clients all on their own individual PCs, receiving information and accessing
shared resources.  However, since the PC has an increased processing power, it has
gained the strength to act as a server or a client, thus facilitating peer-to-peer comput-
ing [15].

A comprehensive P2P software package, such as Groove, allow clients to effec-
tively use tools which include text chat, audio chat, a discussion board, files, a note-
pad, a shared Web browser, online file storage, a group calendar, photo storage, a
contact list, instant announcements and messaging among selected or all participants,
and even an audit trail [16].

Additionally, P2P boasts an architecture that supports the building of self appointed
teams, thus allowing members to participate in forums, and perhaps cross academic or
corporate boundaries. A hierarchical or departmental structure need not apply in this
environment where officially, no boundaries apply. Clearly, all peers are limitless in
what they can achieve.  They are able to suitably collaborate with one another in this
environment, thus providing a basis for CSCL.

2   Synchronous vs. Asynchronous Communications

The P2P platform can add functionality to working with documents and to communi-
cating, in both synchronous and asynchronous instances. It provides decentralized data
storage and can be useful when working offline, thus synchronizing all work later in a
central server. Alternatively, it can allow students to share a space online and conduct
learning sessions together.
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Communicating in real time creates a synchronous environment, where the follow-
ing tools support interaction: voice and video conferencing, shared whiteboards and
live presentation tools, application sharing, live assessment testing and voting, audi-
ence control, chat and perhaps breakout rooms for smaller groups [17]. They are ideal
for activities such as brainstorming, group decision-making, and remedial coaching,
since these activities need rapid interaction and feedback, and tend to be of a lower
quality if spread over a longer period of time. This synchronous environment also
supports the theory that the role of eye contact in video-mediated communication is
important to augment and facilitate joint problem solving, and it assists in achieving
improved results [18].

There are however, some disadvantages to synchronous learning. All participants,
who may be globally dispersed, must be available at the same time, which could con-
sist of incorporating many different time zones – perhaps a scheduling nightmare.
And for all that administrative organization, a productive session may only last for one
hour, aspiring to keep the learning value at a peak. Also, when contributing in a cho-
sen language, participants who are not proficient in speaking or typing in that specific
language may be reluctant to partake in the session due to a feeling of ill confidence or
dominance by other language proficient participants.

An asynchronous learning environment (ALN) allows participants to learn at the
pace and the times best suited to their individual needs [1]. Working in an elapsed
time as opposed to real time, students are given the opportunity to carefully reflect on
relevant issues, construct and format their contribution with no immediate pressure to
perform, and allow students to research the material at their own speed [17].

Both synchronous and asynchronous sessions should be implemented in online
learning environments. The asynchronous activities would allow the student to work
through the material, with time to reflect and do individual research. Yet the synchro-
nous session would be most advantageous if held at time intervals, to encourage peer-
to-peer and peer-to-tutor communication, supporting a rapid response and a period of
quick coaching.

3   Facilitation

Although student feedback can be in the form questions, suggestions or requests for
clarification, it appears to be as essential as the learning itself in a collaborative envi-
ronment [19].  The main function of the tutor / facilitator is to

� Keep the group on task
� Focus and deepen the inquiry
� Guide the synthesis of information toward decision making and

problem solving
� Resolve disputes among participants
� Critique work
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The facilitator has the ability to offer expertise in the relevant field, friendship in
the learning environment when students can benefit from the socially humane input,
authority, and the command to reward or punish the progress with grading, recom-
mendations, grants etc. [20].

There are other real issues that the facilitator must devote attention to: forming the
groups of appropriate size and assessing the levels of intelligence, dealing with mem-
bers who are not contributing, unmotivated, bossy, resistant, abusive, and instilling in
the members a sense of responsibility, which will ultimately rely on them being ac-
countable for all their actions and input [21].

When considering the efficient use of computer technology in terms of maximizing
its collaborative potential, it is worthwhile reflecting on an experiment, which was
performed in Michigan.  A ‘room’, the Capture Lab, was designed and built to provide
a computer supported collaborative environment for 151 participants [22]. The pur-
pose of this research, which consisted of two tasks, was to analyse the sequences of
interaction over time (task related), and examine other non-task related dimensions,
such as the participants’ optimism, negativity, dominance, submissiveness and emo-
tional expressiveness.

Upon completion of the case study, there were 3 significant observations that were
evident:

1. If the technology is used without group process feedback, then there is a sub-
stantial reduction in socio-emotional interactive sequences

2. If the technology is used with group process feedback, then there is a signifi-
cant increase in socio-emotional interactive sequences

3. If the group process feedback is given without technology, then there is a sig-
nificant reduction in socio-emotional interactive sequences

4   Current Research

At present a case study is being conducted to research the fundamentals of online
collaboration in a newly implemented P2P educational environment.  This also in-
cludes the platform objectives, the case study members, and the assessment of the P2P
collaborative e-learning environment.

4.1   Research Case Study

Computing Project is a unit offered by Deakin University, and its main goal is to allow
groups of students to demonstrate the synthesis of the knowledge, methodologies and
other skills acquired during their studies, through means of collaboration.

This unit has been chosen as the basis of the study, with the emphasis on the project
structure. In fact, the content remains irrelevant.  However, the unit requires a project
to be completed for assessment in an online environment, utilizing a collaborative
methodology to develop information resources. In groups of ten, students will have to
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utilize communication skills, teamwork skills, analysis and design skills, implementa-
tion techniques, system testing and quality control, writing skills and project manage-
ment skills.

Fig. 1. P2P collaboration in the controlled facilitation model

Figure 1 and 2 illustrate how students will be communicating with each other using
two different models: Controlled (with a centralized control and registry) or monitored
(with a registry only) facilitations.  They will have the opportunity to utilize the P2P
Collaboration Platform (installed in every computer participating in the collaboration)
in order to arrange and identify with their groups (see Section 4.3). Meanwhile, they
will be able to communicate directly with each other, consult the Internet and its fa-
cilities, and thus accomplish their goals. The P2P platform will then gather all shared
documents and save them in the repository.

In the controlled facilitation model, students first register to the central control
about their preferences for projects. The project leaders then solicit from the registry
the students who are willing to do a certain project and with some required skills and
criteria. The group will be formed with the help from the central control. Once a group
is formed, it will carry out the collaborations itself, with a periodically reporting proc-
ess to the central control and a periodically controlling process from the central control
to the group.

Shared document repository

Central control and registry

1. Students register their preferences for on-line projects
2. Project leader seeks members with certain criteria
3. An on-line project group is set up and collaboration starts
4. Periodically reporting and controlling.

1

1

1

12

4

3 Collabora-
tion group
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In the monitored facilitation model, the project leader calls for participation of an
on-line project among all students. Students then respond to the call if they wish to be
enlisted. The leader then selects the members and notifies these selected members to
start a collaboration. The leader also periodically reports the progress of the project to
the Registry.

Fig. 2. P2P collaboration in the monitored facilitation model

A student evaluation and satisfaction survey will be conducted at the end of the se-
mester unit. Conclusions will be made, relating to usability, usefulness, accomplished
research, and the collaborative environment. Were there any apparent communication
patterns that evolved from the case study? Were the students put into appropriate
groups that enabled them to collaborate to their full potential? Full face to face inter-
views are conducted followed by detailed questionnaires, which cover issues related to
anxiety, motivation, tension, satisfaction, the sense of responsibility, the development
of skills, file and data access and their overall feeling of completion and success.

4.2 The Agents

In order to facilitate online collaboration in a P2P learning environment, the following
5 agents will exist:

� Interface agent – to act as a go between the students, the university and the
other agents

� Analytic agent – to facilitate the learning process

Shared document repository

Registry

1. Project leader seeks members with certain criteria
2. Students reply to the request from the leader
3. An on-line project group is set up and collaboration starts
4. The leader reports to the Registry periodically.

1

2

3

4

collaboration
group
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� Communal agent – organize the groups taking personal goals and preferences
into consideration

� Pedagogical Content agent – to provide the Analytic agent with further edu-
cational activities when required

� Collaborative agent – support and maintain the group work

Communicating via the Interface Agent, the Communal Agent is embedded in the
P2P infrastructure and will group the students according to suitability, taking the fol-
lowing preferences into consideration:

� The selection of people joining the group
� The choice of assignment topic and theme
� The grouping of different required skills within the group
� Time zone compatibility for synchronous sessions

Monitoring the student behaviour and keeping track of all relevant details achieve
this. The agent is then able to recognize all recurring actions, and offer the student a
setting that is manageable and conducive to their learning practices.

4.3   The P2P Collaboration Platform

This platform enables the students to retrieve files from another student who most
recently viewed the content.  In fact, the request was made to the server, but to mini-
mize packet transfer, the platform identified that Student E can transfer the file most
efficiently. This P2P application gains value by peers sharing and receiving their vast
resources as a key element.  In fact, the aim is to essentially hide the central server /
platform from the students, and let them interact dynamically with each other.

Additionally, there are other factors that have been considered. This platform will
support the ongoing challenge of file sharing among the collaborating participants, and
distribute the data comfortably. And what about enforcing rules of social responsibil-
ity? Well, these protocols are clearly defined in the onset of the unit sessions, and can
be monitored by the existing facilitator. For the purpose of the unit, the collaborating
groups contain no more than 10 members, so protocols can be suitably monitored.

Congestion management has been implemented, and it carries the support of
Deakin ITS, should the need arise. All firewall and router arrangements are concealed
so the students are oblivious to all the technical issues, and can concentrate on their
academic goals. This also ensures that non-members are excluded from the group, and
unnecessary or inappropriate content is not accepted, thus ensuring a scalable and
secure system.

Furthermore, this P2P structure enables data caching to deal with the load sharing
issues and to support the bulk data transmission.
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5   Conclusion

Although much research has been done in collaboration and P2P computing sepa-
rately, there remains a gap in the merging of these two fields of study. This paper
proposed a powerful new environment whereby students can discover, create, query
and share their knowledge and resources. With a combination of synchronous and
asynchronous sessions as selected by the members, they have been offered a platform
to further their research, as well as utilize their facilitator in the most effective and
valuable way. Comprehensive guided member reflections will tribute the effectiveness
of this new P2P collaborative platform in the field of education.
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Synchronous Graphic-Interaction in CSCL
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Abstract. During the development of CSCL, a high demand on Synchronous
Graphic-Interaction was promoted. The traditional interactive means such as
BBS, chatting room and electronic whiteboard can hardly meet this demand
completely. This paper proposed and implemented an experiment system sup-
ported by Synchronous Graphic-Interaction with which the interactive
graphic/character information used in CSCL can be safely exchanged, proc-
essed, displayed for the long-distant teachers/students.

1   Introduction

CSCL (Computer Supported Co-Learning) is a very important aspect of the modern
Long-Distance Teaching [1]. In CSCL, the synchronous communication only by char-
acter is far from to meet the demands of CSCL because a lot of issues are closely
related to the graphics. For one group researching on flow chart of control program or
a mechanic design, it is difficult to communicate the members’ ideas without the Real-
Time communication based on the graphics since they may live or work in different
locations.

CSCW (Computer Supported Co-Working) systems established between differ-
ent departments or R&D centers of the super international companies, has already
enhanced their working efficiency and competency of their products. But the similar
system is still far from the realization in the CSCL system in universities because of
the considerable expense.

The main interactive means in CSCL for the either the full time students or part-
time students in universities includes BBS which is mainly based on Telnet Protocol,
chatting room which is mainly based on Web, and the electronic whiteboard which is
mainly based on Java.

� BBS Based on the Telnet Technology
BBS is an important on-line Real-Time means of interaction. Users attending the

discussion need to log in a distant server by Telnet protocol, and then entered the BBS
system. As a new fashion, BBS system provided people with user management, article
passing/reading, Real-Time discussion, emails and message board. However, since the
Telnet is only a protocol used in logging in distant UNIX sever, the BBS system
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seems just a character terminal without any multimedia ways. As a result, it’s hardly
to communicate with necessary pictures.

� The Chatting Room Based on WEB
Chatting room is a popular means of communicating; users got the information

and knowledge that they wanted by browsing all kinds of web pages. Although it pro-
vide some simple face symbols that are defined by the system and can’t be changed by
user, the amount of the information that chatting room can deliver is still limited.

� Electronic Whiteboard Based on the Java
Electronic Whiteboard is a WWW multi-user discussion system based on Cli-

ent/Server mode, which means that an applet application program written in Java is
embedded in the Web pages, and the serving programs run in the server at the same
time. Since electronic whiteboard is limited by the Java functions, and could only
transfer some simple geometry figures such as dot, line, rectangle, circle, it can hardly
deal with some complex figure such as mechanic picture used for CAD or circuit
diagram used for Protel.

After systematic exploration in CSCL, we designed and implemented a system
that worked effectively in a serial of experiments.

2   System Architecture Overview

As a system based on TCP/IP Protocol and Client/Server model, the system architec-
ture is presented in the Fig. 1.

 

  

Graphic communicating information database

 
Reading and Writing  

 
Reading only  

 
Special Brower 

Fig. 1. System Architecture
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Graphic/character communicating information database: System selected Oracle
database as the Figure communicating information database whose main functions are:

� Storing all the related information, including users’ name, password, rights
for accessing and so on;

� Acting as the center memory, saving the graphic and character information
of the Real-Time discussion into the specific character string sequence that
can be downloaded when necessary.

On Server: After logging in the server, users can make use of software to communi-
cate with each other, such as AutoCAD, Pro/E, which are provided by server. In the
process of discussion, server provided the background service by transferring discus-
sion information from a client to another. According some rules specified, it trans-
formed the Real-Time graphic and character information to the specific character
string sequences that were sent to “Graphic communicating information database” and
were stored there then.
On Clients: Clients provided the interfaces for logging, inputting, displaying the
graphic/character information without saving them.
Specific browser: Only the legal users who have already logged in could use the
specific browser. Since the clients didn’t save any Real-Time information, all the
discussion information is saved in the graphic/character interactive information data-
base with the specified format of character string sequence. The only way for users to
backup their discussion information is by using this specific browser to download
them from graphic/character interactive database and translate them to create their
own “notebook”.

3   The Implement of the System

Server monitored the application from Client, and established the Socket connection
between server and clients. Once upon the connection is established, the communica-
tion and discussion began.

3.1   The Implement of Server

Creating a TCP/IP server by adding a Tserversocket component to the Form or Data
Module. When Server listened the application from Clients, request for connecting
from clients was accepted by the server, and then this Tserversocket can control the
dialogue between the Socket in Server and the Socket in Client.

3.2   The Implement of Client

The application program could become a TCP/IP client by adding a TclientSocket
Component to the Form or Data Model. When a connecting request promoted by a
Socket of client was listened by the server, the connection would be automatically
established to begin the dialogue between server and clients.
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Fig. 2. Users Logging Interface

3.3   Users Logging on Interface

In this interface, Users can input the user name, password, the IP address and the cor-
responding Port address of server, and then get the response from server after clicking
the “connect” button.

Fig. 3. Users communicating interface

3.4   Users Communicating Interface

1. Toolbar: There are a few buttons respectively used for downloading files, setting
clients interface, Refreshing and so on
2. Dynamic displaying mark: This mark is used for displaying whether this client is
requesting a connection to server.
3. Figure communicating section: The graphics used for communicating or discus-
sion would be displayed in this section. Users who had the right for reading/writing
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with the corresponding editing tools that were also displayed in this section could
modify all these graphics.
4. Character communicating section: The character information coming from the
server used for communication and discussion would be displayed in this section.
5. Status Bar: This section is used for displaying the current condition information.
6. Character inputting section: The character input by the users would be displayed
in this section.

3.5   Information Security

The information security is always important for some research group who need to
keep their discussion/research content secret. Our system implemented this security
with a serial of specific measurements.
Defining the types of information: The information transferred between the server
and clients was divided into several kinds that were respectively given one special
identifier to represent this kind of information [2]. There are totally more than six
identifiers that are presented as following.

Table 1.  Defining the types of information

Information Type Identifiers Notation

MSG_LOGON_NAME 0 User name
MSG_LOGON 1 User password

MSG_REFRESH 2 Graphics refresh
MSG_SCREEN_UPDATE 3 Graphics update

MSG_CLICK 4 Mouse click
MSG_FILE 5 File download

MSG_CHAT 6 Chatting log

Information Conformity: According specified regulations, the information trans-
ferred between Server and Clients as well as the representing codes were translated
into special character string sequence that would be sent a bit later [3]. For instance,
before sending graphic information from a server to a client, a function SendMsg ()
must be defined first:

Procedure TServerForm.SendMsg(MsgNum: integer; const
MsgData: string; Socket: TCustomWinSocket);

var

  s : string;

Begin
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   s := IntToByteStr(MsgNum) + IntTo-
ByteStr(Length(MsgData)) + MsgData;

Socket.SendText(s);

End;

SendMsg(MSG_REFRESH, tmp, Socket)

The information preprocess (In client): The information transferred from Server to
Client is a serial of special character string sequence that must be preprocessed to
recognize. The function ProcessMessage()used to preprocess the character string se-
quence is defined as following:

Procedure TServerForm.ProcessMessage(const Msg: string;
Socket: TCustomWinSocket);

var

   MsgNum, x, aa, I, rc: integer;

   bmp      : TBitmap;

   tmp,usertype, Data     : string;

begin

CurSocket := Socket;

Move(Msg[1], MsgNum, sizeof(integer));

Data := Copy(Msg, 9, Length(Msg));

if MsgNum = MSG_REFRESH then begin

……………

End;

End;

4   Experiences and Results

Our system has been successfully run in the LAN. The experiment environment is
presented in Fig. 4.
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Fig. 4. Experiment environment

� One Compaq server with AutoCAD2000 installed in was located in the CAI
Center Lab. in campus.

� Four Pentium III computers acting as the clients were respectively located in
student dormitory, classroom, and administration office. All these clients
were installed graphic communicating clients software but without any
AutoCAD2000 software installed in them.

Fig. 5. Displaying interface in client
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In this experiment, one teacher and four students need to discuss an Auto design
drawing. Teacher and student promoted their own ideas or suggestions, which were
presented both in characters and in graphics, to improve the Auto drawing. All the
information was displayed in the teacher’s and the students’ screens synchronously.
The operating/displaying interface is presented in Fig. 5.

5   Conclusions and Further Development

As mentioned above, our system is a real time communicating system by which in-
formation of both graphics and character could be exchanged based on TCP/IP Proto-
col. With our system, the CSCL could be applied in much more areas, and become
more powerful. The features of our system are:

� Compatible with the Windows OP and necessary application software;
� Real-Time exchanging the complex graphics, can meet the demands of

technology design to some extent;
� Real-Time saving the interacting and discussion data that can be browsed as

references in the future;
� Setting user rights so as to help the user management.
Our system is just at the beginning; the future further work is presented as fol-

lowing:
� Real time discussion/communication by voice;
� Simultaneous discussion/communication of different topics by different

groups.
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