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proceedings / ITS 2000, Montréal, Canada, June 19 - 23, 2000. Gilles
Gauthier . . . (ed.). - Berlin ; Heidelberg ; New York ; Barcelona ;
Hong Kong ; London ; Milan ; Paris ; Singapore ; Tokyo : Springer, 2000

(Lecture notes in computer science ; Vol. 1839)
ISBN 3-540-67655-4

CR Subject Classification (1998): K.3, I.2, D.2, H.5, J.1

ISSN 0302-9743
ISBN 3-540-67655-4 Springer-Verlag Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer-Verlag. Violations are
liable for prosecution under the German Copyright Law.

Springer-Verlag is a company in the BertelsmannSpringer publishing group.
© Springer-Verlag Berlin Heidelberg 2000
Printed in Germany

Typesetting: Camera-ready by author
Printed on acid-free paper SPIN: 10722036 06/3142 5 4 3 2 1 0



           

 

Preface 
 

ITS 2000 is the fifth international conference on Intelligent Tutoring Systems. The 
preceding conferences were organized in Montreal in 1988, 1992, and 1996. These 
conferences were so strongly supported by the international community that it was 
decided to hold them every two years. ITS’98 was organized by Carol Redfield and 
Valerie Shute and held in San Antonio, Texas.  

 
The program committee included members from 13 countries. They received 140 
papers (110 full papers and 30 young researchers papers)  from 21 countries. As with 
any international conference whose proceedings serve as a reference for the field, the 
program committee faced the demanding task of selecting papers from a particularly 
high quality set of submissions.  

 
This proceedings volume contains 61 papers selected by the program committee from 
the 110 papers submitted.  They were presented at the conference, along with six 
invited lectures from well-known speakers. The papers cover a wide range of 
subjects including architectures for ITS, teaching and learning strategies, authoring 
systems, learning environments, instructional designs, cognitive approaches, student 
modeling, distributed learning environments, evaluation of instructional systems, 
cooperative systems, Web-based training systems, intelligent agents, agent-based 
tutoring systems, intelligent multimedia and hypermedia systems, interface design, 
and intelligent distance learning. The conference itself was preceded by seven 
workshops on modeling human teaching tactics and strategies, adaptive and 
intelligent Web-based education systems, applying machine learning to ITS/design 
construction, collaborative discovery learning in the context of simulations, case-
based reasoning in intelligent training systems, learning algebra with the computer (a 
transdisciplinary workshop), and advanced instructional design for complex safety 
critical and emergency training. Three tutorials highlighted important domains in 
ITS: ontological engineering and its implication for AIED research, adaptive Web-
based educational systems, and animated pedagogical agents.. Finally, 25 papers 
from the Young Researcher Track were selected, and 22 posters. 

 
We would like to thank all the members of the program committee who reviewed 
conscientiously all the papers which were sent so as to obtain a distributed and 
equilibrated point of view. We also thank the external reviewers who added their 
effort to complement the evaluations. A subset of the program committee met in 
February in Montreal to set up the final list of accepted papers. 

 
The conference was scientifically supported by several prestigious associations. This 
represents an acknowledgment of the high level of the conference which is now well 
established. We thank the American Association for Artificial Intelligence (AAAI), 
the Association for Computing Machinery (ACM), and the special interest groups 
SIGART, SIGCUE, and SIGCHI, the IFIP TC3 Committee, the International 
Artificial Intelligence in Education (AIED) Society, and the Learning Technology 
Task Force (LTTF) from IEEE Computer Society. They ensured a wide 
distribution of information regarding the announcement of the conference. 



 

 

VI 

We would like to thank the Université de Montréal and the Université du Québec à 
Montréal for their support in the organization of the conference. We thank all those 
many people who gave their time and effort to make the conference a success, all the 
members of the organizing committee, a fantastic team who regularly spent numerous 
hours on all the details of the conference, and all the students of the HERON 
laboratory in Montreal who helped with the practical organization of the conference. 
Finally, we appreciate the cooperation received from Springer-Verlag during the 
publication of this volume. 

 
 

June 2000 Claude Frasson 
  Gilles Gauthier 
 Kurt VanLehn 
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Adaptive Hypermedia: From Intelligent Tutoring
Systems to Web-Based Education

Peter Brusilovsky

Carnegie Technology Education and
HCI Institute, Carnegie Mellon University

4615 Forbes Avenue, Pittsburgh, PA 15213, USA
plb@cs.cmu.edu

Abstract. Adaptive hypermedia is a new area of research at the crossroads of
hypermedia and adaptive systems and. Education is the largest application area
of adaptive hypermedia systems. The goals of this paper are to provide a brief
introduction into adaptive hypermedia and supply the reader with an organized
reading on adaptive educational hypermedia. Unlike some other papers that are
centered around the current state of the field, this paper attempts, from one side,
to trace the history adaptive educational hypermedia in connection with
intelligent tutoring systems research and, from another side, draft its future in
connection with Web-based education.

1   Introduction

Adaptive hypermedia is a relatively new direction of research on the crossroads of
hypermedia and user modeling. One limitation of traditional "static" hypermedia
applications is that they provide the same page content and the same set of links to all
users. If the user population is relatively diverse, a traditional system will “suffer from
an inability to be all things to all people”. For example, a traditional educational
hypermedia system will present the same static explanation and suggest the same next
page to students with widely differing educational goals and knowledge of the
subject. Similarly, a static electronic encyclopedia will present the same information
and same set of links to related articles to readers with different knowledge and
interests. Finally, a static virtual museum will offer the same “guided tour” and the
same narration to visitors with very different goals and background knowledge.

Adaptive hypermedia is an alternative to the traditional “one-size-fits-all” approach
in the development of hypermedia systems. Adaptive hypermedia systems build a
model of the goals, preferences and knowledge of each individual user, and use this
model throughout the interaction with the user, in order to adapt the hypertext to the
needs of that user. For example, a student in an adaptive educational hypermedia
system will be given a presentation which is adapted specifically to his or her
knowledge of the subject [10], and a suggested set of most relevant links to proceed
further [4]. An adaptive electronic encyclopedia will personalise the content of an
article to augment the user's existing knowledge and interests [26]. A virtual museum
will adapt the presentation of every visited object to the user's individual path through
the museum [30].

mailto:plb@cs.cmu.edu
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2   What Can Be Adapted in Adaptive Hypermedia

A typical hyperdocument consists of a set of nodes or "pages" connected by links.
Each page contains some local information and a number of links to related pages.
Hypermedia systems can also include special navigation tools such as table of
contents, index, and map that could be used to navigate to all accessible pages. What
can be adapted here are the page (content-level adaptation) and the appearance and
behavior of the links (link-level adaptation). In adaptive hypermedia literature they
are referred respectively as adaptive presentation and adaptive navigation support.

The goal of the adaptive presentation is to adapt the content of a hypermedia page
to the user's goals, knowledge and other information stored in the user model. There
could be multiple reasons to use adaptive presentation. Two typical cases in the area
of education are comparative explanations and explanation variants. The idea of
comparative explanations is to connect new content to the existing knowledge of the
student. A page can have one or more hidden comparative explanation fragments that
comparing some aspects of new topic with relevant aspects of other topic [15]. For
example, "while" loop in C++ language could be compared with the same construct in
Pascal. Only students with relevant previous knowledge will (knowledge of Pascal
loops in our example) will see the comparison. The idea of explanation variants is to
use essentially different variants of explanations for users with different level of
knowledge of the topic. A system can store several variants for some parts of the page
content. For example, a variant prepared for a medical experts can use extensive Latin
terminology, while a variant prepared for novices can use everyday names for
illnesses and body parts [2; 17; 34].

The goal of adaptive navigation support is to help users to find their paths in
hyperspace by adapting link presentation and functionality to the goals, knowledge,
and other characteristics of an individual user. It is typically done by one of the
following ways:
• Direct guidance: The system outlines visually one of the links on the page showing

that this is the best link to follow or generates an additional dynamic link (usually
called "next") which is connected to the "next best" page.

• Link sorting: The system sorts all the links of a particular page according to the
user model and to some user-valuable criteria: the closer to the top, the more
relevant the link is.

• Link annotation: The system augments the links with some form of comments,
which can tell the user more about the nodes behind the annotated links. These
annotations are usually provided in the form of visual cues. Typical visual cues
include icons [7; 12], font colors [5; 10], sizes [20], and types [7].

• Link hiding, disabling, and removal: The system tries to prevent the user from
following links that are not relevant for him or her at the moment. There are
several ways to achieve it. A link can be hidden by turning a usually underlined
hotword into a normal word. It can be disabled so that clicking on the hotword will
produce no effect [10]. For a non-contextual link the very anchor (hotword or
hotspot) can be removed [5].

A number of interesting forms and applications of adaptive presentation and adaptive
navigation support were developed since 1990. A more comprehensive review can be
found in [3].
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3   From Intelligent Tutoring Systems to Adaptive Hypermedia

Education was always the most popular application area for adaptive hypermedia
systems. A number of interesting methods and techniques of adaptive hypermedia
were originally developed for in various adaptive educational hypermedia systems. In
turn, most of the early research on adaptive educational hypermedia was inspired by
the area of intelligent tutoring systems [2; 7; 15; 17; 20; 22; 31] and were born in a
trial to combine an intelligent tutoring system (ITS) and an educational hypermedia.

In the early times of ITS, most of these systems provide little or no learning
material. The most important duty of an ITS was to support a student in the process of
problem solving. It was assumed that the required knowledge is acquired outside of
the system, for example, by attending a lecture or reading a textbook. Along with the
growth of computer capabilities more and more ITS developers found it reasonable to
provide an ITS and a learning material in electronic form in one package. Very soon it
became clear that hypertext or hypermedia provides the best option for organizing on-
line learning material. A combination of an ITS and a learning material organized as
hypermedia was a natural starting point for the research on adaptive educational
hypermedia. A number of research groups has independently realized that a
hypermedia system coupled with an ITS can offer more functionality than a
traditional static educational hypermedia.

Adaptive presentation came first. Adaptive presentation was the natural and the
simplest way to make the hypermedia component of the system to use some
knowledge about individual students represented in a student model of ITS. A number
of adaptive presentation methods and techniques were explored in early projects. In
particular, comparative explanations method was used in Lisp-Critic [15] and
explanation variants method was used in Lisp-Critic [15], Anatom-Tutor [2], and
SYPROS [17].

In our ITS for programming domain ITEM/IP [6] we have explored several
adaptive presentation methods including explanation variants. Our goal was to
achieve a gradual transformation of the learning material from an explanation-rich
textbook to a concise manual. We have developed a simple but powerful technique
known as "conditional text". With this technique, all information about that could be
presented on a page is divided into several chunks of texts. Each chunk is associated
with a condition on the state of user knowledge stored in the user model. When
assembling a page for presentation the system selects only the chunks with true
condition. This technique is a low-level technique (it requires some "programming"
work from the author to set all the required conditions) but it is also very flexible. By
choosing appropriate conditions on the knowledge level of the current concept and
related concepts represented in the user model we were able to implement several
adaptive presentation methods. A simple example is hiding chunks that contain
additional explanations if the user's knowledge of the current concept is good enough,
or turning on a chunk with comparative explanations if the corresponding related
concept is already known. This conditional text technique was later independently
developed by Kay and Kummerfeld [21] and De Bra [10] and became quite popular in
Web-based adaptive systems.

The work on adaptive navigation support in educational hypermedia was
influenced by research on curriculum sequencing. Curriculum sequencing is one of
the oldest ITS technologies. The goal of the curriculum sequencing is to provide the
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student with the most suitable individually planned sequence of knowledge units to
learn and sequence of learning tasks (examples, questions, problems, etc.) to work
with. In other words, it helps the student to find an "optimal path" through the
learning material. Early ITS with curriculum sequencing were able to sequence only
one kind of learning tasks - problems to for the student to solve [1; 25]. More recent
ITS such as ITEM/IP [8], TOBIE [38] and ECAL [14] were able to deal with more
rich educational material. The early work on adaptive navigation support in
educational hypermedia was simply a trial to apply the ideas of sequencing in a
hypermedia context. From the first sight, a dynamic linear sequence of learning tasks
produced by a sequencing-based ITS and a static network of educational hypermedia
pages looks like two contradictory approaches to organizing access to the learning
material. However, these approaches are really complementary. The key is that a
typical sequencing engine can do more than just selecting the "next best" task. On the
way to the "best", such an engine can usually classify all available tasks into non-
relevant and relevant candidates. For example, a task can be considered non-relevant
if it was already completed in the past or if it is not ready to be learned due to the lack
of prerequisite knowledge and experience. After excluding non-relevant tasks a
sequencing engine use some approach to pick up the best of relevant tasks. In a
hyperspace of learning material where each learning task is represented by a separate
page an ability to distinguish "ready", "not-ready", or "best" tasks is a direct
precondition for adaptive navigation support.

In our systems ITEM/PG [6] and ISIS-Tutor [5] we explored several ways of
adaptive navigation support. We have used direct guidance in the form of "teach me"
button to provide a one-click access to the next best task. We have used adaptive
annotation to color-code the links to "ready", "not-ready", and "already learned" tasks.
In one of the versions of ISIS-Tutor we have applied adaptive link removal to remove
all links to not-ready tasks. From our point of view a sequencing-based adaptive
navigation support in educational hypermedia is "best of both worlds". Choosing next
task in an ITS with sequencing is based on machine intelligence. Choosing next task
in a traditional hypermedia is based on human intelligence. Adaptive navigation
support is an interface that can integrate the power of machine and human
intelligence: a user is free to make a choice while still seeing an opinion of an
intelligent system. From this point of view we can speculate that adaptive navigation
support is a natural way to add some intelligence to adaptive hypermedia system. It is
not surprising that several research groups have independently developed major
adaptive navigation support techniques such as direct guidance [42], hiding [10; 31],
and annotation [12].

4   Adaptive Hypermedia for Web-Based Education

The year of 1996 could be considered a turning point in adaptive hypermedia
research. The key factor here is the rapid increase in the use of the Word Wide Web.
The Web, with its clear demand for adaptivity, served to boost adaptive hypermedia
research, providing both a challenge and an attractive platform.

We know only four Web-based adaptive educational hypermedia systems
developed by 1996: ELM-ART [7], InterBook [4], PT [21], and 2L670 [11]. These
“classic” systems have influenced a number of more recent systems. The Web
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platform enabled these systems to live much longer than similar pre-Web systems and
influence a number of more recent systems. In particular, ELM-ART gave a start to a
whole tree of systems including InterBook, AST, ADI, ART-WEB, and ACE. It is not
surprising that all adaptive educational hypermedia systems developed since 1996 are
Web-based systems. Examples are: Medtech [13], AST [36], ADI [33], HysM: [23],
AHM [32], MetaLinks [27], CHEOPS [28], RATH [19], TANGOW [9], Arthur [16],
CAMELEON [24], KBS-Hyperbook [18], AHA! [10], SKILL [29], Multibook [37],
ACE [35], ART-Web [41].

The introduction of the Web has impacted not only on the number of adaptive
educational hypermedia systems, but also on the type of systems being developed. All
the early systems were essentially lab systems, built to explore some new methods,
which used adaptivity in an educational context. In contrast, a number more recent
systems provide complete frameworks and even authoring tools for developing Web-
based courses. The appearance of a number of authoring tools is not only indicative of
the maturity of adaptive educational hypermedia, but also a response to a Web-
provoked demand for user-adaptive distance education courses.

Existing adaptive hypermedia frameworks such as InterBook, ART-Web, ACE,
AHA!, SKILL, MetaLinks or Multibook are getting strikingly close to commercial
tools for developing Web-based courses such as WebCT [40] or TopClass [39].
Developers of adaptive hypermedia frameworks are clearly interested in making their
systems suitable for handling real Web courses. From another side, developers of
commercial course management systems are becoming interested in adaptive and
personalized systems. In this situation we could hope that adaptive hypermedia
technology that was originally developed inside the area of ITS will soon be used in
commercial-strength Web-based systems to deliver thousands of real world courses to
students all over the world.
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Abstract. With the rise of VR, the internet, and mobile technologies
and the shifts in educational focus from teaching to learning and from
solitary to collaborative work, it’s easy (but mistaken) to regard Artificial
Intelligence in Education, in general, and Intelligent Tutoring Systems, in
particular, as a technology that has had its day — an old solution looking
for a new problem. The issues of modeling the student, the domain or
the interaction are still very much to the fore, and we can learn much
from the development of ITSs.
Despite the changes in technology and in educational focus there is still
an ongoing desire for educational and training systems to tailor their in-
teractions to suit the individual learner or group of learners: for example,
by being able to deal appropriately with a wider range of background
knowledge and abilities; by helpfully limiting the scope for the learner
to tailor the system; by being better able to help learners reflect produc-
tively on the experience they have had or are about to have; by being
able to select and operate effectively over a wider range of problems
within the domain of interest; by being able to monitor collaborative
interchanges and intervene where necessary; or, most tellingly, by being
able to react sensibly to learners when the task they are engaged on
is inherently complex and involves many coordinated steps or stages at
different levels of granularity. Individualising instruction in an effective
manner is the Holy Grail of ITS work and it is taken as an article of
faith that this is a sensible educational goal.
This paper explores the question of how much educational difference the
“AI” in an ITS system makes compared either to conventional classroom
teaching or to conventional CAI methods. One criterion of educational
effectiveness might be the amount of time it takes students to reach a
particular level of achievement. Another might be an improvement in
achievement levels, given the same time on task. So the paper surveys
the recent past for ITS systems that have been evaluated against unintel-
ligent versions or against traditional classroom practice and finds cause
for optimism in that some of the techniques and solutions found can be
applied in the present and the future.1

1 This paper is an edited version of [6].
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1 Introduction

In many ways Arti�cial Intelligence in Education is in a state of flux. People
sometimes talk of one of its sub�elds, Intelligent Tutoring Systems, as an out-
moded technology that has, in some sense, \failed" [5]. The emphasis today has
shifted to exploring the possibilities of newer technologies such as virtual reality
and the Internet, and is particularly concerned with learning environments and
collaboration. However most of the traditional hard problems still remain | ad-
justing the environment to meet the needs of the learner(s), determining what
to say to learners and when to say it, and so on.

One aspect of the issue of teaching vs learning crystalised into the issue of
whether the educational system should attempt to model the student [10]. Mod-
elling the student allows, at least in principle, the system to adjust its behaviour
or to react to that student as an individual, or at least as a representative of a
class of individuals (see [17]). The argument for not modelling the student arises
because it is hard | indeed some regard it as inherently impossible | or because
it is thought unnecessary. The argument goes that if a learning environment is
well-designed and operated by the students within a supportive educational en-
vironment, we can rely on the students themselves to manage their own learning
without having the system individualise its reactions in any way.

In some ways the heat has gone out of the debate between the modellers
and the non-modellers. Although both camps have coexisted throughout the
history of Arti�cial Intelligence in Education, there is a stronger realisation that
both approaches have something useful to o�er. Indeed both approaches are now
sometimes to be found inside a single system, where an ITS of a traditional archi-
tecture may be but a single component of a more general, possibly distributed,
system o�ering the learner a variety of learning experiences from which they can
choose [14].

This paper examines what has been shown to be of value in ITS work by
briefly exploring the question of how much educational di�erence ITSs make
compared either to conventional classroom teaching or to conventional CAI
methods (for more detailed reviews see, e.g. [15,16]). One criterion of educational
e�ectiveness might be the amount of time it takes students to reach a particular
level of achievement. Another might be an improvement in achievement levels,
given the same time on task.

A problem for computers and education in general is that it gets hijacked
from time to time by particular technologies claiming to produce wonderful
educational results simply by virtue of that technology | examples include
LOGO, hypertext, and now we have the World Wide Web, hypermedia and
virtual reality. It is important to separate reasonable from unreasonable claims
and expectations.

To the sceptical eye the evidence for the value of ITSs is not yet overwhelm-
ing, though the positive trends are clearly visible. The extra individualisation
enabled by an intelligent system does indeed produce educational bene�ts either
through faster learning or through better learning.
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This paper starts by exploring the issue of the di�erence between an intelli-
gently designed system and an intelligent system. It goes on to review criteria
by which the educational success of an intelligent educational system could be
measured. The paper then examines a number of evaluations of actual systems.
Finally it briefly surveys some of the educational issues with which ITS research
is grappling.

2 Educational Value

It is important to acknowledge that non-intelligent but well-designed systems
can be educationally excellent. For example, Dugdale [7] o�ers a telling account
of how quite simple programs can generate authentic mathematical activity, dis-
cussion and insight, in particular getting students to reflect on strategy and
plans rather than simply following procedures. Her examples have simple in-
terfaces and are not internally complex. They essentially invite users to engage
in a problem-solving process that involves only a single step at a time and the
systems are able to react to the success or failure of that step immediately. For
example, Green Globs, displays coordinate axes and a number of points where
the task for the student is to provide a function which intersects and then \ex-
plodes" as many of the points as possible. In each case the programs provide
visual feedback of success or failure and can adjust, within limited parameters,
the di�culty of the tasks that they present, e.g. the Green Globs program can
choose locations for the points that can be intersected by simple formulae. How-
ever the degree of possible individualisation is slight and one would not regard
the programs as \intelligent" no matter how educationally successful they are.
It is worth stressing that quite small changes in the way problems are presented
and represented can make a big di�erence in the students’ success rates, see e.g.
[1]. Such �ndings suggest that intelligent design on its own is inlikely to get it
right for all the students in a target population, and that ideally the system itself
needs to have some way of adjusting to the background knowledge and learning
preferences of the particular student under instruction.

2.1 Criteria for Success

Bloom and his colleagues investigated how various factors, such as cues and
explanations, reinforcement and feedback, a�ect student learning taking con-
ventional classroom teaching as the baseline [2]. They found that highly individ-
ualised expert teaching, shifts the distribution of achievement scores of students
by about two standard deviations compared to the more usual situation where
one teacher deals with a classroom of students. They also found that the range
of individual di�erences reduced.

This two standard deviation improvement, or Two Sigma shift, has become
a goal at which designers of ITSs aim. A standard method of evaluation of such
a system is to compare it with conventional non-computer-based teaching on the
same topic, though there have been some comparisons of \smart" and \dumb"
versions of the same software.
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2.2 Reducing Time on Task

Smithtown is a discovery environment with which students can explore problem-
solving and inductive learning in the domain of microeconomics [20]. The goals
of the system are to help students grasp speci�c economics concepts, such as the
notion of \market equilibrium", as well as more general problem-solving skills
such as adjusting only one variable at a time when undertaking an experiment.

Shute and Glaser [20] undertook two kinds of evaluation of the system. One
was a comparison with a non-computer-based exploration of the same material;
the other was an examination of the particular cognitive and learning-style fac-
tors that lead to success with this kind of discovery environment. The comparison
study was quite small (N = 30) but found that the group using Smithtown im-
proved their pre/post-test scores as much as the classroom based group despite
spending about half the time on the material (5 hours vs. 11 hours).

Over a number of years Anderson and his colleagues have produced a variety
of tutoring systems for programming and for mathematics in the heart of the ITS
tradition (for an overview, see [4]). Their systems attempt to model the student
in detail as s/he undertakes complex problem solving so as to be in a position
to o�er assistance focussed on the point of di�culty and at the most helpful
level of generality (\model tracing"), as well as being able to select problems
for the student to solve that move him or her optimally through the curriculum
(\knowledge tracing").

One such tutor (LISPITS) taught LISP and has been extensively evaluated
in terms of its speci�c educational interaction methodology (e.g. immediate or
delayed feedback) as well as in terms of its overall e�ect on learning gains.
For example, novice programmers using LISPITS were compared to a group
working on their own with a textbook and to a group working with a teacher in
a conventional classroom manner. While all three groups did equivalently well on
the post-test, the group who worked with the human teacher �nished in about
12 hours, the group who worked with LISPITS �nished in 15 hours and the
group who worked with the textbook took 28 hours. The authors argue that
the intelligent computer-based system was able to produce similar results to a
human teacher and achieved this with in only slightly greater time. In another
study with slightly more experienced students, there were two groups both of
whom took a conventional LISP course. The control group did the exercises with
a textbook and a LISP system whereas the experimental group used LISPITS
to do the exercises. As before the LISPITS group �nished faster, and this time
did better on the post-test compared to the non LISPITS group.

2.3 Improving Achievement Scores

One of Anderson’s more recent evaluations concerns a system designed to be
used in Pittsburgh High Schools [8]. The Practical Algebra Tutor (PAT) is de-
signed to teach a novel applications-orientated mathematics curriculum (PUMP
|Pittsburgh Urban Mathematics Project) through a series of realistic problems.
The system provides support for problem-solving and for the use of a number of
tools such as a spreadsheet, grapher and symbolic calculator.
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The intelligence of the system is deployed in several ways. Model Tracing,
based on representing knowledge of how to do the task in terms of production-
rules, is used to keep close track of all the student’s actions as the problem is
solved and flag errors as they occur, such as misplotting a point or entering a
value in an incorrect cell in the spreadsheet. It also adjusts the help feedback
according to the speci�c problem-solving context in which it is requested. Knowl-
edge Tracing is used to choose the next appropriate problem so as to move the
students in a timely but e�ective manner through the curriculum.

Of special note is the way that attention was paid to the use of the Tutor
within the classroom. The system was used not on a one-to-one basis but by
teams of students who were also expected to carry out activities related to the
use of PAT, but not involving PAT, such as making presentations to their peers.

An evaluation was carried out in three Pittsburgh Public High Schools (N >
100). We should note that the evaluation was of the tutor plus the new curricu-
lum against a more traditional curriculum delivered in the traditional manner.
Two standardised and two specially prepared tests were used.

The experimental group performed signi�cantly better than the control group
on all four tests but did not achieve Bloom’s [2] criterion of improving outcomes
by two sigma above normal classroom instruction. However they did perform 1.2
standard deviations better than the control on the specially written Representa-
tions Test which was designed \to assess students’ abilities to translate between
representations of algebraic content including verbal descriptions, graphs and
symbolic equations".

Table 1. Comparison of PUMP curriculum plus PAT tutor with traditional curriculum
and no tutor. Each cell in the first and second columns contains proportion of the post-
test correct (standard deviation) and N. The F values in the third column are derived
from a between-subjects ANOVA.

Control Experimental F value sigma
Group Group and significance

Iowa .46 (.17) .52 (.19) F(2,398) = 17.0 0.3
Algebra Aptitude 80 287 p < .0001
Math SAT Subset .27 (.14) .32 (.16) F(2,205) = 5.1 0.3

44 127 p < .01
Problem Situation .22 (.22) .39 (.33) F(2,186) = 5.3 0.7
Test 42 127 p < .01
Representations .15 (.18) .37 (.32) F(2,183) = 13.4 1.2
Test 44 124 p < .0001

(adapted from [8], page 40).

Lesgold, Lajoie and their colleagues have taken a slightly di�erent approach
to individualisation in their work on SHERLOCK 1, a tutor designed to teach
to airforce technicians the electronic debugging skills needed to operate a com-
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plex piece of testgear. In their system all users worked through the same set
of problems but the help and other feedback was adjusted to the expertise of
user. Various evaluations of this system are cited by Lajoie [9]. For example,
the Air Force evaluation was that \technicians who spent 20{25 hours working
with Sherlock 1 were as pro�cient in troubleshooting the test station as techni-
cians who had 4 more years of job experience". In another evaluation a pre/post
comparison was made between a group using the tutor and a control group who
carried out their normal troubleshooting duties using the real testgear over a
twelve day period. The experimental group solved signi�cantly more problems
in the post-test than the control group and the quality of their problem-solving
methods was more like those of experts.

3 Smart vs. Dumb

Several studies have compared the e�ectiveness of intelligent and non-intelligent
versions of the same program. For instance, Mark and Greer [13] compared the
e�ects of four versions of the same tutor designed to teach the operation of a
simulated Video Recorder. The least intelligent version gave simple prompting
and allowed the user only a single way of carrying out a task, such as setting
the simulated VCR to record for a particular period at a particular time on a
particular channel. The most intelligent, and the one providing the most \knowl-
edgeable" teaching o�ered conceptual as well as procedural feedback, undertook
model-tracing to allow flexible ways of carrying out tasks and could recognise and
tutor for certain misconceptions. In a comparative evaluation (N = 76), Mark
and Greer [13] found that increasing the knowledgeability of the tutor produced
a decreasing number of steps, decreasing number of errors and a decreasing time
needed for students to complete the post-test. They also found that these gains
were not the result of greater time on task in the case of the most knowledgeable
tutor.

Shute [17] evaluated a particular method of student modelling (SMART)
which forms the individualising component of a tutor named Stat Lady de-
signed to teach elementary statistics, such as data organisation and plotting.
Two versions of the tutor were produced. The non-intelligent version worked
through the same curriculum for all learners, with �xed thresholds for progress
through areas of increasing di�culty and a �xed regime of increasingly speci�c
feedback when repeated mistakes were made. The intelligent version had a more
detailed symbolic, procedural and conceptual knowledge representation which
enabled it to provide much more focussed remediation as well as to individualise
the sequence of problems for the learner to solve by a more careful analysis of
the students’ degree of mastery of individual elements of the curriculum.

As with Smithtown described above, Shute [17] was interested not just in
the comparative performance of the system but also in aptitude-treatment in-
teractions. The unintelligent version of Stat Lady improved students’ scores (N
= 103) by more than two standard deviations compared to their pre-test scores.
Other studies with the unintelligent version did not produce such high learning
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gains, but did produce as good outcomes as an experienced lecturer [19] or a
workbook [18], though Stat Lady subjects showed a signi�cant gain in declar-
ative knowledge compared to workbook subjects. In another study (N = 168)
Shute and her colleagues [19] compared the unintelligent version of Stat Lady
to a traditional lecture approach. Stat Lady improved pre-post test score di�er-
ences by about the same margin as the traditional lecture approach (i.e. about
one standard deviation) and over the same time on task (about 3 hours). In a
similar study (N = 311) Stat Lady was compared with use of a workbook on the
same material [18]. Learning gains were generally similar though Stat Lady sub-
jects showed a signi�cant gain in declarative knowledge compared to workbook
studies.

A further study [17] was conducted (N = 100) using the intelligent version of
Stat Lady. Pre-post test gains were signi�cantly greater than for the unintelligent
version, which themselves were high. However there was a cost in that students
spent quite a lot more time working with the intelligent version of the system
(mean = 7.6 hours) compared the the unintelligent (mean = 4.4 hours). In
general high aptitude subjects gained more from Stat Lady than low aptitude
subjects.

In a somewhat similar but smaller (N = 26) study, Luckin compared learning
outcomes for versions of a tutor for simple ecology covering topics such as food
chains and webs [11,12]. An unintelligent version (NIS) of her system ECOLAB
provided a range of activities, perspectives on the domain, traversal through the
curriculum and levels of help wholly under the control of the pupils themselves.
The intelligent version (VIS) made decisions in all four of these areas for the
pupils based on a student model. As with Stat Lady, the intelligent version
produced higher pre-post gains than the unintelligent version, with high ability
students gaining more than those of low ability. Time on task was the same for
both groups; the gains for both groups were maintained at a delayed (10 week)
post-test.

4 Conclusions

ITSs have been designed to individualise the educational experience of students
according to their level of knowledge and skill. This paper has described briefly
some of the evaluations that have been conducted into the educational bene�ts
of this investment in the capability to individualise. Although the evidence is
not de�nitive, there are indications that the extra individualisation enabled by
an intelligent system does indeed produce educational bene�ts either through
faster learning or through better learning. There are also indications that high
ability subjects are better suited to this kind of treatment. By contrast, it really
would be a surprising �nding if attempting to match teaching to the learners
capability produced poorer results than not so matching. However what has not
been discussed is whether, in practical terms, the e�ort needed to produce these
intelligent systems is su�ciently paid back through their superior performance.
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Abstract. Stereotypes are widely used in both Intelligent Teaching Sys-
tems and in a range of other teaching and advisory software. Yet the
notion of stereotype is very loose. This paper gives a working definition
of stereotypes for student modelling. The paper shows the role of stereo-
types in classic approaches to student modelling via overlay, differential
and buggy models.
A scrutable student model enables learners to scrutinise their models to
determine what the system believes about them and how it determined
those beliefs. The paper explores the ways that scrutable stereotypes
can provide a foundation for learners to tune their student models and
explore the impact of the student model. Linking this to existing work,
the paper notes how scrutable stereotypes might support reflection and
metacognition as well as efficient, learner-controlled student modelling.

1 Introduction

Stereotype-based reasoning takes an initial impression of the student and uses
this to build a detailed student model based on default assumptions. This paper
explores stereotypes because they constitute a powerful mechanism for build-
ing student models and because this form of inference seems to be particularly
important for student and user modelling.

We see some rudimentary forms of stereotypic reasoning within a large range
of customisable software. For example, many systems o�er help which can be
customised at one of two levels: beginner or advanced. This usually operates
very simply as follows. Users are assumed to be at the beginner level unless they
alter the pro�le settings for help. This means that the default is to assume the
user is a beginner.

The form of help o�ered to a beginner is based on a raft of assumptions
about the knowledge and needs of the typical beginner. Similarly, the advanced
help is based upon assumptions about typical advanced users. Most systems do
not explicitly represent these assumptions. Typically, they reside in the head of
the author of the help.

This paper explores the role of stereotypic student models that are explicit
and available to the student.
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2 Stereotypes

The use of stereotypes in user modelling began with GRUNDY [26] [27] [28].
Rich de�ned stereotypes thus:

A stereotype represents a collection of attributes that often co-occur in
people. ... they enable the system to make a large number of plausible
inferences on the basis of a substantially smaller number of observations.
These inferences must, however, be treated as defaults, which can be
overridden by speci�c observations. [28]:35.

In GRUNDY, the user would give several words of self-description. For example,
a user might say they are athletic. GRUNDY used this as a trigger for a large
number of stereotypic inferences about the user. In the case of the athletic person,
GRUNDY might infer they were likely to be motivated by excitement, have
personal attributes like strength and perseverance, and are interested in sports.
Each of these inferences had a rating indicating its strength. From this collection
of inferences about the user, GRUNDY recommended books that matched these
motivations and attributes. After making recommendations and allowing the
user to respond to them, GRUNDY re�ned the student model by adjusting the
rating on each component of the model.

Stereotypes have been explicitly employed in several teaching systems, for
example [1] [2] [11] [23]. And the double stereotype was critical to KNOME’s
construction of user models for the Unix consultant [7] [8]. KNOME reasoned
from the user’s actions to a classi�cation of their expertise. So, for example, if
the user appeared to make competent uses of sophisticated aspects, they were as-
sumed to be expert. In addition, once a user was classi�ed as an expert, KNOME
inferred they knew aspects of Unix an expert is likely to know.

Suppose a stereotype M is part of the student modelling in a system which
represents a set of components {cj}, each of which represents some aspect of the
user. For example, one component might represent whether the student knows
about loops in the programming language, Python.

The stereotype has a set of trigger conditions, {tMi}, where each tMi is a
boolean expression based upon components of the student model. Any tMi may
be a single component cj of the user model or a function of several components,
f({ck}). For example, consider a stereotype intended to capture inferences about
an expert C++ programmer’s knowledge of concepts in Python. One trigger
condition might be based on a component which models whether the student is
an expert C++ programmer.

The primary action of the stereotype is:

if ∃ i, tMi = true→ active(M) (1)

meaning that when any trigger tMi becomes true, the stereotype M becomes
active.

There is a set of retraction conditions, {rMi}. Consider an example of a
retraction condition for the C++ programmer stereotype. Suppose, for example,
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we determine that the student knows neither Python’s while-loop nor the if. Since
these constructs are essentially the same in both Python and C++, this condition
(that the student does not know Python-while and does not know Python-if) is
a retraction condition for the stereotype M .

A stereotype is deactivated when any of the retraction conditions, rMi, be-
comes true:

∃ j, rMj = true → not active(M) (2)

and �nally, the e�ect of a stereotype activation is that a collection of stereotype
inferences {sMk} can be made:

active(M), → {sMk} (3)

Some triggers may be essential:

∃ e, (tMe ε {tMe}) and ( not tMe ε {rMe}) (4)

meaning that like any trigger, tMe can activate a stereotype. In addition, if tMe

is known to be false, the stereotype is deactivated.
A natural way to think about the stereotype can be based on an agent model.

Initially, each stereotype is inactive but waiting for one of its activation con-
ditions to become true. Once it is active, it waits for one of its deactivation
conditions to become true.

An important characteristic of stereotypes is that the size of the set of com-
ponents involved in each trigger function is usually far smaller than that of the
inference set.

Rich suggested that another characteristic of stereotypes is that they serve
only as default assumptions. These apply only until other, presumably more
reliable evidence becomes available. We prefer to generalise this, to allow the
possibility of even less reliable sources of evidence. For example, when we ran
coaching experiments [18], the student model kept track of cases where the coach
had sent advice to a student. We considered this to be a very weak form of
evidence for the student knowing aspects coached. It would have been quite
reasonable to consider it as weaker evidence than a stereotypic inference.

A student modelling system might operate as follows when it needs to know
the value of a particular component cj :

– ask all active stereotypes for information about cj ;
– seek other sources of information about cj ;
– if there is more than one piece of information about cj , resolve any conflicts

about the value of cj by making assessments of the relative reliability of the
information available.

An important characteristic of stereotypic inference is that it is intended to
be statistically valid. For a population of users who belong to a stereotype M ,

∀ i, sMi ε {sMj}, p(sMi) > pM (5)
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where pM is some probability value that is accepted as the threshold for including
an inference in the stereotype. This value pM is an important de�ning charac-
teristic of a stereotype. It establishes the standards applied by the designer of
the stereotype in deciding which inferences to allow.

Of course, the statistical character of the stereotype means that pM can
give no guarantees for an individual. This means that for an individual, if the
stereotype M is active, some of the inferences in {sMj} may well be incorrect. In
fact, we would expect that, for a typically large stereotype with many inferences,
some of those inferences in {sMj} would probably be incorrect. The whole point
of stereotypic inference is that it gives a set of useful default assumptions which
are generally useful for a population of users. A good set of stereotypes should
enable a system to be more e�ective for most students, even if it may be quite
ine�ective for a small proportion of students.

This statistical character of stereotypes should be distinguished from many
other sources of uncertainty in knowledge-based reasoning. For example, we
might have an inference:

knows(A)→ knows(B) (6)

meaning that a system can infer from the fact that the student knows A to
conclude that they know B. An instance of such an inference might be:

knows(loops)→ knows(variables) (7)

meaning that if a student knows the concept of loops in C++, we infer that
they know the concept variables since it is a prerequisite. Suppose that we are
uncertain whether the student knows loops, perhaps assigning a probability ploops
to the truth of the assertion that the student knows loops. In that case, the
inference about variables would also have an associated probability related to
ploops.

We can contrast this form of uncertainty from that due to stereotypic in-
ferences (which may also have associated probabilities with each inference). For
example, one inference might be

active(M)→ knows(localscope) (8)

which may be the inference that average C++ programmers will understand
the notion of local scope. We may have written this stereotype after studying
the knowledge of many C++ programmers: we may have found that 87% of
average C++ programmers understood local scope. We might then associated
a probability .87 with this stereotypic inference. This means that we would
expect to �nd 13% of people who are average C++ programmers and for whom
this inference does not hold. The complete stereotype M will have many such
inferences.

3 Stereotyped Student Models

The stereotypes described above may seem quite unlike the student modelling in
most systems. Indeed, aside from the small number of systems mentioned earlier,
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most systems ostensibly seem to operate quite di�erently. This section shows the
use of stereotypes in most student modelling. This will serve as a foundation for
the next section’s description of the important role of scrutable stereotypes.

An appealing property of the stereotype is that it should enable a system to
get started quickly on its customised interaction with the student. That quick
start is often based upon a brief initial interaction with the user or, less com-
monly, a short period observing the user. For example, a system might ask the
user just a few questions. Equally, it might set the student an initial task which
is used to assess their level. From this small base of information, the system
infers the values of a large number of components of the student model.

Consider the case of a system which teaches Python. If it knows nothing
about the student, it would logically have a default initial student model for
the typical person and this might reasonably set all components of the student
model to indicate the student knows no Python concepts. This is the implicit
stereotype of the typical beginner’s programming book. Equally, it is the implicit
stereotype for a classic CAI system.

By contrast, an ITS adapts its teaching to the individual student. So it
may begin the interaction with some attempt to construct an initial student
model. For example, it might begin by asking the student to indicate their level
of knowledge of various programming languages. Suppose the student assesses
themself as an expert in C++ but having no knowledge of Python. This can
activate a stereotype which assigns the value known for the components which
model the student’s knowledge of the many concepts which are essentially the
same in C++ and Python. This represents the intuitive reasoning that a person
who is expert in C++ can be expected to know its core concepts and, where
these are common to Python, that person should have a conceptual level of
knowledge for those concepts in Python. There may be a hundred or more such
concepts. For example, these include understanding such notions as loops, while
loops, booleans to control loops and nested loops. So the single question about
C++ expertise can have a fanout inference of more than a hundred student
model components. If a single question about C++ expertise can be used to
infer so much information, a system might quickly begin its customised, highly
e�ective teaching of Python.

A second stereotype can be triggered by the the users claim of no knowledge
of Python. This could assign the value unknown for components representing
the student’s knowledge of the detailed syntax and idiom of Python.

Yet another stereotype inference could assign the value unknown to those
Python concepts which are quite di�erent from anything in C++. It could also
set as unknown, those Python concepts which clash with knowledge of C++,
because there are similar elements but important di�erences. An example of this
is the for loop which is a looping construct in both languages but it operates
di�erently in each. The trigger for this stereotype is the user’s claimed expertise
in C++ combined with their claimed ignorance of Python.
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3.1 Novices, Intermediates, Experts and Others

We now review some major approaches to representing student models: the over-
lay, di�erential and buggy models. We identify the stereotypic inference that
occurs in all of these.

The commonest form of student model is the overlay which represents the
learner’s knowledge as a subset of the total domain knowledge modelled. This
may be the expert’s knowledge. Of course, the notion of an expert domain model
is stereotyped: in practice, di�erent experts disagree on some aspects of their
domain of expertise.

The di�erential model is a form of overlay model which represent a subset
of domain knowledge. This student model deals only with the aspects that the
system intends the student to learn. We might call this plausibly ideal student: a
stereotype of the sort of student knowledge and skills we might reasonably expect
to be achieved after learning with the system. This di�ers from the overlay on
an expert model because it distinguishes those aspects of the expert model the
student is expected learn from others. In a sense, it represents aspects of the
domain that are within the scope of the teaching system. It captures the system
designer’s view of knowledge that will have been acquired by the student who
learns all the aspects taught by the system.

In contrast to overlay models, buggy student models represent incorrect be-
liefs that learners may hold. The classic systems in this group were BUGGY
[4] and PROUST [20], both of which developed a body of very interesting work
on learner’s misconceptions and errors. This work can be seen as involving con-
struction of a stereotype model of student errors: it represented a number of the
mostly commonly observed errors. Essentially, the buggy student model captures
the statistically most common misconceptions. It is not expected that any one
learner would have all of them. Indeed, each may be quite uncommon: a rela-
tively common misconception might only be held by 30% of beginners. However,
the system represents them because there is an underlying assumption that the
system may be better able to understand some of the learner’s actions by in-
terpreting them in light of the buggy model. Where a misconception is held by
30% of all beginners, it may be much more common among beginners who are
observed to make certain classes of errors.

There is a large literature on di�erences between novices versus experts, such
as [6]. This provides a foundation for constructing stereotypes of beginners and
experts in particular domains.

3.2 Building Stereotypic Student Models

Building stereotypes involves de�ning: the triggers {tMi}; the retraction con-
ditions {rMi}; the stereotype inferences {sMi}; and the threshold probability,
pM , for inferences in the M population.

Hand-Crafted Stereotypes. This is a very obvious approach. Nonetheless,
it deserves mention because it seems to be so widespread in teaching systems.
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Essentially, the designer of the system makes assumptions about the stereo-
type groups. For example, there may be stereotypes for the beginner and the
advanced student. Although this approach may often be ad-hoc, its value and
importance should not be underrated. For example, an expert teacher may have
built up invaluable stereotypes of typical student knowledge at various stages
of their learning. Capturing and encoding this experience in stereotypes could
be an important contribution to the body of knowledge of about how to teach
e�ectively.

Another important potential role for handcrafted stereotypes arises in local
customisation of systems. for example, an experienced teacher can observe their
own students. In addition, that teacher knows the context of the learning ac-
tivities. So, that teacher is ideally placed to de�ne stereotypes of the individual
knowledge, learning goals and common problems for their own students. This is
likely to be an important role for stereotypes as ITSs are deployed.

Empirically-Based Stereotypes. These approaches do not rely on elicitation
of an expert teacher’s knowledge of students. Instead, we collect data about
students and use this to construct stereotypes. This has considerable appeal
where a student works with an online tool such as a spreadsheet. In such cases,
it is straightforward to monitor their actions.

For example, we might run empirical studies where users are asked to attempt
a task. We then monitor user actions as they attempt the task. If we repeat this
experiment over many tasks, we can construct a stereotype which maps from
sequences of user actions to the likely task the user was attempting to do. This
constitutes a set of stereotypes whose triggers are user actions and each inference
set infers both the tasks the user was attempting and the lack of knowledge
associated with flawed approaches to tasks. This approach has been applied in
Lumiere [16] which can be viewed as a teaching system which gives just-in-time
advice, at the time the user needs to learn in order to achieve a task.

More broadly, there is an important role of machine learning in acquir-
ing stereotypes [29] [33] as well as careful study of empirical data to identify
stereotypes [32]. There are important potential links between this task and the
construction of similar stereotypes for information retrieval and �ltering. This
goes under various names including community, collaborative, clique-based ap-
proaches [24].

Stereotypes Inference. Collection of information for triggering stereotypes
comes from three main sources:

– directly elicit information from the student;

– observe the user interacting with the system;

– diagnostic tasks.

The �rst is very simple and we have already given examples of the student being
asked to assess their expertise in a programming language.
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The other two are closely linked to each other. For example, in the context
of a system which teaches about an operating system, it might be feasible to
monitor the student’s use of that system. Then, as in the Unix Consultant, use
of sophisticated commands might be used to infer expertise. The third method
is more common in ITSs. It might ask the student to do set tasks. If the student
can do di�cult tasks, making e�ective use of sophisticated commands, this can
be used to infer expertise.

4 Stereotypes and Scrutability

Scrutability of stereotypes should mean that a student can scrutinise the system
to �nd answers to questions like the following.

– Am I a beginner?
– What are the implications of being a beginner?
– What would be di�erent if I were an expert?
– How can I let the system model me as a beginner, but have it recognise some

of the more advanced things I know?

There seems to be the potential for considerable bene�t if learners can explore
such issues. Some relate to the possibility of encouraging reflection. This has been
described by Goodman, Soller and Linton [13]:

Reflective activities encourage students to analyse their performance,
contrast their actions to those of others, abstract the actions they used
in similar situations and compare their actions to those of novices and
experts.

Others have discussed and explored this notion of the variously described
open, accessible or transparent student models and systems. See, for example,
[3] [9] [10] [11] [12] [15] [22] [25] [30]. They identify bene�ts of such approaches
in terms of:

– potential learning bene�ts if access to the model can nurture reflection and
metacognition;

– the enhanced learner control over the personal information typically held in
a student model;

– the possibility of improving the quality of the student model as learners are
able to correct errors in it.

We can expect that the particular case of stereotype-based student modelling
would be likely to share these potential advantages.

5 Discussion

We now consider the special relevance of scrutability in association with stereo-
types for student modelling.
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5.1 Corrections to Stereotype Models

The nature of stereotypes makes them especially important as targets for user
access and correction. This is because stereotypes are constructed in terms of
their accuracy and utility for a population of users. Equally, there is a corre-
sponding expectation that some inferences sMk will be incorrect for some users.
There are two levels of control associated with stereotypes.

– The whole stereotype: The student can decide that an active stereotype
should be deactivated, or vice-versa. So, for example, the student can decide
to deactivate the beginner stereotype and possibly choose to activate some
other.

– Individual inference level: The student can alter the value any single infer-
ence sMk. For example, the student may be content to have the beginner
stereotype active. They might check several of beginner inferences and be
happy with these. However, they may see that it makes some incorrect in-
ferences. The student should be able to correct these in their own model.

The �rst of these could be achieved if we extend the notion of stereotypes as
follows: every stereotype has a built-in retraction condition which can be set by
the student.

The second can be achieved by regarding the student input as a more reliable
source of student modelling information. Then, the set of information about a
component cj could potentially include the inference from the stereotype and the
information volunteered by the student. So long as the student modelling system
treats the latter as more reliable, we have a simple mechanism for retaining the
active stereotype but allowing the student to �ne-tune the details.

5.2 Stereotypes, Teaching and Learning Agendas

Typically, a student model represents just those aspects the system needs. Some
parts of the student model drive the adaptation of the teaching. Some may assist
the system in its interpretation of the student’s actions. Yet others represents
the core learning goals for the system. We now focus on these.

The student model will typically track the learner’s progress: hopefully, the
student model will reflect the student’s ongoing progress as they learn each
of these. Stereotypes can be useful for initialising these aspects of the student
model. For example, a few carefully chosen questions or diagnostic tasks might
be used to classify the student as intermediate-level and then to infer the initial
model, with some of the teaching goals set as known. This initialises the system’s
teaching agenda.

Another important potential role for stereotypes relates to the student’s own
learning agenda. In theory this could be modelled separately from the teaching
goals. This would mean representing both the student’s knowledge and whether
they want to learn each aspect. The default stereotype assumption might set all
unlearnt teaching goals as learning goals. Scrutability of and control over this
stereotype would enable the student to tune the learning goals.
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One important sources of problems for learners can occur when there is a
mismatch between the teacher’s goals and the learner’s appreciation of the overall
and, particularly, the current goals [10]. Scrutability of the student model o�ers
the potential to reduce the e�ect of such problems. As Self notes, [31] student
models capture a precise de�nition of essential state in a teaching system. This
is a foundation for individualisation and for shared understanding between the
learner and the system, with the learner being able to better understand what
drives the system.

5.3 Buggy Stereotype as Learning Objects

If a student modelling system makes use of buggy stereotypes, these encode
a potentially useful set of information for learners and teachers. Consider the
following scenario. A student is classi�ed as a beginner in the domain of Python
programming. Suppose they are trying to write a �rst Python program and they
have problems. A clever ITS might diagnose the di�culty. Equally, if there is
a good presentation of stereotypic errors by beginners in this task, the student
might read this and work out what their problem is. Yet another possibility is
that a human teacher might be better able to help the student, aided by this list
of stereotypic errors. Just this use was intended for the IDEBUGGY extension
of work on BUGGY.

5.4 Individual or Stereotype – Is There a Conflict?

At �rst glance, one might think that individual and stereotypic student modelling
are at odds. In practice, stereotypes can support highly individual student models
in two ways. First, a rich collection of stereotypes can ensure that each student
will have many active stereotypes at once. The possibility of many combinations
of stereotypes leads to a correspondingly large collection of di�erent models, all
based purely on stereotypes. Beyond this, if the stereotypes are used as initial
default inferences which are re�ned over time, we can expect each student’s
model to become more individualised as more data becomes available to re�ne
it.

6 Conclusion

We have de�ned a stereotype M as:

– triggers, {tMi}, which activate a stereotype
– retraction conditions, {rMi}, some of which may correspond to the nega-

tion of essential triggers, and learner control requires a built-in retraction
condition which can be set by the student

– stereotypic inferences, {sMi}
– threshold probability for inferences, pM , which captures the minimum prob-

ability of each inference for a population of users matching this stereotype.
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The action of a stereotype is to make large numbers of inferences when a
trigger becomes true. Many student models can be regarded as using stereotypic
inferences, although they are often implicitly coded.

Scrutability of student models seems to o�er potential bene�ts in terms of im-
provements in learning and in the accuracy of the student model. Where student
models are based on stereotypic inference, there are even stronger arguments for
scrutability since the inferences are only valid in a statistical sense. The ele-
ments listed above indicate the aspects which the student might scrutinise to
understand the stereotypic reasoning applied in their own student model.
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Extended Abstract
It has been claimed that the world is moving inexorably towards a single global vil-
lage, spurred by the dominance of television on our lives.  Surely it is obvious that
globalization can only be accelerated by the rapid spread of information and commu-
nications technology (ICT).  After all, are we not all neighbours on the internet?  Au
contraire!  It is my thesis that far from being a further stimulus for globalization, ICT
will inevitably be mainly a force for localization.  The very fact that everybody is a
neighbour to everybody else on the internet will mandate that each person must re-
strict their interactions with almost everybody (or be overwhelmed).  The very fact
that an immense amount of information is readily accessible will mean that each per-
son must be very selective in the information they actually access (or be inundated).
The consequence will be that each of us will shield ourselves with largely impenetra-
ble barriers to outside interaction, allowing access only to those people and that in-
formation that we choose, that synchronizes with our world view.  In short there will
be no universal global village.  Instead, we will each live in our own personal elec-
tronic villages, each village different from every other village.

How will people learn in such a village?  Ensconced as they are in their own local
perspectives, people will be unaware of much that is relevant and useful to them.
Each person will, however, maintain contact with other people, who in turn will
maintain contact with still other people.  These contact networks will form virtual
communities [1], both explicit and implicit.  Knowledge will impact a person only
when it becomes known within a community in which they participate.  While tech-
nology will facilitate the spread of this knowledge, fundamentally people will truly
learn this knowledge mainly through interaction with other people within a commu-
nity, who can help ground the knowledge in the context of their shared interests.
Thus, the flow of knowledge through society will be relatively slow, moving from
community to community, and spreading gradually within communities, as people
learn from one another, helped by appropriate technology.

                                                          
1 This talk draws on ideas from many research projects carried out in the ARIES Laboratory

over the years.  I would like to thank my many graduate students and colleagues for their in-
sights and the Canadian TeleLearning Networks of Centres of Excellence and the Natural
Sciences and Engineering Research Council of Canada for their funding.
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Understanding the interlocking localized notions of personal electronic village and
virtual community will be crucial in building environments for learning that are con-
sistent with learning and teaching in cyberspace.  In this talk I will look at some of the
implications of such localization for learning technology research.  I will draw on
ideas from my issues paper, appearing in the IJAIEd special issue on "AIEd in 2010"
[2], as well as concepts explored in other research projects in the AIEd field, includ-
ing our own recent work exploring an agent-based peer help environment [3].
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Abstract. This paper presents an approach to intelligent tutoring for diagnostic
problem solving that uses knowledge about causal relationships between
symptoms and disease states to conduct a pedagogically useful dialogue with
the student.   An animated pedagogical agent, Adele, uses the causal
knowledge, represented as a Bayesian network, to dynamically generate a
diagnostic process that is consistent with the best practice approach to medical
diagnosis.  Using a combination of hints and other interactions based on
multiple choice questions, Adele guides the student through a reasoning process
that exposes her to the underlying knowledge, i.e., the patho-physiological
processes, while being sensitive to the problem solving state and the student’s
current level of knowledge.  Although the main focus of this paper is on
tutoring medical diagnosis, the methods described here are applicable to
tutoring diagnostic skills in any domain with uncertain knowledge.

1   Introduction

The motivation for the work described in this paper comes from Adele, an
animated pedagogical agent [10] designed to be used for medical education [19].
Adele is being applied to a number of health science curricula, of which
undergraduate case-based clinical instruction is a major focus.  In a case-based
diagnostic exercise, students are presented with a simulated clinical problem.
Students are able to examine the simulated patient, ask questions about medical
history, perform a physical examination, order and interpret diagnostic tests, and
make diagnoses.  Adele monitors the student’s actions and provides feedback
accordingly.  Students can ask Adele for a hint or action rationale via a graphical user
interface.

http://www.isi.edu/isd/carte/
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Adele’s primary emphasis is on the procedural representation of the best practice
approach to diagnosis and management. Information about the causal relationships
between the clinical findings (e.g., an x-ray shows specific lesions) and the
hypotheses (i.e., the final and differential diagnoses) is incorporated into the
explicitly-authored textual hints and rationales associated with steps in the procedural
representation.  The rigid distinction between rationales and hints can lead Adele to
tell the student what to do instead of guiding them through the problem solving
process.  Evaluations by students have shown this to be the case [19].  Adele cannot
effectively guide the student in reasoning about hypotheses because the relationships
between hypotheses and findings are not maintained explicitly in her knowledge
representation.

This paper presents a different approach to intelligent tutoring for diagnostic
problem solving that addresses the problems outlined in the earlier paragraph.  In this
approach,  information about the causal relationships between the clinical findings
and the hypotheses is explicitly represented using a Bayesian network.  Adele uses the
representation to dynamically generate a diagnostic process that is consistent with the
best practice approach to medical diagnosis.  The paper is organized into two main
sections.  The first section describes the representation of domain knowledge and the
student model necessary for tutoring.  The second section describes how Adele uses
the representation to conduct a dialogue with the student, thus maximizing learning.

2   Representation of Domain Knowledge

2.1   Issues and Related Work

The representation of domain knowledge must support a plausible or correct diagnosis
and be teachable.  In any diagnostic reasoning process, the main challenges are how to
generate and rank the hypotheses based on the evidence and how to select the next
best (optimal) evidence-gathering step.  The SOPHIE systems [1] for teaching
trouble-shooting electronic circuits were the earliest diagnostic intelligent tutoring
systems (ITS). SOPHIE III used mathematical constraint based models to represent
the behavior of circuit components to do model-based diagnosis [8].  Models are
difficult to develop for medical domains because physiological structure and behavior
are poorly understood.   Medical diagnostic programs operate on heuristic causal
relationships between findings (evidence) and abnormal disease states (hypotheses).
The causal relationships are captured by rules with certainty factors as in Mycin [20]
and Neomycin[3], or causal models[11], or  probabilistic causal models [5, 9,16].  A
type of probabilistic causal model, the Bayes network, has been used to build
commercially viable diagnostic systems in medical domains [9,16].  Our work uses a
Bayes network to capture the causal relationships between findings and hypotheses.

Ideally, the selection of the next best evidence-gathering step should ensure that
the "value of information" exceeds the cost of gathering evidence [9].  In practice,
performing this computation for all possible sequences of observations can be very
expensive and hence simplifying assumptions are often made.  While such approaches
work well for an automated diagnosis program, they are difficult to explain.  Clancey
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[2] has done extensive protocol analysis of medical experts which indicate that
physicians follow an intuitive approach while exploring hypotheses that does not
consider costs.

2.2   Representing Relations Between Findings and Hypotheses

Our work uses a Bayesian network representation for the causal relationships between
hypotheses and findings.  Figure 1 shows a portion of the belief network model for the
clinical case (called the "Cough Case") we have developed.  Each node in the network

Fig. 1. A portion of a Bayes net for the Cough case

is a random variable that represents some hypothesis (final or intermediate disease
state) or possible finding. Each node can take on one or more values.  For example,
the possible values for the "cough" node are: true or false indicating the presence or
absence of cough.  A finding can be determined by executing the procedural step
associated with it (e.g., ask a patient a question).  Steps have costs associated with
them which may be monetary, or it may refer to an intangible cost such as time and
discomfort to the patient.  Causal links connect nodes.  A conditional probability table
(CPT) associated with the node specifies probability of values for the random variable
based on the values of each of its parents.   Acquiring these probabilities can be a
challenging problem for large networks. However, depending on the particular
learning objectives of a case, only a portion of the network might be relevant.
Irrelevant portions can be avoided by using an "other miscellaneous causes" node [18]
(see Fig. 1).  We are losing some diagnostic accuracy but it may be acceptable for
pedagogical purposes, since we have the freedom to author the case in such a way that
the other causes will be improbable.
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2.3   Selecting the Next Evidence-Gathering Step

The Bayes network is used to compute the posterior probability distribution for a set
of query variables, given the values of evidence variables.   In our case, the query
variables are the possible final diagnoses. Whenever new evidence is obtained, the
probabilities of the query variables in the network are updated.  The current
implementation uses the JavaBayes engine [4] to perform these updates. Any routine
step not already performed that "addresses" a "likely" hypothesis is a valid next step.
A hypothesis is ''likely" if its current probability >= 0.5.   A step "addresses" a
hypothesis when there is a directed causal path between the hypothesis and any
finding resulting from the step and at least one of the nodes on this path can affect the
probability of the hypothesis given the current evidence.   The set of nodes affecting a
query can be determined using algorithms to identify independencies in such networks
[6].  Non-routine or expensive steps must meet a higher probability threshold for the
hypothesis they address before they can be recommended as a valid next step.  For
example, a sweat test provides evidence for or against cystic fibrosis but should be
considered only if there is already some evidence for cystic fibrosis (e.g., current
probability > 0.6). It is possible that there are no steps available that address likely
hypotheses.  In this case, steps addressing unlikely hypotheses will be considered.  In
suggesting steps to the student, Adele will suggest lower cost steps before more
expensive ones from the set of next valid steps.   Unlike decision-theoretic methods,
the approach described here does not guarantee an efficient diagnostic process.
However as explained earlier, decision-theoretic methods can be computationally
expensive and difficult to explain.

2.4   Modeling the Student’s Knowledge

Ideally, the student model should capture all of the knowledge the student is expected
to bring to bear on the diagnostic process including the steps (e.g. sweat test) and their
associated properties (e.g., cost),  the findings associated with the steps (e.g., positive
sweat test),  the hypotheses (e.g., cystic fibrosis),  the hierarchical relationships
between hypotheses (disease hierarchy), the causal relationships between the findings
and hypotheses, and the strengths associated with these relationships (e.g., a negative
sweat test is strong evidence against cystic fibrosis).  However, the current
implementation focuses mainly on the causal relationships because the instructional
objectives are concerned mainly with the causal mechanisms.  A student's knowledge
of each relationship is updated during the tutoring process when the tutor tells the
student about it (e.g., as part of a hint) or when the student confirms her knowledge of
the relationship by taking a correct action or correctly responding to the tutor's
questions. Note that we use the Bayesian network only to represent the domain
knowledge and do not use the Bayesian network for modelling the student as in
Gertner et al. [7].
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3   The Student-Tutor Dialogue

A tutor can convey knowledge to students via an effectively structured dialogue [14,
12, 15, 21].  When the student makes mistakes the tutor can ask questions that will
reveal a student’s underlying misconceptions, allowing the student to discover her
own mistake [15].  Such an approach promotes learning by inducing “cognitive
conflict” in the learner [13].  To conduct a coherent dialogue, the tutor needs to
maintain a dialogue state, mainly the focus of attention and history of utterances made
so far [17].  Clancey [2] notes that people focus on a hypothesis, which guides their
actions in the diagnostic process.  In this work, the focus of attention is a node in the
belief network, which could be a finding or hypothesis.  The diagnosis process will be
initialized with some initial set of findings - the patient’s presenting complaint.
Adele’s focus is initialized to the most promising finding, i.e., the one that provides
the strongest evidence for a hypothesis, and this focus is presented to the student as
part of the introduction to the case.  The focus of attention is updated as the student
and tutor perform actions or make utterances as described in the following sections.
This section describes how we have extended Adele’s tutoring dialogue by exploiting
the causal representation of the Bayesian network to support a detailed probing of a
student's actions within the limitations of the interface.

3.1   Hint

Given the current evidence, Adele can determine valid next evidence-gathering steps
using the procedures described in the earlier section.  When the student asks for a hint,
instead of providing the answer directly, Adele can use the opportunity to guide the
student through a reasoning process that exposes the student to the underlying
physiological processes.  For example, at the start of the session the primary  finding
and current focus is cough.  To generate a hint, the agent identifies a path from the
current focus to a valid next step (shown by the enclosed box in Fig. 2).  Successive
hints are generated by traversing this causal path.  For example,

Student:  Hint.
Adele:  Chronic air passage obstruction can cause cough.
Student:  Hint.
Adele:  Chronic bronchial inflammation can cause chronic air

passage obstruction.

The dialogue state and the student model are both updated after the hint is
provided.  Hints are generated with respect to what the student knows.  For example,
if the student model indicates that the student knows that chronic air passage
obstruction can cause cough, then the first hint would not be given.
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Fig. 2. Hint generation based on focus of attention

3.2   Correct Action

When a student takes a correct action, that is, one that the agent considers a valid
next step, the agent can initiate a dialogue to verify the student's reasoning. This
dialogue is initiated only if one or more of the relationships involved are
"instructionally significant"1 and if the student has not already been told about the
causal relationships involved.   For example, assume that the current focus is "chronic
air passage obstruction" and the student now takes correct action and asks if the
patient smokes.  Adele can ask the student about the causal mechanism that leads
from smoking to chronic air passage obstruction.

Adele: Yes. Can you identify the mechanism by which smoking
leads to air passage obstruction? Select one from list.

The possible options (e.g., bronchial inflammation, tumors, infection) are provided to
the user in a multiple-choice list dialog box.  Adele uses gaze and pointing gestures
coordinated with speech to direct the student's attention to objects on the screen such
as dialog boxes [19].  If the student correctly identifies the mechanism then the agent
utters praise and updates the student model.  Otherwise, the agent will point out that
the student is wrong and explain the correct mechanism to the student.  If the
reasoning chain is very long and at least one other link is marked instructionally
significant, then this dialogue may be repeated in a recursive fashion.

A correct action can generate evidence that significantly alters the probability of
some hypotheses. The probabilistic reasoning process that leads to the change in the
probability of a hypothesis in the Bayes net can be quite complicated.  Instead of
trying to generate an explanation for this reasoning process, we provide a summary
that relies on the probability of seeing the evidence assuming that the hypothesis is
true. It would be pedagogically beneficial for the agent to intervene and bring this to

                                                          
1 Certain causal links in the Bayesian network are more pertinent to the instructional objectives

of the current case. Links relating to these objectives are marked by the author as being
"instructionally significant."
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the attention of the student when the student model indicates that the student does not
know the relationship between the evidence and hypothesis.  For example:

Adele: Note that the patient experiences significant shortness of
breath. This provides strong evidence for chronic bronchitis or
asthma.

If the new evidence causes the probability of the hypothesis in focus to become
unlikely, Adele needs to guide the student by shifting the focus to a different node in
the network.

Adele: Notice that a negative sweat test provides strong evidence
against cystic fibrosis. Cystic fibrosis  is unlikely. You could
consider other possibilities. Cough can also be caused by <new
focus>.

A correct action could also cause a shift in the focus because we have exhausted
all low cost steps related to the current focus. We need to shift the focus to another
branch to pursue other low cost steps.  For example, if we finish asking all possible
questions leading from “chronic_bronchial_inflammation,” we need to shift the focus
to “acute_bronchial_inflammation.” The assumption here is that the student should be
encouraged to ask all relevant questions before proceeding with more expensive steps.

3.3   Incorrect Action

There are three ways in which an action can be incorrect: (1) it can be irrelevant to the
current case; that is, the action contributes no useful evidence for the current case; (2)
it can be a high cost step whose probability thresholds are not met; that is, the
probability of the hypothesis given the current state of evidence does not support the
expensive action -- there are cheaper actions that could have been taken to gather
more evidence; or, (3) it can be a low probability error; that is, the action provides
evidence only for an unlikely hypothesis (probability < 0.5) when there exist more
promising hypotheses.

If an action is irrelevant, there is not much the agent can do since it has no way of
relating the action to the network. If an action has a high cost or a low probability, it
can be related to the network, and there are two possible responses depending on
whether or not the action can be related to the current focus.

The “RV_TLC_Ratio”, or “lung performance” test in Fig. 3 (bottom node) is an
action with a high associated cost.  Given the current focus, there are two appropriate
next steps that a student might take: she might ask the patient if he smokes, or she
might order a lung performance test.  Suppose the student orders the lung
performance test.  Since ordering a test is more expensive than asking a question, the
agent points out that there are cheaper actions that will provide evidence for the
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smoking

Chronic_bronchitis

Chronic_bronchial_inflammation

cough

Chronic_air_passage_obstruction

recurrent_viral_infections

asthma

Focus of attention

RV_TLC_Ratio
(lung performance)

Fig. 3.  Incorrect action causally related to focus.

current focus.  Our medical collaborators feel that the agent should not intervene too
frequently to point out mistakes, so the student is allowed to make a few errors before
Adele intervenes.   The mistakes are recorded and can be reviewed with the student
later.

To illustrate an example of the second case (Figure 4), suppose the student orders a
“bronchoscopy.”

smoking

Chronic_bronchitis

Chronic_bronchial_inflammation

cough

Chronic_air_passage_obstruction
acute_air_passage_obstruction

recurrent_viral_infections

acute_bronchial_inflammation

asthma

Tumors_in_bronchi

Agent’s 
Focus of attention

Lung_cancer

Malignancy
(test: bronchoscopy)

Student’s
Focus of attention

Fig. 4. The student's focus of attention is different from the agent's.

In general, there are two possibilities: (1) the student is under the misconception that
the action is somehow related to the current focus (i.e., a bronchoscopy provides
evidence for chronic_air_passage_obstruction); or (2) the student has a different focus
in mind than the agent – ignoring the agent’s hints.  The two cases can be
distinguished by explicitly asking the student to identify what hypothesis is being
pursued. For example:

Adele:  I was not expecting you to do this.  What hypothesis are you gathering
evidence for?

If the student selects the wrong hypothesis to justify the action, the agent will
clarify the student’s misconception that the action is related to the hypothesis in focus
(i.e., that a bronchoscopy does not provide evidence for chronic air passage
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obstruction)2.  If the student’s focus of attention has shifted to some node along the
branch enclosed by the rectangular box then either the hypothesis the student is
focussing on is of low probability, or the cost of the action is high. The latter case has
already been discussed.  If the differing hypothesis is of low probability, the agent
will initiate a dialogue to correct the student’s misconception about the likelihood of
the hypothesis given the current evidence. The agent can ascertain if the student has
incorrectly deduced the probability of the hypothesis by asking the student to rank the
hypothesis in question with respect to other hypotheses. Once the agent has
established the student’s misconception about the hypothesis ranking, she can attempt
to correct it by asking the student to justify her rationale for the ranking, i.e., identify
findings that the student thinks support her misconception. Based on the student’s
response, the misconception is corrected.

4   Conclusion

By using a Bayesian network to explicitly represent and reason about the causal
relationships between findings and hypotheses,  Adele can be more effective in
tutoring diagnostic problem solving while keeping consistent with a best practice
approach.  Using a combination of hints and other interactions based on multiple
choice questions,  Adele guides the student through a reasoning process that exposes
her to the underlying knowledge, i.e., the patho-physiological processes, while being
sensitive to the problem solving state and the student’s current state of knowledge.
Effective rationales are generated automatically, although extensions to Adele's
language generation capability will be required to make them sound more natural.
We have built a complete case focusing on pulmonary diseases in patients who
present with a cough as their chief complaint and have conducted informal
evaluations of this case with faculty from the medical school at USC.  We are
planning a more detailed evaluation with students and hope to report on the results of
these evaluations at the conference. Although the main focus of this paper is on
tutoring medical diagnosis, the methods described here are applicable to tutoring
diagnosis in any domain with uncertain knowledge.
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Abstract. Minimally invasive surgery has revolutionised the surgeon’s
approach by using optical systems to inspect cavities of the human body and by
using small instruments to perform surgical procedures. This paper presents the
LAHYSTOTRAIN1 demonstrator a training system for laparoscopy and
hysteroscopy, two types of minimally invasive surgery techniques, combining a
Virtual Reality Simulator (VRS), which contains virtual anatomical structures
and simulates endoscope surgical instruments, a Basic Training System (BTS),
that provides web based theoretical training, and an agent-based tutoring
system, the Advanced Training System (ATS), oriented to supervise the
execution of the practical exercises providing proactive and reactive
explanations and emulating the behaviour of some persons involved in the
operating theatre like the nurse, assistant surgeon and anaesthetist.

1 Problem Description

The current world-wide used surgical education process on laparoscopy and
hysteroscopy generally includes hands-on clinical experience and training on
anaesthetised animals, cadavers or plastic models. The traditional model for learning
procedural skills follows the rule ”see one, do one, teach one”. Because of learning by
doing operations need a lot of more time, at least 20-25%, this means for the patient a
longer time in anaesthesia and so the burden of the patient will be much higher to get

                                                          
1 LAHYSTOTRAIN (Integration of Virtual Environments and Intelligent Training Systems for

Laparoscopy/Hysteroscopy Surgery Training) UE Educational Multimedia (TAP and LdV)
project MM 1037 partly supported by the EC is a 30 months lasting project started on
September 1998. The partners of the consortium are Fraunhofer IGD (G), Labein (S),
Osakidetza (S), Instituto de Engenharia Biomédica (P),  Hospital Sao Joao (P), Storz (G) and
University Hospital Frankfurt (G). The authors wish to acknowledge the contribution of all
members of the project team to the ideas presented in this paper whilst taking full
responsibility for the way they are expressed.

mailto:muellerw@igd.fhg.de
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complications. On-the-job training proved to be insufficient due to the high risk.
Moreover, dissatisfaction with plastic models and the ethical discussion associated
with animal experiments led to consideration of alternatives. This is true specially for
rehearsing hysteroscopic procedures where it doesn’t exists world-wide appropriate
training environment at that time. An advanced training system combining virtual
reality, web-based learning and agent-based tutoring techniques has the potential to
enhance the current education and certification processes by increasing the safety,
flexibility and cost-effectiveness. Aim of this paper is to report on the whole
experience we have made in the development of LAHYSTOTRAIN demonstrator. In
section 2 we describe the application scope and functionalities. Section 3 presents the
architecture of the advanced training system. Then we describe the virtual reality
simulator (section 4). Finally, section 5 summarises the lessons learned and the
conclusions concerning the real applicability of the system.

2 Application Scope and Functionality

The LAHYSTOTRAIN training system is addressed to an heterogeneous collective
composed of expert and novice surgeons, resident and medical students. It admits two
types of users: surgeons, called trainees, and medical instructors. Trainees use the
system to train and recycle in the execution of Laparoscopy and Hysteroscopy
procedures/pathologies. Depending on the background and skills of the trainees, they
are grouped in four categories: Expert Surgeons, Novice Surgeons, Residents and
Medical Students. Medical Instructors are in charge of controlling and supervising the
trainees evolution. They are able to set-up new exercises and consulting information
related with the domain (such as initial patient conditions, list of phases, tasks and
actions which make up each procedure, and pre-defined patient complications) and
with the trainee data base (like user profile, didactic paths and last sessions evolution).
Training in LAHYSTOTRAIN is carried out in two temporal consecutive phases:

•  Acquisition of theoretical knowledge related to pathologies, complications,
instruments and equipments. This training phase implemented in the BTS [1] can
be completed remotely (for those people don’t having access to a training centre
or a hospital in which the ATS is installed) or locally in the opposite case. The
basic training course is intended to give novice surgeons, by means of a web-
based multimedia environment, the basic knowledge on laparoscopic and
hysteroscopic procedures before proceeding with the VR advanced training. The
LAHYSTOTRAIN Web based training can make a strong contribution to the
existing training efforts because the target audience is geographical and timely
scattered.  Additionally, since surgery is a field of constant evolution, it is easier to
update the didactic contents in this environment rather than on a printed support.

•  Acquisition of practical skills previous to real interventions. During this phase the
trainee interacts with the ATS (see figure 1). He has to execute correctly at the VR
simulator the interventions proposed by the Tutor. During the execution of each
exercise he is guided by the Assistant (pedagogical agent) who provides proactive
and reactive explanations. Proactive assistance consists in the generation of
explanations about different aspects of the procedures the surgeons have to carry
on. These explanations are only provided when the user request for them to get



LAHYSTOTRAIN: Integration of Virtual Environments and ITS      45

specific information. The list of actions which compose an intervention, the
consequences of execution an action at the simulator, the safest path to an organ or
an expert demonstration are some examples of pro-active explanations. Reactive
assistance consists in the generation of explanations whenever the user makes a
mistake, or something anomalous is happening at the VR simulator.  The aim of
these explanations is, depending on the expertise level of the trainee, to provide
hints and information not only about the mistake or the anomalous situation, but
also about its possible causes and remedy strategies. Reactive explanations
suppose an interruption in the trainee execution of the session, which could disturb
his/her training process. To avoid this situation, LAHYSTOTRAIN allows the
trainee to select the intrusion level (low, medium, high) of the system. For
instance, in low intrusion level, instead of interrupting the trainee operation, it
stores all the session events in order to build a final debriefing at the end of the
session. This final debriefing includes information like session success or not,
trainee incorrect actions, violations, complications detected, description of the
trainee misconceptions, and recommended actions. The Tutor, another
pedagogical agent, is in charge of managing the whole training process: rostering
and registering student information, acquiring trainee performance data and
generating and executing the session Instructional Plan proposing different
training lessons and exercises according to the user’s expertise. This plan is
constructed based on the information about the current trainee stored in the User
Model. The Tutor modifies dynamically this plan adapting it to the trainee’s
performance during a training session. Finally, three behavioural agents, Assistant
Surgeon, Nurse and Anaesthetist, reproduce and emulate the behaviour of some
persons involved on the operating theatre. Surgeons must learn their individual
role in the team as well as how to co-ordinate their actions with their team-mates.

ATS
ASSISTANT + TUTOR + AGENTS

 Surgeon/s

LAHYSTOTRAIN  DEMONSTRATOR

Actions

Simulation Control
 (stop, backtrack, ..)

VR  SIMULATOR

Pro. Expl. Req.
Tutor requests
Agent commands

 Surgical explanations
 Tutor Assistance
 Agent Messages

Expert Actions
Simulation Control
Complications

Actions
Patient States

Fig. 1. LAHYSTOTRAIN Advanced Training System

The domain scope (pathologies and complications) covers in the BTS all subjects
considered by the ESHRE (European Society of Human Reproduction and
Embryology) laparoscopy and hysteroscopy competence levels. The ATS, in addition
to the theoretical exercises, contains a set 12 practical exercises with the more
frequent and complicated pathologies. Surgical procedures have been broken down
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into a number of self-contained steps, tasks and phases [2]. Some of these need to be
performed in order while for others this is not essential. A complete set of event
graphs, showing the required actions ordering and used to monitor user progress
through the operative procedure and to provide accurate feedback, have been created.
The ATS system is designed to allow the human instructor to edit new exercises
selecting the pathology, the virtual patients and the introduction of pre-programmed
complications. The main innovative approaches of the system are the following ones:

•  VR simulator Patient  and instruments models. LAHYSTOTRAIN uses MRI
images to generate 3D patients models. A semi-automatic process to generate the
models and assigning textures is being investigated within the project.

•  VR Simulator using force feedback sensor devices.  Force feedback at surgical
instruments in an essential element to recreate a realistic training environment.
LAHYSTOTOTRAIN allows the simultaneous use of 2 surgical instruments with
force feedback as well as a positioning device for the optics.

•   ATS Team Training covering all phases of the intervention. The correct execution
of laparoscopy and hysteroscopy interventions implies working in collaboration
with other people in the operation theatre (assistant surgeon, nurse and
anaesthetist). In  LAHYSTOTRAIN some exercises are performed by two
surgeons at the same time (one with the instruments and the other with the
camera). During the intervention they have to communicate with the nurse (for
surgical instruments) and the anaesthetist for controlling the patient state. In
addition to that, LAHYSTOTRAIN also trains in the initial intervention phases
(patient setting up, equipment connection, etc.) that are also very important for
successful conclusion of it.

•   ATS Pedagogical and Behavioural Agents. LAHYSTOTRAIN uses Pedagogical
Agents with physical appearance to guide the trainee during the training session
execution. Two specialised Pedagogical Agents have been created: Tutor, expert
in curriculum planning and supervision, and the Assistant, expert in the
pathologies considered in the demonstrator.

3 Architecture of the Advanced Training System

The architectural design of the LAHYSTOTRAIN ATS demonstrator is shown in
figure 2. It is composed of two systems the VR simulator and the ATS. The ATS
system contains six subsystems represented as rectangles: Assistant, Tutor, Assistant
Surgeon, Nurse , Anaesthetist , Student and User Interface and one data base, the
Session Log, represented as a cylinder. Two of the subsystems are pedagogical
agents, that is, agents whose aim is to teach something related to the considered
pathologies (Assistant Agent) or to control the training process (Tutor Agent). The
other three agents are behavioural agents emulating the behaviour of some of the
personnel involved in the operating theatre. The Assistant is in charge of controlling
the evolution of the training exercise.
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Tutor

VR SIMULATOR

Instructor

COMMUNICATION  PLATFORM
       COMPUTER  NETWORK

COMMUNICATION
   COMPONENT
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COMMUNICATION
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Anaesthetist

AGENT

A T S

Fig. 2. Architecture of the Advanced Training System

This means that, on the one hand, it has to receive from the VR Simulator all
relevant information (trainee actions, patient states) about the trainee operation, and
on the other hand, the Assistant has to send to the VR Simulator commands to
manage its evolution (stop, continue, backtrack, etc.), expert operations and the
introduction of complications. This implies a fully integration of the ATS (Assistant)
with the VR Simulator as it is shown in figure 1. The Student and Instructor Interface
provide some functionalities to allow the communication with the demonstrator end-
users. The Student Interface allows to ask for different types of explanations related to
the current exercise as well as to call the Assistant or Tutor when needed. It also
allows to establish communication with the behavioural agents. The Instructor
Interface has icons to edit/create new exercises, to manage the trainees data-base, to
analyse the last training sessions and to a assign an instructional plan to a user or
group of users. The communication among subsystems is implemented by means of
sockets.

The User Model it is divided into two folders: static (not updated during the
training session) and a dynamic one. The static folder contains informations about his
preferences (i.e. tutor intrusion level, preferred media to present explanations),
personal details (name, age, hospital, identification code), experience level and
previous theoretical background, etc. The dynamic folder includes the trainee
performance, exercises carried out, errors made and pathology and instrument
knowledge. At the end of each exercise the demonstrator updates the user model
using the information stored during the training session. Finally, the Session Log
stores all relevant events during the execution of an exercise (detected discrepancies,
trainee errors, explanations requested generated by the system, user actions) as well as
information related to the general development of the training session. The Assistant
pedagogical agent contains the modules represented in figure 3. The Simulator
Interface receives messages related to the actions performed by the surgeon at the VR
Simulator as well as the variables describing the patient state and possible
complications.
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Fig. 3. Assistant Pedagogical Agent

These simulation data are passed to the Monitor which is in charge of recognising
the actions performed by the surgeon and detecting discrepancies with respect to the
expected behaviour. The Monitor loads the procedural model from Domain module
represented by event graphs containing the optimal sequence of phases, tasks and
actions and the possible correct alternative ways of performing each intervention. For
monitoring a normal procedure we follow the so-called situated plan attribution
approach [3]. The primary functions performed by the Monitor are to recognise the
actions executed by the surgeon, generate the expected actions and goals with respect
to the current patient state, match the interpreted surgeon actions against the expected
procedure, determine achievement of operational goals, detect discrepancies when
comparing trainee actions with expected actions and goals and classify detected
discrepancies (superficial errors). The Diagnoser subsystem receives the superficial
errors detected by the Monitor and tries to infer their causes (deep errors). It has been
implemented as a rule-based system with two different phases: hypothesis generation
and validation.

The Explanor is the main Assistant module charge not only of generating the
content and structure of an explanation, but also of managing a dialogue with the end-
users (trainees). Explanations are composed by on-line and off-line information, and
adapted to the user necessities. They use different types of medias (animated persona,
texts, graphs, sounds, videos, etc.) to present the information in the most suitable way
and can interrupted by the user in order to request for additional information,
clarifications, or examples. An explanation is composed by a set of interactions:
Response, Demonstration, Warning, Notification, Information, Remedy and
Restoration. Depending on the type of user, his expertise and preferences and the
cause and type of error detected, The Explanor selects the set of interactions which
composes the explanation. Examples of types of explanation provided by
LAHYSTOTRAIN are:  “Where is an organ?”, “What is that?” while pointing at an
anatomical structure, “Where am I”, “Show me how to get an organ”, “Next
action/phase/task”, “Operation objective”, “How to use a surgeon instrument”, “When
to use it”,  etc. Finally, the Animated Persona [4], when selected by the Explanor,
presents in a human-like (see figure 4) the explanations requested by the trainee. For
example, he can demonstrate actions, use gaze and gestures to direct the student’s
attention, show how to use a surgical instrument, guide the trainee in the execution of
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an intervention and communicate through spoken dialogue by sending a messages to
the person’s text-to-speech module.

Fig. 4. Tutor and Assistant Animated Personas

The structure of  the Tutor pedagogical agent can be seen in figure 5. Its main
function is to supervise and manage the trainee sessions.
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Fig. 5. Tutor Pedagogical Agent

The main module is the Training Supervisor which analyses the trainee’s
behaviour and performance during a session evaluating its errors and performance in
the execution of Assignable Units (AU) and replanning the training session if
necessary (surgeon serious errors, changes in its expected performance, trainee
request or changes in the time period assigned to the session). The Pedagogical
Planner establishes at the beginning of each training session or when requested by the
Training Supervisor the Instructional Plan (IP) for the student. It defines the IP taking
into account the pedagogical knowledge and the information contained in the User
Model, the available time selected by the student for the training session and the
estimation of the time necessary to complete each AU. The IP is structured in three
levels. The first level corresponds to the Instructional Objectives -skills an cognitive
capabilities that the Tutor wants to transmit to the student-. The second level contains
Instructional Strategies -types of student activities assigned by the Tutor to reach a
fixed Instructional Objective-. The last level corresponds to the Tutor Objectives (TO)
which are detailed assignments the trainee has to carry during a training session-. The
Behavioural Agents (Assistant Surgeon, Nurse and Anaesthetist)  are implemented as
reactive agents [5]. They are composed (see figure 6) of five main modules: Agents
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Manager which obtains the simulation variables from the VR Simulator and allows to
perform actions in the virtual environment, the Perception Module that monitors
messages from the other software components, identifies relevant events and
maintains a snapshot of the state of the patient. Input messages to this module can be
of two types: VR Simulator Actions and Communication messages addressed through
the User Interface or the Animated Persona (oral commands). The Reasoning Engine
purpose is to interpret the input received from the Perception module, process this
information and generate the appropriate interventions. To do that, it contains a task
representation specifying the actions to be carried out in the intervention. Finally, the
Action Control module decomposes the interventions selected by Reasoning Engine
into a sequence of lower-level actions (VR Simulator actions or communication
messages to the trainee) that are sent to the other software modules.
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Fig. 6. Behavioural Agents

The Animated Persona uses a very simple behaviour space [4] consisting of a
reduced set of animation sequences and utterances (happy, clap, passing instruments,
boring, etc.) created with Poser and Microsoft Agent SDK. The physical aspect of the
behavioural agents it shown in figure 7.

Fig. 7. Behavioural Agents: Nurse, Anaesthetist and Assistant Surgeon

The next figure presents two states of the Student Interface, during the intervention
and when he requests a “Next Step” explanation. On the interface left side we can see
the pedagogical agents Assistant and Tutor. The Assistant can explain orally the next
step to perform showing at the same time a video from a real intervention or an
animation taken from the VR Simulator. At the bottom side are located some buttons
that provide additional explanations like: “Next Action” of the current procedure,
“Why?” to carry on that action and “What For?”.
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Fig. 8. Student Interface

4 Virtual Reality Simulator

The Virtual Reality (VR) simulator [6] provides the realistic surgical environment in
which training on the various hysteroscopical and laparoscopical interventions is
possible. Similar to a real hysteroscopy/laparoscopy the trainee is able to use surgical
instruments interacting on the anatomical region of interest -the virtual situs-. The VR
simulator consists of a graphics workstation, two tracking/haptic devices needed for
the simulation of two surgical instruments and a tracking device for the simulation of
a virtual endoscope. The virtual environment (VE) provides virtual instruments
(endoscope/surgical instruments) and the virtual situs.

• Virtual instruments (endoscope/surgical instruments): Not using a real endoscope
and other surgical instruments the instrumentation has to be simulated. An
intuitive handling of surgical instruments is provided in which its 3-D geometry is
generated with input data available from 2-D construction plans provided by Storz.
These representations have been integrated in the VR Simulator preserving shape
and function of the instruments.

• Virtual Situs: The VE requires a realistic 3-D representation of the abdominal
region. Input data for the generation of the virtual situs are Computer Tomography
(CT) or Magnetic Resonance (MR) scans as well as video sequences of
laparoscopic/hysteroscopic procedures. The data is collected at the hospitals
involved in the project. Based on this image data a virtual situs has been
reconstructed suitable for real-time simulation.

Finally, the different aspects of the simulation require data models with several
levels of detail. Within LAHYSTOTRAIN have been generated three models:
visualization model, collision detection model and deformation model.
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5 Conclusions

This paper has presented the LAHYSTOTRAIN prototype oriented to train surgeons
performing Laparoscopy and Hysteroscopy procedures. We have described its
functionalities and architecture. The potential value of surgical simulation is its cost to
benefit ratio and its ability to impact the morbidity and mortality rates of practising
and future surgeons. At present the development costs for inmersive simulation are
too high and there is few experimental data available proving the transfer of training
knowledge into a surgical environment. We plan to evaluate the efficiency of the
training system by means of three pilot experiences that will be carried out at the
hospitals involved in the project (Hospital Sao Joao, University Hospital Frankfurt,
Osakidetza) with different user groups: experienced and novice surgeons, residents
and medical students. It is expected that LAHSYOTRAIN will overcome some of the
current drawbacks of traditional training methods providing a safe, flexible and cost
effective environment for teaching, maintaining and assessing endoscopic skills.
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Abstract. It is common to think of a "learner model" as a global de-
scription of a student's understanding of domain content. We propose a
notion of learner model where the emphasis is on the modelling process
rather than the global description. In this re-formulation there is no one
single learner model in the traditional sense, but a virtual infinity of
potential models, computed "just in time" about one or more individuals
by a particular computational agent to the breadth and depth needed for
a specific purpose. Learner models are thus fragmented, relativized, lo-
cal, and often shallow. Moreover, social aspects of the learner are per-
haps as important as content knowledge. We explore the implications of
fragmented learner models, drawing examples from two collaborative
learning systems. The main argument is that in distributed support envi-
ronments that will be characteristic of tomorrow's ITSs, it will be liter-
ally impossible to speak of a learner model as a single distinct entity.
Rather "learner model" will be considered in its verb sense to be an ac-
tion that is computed as needed during learning.

1. Introduction

It is still common parlance in intelligent tutoring systems (ITS) to speak of a "learner
model", meaning a single global description of a student to be used by an ITS to judge
understanding of deep domain content. In this paper we propose an alternative notion
of learner model where the emphasis is on the activity and context of modelling,
rather than on the global description. Focusing on the activity of learner modelling,
we show how the model can be a function used to compute relevant information about
one or more learners as needed depending on the purpose, learners involved and
available resources. This approach lends itself to the kind of learner modelling often
needed in systems coordinating many learners who communicate with one another,
who form pairs or groups for learning activities, and who form opinions about one
another, thus participating in some form of peer assessment. In such a setting there is
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no one monolithic learner model associated with each learner. Rather the knowledge
about a learner is distributed among agents who interact with that learner (teachers,
other learners, software applications, web-based software agents, etc.) In future, as
borders of learning environments disappear and learning environments span the web,
many applications and people will hold learner model information about a learner.

Thus learner modelling is the process of assembling and summarizing fragmented
learner information from potentially diverse sources. This information can be raw
data recorded by a web application, partially computed learner models inferred by an
ITS, opinions about the learner recorded by a teacher or peers, or a history of learner
actions. The key to making sense of this widely distributed information is the ability
to interpret multi-modal information from multiple heterogeneous relevant sources
and integrate this just-in-time into a learner model of appropriate granularity. Integra-
tion introduces many new requirements for the learner modelling process. In this
paper we discuss the implications of this sort of learner modelling.

2. Examples: I-Help and S/UM

We have chosen to illustrate our approach in two systems: I-Help and S/UM.

2.1 I-Help

I-Help provides a student with a matchmaking service to find an online peer to help
with a problem [1]. The most recent implementation is based on the Multi AGent
Architecture for Adaptive Learning Environment (MAGALE) [2], which uses a de-
centralized approach in system design and an economic infrastructure to trade knowl-
edge resources. The MAGALE architecture comprises individual personal agents
representing each user, and manages a variety of learner models. These models are
created and updated by a variety of diagnostic agents. A diagnostic agent can be con-
tacted by another agent to request knowledge about some particular learner. This
happens either periodically, or when information from this model is needed. In addi-
tion, each personal agent creates models of peers, whose agents the agent has en-
countered through a help interaction (see Figure 1).

Fig. 1. I-Help: each personal agent maintains Fig. 2.  S/UM: each user maintains their user
a model of its own learner and others model, and contributes to student models
encountered of numerous peers
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2.2 S/UM

S/UM [3] also offers a matchmaking service to students, but its focus differs from I-
Help. S/UM is concerned with matching learners who may offer or wish to receive
feedback on some aspect of their work, or who may want to collaborate or cooperate
in their learning. The aim is to arrange partnerships to promote reflection through peer
interaction and peer modelling. A major goal is that the feedback givers should also
benefit, by reflecting while evaluating a peer. The additional relationship of coopera-
tion in S/UM concerns a double feedback/help situation: X helps Y on A; Y helps X
on B. Collaboration takes its usual sense of two learners working together on a com-
mon problem or task. Peer interactions may take place either on-line or off-line.

The S/UM architecture focuses on student and user models used by a 'model gath-
erer' and the matchmaker. The single modeller-modellee relationship does not hold:
representations are constructed from self-evaluation by the model's owner–i.e. the
modeller is also the modellee [4]; and by contributions from peer modellers after peer
interaction [3]. The model gatherer organises these model fragments, generating an
appropriate synopsis of model contents from the multiple information sources (e.g.
more weight to recent entries and assessments from competent peers). This synopsis
may be of interest to the model's owner for reflection; to the matchmaker for finding
suitable partners; to peers who may browse information about potential partners. A
single student model may comprise many entries from different peer sources, and a
single learner may contribute to any number of peer models (see figure 2).

3. Integration in Learner Modelling

As illustrated in the above systems and many others, it is often inconvenient, unpro-
ductive, or computationally difficult to maintain a single consistent global model
about each learner. In I-Help learner models are derived as needed according to the
person or people being modelled, the agent who is modelling, and the end use or
purpose of the model [5]. In S/UM learner models are aggregated for presentation to
peer viewers. We believe this emerging trend of deriving learner models from distrib-
uted model fragments will increase as learners interact with more widely distributed
learning resources and applications on the Web. Continuous contact between learners
and technology will allow for fine-grained tracking of learners' activities under differ-
ent circumstances and by different modelling agents. The problem for learner model-
ling will be making sense out of too much knowledge, rather than trying to make do
with too little [6]. Thus the need for integrating learner model fragments will grow,
and the ideal of maintaining a single monolithic learner model for each learner will be
seen as less desirable (and likely intractable).

We believe the fragmented, distributed learner model will have a significant impact
on learner modelling research. The main question is how to manage the information:

• how to find the agent who has a relevant model depending on the context
and the purpose for which the model is needed;

• how to make sense of possibly inconsistent or even contradictory data;
• in general how to interpret models created by other agents.
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The focus is shifted from the model itself to the process of modelling, i.e. the learner
model is thus not so much a noun as a verb. The learner model is computed "just in
time" [7] and only makes sense in the context of who is being modelled and for what.

For clarification we introduce a simple notation. We can think of a learner model
as a function:  learnerModel (a, L, p, r), where: 

a is the agent doing the modelling,
L is the set of learners participating in the modelling activity,
p represents the purpose of the model, and
r corresponds to the computational resources (time, space, etc.)  which are avail-

able at the time the model is being created.
It may also be useful to think of learnerModel as a method of the agent doing the
modelling. From this viewpoint, the notation might be:  a.learnerModel(L, p, r).

It is important to note that this notation has no ambition of broad generality, nor do
we intend to make a contribution to computational mathetics [8]. There is some over-
lap of our approach and the notion of runnable learner models. Indeed our learner
model function implies that the learner model is a computation.  The distinction is that
our approach permits the computation to work on partially computed learner models
drawn from diverse sources in addition to just-in-time computation with raw data.

4. The Different Purposes of Learner Modelling

Learner models can have a variety of purposes. They form a set of partially computed
models describing fragments of knowledge about learners. The aggregate of all such
fragmented models, if such a thing could be computed, would be the complete and
definitive model of all learners associated with a system. We not only believe this
aggregate could be very hard to compute, but we also believe it is not necessary for
most purposes. We now investigate the various purposes of learner modelling.

4.1 Reflection

learnerModel(a: learner's personal agent; L: learner and other relevant learners;
p: to find out how the learner is viewed; r: might not need real time response)

Making the contents of learner models accessible to students can be used to pro-
mote reflection on the target domain [9-11]. With the broader information in frag-
mented models in multi-user systems, such reflection may concern not only domain
content, but may also be focused on other issues, e.g. "how do other learners view
me?"

"How do other learners view me?" may refer to social issues such as helpfulness in
I-Help, perhaps to assist someone in rethinking their attitude to the group; or for
learners to compare their performance with their peers in S/UM. They may wish to
see how well they are doing compared to the average student, or they may wish to
view possibilities attainable by high achievers [12]. Students may also reflect on re-
actions of others who have viewed their work, leading to better understanding of
difficulties. Finally, helpers may also benefit by reflecting on their own knowledge or
the helpee's knowledge, when giving feedback.
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4.2 Validation

learnerModel(a: modelling agent; L: the learner whose model is validated, the
agents whose models are used for comparison; p: to confirm some of the be-
liefs in the initial model created about the learner, to leverage others, to add
new beliefs; r: will probably take place off line, so lots of time and resources)

Learners can make use of various learner model viewpoints to confirm or deny
opinions/knowledge. This could be used to confirm domain knowledge, and also to
find out other people's opinions about a person's social characteristics. Validation is
probably a special kind of reflection, distinguished by the learner starting with an
opinion, rather than with a blank request. In I-Help validation would take place by
direct agent interactions; in S/UM, it occurs through learner requests for feedback.

With so many distributed user models, questions of validity and consistency arise.
Ensuring global consistency seems impossible and unnecessary. However, if each
person, component or agent maintains its own models and is indifferent to how other
agents model the same users, there is no advantage to multiple models. If an agent can
communicate with other agents about its models, it can benefit from their experience,
extend and validate its model (see also [13]). This is easier when agents are validating
models created for the same purpose, with a similar modelling function. It is harder
with data collected by an agent for a different reason, with a different function.

4.3 Matchmakers

learnerModel(a: matchmaking agent; L: learner and potential partners; p: to find
appropriate peer; r: must complete in "real time" (I-Help) / need not complete
in "real time" (S/UM))

In both I-Help and S/UM the system finds a ready, willing and able partner for a
particular learner and learning need. Locating a suitable partner is handled by an
agent we call the matchmaking agent.

Depending on the matchmaking agent a and the purpose p, the modelling function
learnerModel may differ and different features L of the learner and potential peer
helpers may be relevant for matching. For example, matching with the purpose of
finding a peer helper may use the models of the potential helpers' knowledge and
social characteristics (helpfulness, class ranking, eagerness) only, or it could also use
the helper's and helpee's preferences. Matching with the purpose of finding partners in
a collaborative project (p1) may be done by another agent, a1 which uses the same user
characteristics L, but a different modelling function, learnerModel1, which searches
for knowledge and social characteristics which complement each other.

The modelling function learnerModel may depend on the agent who does the mod-
elling, a, as will usually be the case, since it is easier to design smaller matchmaking
agents specialized for one modelling function and purpose only. However, in the
general case, there can be also more complex agents, able to create models of other
agents for different purposes and with various alternative modelling functions.
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4.4 Negotiation

learnerModel(a1: helpee’s personal agent; L: learners known by the agent; p: to
obtain a fair price for help; r: must complete in "real time")

learnerModel(a2: helper’s personal agent; L: learner associated with the help re-
quest; p: to obtain a fair price for help; r: must complete in "real time")

In I-Help two personal agents can interact and negotiate for various reasons. This
can be part of the matchmaking process [14], but can also occur between agents for
other reasons, such as knowledge sharing where agents can acquire information di-
rectly from other agents so that one or both can work "better".

In this case we have 2 agents performing the modelling. They are personal agents
involved in negotiation, let's say a1 and a2. a1 develops a model of user L2 and a2 de-
velops a model of user L1. The purposes p1 and p2 of modelling may be identical (in
the case of MAGALE, to better predict the reaction of the opponent in negotiation), or
may differ. The same applies to the modelling functions. However, in a more general
and complex case, when for example two agents are negotiating about the models of
their users, the purposes / functions may be completely different.

Various versions of I-Help have been deployed to experiment with reflection, vali-
dation, matchmaking and negotiation. To achieve real time response we have com-
puted minimal and partial models, with both content and social dimensions. Other
"proof of concept" experiments in negotiation [14], supporting the helper [15] and
visualizing models [16] have shed more light on these functions in use. S/UM empha-
sizes reflection and larger scale models of content.  We aim to integrate the S/UM and
I-Help approaches in a distributed environment, to further illuminate these issues.
Other "classical" purposes of learner modelling e.g. diagnosis, assessment, context
adaptation are also consistent with this active, procedural view of modelling.

5. What Processes and Techniques are Needed to Learner Model?

With this perspective of learner modelling as distillation and integration of fragments
of data and models, the important activity changes from model building to model
management. The focus expands from diagnosis of behaviour and representation of
learner information to retrieval of appropriate model fragments and their integration
to suit the purpose. Thus learner modelling consists of several processes, including:

• retrieval - gathering suitable data, processes, learner model fragments from
various sources that would be relevant to the learners and purposes of the
learner modelling process.

• integration - aggregating and abstracting learner model fragments (and pos-
sibly additional raw data) into coarser-grained, higher-level learner model
fragments. Integration across all possible information about a learner might
result in a single monolithic learner model. However, computational re-
sources would likely preclude such comprehensive integration, and the pur-
pose of the modelling would rarely require a monolithic learner model.

• interpretation - using the result of learner modelling for some purpose. The
result of the learner modelling/integration process is a knowledge structure
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that is to be interpreted by applications requiring learner model information.
These processes will necessarily be idiosyncratic to the purpose required.

We will focus on retrieval and integration in this section. Many of the interpretation
issues have already been covered in the discussion of purposes in section 4.

5.1 Retrieval

Since there are multiple models of various aspects of every learner, developed by
different agents with different purposes under different resource constraints, it would
be helpful to make use of all this information when a learner modelling need arises.
How can one retrieve an appropriate model or collection of models? If several candi-
date models are available, which should be chosen? What should be done if candi-
dates have contradictory contents? Two criteria will likely be most relevant in re-
trieving models: who created the model (a) and for what purpose (p). E.g. if an agent
a0 (of learner L0) wants to learn the qualities of learner L1 with respect to programming
in C++, it will ask other agents that a0 trusts and that know something about L1. From
these it will select agents who have models developed with the same purpose, i.e.
evaluation of L1's knowledge in C++. This means only users who have interacted with
L1 in the context of C++ will be queried. Another criterion, which can be considered
as supplementary to the first, and will probably be more difficult to implement, is to
look for agents with a similar modelling function (a.learnerModel). In this way an
agent may seek models developed by trusted agents, or agents with similar evaluation
functions. Finally, the time resources under which the model was created could regu-
late retrieval. A model created in a rush might be less adequate than one developed
over a longer period of time and with more computational resources.

5.2 Integration

We use the term "integration" in a broad sense, more like "mediation" introduced in
information systems [17], to denote the integration of diverse and heterogeneous
information sources, achieved by abstracting away representational differences and
integrating individual views into a common model. This integration captures the re-
quirement for combining learner model fragments into coherent explanations. In its
most complete sense, this process is complex, domain dependent, and resource inten-
sive. Fortunately it is often only necessary to get an approximation of a learner's cog-
nitive or social state derived from a few bits of raw data.  Sometimes all that is needed
is to confirm that a new bit of evidence is consistent with prior inferences.

Integration involves aggregation and abstraction of data and partial models. It de-
mands that a domain ontology has been chosen and model elements are tagged ac-
cording to that ontology. Integration of information is even more difficult than re-
trieval, as it requires interpretation and summarization of data retrieved from the
model fragments to be integrated. This interpretation depends on the agents that cre-
ated the model fragments, and moreover on the models of these agents created by the
agent performing the integration, on their modelling functions and on the purposes of
modelling. Suppose agents a1, a2 and a3 had each created a model of L0's eagerness,
and L4 wants to aggregate this information. L4's agent (a4) will interpret information
from each of the three agents depending on its model of L1 and L2 and L3's evaluation
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functions (i.e. how capable are they of accurately judging L0's eagerness). Figure 3
shows how this integration might occur.

To achieve aggregation we must be able to represent and reason about a modeller's
objectivity and priorities (expressed in the modelling function learnerModel). We
must also be able to represent circumstances under which modelling is done. This is
different from p (the purpose for which the model was created). Here we are more
interested in the interpersonal relationship between modeller and modellee at the
moment the model was created: whether they were in a cooperative or adverse rela-
tionship, close or distant, whether the modeller was observer or collaborator, whether
they had common or different goals, as well as the general result of the situation
(positive or negative, success or failure). This implies that complex reasoning may
happen during integration. The good news is that global integration will rarely (if at
all) be required. Integrating learner models will be done mostly by various agents (a)
with a certain purpose (p), for a small subset of partial goal-related models (L), and
under certain time constraints (r). In a narrow context this can be feasible.

C

B�s m o d e l o f C

B

A�s m o d e l o f B

AA�s m o d e l o f C

A�s d istille d  m o d e l o f C

Fig. 3.  Integration in A’s model of C

Many AI techniques can possibly enter into the retrieval and integration processes:
• belief revision, to be able to incorporate new evidence into models personal

agents keep about their learner. This belief revision is entirely local to the
personal agent doing it, however, and will be done in the context of end use.
The big issue will be whether to just add information without interpretation,
and then put it together when there is an end use, or to have a separate belief
revision process run occasionally like a garbage collection algorithm.

• knowledge representation, to capture both social and content knowledge. For
many purposes knowledge will only need to be fairly shallow, so perhaps
many of the deep KR problems can be avoided. Semantics will necessarily
have to be procedural, in the sense that final meaning is totally relative to the
procedures using the knowledge. A consistent ontology would simplify the
representation process.  Unfortunately, the likelihood of fine-grained ontolo-
gies remaining consistent across the diversity of applications and knowledge
sources we envision would be small. The ability to merge, abstract and rea-
son about ontologies will thus become important issues.

• information retrieval and information filtering, that is getting knowledge
from the environment when needed, often very quickly.

• knowledge externalization, that is putting knowledge into a form that can be
easily understood by the learner(s) or end users.  This may vary from learner
to learner and from one end use to another. Techniques for knowledge visu-
alization will be useful here [16].
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• data mining techniques to find patterns within and between agents' models
and raw data.

• group modelling techniques, to find characteristics shared among many per-
sonal agents [18]. This will need to be retrieved by means of agent-agent ne-
gotiations, and will support collaborative styles of learning.

• Bayesian belief networks [19], useful for integrating multi-modal, multi-
source evidence and propagating beliefs using a well-defined process.

Despite the daunting list of techniques and apparent complexity of learner modelling,
we believe learner model computation to be tractable in many circumstances.

6. Conclusion

This paper argued for a revised view of "learner model" as a computation (the verb
sense of "model"), rather than a data structure. We argued that in the new distributed
computational architectures such a view will not only be useful, but necessary.
Learner modelling will be a fragmented activity, performed on demand as a function
of the people being modelled, purpose of modelling, and resources available. Learner
modelling will occur for many reasons, extended from the traditionally narrower
focus on diagnosis and assessment. For many purposes learner modelling computa-
tions will compute social as well as content aspects of learners. This should be easier
than in the past given the vast amount of information that will be available about
learner interaction in the emerging information technology intensive world.

These revised ideas about learner modelling will shift the learner modelling re-
search agenda. Techniques such as retrieval, integration, and interpretation will be
much more important. Many interesting research issues surrounding these techniques
will have to be explored. In a fragmented, distributed, and universally accessible
technological environment, learner modelling will increasingly be viewed as essential
to building an effective system, but will also increasingly be seen to be tractable as
new techniques emerge. Nevertheless, as our experiments have already shown, it will
not be necessary to resolve all of these issues in order to usefully learner model.
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Abstract. Training teams is an activity that is expensive, time-consuming,
hazardous in some cases, and can be limited by availability of equipment and
personnel. In team training, the focus is on optimizing interactions, such as
efficiency of communication, conflict resolution and prioritization, group
situation awareness, resource distribution and load balancing, etc. This paper
presents an agent-based approach to designing intelligent team training systems.
We envision a computer-based training system in which teams are trained by
putting them through scenarios, which allow them to practice their team skills.
There are two important roles that intelligent agents can play; these are as
virtual team members and as coach. To carry out these functions, these agents
must be equipped with an understanding of the task domain, the team structure,
the selected decision-making process and their belief about other team
members’ mental states.

1 Introduction

An integral element of large complex systems is that a team of humans is needed to
manage them. Teams demand that the members be competent not only in their
individual skills, but also in anticipating the needs of the team as if it were an entity
by cooperating with other team members to act effectively. Teams can induce a large
amount of stress on members that can lead to tragic consequences such as the
shooting down of an Iranian airliner by the USS Vincennes. Stressors such as sensor
overload, fatigue, time pressure, and ambiguity contributed to this accident [1]. In
order to better manage these factors teams train together to be able to perform
together effectively.

In heterogeneous teams, that is teams that require specialists in order to function,
team members must not only be able to perform their own unique functions, but they
must also be able to act as a cohesive part of the team. A team member may or may
not be familiar with the functions of other team members but is competent within his
own domain. In order for the team to become competent, the team members must
practice together [2]. Team training is normally done using simulations of the system
or the actual system with all of the human team members participating. When an
intelligent tutoring system is added, it is typically in the role of training an individual
to be able to understand his individual tasks before taking part in the team. In order to
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train teams it would be useful to expand an ITS so that it can support team activities.
In our approach, partial teams can be simulated using computed-based agents to
represent team members and thus teach a trainee necessary team skills such as
situational awareness, group decision-making, and communications efficiency
without having to involve the entire human team for all training sessions.

By building computer-based simulation environments, trainees can be run through
simulated scenarios, providing a type of hands-on experience.  Intelligent agents
serving as virtual team members can provide significant cost-savings through partial
team training. However, significant challenges exist in developing such intelligent
team training systems (ITTS).  First, for agents to participate in the simulation (and
provide believable interactions) as virtual team members, they must have an
understanding of the team structure and the collaboration process, requiring multi-
agent belief reasoning.  Second, in order to diagnose problems with teams and provide
dynamic feedback (e.g. coaching), things such as distributed plan recognition and
interpreting individual's action in terms of their beliefs about their teammates must be
done.

We envision a computer-based training system in which teams are trained by
putting them through scenarios, which allow them to practice their team skills. Our
proposed approach to training teams is to use an intelligent multi-agent based system
that has a knowledge-based foundation. This ITTS allows the human trainee to build
an understanding of his role within the team. The trainee is able to learn which other
team members the trainee must monitor and when or where the trainee can provide
support to the other team members without interrupting them in the performance of
their duties. This also called a shared mental model, which is thought to be a key to
effective teamwork [3]. Mistakes that the trainee makes can be caught by a coaching
agent that can either use other virtual team agents to correct the trainee or directly
interact with the trainee as a tutor within the system.

2 Teamwork

Our definition of a team is a group of entities (humans or agents) that are working
together to achieve a goal that could not be accomplished as effectively (or at all) by
any one of them alone [4]. Team members play unique roles, which may require
unique skills and resources.  Our focus is on teams that are hierarchical, with a clear
chain-of-command and leadership or authority roles.  Teams are also heterogeneous
in that individual team members have different roles and responsibilities within the
team. All teams have to deal in one way or another with sharing information and
distributed decision-making (also called cooperation or collaboration) [5].

3 Team Training

In team training, the focus is not on each individual's skills (which are typically
learned beforehand), but on optimizing interactions, such as situational awareness,
communications efficiency, and the effectiveness of team decision-making [6].
Intelligent agents can help extend these methods to build Intelligent Team-Training
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Systems. There are two important functions that intelligent agents can play in such
systems.  First, we can have agents that can substitute for other team members.  This
allows for partial team training, which could provide huge cost savings, and allows
for either individuals or sub-teams to train without the need for the rest of the team.
A second major role is for a knowledge-based agent to play the role of coach [7]. This
eases the burden of a human instructor from having to monitor both the trainee and
the other virtual team members in the simulation. To carry out their roles, these agents
must be equipped with an understanding of the task domain, the team structure, the
selected decision-making processes and their belief about other team members’
mental states.

4 Other Agent Based Teams

The agent-based teams that exist in the literature are focused on allowing rational
agents to work together on a common goal. Such agents have a shared mental model
of what each agent is able to contribute to the team. This shared mental model is a
simplified model of the mental states of all the other members on the team. Agents
must be able to query and establish team goals that the agents collaborate upon in
order to achieve a shared goal that they would otherwise be unable to achieve.

A teamwork model must provide support for reasoning about team goals, plans,
and states. It must also represent the roles and responsibilities of individual team
members as this relates to other team members. Information needs of team members
need to be fulfilled by the team by finding out who best can answer those needs. In
the approaches listed below such information needs are not yet examined.

In the SharedPlans approach each agent maintains individual plans and shared
plans [5]. Individual agents accomplish plans that require cooperation between such
agents by building shared plans. Other team-based agents build on this foundation to
construct general models of teamwork. COLLAGEN [8] uses a plan recognition
algorithm in order to reduce communications during collaboration between a human
and an agent. Using attention, partial plans, and clarification enables COLLAGEN-
based agents to interact with humans in an intelligent fashion. COLLAGEN is an
implementation of the SharedPlans theory.

The approach that STEAM uses is to find joint intentions between agents and
create a hierarchy of joint intentions so that the agents can monitor other agents’
accomplishments or failures in achieving these shared intentions [9]. Both systems
provide a model of teamwork into which domain specific knowledge and agents can
be added. STEAM is designed to be domain independent in its reasoning about
teamwork. It is based on the joint intentions framework by Levesque [10]. STEAM
also provides for capabilities to monitor and repair team plans.

PuppetMaster addresses the issue of reporting on student interactions within a team
for use by an instructor [11]. A top-down approach is used to reduce unnecessary
details and be able to recognize actions at the team level. The focus of PuppetMaster
is not on the individual student’s behavior but as an aid to an instructor to recognize
team failures.
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5 CAST – Collaborative Agents for Simulating Teamwork

We describe a computational system for implementing an ITTS called CAST, for
Collaborative Agent architecture for Simulating Teamwork. We focus on humans as a
part of the virtual team. We wish to model the individual’s beliefs and actions within
the context of the team. We also wish to automate the training process and allow
individuals to practice alone without needing a large support staff to setup and
monitor the exercise. We assume that a good description can be provided of the
actions that a team and its members will be able to perform. Therefore, we assume
that the team has a plan of what needs to be accomplished in the performance of the
team mission, and we know who are the team members and what their roles will be.

We want to enable an individual new to the team to become a part of the team by
increasing his situational awareness, showing him who or what to monitor, and how
best to respond to the actions and requests of his fellow team members. The team
exists in a domain in which each team member plays a specific role and responses
need to be well rehearsed in order to overcome any difficulties that the team may
encounter. We can best illustrate what such a team looks like with the following brief
example.

6 An Example Team Domain

The NASA Mission Control Center consists of a team that is arranged in a
hierarchical manner with clearly delineated roles for each team member. The Flight
Director (FD) oversees 10 disciplines which each monitor functions on the Space
Shuttle. These stations are manned continually during a Space Shuttle mission, which
typically lasts less than 10 days. During scheduled events all relevant disciplines are
fully staffed. During down times, such as when the astronauts are sleeping, only
lighter staffing needs are required.

To examine the operation more closely, consider the PROP (Propulsion Systems
Officer). The PROP is responsible for the operation of the Space Shuttle Orbital
Maneuvering System (OMS) and Reaction Control System (RCS). These secondary
engines are used for orbital corrections, docking operations, and the De-orbit burn.
The PROP is assisted by the OMS/RCS Engineering Officer (OREO) and the
Consumables Officer (CONS) as a sub-team [12]. The PROP knows the functions and
duties of his sub-team members but instead typically focuses on interacting with the
other disciplines. The PROP uses his sub-team to fulfill his requirements for
information and allows them to manage their respective sub-systems.

The PROP officer is also in a vertical chain of command leading up to the Flight
Director. The Flight Control Room (FCR) provides each FCR team member a headset
with separate channels dedicated to different disciplines and needs. The sub-team
members such as the OREO and CONS officers sit on consoles in a separate room
from the FCR called the Multipurpose Support Room (MPSR).

As an example scenario during the launch stage, the FD asks the PROP officer for
a status check to see if the discipline is ready for launch. The PROP officer checks
with his sub-team. Each sub-team member checks his own console and reports to the
PROP officer. The PROP officer reports back to the FD that they are ready for launch.
This is a simple example but shows the need for monitoring the needs of the team and
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having a situational awareness as to what functions each individual should be
performing. Individuals are aware of what the team goals are and what their
responsibilities and needs are in order to fulfill the team goals.

In order for the MCC team to be able to train as a team, the resources of the MCC
at Johnson Space Center must be dedicated to running a training simulation.  This can
involve not only the MCC team members, but also astronauts in the Space Shuttle
Trainer (which is located in a different building), building and computer support
personnel, and the resources of the actual FCR. When such a training task is in
progress no other work can be done with the facilities. Such team training is not done
when a space shuttle is in flight. This will become a problem when resources must
also be used for monitoring the International Space Station.

Fig. 1. A subset of the NASA MCC Team

7 The CAST Architecture

The approach we take in CAST is to model the team interactions of team members
using Petri Nets. We propose to use a model of teamwork and reasoning agents with
beliefs about the team and themselves in order to construct the ITTS. The virtual team
agents must also be able to interact with human trainees and communicate with a
human counterpart. The explicit representation of goal hierarchies and intentions will
be important for diagnosing problems with team behavior and providing useful
feedback for coaching and evaluation.
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7.1 Challenges in Developing an ITTS

 An agent-based, team-centered ITS for training teams has certain challenges to
overcome in order to be an effective training tool. First, the virtual team members
have to generate reasonable interactions for human team members. Humans must be
incorporated in the ITTS initially as one or more trainees, and eventually as other
team members in order to allow sub-teams to practice among themselves. Second, the
coaching agent should be “non-intrusive” by passively monitoring and interpreting all
actions and interactions of the trainee instead of announcing itself as a coaching agent
and asking the trainee about his intentions and reasons. And last, understanding the
actions of an individual on a team is more complicated because their decision-making
explicitly involves reasoning about the other members of the team (e.g. their beliefs,
roles, etc.), and their actions may be implicitly in support of a team goal or another
agent.

7.2 Components of CAST

The ITTS will have four major components. Intelligent agents are used to represent
individual team members. The individual team members incorporate a model of
teamwork in order to help identify points of communications and shared goals. The
state of a simulated world within which the training will occur must be maintained.
To be useful the simulation should also be able to interface into an existing
simulation, or integrate into an actual system. This last approach is the one planned
for use with the MCC NASA domain. A coaching agent also maintains a user model
of the trainee and acts when appropriate to tutor the trainee on understanding his role
as a team member.

7.3 Elements of a Knowledge-Based Model of Teamwork

An ITTS agent must reason not only about its goals and capabilities, but also about
the goals of the team and other team members and about commitments or shared
responsibilities. This requires what is known as belief reasoning, which we simulate
in CAST.

First, we use the team-description language MALLET [13] to provide a framework
for modeling teamwork. Second, we encode this model of actions and interactions of
a team into a representational structure using Petri Nets. Third, we use an Inter-Agent
Rule Generator (IARG) to determine the interactions that will take place among the
agents. Fourth, we incorporate a coaching agent to be able to detect when the trainee
fails to act as a member of the team and provide feedback to the trainee to enable him
to act appropriately.

7.4 MALLET: A Multi-Agent Logic Language for Encoding Teamwork

The ontology underlying our framework is based on the BDI model [14] (Belief
represents the knowledge of the agent, Desire represents the general goals of the
agent, and Intention represents the selected plans of the agent). The purpose of using
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an ontology is to identify the general concepts and relationships that occur in
teamwork across multiple domains, and give them formal definitions that can be used
as the basis of a team-description language with predicates with well-specified
meanings. MALLET is a language based on predicate logic that allows the encoding
of teamwork. Being a logic-based language, MALLET provides a number of pre-
defined terms that can be used to express how a team is supposed to work in each
domain such as Role (x), Responsibility (x), Capability (x), Stage (x), etc.

7.5 Petri Net Representation of MALLET

The actions and interactions of a team can be encoded in Petri Nets, which are a
natural representation for actions, synchronization, parallelism, etc. Petri Nets have
previously been suggested as an appropriate implementation for both intelligent
agents and teamwork [15]. Petri Nets are particularly good at representing actions in a
symbolic/discrete framework. They can represent the dependence of actions on pre-
conditions in a very natural way, i.e. via input places to a transition. The effects of the
chosen action simply become output places in the Petri Net. We use an algorithm to
transform descriptions of roles in MALLET into Petri Nets, including beliefs,
operators, and goals, etc. We use a Petri Net for each role on the team, with beliefs
specific to that agent.

7.6 IARG algorithm

The IARG (Inter-Agent Rule Generator) algorithm is used to detect information flow
and generate team interactions. IARG uses both offline and online components. An
agent analyzes the Petri Nets of all the other agents using the IARG algorithm in order
to derive information flow and identify propositions that other agents need to know.
We can define information flow as a 3-tuple: <Proposition, Providers, Needers>.
Proposition is a truth-valued piece of information. Providers is the set of roles that
can provide the information (i.e. perhaps has the responsibility of achieving and/or
maintaining it). Needers is the set of roles that need this information. An agent is said
to need a piece of information in the sense that the proposition maps onto an input
place of a transition in the Petri Net corresponding to an action that that agent can
execute to carry out one of its responsibilities.  We believe that using a belief
representation for handling communications can serve as the shared mental model that
a team maintains. This can then reduce the explicit communications needed between
team members by instead promoting implicit coordination among team members. The
information flow computed by the IARG algorithm can be used to generate
communications for information exchange.

8 Development of a Coaching Agent

An advantage of our approach in CAST is that a coaching agent can use the model of
teamwork within CAST to facilitate user modeling and the detection of errors
between team members. User models [16] exist in single-user training systems in
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order to detect [17] and correct errors [18] in the trainee’s domain knowledge. In a
traditional ITS, an overlay approach is often used, in which the user’s actions are
compared to those that would be generated by an expert, to identify discrepancies
between the student's (user) model, and the expert model (typically involving trigger
or production rules for deciding what to do).  However, understanding the actions of
an individual on a team is more complicated because their decision-making explicitly
involves reasoning about the other members of the team (e.g. their beliefs, roles, etc.),
and their actions may be implicitly in support of a team goal or another agent.

Our approach in CAST is to model team members as maintaining simplified
models of the mental states of all the other members on the team. To avoid issues of
computational complexity with belief reasoning (e.g. via modal logics), we use Petri
Nets as an approximate representation of these mental states.  Then when a team
member needs to decide what to do, they can not only reason about what actions
would achieve their own goals, but they can reason about the state and needs of
others. In particular, we focus on two effects: by making teamwork efficient through
anticipating the actions and expectations of others (e.g. by knowing others roles,
commitments, and capabilities), and by information exchange (knowing who to ask
for information, or providing proactively just when it is needed by someone else to
accomplish their task).

The coaching agent focuses on observing an individual’s activities within the
context of the team goals. Actions that each virtual team member takes depend on
beliefs those agents hold regarding the goals and state of the other agents. Actions that
a trainee takes also depend on his beliefs as to what needs to be done at that time in
order to achieve the team goals. But beyond these actions, we can attempt to detect
and properly classify whether a trainee has failed to act because of either inaction on
the trainee’s part, or an assumption by the trainee that it was another’s responsibility,
or a failure to properly monitor another team member. We also use the individual’s
model of teamwork to support the user model. We can infer the state of the team
mode for the trainee based on observed actions, and we can map incorrect actions to
problems with the trainee’s representation of the other team members in the trainee’s
model of the team that would explain them, and from there back to the team/domain
knowledge. Finally, the coaching agent will provide corrective feedback based on an
appropriate pedagogical model (e.g. dynamically through hints during the scenario,
and/or through after-action reviews).

9 Conclusions

The CAST system is currently being implemented as a distributed system in JAVA
and RMI. We are using the domain of the NASA MCC to demonstrate this approach.
We believe that this system can be a useful complement to traditional approaches in
training teams. The agent-based teamwork model can not only be used to implement
virtual team members in an intelligent team training system, it can also serve as the
“expert teamwork model” for a coaching agent to assess the actions and the
performance of a team being trained.

An ITTS cannot replace an actual human team. But it can reduce the time and
overall cost of training individuals in a team staff for domains such as control centers
and other team-centered applications. An eventual goal is to run the ITTS system in
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parallel with real-time operations in order to allow agent-based virtual team members
to follow, monitor, and advise the actual human team members as they perform their
duties.
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Abstract. The paper presents SmartEgg, an animated pedagogical agent
developed for SQLT-Web, an intelligent SQL tutor on the Web. It has been
shown in previous studies that pedagogical agents have a significant
motivational impact on students. Our hypothesis was that even a very simple
and constrained agent, like SmartEgg, would enhance learning. We report on an
evaluation study that confirmed our hypothesis.

1 Introduction

Computers and Internet access are available in most schools today and offer a wealth
of information to students. However, the access to computers does not guarantee
effective learning, as many students lack the abilities to find their way through a vast
amount of accessible knowledge. Students need guidance, either from human or
computerized tutors. Recently, there have been several research projects that
concentrate on the development of animated pedagogical agents, lifelike creatures that
inhabit learning environments. Experiments have shown that such agents significantly
increase student motivation and perception of their learning. Here we present
SmartEgg, an animated pedagogical agent for SQLT-Web, and the initial evaluation
of it.

We have developed SQL-Tutor, a standalone system for the SQL database
language [9,10]. The system has been used by senior computer science students and
has been found easy to use, effective and enjoyable [11]. Recently, SQL-Tutor was
extended into a Web-enabled system, named SQLT-Web, and our initial experiences
show that students find it equally enjoyable and useful [12]. SQLT-Web has been
used only by local students. We plan to have SQLT-Web widely accessible soon, in
which case students outside our university may find some aspects of the system more
difficult to grasp. Therefore, we have started exploring possibilities of providing more
feedback, and providing it in a manner that would motivate students.

We discuss animated pedagogical agents in section 2. Section 3 introduces SQL-
Tutor and the Web-enabled version of it. We present SmartEgg in section 4, focusing
on its implementation, behaviour space and communication with SQLT-Web. Section
5 presents the results of the initial evaluation, followed by discussion and conclusions.
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2 Animated Pedagogical Agents

Animated pedagogical agents are animated characters that support student learning.
They broaden the communication channel by using emotive facial expressions and
body movements, which are very appealing to students. Pedagogical agents are
extremely important for student motivation, as they provide advice and
encouragement, empathize with students, and increase the credibility and utility of a
system. Several studies have investigated the affective impact of agents on student
learning and revealed the persona effect, “which is that the presence of a lifelike
character in an interactive learning environment - even one that is not expressive - can
have a strong positive effect on student's perception of their learning experience” [6].
Experiments have shown that students are much more motivated when the agent is
present, tend to interact more frequently and find agents very helpful, credible and
entertaining.

Animated pedagogical agents may be presented as cartoon-style drawings, real
video or 3D models. Most agents are fully bodied, and use facial expressions and
body movements to communicate emotions. An agent may exist within the learning
environment, i.e. be immersed into the learning environment, move through it and
manipulate objects within. It is also possible for an agent to exist in a separate
window. Agents may adhere to the laws of physics, or may be stylised to emphasize
emotions. Agents’ behaviour may be specified off-line, manually. Ideally, behaviour
should be generated online, dynamically, so as to correspond to the changes in the
learning environment.

Herman the Bug [7] is an animated pedagogical agent for the Design-A-Plant
learning environment, in which children learn about plant anatomy and physiology by
designing plants for specific environments. Herman is a 3D model, immersed into the
learning environment, capable of performing engaging actions, such as diving into
plant roots, bungee jumping, shrinking and expanding.

Adele (Agent for Distance Education – Light Edition) [5] is an autonomous agent
that facilitates distance learning. The agent is used with a simulated environment in
which students solve problems. Adele consists of three components: a reasoning
engine, which monitors student’s actions and generates appropriate pedagogical
responses to them, an animated persona that runs in a separate window, and a session
manager, which enables multiple students to use the system concurrently.

Steve (Soar Training Expert for Virtual Environments) [4] is a human-like
animated agent that cohabits a virtual reality environment and helps students learn to
perform procedures. Being a 3D model immersed in a simulation, Steve can perform
not only the pedagogical functions common in intelligent educational systems, but
also can demonstrate actions by manipulating objects in the simulated environment.
Multiple Steve agents can inhabit the environment, thus giving a possibility to teach
team tasks.

PPP Persona [3] guides the learner through Web-based material by pointing to
important elements of Web pages, and providing additional auditory comments. There
are five different characters, three of which are video-based, and the remaining two
are cartoon characters. AlgeBrain [1] is a Web-based intelligent tutoring system that
teaches students how to solve algebraic equations. The pedagogical agent used is a
cartoon-like drawing that appears in a separate window.
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Three architectures have emerged for online generation of agent behaviour [4]. The
behaviour sequencing approach is based on a behaviour space, which is a library of
predefined primitives (actions, speech elements etc). In an instructional session, the
behaviour of an agent is assembled on-line from the primitives, by a behaviour
sequencing engine. The behaviour space of Herman the Bug consists of 30 animated
segments of the agent performing various actions, and of 160 audio clips and songs
[6]. These actions are combined at runtime by the emotive-kinaesthetic behaviour
sequencing engine [7].

The second architecture is the layered generative approach, where animations are
generated in real time. This is the architecture Steve is based on, and it is especially
suitable for immersive environments, but it requires a much higher rendering
computation load. Finally, the state machine compilation approach composes
behaviour out of primitives, but generates a state machine, so that the behaviour of an
agent can adapt at run time to student actions. Andre, Rist and Muller [2] describe a
presentation planner, which develops a navigation graph from given goals. A
navigation graph contains all presentation units with associated durations and
transitional information.

3 An Intelligent SQL Tutor

SQL-Tutor is an Intelligent Teaching System (ITS) that helps students to learn SQL
[9,10]. It is designed as a problem-solving environment and as such is not intended to
replace classroom instruction, but to complement it. We assume that students are
already familiar with the database theory and fundamentals of SQL. Students work on
their own as much as possible and the system intervenes when the student is stuck or
asks for help.

The standalone version of the system consists of an interface, a pedagogical
module that determines the timing and content of pedagogical actions, and a student
modeller that analyses student answers. There is no domain module, as usual in ITSs,
which can solve the problem being posed to a student. The system contains
definitions of several databases, implemented on the RDBMS used in the lab. SQL-
Tutor also contains a set of problems for specified databases and the ideal solutions to
them. In order to be able to check the correctness of the student's solution, SQL-Tutor
uses domain knowledge represented in form of constraints, as described in [11].
Student solutions are compared to the ideal solutions and the domain knowledge.

At the beginning of a session, SQL-Tutor selects a problem for the student to work
on. When the student enters the solution, the pedagogical module (PM) sends it to the
student modeller, which analyses the solution, identifies mistakes (if there are any)
and updates the student model appropriately. On the basis of the student model, PM
generates an appropriate pedagogical action (i.e. feedback). When the current problem
is solved, or the student requires a new problem to work on, the pedagogical module
selects an appropriate problem on the basis of the student model.

SQL-Tutor uses Constraint-Based Modelling (CBM) [13] to form models of its
students. CBM is a computationally efficient student modelling approach, which
reduces the complex task of inducing student models to simple pattern matching. The
strength of CBM lies in domain knowledge, represented in the form of state
constraints, which contain the basic principles of a domain.
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We have recently developed SQLT-Web, a Web-enabled version of SQL-Tutor
[12]. The basic philosophy remains the same, but SQLT-Web is capable of dealing
with multiple students. It has been developed in a programmable CL-HTTP Web
server [8]. All pedagogical functions (student modelling, generation of feedback and
selection of problems) are performed on the server side. The system communicates to
the student's Web browser by generating HTML pages dynamically. The server stores
all student models at the same place, thus allowing a student to access the system
from any machine.

4 SmartEgg: an Animated Pedagogical Agent for SQLT-Web

S nt developed by our group for SQLT-Web.
I dback on student actions. As the agent was
d as possible to have SQLT-Web to generate
s  Therefore, our agent has to perform much
s ssed in the previous section.

provides feedback on student's actions and
i f getting help or background information.

The project is still in its initial phases,
and so far the agent presents all
information in textual form. In the later
phases, we plan to broaden the types of
available feedback, including audio,
and to extend agent’s functionality.

SmartEgg is implemented as a Java
applet, by using the animation toolkit
of Adele [5]. An appropriate character
was developed (illustrated in figure 1),
and thirty-eight frames were sketched
to define the gestures. The animation
toolkit swaps frames and uses
techniques such as morphing to
perform animations. Currently, there
are 14 gestures that SmartEgg can
perform, requiring two to five frames
each. The library of gestures consists of

g
b

martEgg is an animated pedagogical age
t is a cartoon-like character that gives fee
eveloped for a fully functional ITS, it w
tudent models and appropriate feedback.
impler tasks in comparison to agents discu

The agent explains system's functions, 
nforms students about additional ways o
Fig. 1: Introduction to SmartEgg

presentation gestures (e.g. pointing),
reactive gestures (used to present
feedback) and idle-time gestures (e.g.
waiting for a solution).

The required behaviours were
developed next. Behaviour is a
sequence of several gestures. The
behaviours of our agent are pre-
specified, and not dynamically

enerated. The SmartEggs’s behaviour space consists of three main categories of
ehaviours: introductory, explanatory and congratulatory. Introductory behaviours
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accompany initial interactions, introducing the system’s functions and describing
levels of feedback to new users. Feedback messages from SQLT-Web are delivered to
students using explanatory behaviours. For each type of feedback, there is a set of
behaviours the pedagogical agent can perform. Congratulatory behaviours are an
attempt to motivate users. SmartEgg congratulates the student when a correct answer
is submitted and displays disappointment after an incorrect submission.

SmartEgg follows a predefined set of rules when selecting an appropriate
behaviour from its behaviour space. This procedure is based on the student’s
interactions with SQLT-Web. Each distinct state (e.g. login, solving a problem,
logout) is assigned three different behaviours to ensure variation in the agent’s
appearance.

Fig. 2: Architecture of SQLT-Web with pedagogical agent

Finally, the applet persona was incorporated with SQLT-Web. The pedagogical
agent’s Java applet and the server are required to exchange messages in order for the
agent to receive the feedback text and know the actions performed by the user. This
was achieved by implementing a Java socket connection between the server and the
applet. The agent consists of a dedicated thread of execution that waits to receive
messages from the server. For each received message, the agent selects an appropriate
behaviour by using the behaviour selection rules, which is then carried out by the
animated persona. Figure 2 illustrates the architecture of SQLT-Web and the
pedagogical agent.

5 Evaluation of SmartEgg

Our goal when developing SmartEgg was to increase the motivation of students by
presenting feedback in an engaging way. We started with a hypothesis that the
existence of a simple animated pedagogical agent would enhance students’ perception
of the system (as reflected in the students’ subjective ratings of the system), and
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(CL HTTP server)
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SQLT-Web
user

interface
page

Internet

Socket Communicator

User’s Web browser



78      Antonija Mitrovic and Pramuditha Suraweera

would support learning, resulting in better understanding and application of the
underlying knowledge. Both gains would come from the motivational impact of the
agent. Earlier studies [1,3,4,7] have shown that pedagogical agents have such effects
on students; however, in these cases, the agents were much more sophisticated than
SmartEgg. Here we set to determine whether even a very simple and constrained
agent would enhance learning.

5.1 Experimental Setting

In October 1999 we performed an evaluation study, which involved second year
students enrolled in an introductory database course. The students used the system in
a 2-hour lab session and were randomly assigned to a version of the system with and
without the agent (the agent and the control group respectively). SQLT-Web and
SmartEgg conveyed exactly the same information to the students, as we wanted to
determine the impact of the agent’s existence on students’ learning.

The study started with a pre-test, consisting of three multi-choice questions. After
that, students interacted with the system. The problems and the order in which they
were presented were not identical, as students were allowed to select problems by
themselves, or let the system to select appropriate problems based on their student
models. After working with the system, students completed a post-test consisting of
three multi-choice questions of the same difficulty as the ones in the pre-test. They
also filled a user questionnaire, the purpose of which was to evaluate the students'
perception of SmartEgg and SQLT-Web.

5.2 System/Agent Assessment

The questionnaire consisted of 16 questions based on the Likert scale with five
responses ranging from very good (5) to very poor (1). Students were also allowed to
put free-form responses. Out of 26 students who participated in the study, 22
completed questionnaires.

The analysis of the responses revealed that the students liked SmartEgg. When
asked to rate how much they enjoyed the system, the average rating for the agent
group was 4.5 and for the control group 3.83 (Table 1). The majority (60%) of the
agent group students chose option 5, compared to only 33% of the control group. The
difference is significant (t=1.79, p=.03).

Both groups were equally comfortable with the interface, in the terms of how much
time it took to learn it, and the ease of using the interface. The students were also
asked to rate the amount learnt from the system. Both groups chose similar values, the
means being 3.8 for the agent group and 3.92 for the control group. This result was
expected as both groups received identical feedback.

However, when asked to rate the usefulness of feedback, the mean for the agent
group was 4.8 and for the control group was 4.09. The majority (80%) of the students
who used the agent rated the system as very useful (option 5), and only 42% of the
control group chose the same option. As both versions of the system presented the
same problem-based messages, it is clear from the findings that the students who used
the agent found it easier to comprehend the feedback from the system. The difference
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in rating the usefulness of feedback is significant (t=2.15, p=.015). The written
comments were also very positive.

Mean Standard deviation

Agent
group

Control
group

Agent
group

 Control
group

Enjoyment rating 4.50 3.83 0.71         1.03
Time to learn interface (min) 11.00 10.83 10.22 9.25
Ease of using the interface 4.10 3.73 0.74 1.01
Amount learnt 3.80 3.92 0.79 0.67

Usefulness of feedback 4.80 4.09 0.42 1.04

Table 1: Mean responses for system/agent assessment

5.3 Learning Efficiency and Effectiveness

All actions students performed in the study were logged, and later used to analyse the
effect of the agent on learning (Table 2). The students in the agent group spent 55.9
minutes interacting with the system, and the control group subjects averaged 49.6
minutes. As the agent group spent more time with the system, they attempted and
solved more problems.

The agent group took fewer attempts to solve problems (30.9 compared to 32.56
attempt needed by the control group). In order to establish whether the knowledge
level of the students may have affected this, we looked at the proportion of problems
that were solved in the first attempt and found them to be similar for both the groups
(5.1 for the agent group and 4.56 for the control group). This finding was consistent
with our expectations, as the students did not get any direct help from the system
before submitting initial solutions. Therefore, the students in both groups have
comparable knowledge of SQL (this is also justified by the pre-test performance,
discussed in section 5.4). Furthermore, students in both groups required a similar
number of attempts to solve problems that could not be solved in the first attempt
(when problem-specific hints were provided). The number of problems successfully
solved per unit of time was similar for both groups. Students who used the agent
recorded on average 0.27 correct answers per minute and the control group managed
0.22.
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Mean Standard dev.

Agent Control Agent Control

Total interaction time (mins) 55.90 49.63 17.30 26.70
No. of attempted problems 14.00 11.56 5.27 6.49
No. of solved problems 11.60 10.94 4.35 6.36
Total no. of attempts to solve the problems 30.90 32.56 14.13 23.97
Problems solved in the first attempt 5.10 4.56 2.60 2.73
Problems solved per time (problem/min) 0.22 0.27 0.07 0.21
Attempts to solve problems that could not be 2.90 2.91 1.61 1.34
solved in the first attempt (attempts/problem)

Table 2: Means of interaction analyses

The average number of attempts taken to solve problems that were not solved in
the first attempt was very similar: the agent group required 2.90 and the control group
2.91 attempts. As both versions of the system offered the same feedback, students
from both groups required the same number of attempts.

In order to establish the effect of the agent on the student’s learning over time, we
plotted the average number of attempts taken to solve the ith problem for each group.
To reduce individual bias, the problems solved by less than 50% of the participating
population were discarded (Fig. 3). Although no substantial trends can be seen, the
agent group required 0.2 fewer attempts to solve each problem than the control group.
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5.4 Pre- and Post-Tests

Pre- and post-tests consisted of three multi-choice questions each, of comparable
complexity. The marks allocated to questions were 1, 5 and 1 respectively. Nine out
of ten students in the agent group and fourteen out of sixteen in the control group
submitted valid pre-tests, the results of which are given in Table 3. The mean scores
in the pre-test for the two groups are very close, suggesting that the two groups
contained students of comparable knowledge.

Although participation in the pre-test was high, only four students from both
groups sat the post-test1. Three of these students had used the agent, and a definite
increase in their performance and confidence can be seen from the results of the post-
test (4.33 and 2 for the agent and control group respectively). However, as the
numbers involved are small, unbiased comparisons on the mean performances cannot
be made.

Question Agent group Control group

1 0.33 0.14
2 2.56 2.50
3 0.67 0.71
Total 3.56 3.36

Table 3. Means for the pre-test

6 Discussion and Future Work

This paper presented SmartEgg, an animated pedagogical agent for SQLT-Web, an
intelligent SQL tutor on the Web. Previous works on pedagogical agents have shown
that they significantly increase motivation, resulting in longer interaction times and
higher quality of learning.

In contrast to other discussed pedagogical agents, which required large teams of
animators, pedagogues and programmers, SmartEgg was developed by a team of two
people in a short period of time. Our initial hypothesis was that even a very simple
agent would reveal the persona effect. In order to test the hypothesis, we performed
an initial evaluation study in which two groups of students interacted with SQLT-
Web and SmartEgg in a two-hour session. The students sat pre- and post-tests; all
their actions were logged and finally the students filled a user questionnaire. Various
analyses of the data collected in the evaluation study were performed, which showed
a significant increase of motivation in the agent group. The students who interacted
with the agent spent more time with the system, and solved more problems in fewer
attempts than the students in the control group. We acknowledge the low number of
students involved in the study, and will perform a much wider study to confirm the
results from this initial evaluation.

                                                          
1 Some students did not log off properly, and have not even seen the post-test, which was

administered on a separate Web page.
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At the moment, SmartEgg provides textual information only. We plan to add
verbal comments in the next phase, as it has been shown that more expressive agents
are perceived to have greater utility and clarity [6]. Also, we plan to develop dynamic
generation of behaviours. The behaviours would depend on the context of the
feedback message, thus enabling SmartEgg to make a higher impact on students.
Another future plan includes using the agent to provide support for self-explanation.
This support would be in terms of dialogues with a student, where the agent prompts
questions to guide the student.

Acknowledgements

This work was supported partly by the University of Canterbury research grant U6242. We are
grateful to the Centre for Advanced Research in Technology for Education (CARTE) for
providing the source code for the animation toolkit of Adele. We appreciated the stimulating
environment in ICTG and the comments of its members. Our thanks go to Nenad Govedarovic
for the initial drawing of SmartEgg, and the COSC205 students for their time and suggestions.

References
1. Alpert, S., Singley, M., Fairweather, P. Deploying Intelligent Tutors on the Web: an

Architecture and an Example. Int. J. AI in Education, 10 (1999) 183-197.
2. Andre, E., Rist, T., Muller, J. WebPersona: a Life-Like Presentation Agent for Educational

Applications on the WWW (1997). P. Brusilovsky, K. Nakabayashi, S. Ritter (eds)
Proceedings of workshop on Intelligent Educational Systems on the WWW, AI-ED’97.

3. Andre, E., Rist, T., Muller, J. WebPersona: a Life-Like Presentation Agent for the World-
Wide Web. (1998). Knowledge-based Systems, 11(1) (1998), 25-36.

4. Johnson, W.L. Pedagogical Agents. Invited paper, ICCE’99 (1999).
5. Johnson, W.L., Shaw, E., Ganeshan, R. Pedagogical Agents on the Web. Workshop on

WWW-based Tutoring, ITS’98 (1998).
6. Lester, J., Converse, S., Kahler, S., Barlow, S., Stone, B., Bhogal, R. The persona effect:

Affective Impact of Animated Pedagogical Agents, Proc. CHI'97 (1997) 359-366.
7. Lester, J., Towns, S., FitzGerald, P. Achieving Affective Impact: Visual Emotive

Communication in Lifelike Pedagogical Agents (1999). Int. J. AI in Education. 10 (1999).
8. Mallery, J.C. A Common LISP Hypermedia Server. Proc. 1st Int. Conf. On the World

Wide Web (1994).
9. Mitrovic, A. A Knowledge-Based Teaching System for SQL. Proc. ED-MEDIA'98, T.

Ottmann, I. Tomek (eds.) (1998) 1027-1032.
10. Mitrovic, A. Experiences in Implementing Constraint-Based Modeling in SQL-Tutor.

Proc. ITS'98 (1998) 414-423.
11. Mitrovic, A., Ohlsson, S. Evaluation of a constraint-based tutor for a database language,

Int. J. Artificial Intelligence in Education, 10 (3-4) (1999).
12. Mitrovic, A., Hausler, K. An Intelligent SQL Tutor on the Web. Tech. Report TR-COSC

04/99, Computer Science Department, University of Canterbury (1999).
13. Ohlsson, S.: Constraint--based Student Modeling. In: Greer, J.E., McCalla, G.I. (eds.):

Student Modeling: the Key to Individualized Knowledge--based Instruction. NATO ASI
Series, Vol. 125. Springer-Verlag, (1994) 167-189.



G. Gauthier, C. Frasson, K. VanLehn (Eds.): ITS 2000, LNCS 1839, pp. 83-92, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000

Multi-agent Negotiation to Support an Economy
for Online Help and Tutoring

Chhaya Mudgal and Julita Vassileva

University of Saskatchewan, Computer Science Department,
Saskatoon, Saskatchewan S7N 5A9, Canada

{chm906, jiv}@cs.usask.ca

Abstract. We have designed a computational architecture for a "learning
economy" based on personal software agents who represent users in a virtual
society and assist them in finding learning resources and peer help. In order to
motivate users to participate, to share their experience, offer help and create on-
line learning resources, payment is involved in virtual currency and the agents
negotiate for services and prices, as in a free market. We model negotiation
among personal agents by means of an influence diagram, a decision theoretic
tool. In addition, agents create models of their opponents1 during negotiation to
predict opponent actions. Simulations and an experiment have been carried out
to test the effectiveness of the negotiation mechanism and learning economy.

1. Introduction

The Internet provides a variety of options for on-line training, tutoring and help, from
access to FAQs and multi-media teaching materials, to more interactive forms like
discussion forums, on-line tutoring, collaboration or peer-help sessions. The creation
of high quality teaching materials is associated with significant costs, which usually
have to be paid by those who benefit directly from them, i.e. the learners. There is a
potential for a rapidly growing market of on-line training and there has been a
significant increase in the number of commercial vendors in this area. A number of
universities are already offering on-line degrees, and charge significant fees (still,
somewhat lower than the costs of traditional university education).

However, still the most on-line training materials appear informally; collaboration
and help happen spontaneously. University lecturers post their course outlines, lecture
notes and course readings / materials on-line as an additional source of information
for their students. People facing problems in a certain area search for a newsgroup
related to the area and send their question there, hoping for someone competent to
answer it. People ask their colleagues, personal acquaintances and friends for help.
This is a huge pool of knowledge and expertise, which is not formally valued in
organizational or commercial form and which is used only randomly, occasionally
and scarcely. Our goal is to provide an infrastructure that motivates the usage of this

                                                          
1 We will use the word "opponent" to denote the other agent in negotiation, though we don't

imply necessarily an adversary or strongly competitive negotiation
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knowledge. We hope to achieve this by creating a marketplace for learning resources,
i.e. an e-commerce environment for trading with intangible goods (advice, help,
teaching or tutoring). This economy encompasses information exchange, which
happens both asynchronously and asynchronously. For example, the use of on-line
resources like web-pages, FAQ entries, or the use of e-mail to ask a question and
provide advice can be viewed as asynchronous information exchange, since they don't
imply that both sides (the learner and the helper/ tutor are present and involved in
interaction in the same time). Synchronous information exchange involves both sides
in a real-time, live contact -- for example, in an on-line help session via some chat
tool, telephone, or collaboration environment.

The basic assumption in the design of a learning economy model is that resources
like effort and time spent to provide help or to create teaching material have inherent
costs. To take them into account, these resources should be made tradable. Thus
paying the helper/tutor may motivate a user to get online and help another user. In this
paper we focus on a synchronous information exchange since it is related with more
immediate motivational need. However, the approach encompasses asynchronous
information exchange too.

Maes et al. [6] proposed to help consumers in e-commerce applications in the
search of goods, price comparison, negotiation or bidding by providing them with
personal agents / assistants. We believe that this is even more important in trading
with knowledge resources, since users have to be able to concentrate on their work or
learning rather than thinking about how to get a better deal. The free market
infrastructure for learning resources that we propose is based on personal agents
representing individual users in a distributed (web-based) learning environment. The
personal agents form an economic society designed to motivate the students who are
knowledgeable to help their fellow students by receiving payment in a cyber pseudo
currency.

2. Multi-agent Based Learning Economy

 I-Help provides a student of a university course with a matchmaking service to find a
peer-student online who can help with a given question/problem [3,4]. The most
recent implementation of I-Help is based on Multi AGent Architecture for Adaptive
Learning Environment (MAGALE2), described in [12], which ensures an economic
infrastructure for trading with help. MAGALE is a society of agents trading with
knowledge-resources. The users who possess knowledge resources become sellers
and the users who seek for help or advice, tutoring or teaching materials on a specific
topic become buyers. The buyer is ready to pay some amount of virtual (or real)
currency in order to achieve the goal of getting knowledge while the seller of the
resources is ready to give advice in exchange for money, thus achieving the goal of
accumulating currency. Like any market system, in MAGALE (and respectively in its
implementation, I-Help) the price of a good depends on the demand and the
importance of that good to the buyer. A detailed description about the requirements
for the economic model in MAGALE can be found in [5].

                                                          
2 The name MAGALE is introduced to distinguish the more general architecture from I-Help,

which is an application
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Various pricing models have been incorporated in e-commerce systems. The most
common are "post and charge", "pay-per-use" and "auction". "Post and charge" is
applied in I-Help for paying for asynchronous resources, such as web materials, FAQ
items, or answers in a discussion forum. One can post an answer to a question in I-
Help's discussion forum and people who read it would be charged to pay a certain
price. A similar model is implemented in the Marketplace for Java Technology
Support [10], a community where people buy and sell technical support (the forum is
operated by HotDispatch, Inc).

The "pay-per-use" model implies paying a certain rate for a unit of usage time of
the resource, for example paying for a telephone call. This can be an appropriate
mechanism when the duration of the service is connected with costs and it can not be
fixed or agreed upon in advance. This is an appropriate model of payment for the
various forms of synchronous knowledge transfer that are supported in I-Help (chat,
phone-communication or collaboration). The duration of a help session implies costs
to the helper, who is asked to interrupt some current task. It is hard to say in advance
what duration will be required since it depends on the question, on the ability of the
helper to explain, and on the helpee's ability to understand. Therefore, it is appropriate
to deploy this payment method in synchronous help allowing both sides to interrupt
the session when they feel that it doesn't make sense for them to continue.

The "auction" model, where several agents are bidding for goods [6] is appropriate
when there is a big demand and short supply. It allows the resource to be allocated to
a consumer who values it most. This could be an appropriate model in the case where
synchronous information exchange (e.g. help request) is required by many users and
there are few knowledgeable users on-line to provide help. This model has not been
applied in I-Help yet, but it could be.

The auction model is, in fact, a way of collective negotiation of the price for a
resource, where the main factors that determine the price are the demand and the
supply. The other two models don't imply per se a mechanism for determining the
price - they assume that there is a price that is agreed upon in advance. The price can
be established centrally by a component that analyses the state of the market at the
moment or it can be negotiated between the agents who participate in the deal [13].
The advantage of negotiation is that it allows for including multiple factors
(preferences, priorities) in the price calculation depending on the specific buyer and
seller, i.e. the agents can compromise some of their preferences and settle on the most
suitable price for both parties.

The price of a learning resource depends on many factors. Of course, the supply
and demand (e.g. how many competent helpers are currently on line and how many
people are requesting help) play a major role. However, many other factors can play a
role, for example, whether the help is urgently needed or not, whether the potential
helper minds being interrupted, whether the helper and the person asking for help (the
helpee) are already involved in a social relationship. For example, the helper might
not want to be interrupted in principle, but would make an exception for a friend.
Therefore, a negotiation mechanism is appropriate as a way to dynamically determine
the price, especially for synchronous information exchange.

We have proposed a negotiation mechanism for the personal agents in MAGALE
that determines the price for synchronous information exchange (e.g. on-line peer
help in I-Help) using the "pay per use" payment model. This mechanism mimics the
process of human negotiation in a buyer-seller situation, by representing it as an
iterative decision making process. It also allows the negotiator to anticipate the
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opposing party’s actions and takes into account the personal risk attitude towards
money of the user represented by the agent. The purpose of negotiation is to find the
best deal for the user independently on whether the user requires help or is playing the
role of a helper.

3. Negotiation Mechanism

The MAGALE architecture underlying I-Help consists of personal agents
representing the users/ students. The agents maintain user models containing
information about the user's goals, knowledge and preferences [3]. When the students
in the class need help their agents contact a centralized matchmaker who knows
which users (i.e. personal agents) are online. These agents negotiate with each other
about the price (the payment rate per unit of help time) and when a deal is made they
inform their user. If the user agrees to help, a chat window opens for both sides and
the help session starts. The agents make decisions on behalf of their users about the
price to offer to strike a better deal. During negotiation each agent decides how to
increase or decrease the price depending on the user's preferences, such as the
urgency of the user's current work, importance of money to the user and the user's risk
behavior.

3.1  Decision Theoretic Approach to Negotiation

We have developed a novel negotiation approach, using influence diagrams, which is
based on decision theory and on modelling the opponent agent. Negotiation in a
buyer-seller context can be viewed an iterative process in which the agents make
offers and counteroffers based on their preferences. Modelling negotiation as iterative
decision making supports the dynamics of the situation, e.g. it allows the negotiating
agents to change their preferences and their beliefs about the likelihood of
uncertainties.

In open multi-agent systems (i.e. the systems in which new agents dynamically
enter or leave) there is a high degree of uncertainty about the current state of the
market (i.e. the demand/supply ratio), or the preferences of the opponent. An
influence diagram is a graphical structure for modelling uncertain variables and
decisions. It explicitly shows probabilistic dependence and flow of information [8].

An influence diagram is a directed acyclic graph with three different kinds of
nodes: decision nodes, chance nodes and a value node. These nodes are represented as
squares, circles, and diamonds respectively. The decision nodes represent choices
available to the user, the chance nodes carry probabilistic information corresponding
to the uncertainty about the environment and the opponent, and the value node
represents the utility, which the agent wants to maximize. Arcs into random variables
indicate probabilistic dependence and the arcs into a decision node specify the
information available at the time of making decision. Evaluating the diagram gives an
optimal solution for the problem. Influence diagrams provide a means to capture the
nature of the problem, identify important objectives, and generate alternative courses
of action. A decision model based on an influence diagram can deal with multiple
objectives and allows tradeoffs of benefits in one area against costs in another. A
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good introduction to influence diagrams and methods to evaluate them can be found
in [8,9].

The negotiation protocol is based on decision theory and is a straightforward
iterative process of making offers and counteroffers. So, during negotiation the agent
can be repeatedly in state Offer or Counter-offer. The final state will be Accept or
Reject. Similar to [13], we use "negotiation strategy" to denote the actions an agent
takes in every iteration depending on its preference model. In our model once the
agent is in a final state, it cannot retreat back from it. The negotiation mechanism
takes into account the preferences of the user, which usually depend in the domain of
the negotiation context. The preferences include:
• the maximum price of the buyer (i.e. how much the helpee is willing to pay),
• the urgency of the current goal (to get help for the buyer, or the seller's current

task, which she has to interrupt in order to help),
• the importance that either agent attaches to money, and
• the user's risk behavior (a risk-averse or a risk-seeking person).

We have incorporated utility to model the way in which the decision-maker values
different outcomes and objectives. Each agent in I-Help can be a buyer or seller of
help. The utility for the buyer (helpee) and the seller (helper) for the actions accept,
reject and counter-propose vary according to their risk behavior.

Fig. 1. Variation of U_accept for a buyer

It is important to note that money importance and risk-behavior are two different
entities and they are set by the user in the user preference model. The risk behavior of
the user instructs the personal agent about the increase or decrease in the price offers
to be made.  A risk-seeking person will try to counter-propose an offer rather than
accepting. A risk-averse person will accept whatever minimum price he/she is offered
and will refrain from counter proposing in fear of losing. The agent calculates the
utility values of the action alternatives that it has at any time during negotiation. The
utility of actions depends upon the money that the seller gets and the buyer has to pay.
It also varies with the specified risk behavior of the user. For instance, as shown in the
Figure 1 the utility of accepting an offer for a risk-averse buyer increases much
slower as the difference between the offered price and the preferred price decreases.
That means that as long as the offer price of the seller comes closer to the preferred
price of the agent (buyer), it will be more willing to accept the offer, since there is not
significant growth in utility if it continues to counter-propose.  For a risk-seeking
agent, the utility continues to grow fast in this case, since it is willing to take the risk
of counter-proposing, hoping to get a price even lower than the preferred price.

D = (Offer – Preferred Price)

Utility

Risk-
seeking

Risk-
averse
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Risk behavior also affects the increment and the decrement of the buyer and the seller.
For a risk-averse buyer, if the urgency of the current task is very high and the
importance of money is also high, it will start by offering a price, which is near to the
maximum price it is willing to pay. A risk-seeking buyer will start from a very low
price and will try to get the lowest price possible. For a risk-seeking seller the utility
of accepting an offer increases if it gets more money than its minimum price. The
functions the agents use to increase or decrease their offers and counteroffers as a
buyer and as a seller are defined as follows:
For Buyers
 If max_price > std_price then
       Offered price := std_price – D
 Else
       Offered price := max_price – D

For Sellers
 If min_price > std_price then
        Offered price := min_price + D
 Else
        Offered price := std_price + D

where std_price is the market price provided by the matchmaker. It is calculated
based on the current situation of the market of help on this topic and on the difficulty
of the topic, thus providing some measure for the actual worth of the resource. For
both the buyer and the seller the values of D should not exceed their preferred prices,
R. D is determined as follows (x is the offered price):
For Buyers
If  urgency = very urgent then
 If  risk_behavior = risk seeking  then
         D := 1- e – x/R             x >R
 If risk_behavior = risk averse then
         D := 1- e 

– x/R         x < R

For Sellers
 If  urgency = very urgent then
  If  risk_behavior = risk seeking  then
          D := Ömin_price
  If risk_behavior == risk averse then
         D := log (min_price)

We use an influence diagram that has a conditional node representing the uncertainty
about the other party (see Figure 2). The outcomes of this node are the probabilities
that an opponent can be in any of the states accept, reject and counter-offer, because
at every step the agents have to choose between these three actions. They do so by
calculating the maximum expected utility for the actions, which are represented as the
possible choices for the decision node in the influence diagram. In any practical
application of negotiation there are multiple objectives involved and there is a
tradeoff between one over the other. Before the decision is made the factors that are
already known to affect the decision (deterministic nodes) are taken into account as
they affect the actions to be made. The node corresponding to the opponent’s action
can be considered conditional since nothing is known about the opponent at the
beginning of the negotiation. We can either treat the outcomes of the opponent node
as equally likely or replace the equal likelihood of the opponent’s actions with the
outcome of a model of the opponent using a probabilistic influence diagram.

Fig. 2. Influence Diagram for the decision model

Decision

Utility

Opponent's action

Urgency Risk attitudeMoney Importance
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3.2. Modeling the Opponent

One of the basic ingredients of a negotiation process is the correct anticipation of the
other side’s actions. In a dynamic environment e.g. in a market place where the
situation is changing all the time and new buyers and sellers keep on entering and
leaving the system, it is very costly for agents to create and maintain models of the
other participants in the environment. In the I-Help system the environment is
dynamic and since the agents represent real users, it is hard to predict the actions of
the opponent agent on the basis of its past behavior (since the user's preferences
which participate in the agent's negotiation strategy can change in the meantime). It is
unlikely that the user will be willing to share preferences with other users (or their
agents) before or during the negotiation process. However, it is useful for an agent to
model the opponent's behavior during the negotiation session, since this can help
predict the opponent's reaction. It is important to note that we are not doing recursive
or nested agent modeling. Agents initially have no knowledge about each other. After
the first round of offers made the agent starts using the opponent’s response to infer a
model of the opponent's preferences and to predict the possible reaction of the
opponent to the counteroffer that the agent is about to make.

Fig. 3. Probabilistic influence diagram representing the opponent's model

An appropriate tool for this purpose is a probabilistic influence diagram. Figure 3
shows the model of the opponent represented as a probabilistic influence diagram.
The oval nodes are conditional and the double-circled node is deterministic. The
conditional probability distribution of the conditional nodes over the outcomes is
assessed on the basis of the first offer. The probability distribution for the
"Opponent’s action" node can be calculated by performing reductions over the nodes.
For instance, performing arc reversal from the "Money Importance" node to the
"Opponent’s Action" node makes "Money Importance" a barren node. Hence, it can
be removed from the diagram and a new conditional probability distribution is
calculated. Conditional predecessors of the nodes (if any) are inherited. In a similar
way the diagram can again be simplified by using arc reversal and barren node
removal, which finally gives the probability distribution for the Opponent’s Action
node.  If the next move of the opponent does not match with the predicted action,
Bayes’ update rule is used to update the probability distributions. More information
about probabilistic influence diagrams can be found in [9].

4. Evaluation

First we evaluated the proposed negotiation mechanism in an environment, where
agents represented only themselves, i.e. no real users were involved. In this way we
were free to vary the negotiation parameters and generate a lot of experimental data.

Opponent's Action

Urgency Risk Attitude

Money ImportanceMy price

Other Competent
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The purpose was to evaluate the results of the negotiation method only.  The results
[7] showed that the proposed negotiation approach achieves a better deal for the agent
that uses it compared to other negotiation approaches, for example, one based on step-
wise decreasing (for seller) / increasing (for buyer) of the offered price. We carried
out a further experiment, which showed that if the agents are bluffing, i.e. offering
help at much higher price than their preferred price, the acceptance percentage of their
negotiation is low. Agents who are more reasonable get a good deal maximum
number of times.

In order to evaluate the principal usefulness of an economic model to motivate
users a version of I-Help was developed, using the simple rate increment / decrement
negotiation method that was the basis for comparison in the simulation-based
evaluation.  This system was applied in a 3rd year undergraduate computer science
class at the University of Saskatchewan. In the end we "cashed" the accumulated
virtual currency in small souvenirs, i.e. the people who have helped most received
rewards. Initially there seemed to be an enthusiasm among the students about the
system, however, consequently there turned out to be very little usage, which didn't
allow us to draw any conclusions about the efficiency of the economy or the planned
control measures. There were several different reasons for this failure, which can be
grouped in two classes: social and technical. Perhaps one of the "social" reasons was
the inadequacy of the reward (maybe students are more motivated by marks?).
Another reason might have been the quality of help received from peers. Along with
the personal agent-based peer help system, the class was using a discussion forum, in
which students participated much more actively. Informal interviews showed that
students preferred to look in the forum since the instructor was monitoring it and was
replying to the more important / interesting questions. Presumably the quality of
answers / hints received from the instructor was higher than those provided by peers.
A third reason is that good students seemed to be more motivated to post answers on
the publicly visible place. In this way they could impress their classmates and the
instructor (which could potentially help them get a better mark in the end). Obviously,
an ongoing social recognition is an important factor, which has to be taken into
account.

 There were also technical reasons: the most important one was the slow response
time of the system, especially off campus, due to slow network connections during
this period. It must be pointed out that the slow response was completely due to
reasons independent on the implementation of the system or the negotiation
mechanism. A second reason might have been an inappropriate interface design,
which made interaction with the personal agent somewhat cumbersome. A third
reason might have been fact that the 3rd year students knew each other very well, had
established multiple ways of interacting with one another in class and in the labs and
hence they did not find any need to login to the system to get help. The reasons for us
choosing this class were purely pragmatic: the implementation required the least
adaptation effort, because the domain representation and student modelling
components were already developed.

Generally, the experiment gave some answers and opened many new questions to
investigate. Our inability to obtain strong (whether positive or negative) evaluation
results taught us a good lesson: that introducing such advanced mechanisms makes
sense only when the basic technology works reliably (with respect to network speed,
response time and user interface design). Another lesson we learned is that the right
user group and social situation should be selected very carefully before trying to test
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and evaluate such system. We hope that if the proposed market economy model is
utilized in distance learning or a very large first year class where students don't know
each other and have no other incentives to be helpful to each other, it will prove to be
successful. Currently we are testing an improved version of the system in a large
introductory computer science class; the data available so far shows that the system is
being used vigorously.

This experiment also shows that there are sometimes unexpected difficulties in
testing such complex distributed multi-agent systems, due to very basic "low-level"
problems, completely unrelated to the proposed technology. It seems that new
evaluation methodologies are needed which would allow evaluation without the need
of developing of stable nearly ready for marketing system.

5. Related Work and Discussion

To our best knowledge, there is currently no other work in the area of market
economy based distributed systems that support human learning. A learning economy
has been proposed by Boyd [1], but it was based on the barter (exchange) model and
has not been implemented. IBM has proposed an economy for trading information
resources [2], however this proposal assumes that the resources are ready documents
and it focuses mainly on pricing models that are appropriate for them. The most
closely related work to ours is in the field of multi-agent negotiation in e-commerce
[13]. In [13] negotiation and modelling the opponent is realized by using a Bayesian
network where the agents have store the relevant information about each other, while
in our approach negotiation is modelled as an influence diagram i.e. as a decision
process. In addition, our agents do not share information about each other's priorities
and model each other to predict the actions of the opponents and thus to optimize their
decisions.

Our approach opens some interesting research avenues in student / user modelling
to be pursued further. There are multiple models about each user in the system. They
are created by different agents, contain different (but also sometimes overlapping)
information, are created under different circumstances. More research on these issues
will help to find the benefits and pitfalls of distributed user-modelling [11].

More research is needed on analyzing the global behavior of a system based on
individual negotiations between agents, like ours. Especially in an educational system,
it is very important to predict and be able to control the overall behaviour that
emerges as a result of interaction of personal agents and users. We have proposed an
economic model [5], which provides a variety of options to control the economy from
outside to ensure desirable distribution of learning resources. However, it will be hard
to design an experiment to test the benefit of these measures, since the system is very
complex - so many factors come to play, that it is hard to attribute success or failure
even to a group of factors. New methods, possibly borrowed from sociology, will be
needed to evaluate such systems.
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6. Conclusion

We have developed an original approach for negotiation among personal agents based
on decision theory and influence diagrams. By use of probabilistic influence diagrams
agents are able to model their opponents during the negotiation process and thus to
predict better their actions. Experiments on a simulation showed the effectiveness of
the proposed negotiation mechanism [7]. An attempt has been made to evaluate the
benefits of the proposed economy as a basis for the peer help environment I-Help in a
third level university class. Our experience showed that such experiments have to be
designed very carefully to keep complexity and technical issues under control  and in
the same time to be able to answer some interesting research questions. Probably new
evaluation methodologies for distributed agent based systems on the Internet will be
necessary.
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Abstract. This study focuses on modality of externalized knowledge-
acquisition on problem solving via “Learning by Observing” and “Learn-
ing by Teaching/Explaining”. Among the learning effects expected by
collaborative learning, we can suppose meta-cognition/distributed cog-
nition such as reflective thinking, self-monitoring and so on. We pro-
pose the architecture of the intelligent collaborative system with situated
agents for activating observation learning, which is a kind of virtual col-
laborative learning environment. The situated agents are embedded in
this system, who have the different roles to make a real student activate
observation learning. Each of the situated agents behaves dynamically
based on the “Student Model” which represents the understanding state
of a real student, and “Transforming Process Model” which stands for
the converting process from internal state into external state for a level
of acquired knowledge. A real student is expected to acquire any meta-
knowledge via the interaction among situated agents in the collaborative
learning environment. A facilitator agent who is a kind of a situated
agent manages these Models and controls the other situated agents’ be-
havior. Moreover, it can identifies a real student’s bugs/faults occurred
in the converting operations.

1 Introduction

Nowadays, the studies of collaborative learning environments with plural learn-
ers such as CSCL(Computer Supported Collaborative Learning) as well as group
learning are rapidly increasing, taking influence of the new idea, that is “Learn-
ing is caused by interactions among several learners and the outside world, and
they are inseparable.”[3,4]. In such a collaborative learning environment, two
kinds of learning effects are expected. One is knowledge understanding by re-
flection that is invoked/facilitated by giving explanation to the other learners.
Another is to modify/adapt self-knowledge and thinking ways by observing the
other learners’ behavior. This learning modality is called “Learning by Teach-
ing” and “Learning by Observing”, and a higher cognitive ability is expected as
self-monitoring/evaluation for understanding objects there. More or less, many
studies that aim to facilitate these learning effects are being done pervasively.

The purpose of this study is to realize the situated agents system for ac-
tivating observation learning with the function for supporting an interaction
among learners, taking into consideration of a situated context in a collaborative

G. Gauthier, C. Frasson, K. VanLehn (Eds.): ITS 2000, LNCS 1839, pp. 93-102, 2000.
Ó  Springer-Verlag Berlin HeidTelberg 2000
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learning environment. So far, we have developed the CALE(Companion Agent
Learning Environment)based on the framework of a multi-agent architecture
in a collaborative learning environment[5]. With this CALE project (embedded
one computer companion agent), we expected the acquisition of deeper knowl-
edge with reflective thinking by observation learning[1,2]. In this study, we have
developed newly “CollaboRative sYstem with SiTuated Agents for activating
observation Learning (CRYSTAL)”. So, we introduce the theoretical mechanism
of this system here. A companion agent is also called a situated agent because
of emphasizing situated cognition in this system.

2 What Is a Situated Agent

The process of interaction includes complicated learning modality such as reflec-
tive thinking, self-monitoring and so on. Especially, the action of “observing”
needs sensitive awareness/interests for the other companions’ behavior/thinking
ways as well as understanding a problem to solve/discuss along the situated con-
text. So, the collaborative learning is necessarily based on situated context and
it requires knowledge-sharing in order to achieve the common goal. In this sense,
we define a companion agent as a situated agent. In this study, we try to build
the interactive learning environment accompanied with three pseudo-companion
agents who play the different roles in terms of the situated context, that is a
virtual group learning.

3 The Outlines of “Crystal”

Here, we describe the system configuration of CRYSTAL firstly. We show its
conceptual figure in Fig. 1. In CRYSTAL, a novice agent and an advanced agent,
co-existing as situated agents share a learning space and study collaboratively
with a real learner. The novice agent has problem-solving knowledge which is
poorer than a real learner’s one. This agent can behave like a tutee, as a situated
one which owns the activating strategy to make a real learner acquire problem-
solving knowledge through “learning by teaching”. Along such a strategy, this
agent tries to make a real learner notify problem-solving knowledge which has
not been acquired yet and make him explain.

The advanced agent has problem-solving knowledge which is smarter than a
real learner’s one. This agent can behave like a tutor, as a situated one which
owns the activating strategy to make a real learner acquire problem-solving
knowledge through “Learning by Observing”. Along this strategy, this agent
tries to make a real learner observe his right solving way of problem. It provides
so-called modeling process for a real learner.

These situated agents decide the action plan adaptively according to each ac-
tivating strategy based on two kinds of models. One is “Student Model” which
represents the understanding state of a real learner. Another is “Transforming
Process Model” which represents the converting process from internal state into
external state for a level of acquired knowledge. It stands for the quality of
applied rules to evaluate a certain understanding level on which a real learner
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Fig. 1. The conceptual figure of CRYSTAL

is expected to achieve. The facilitator agent controls those situated agents’ be-
havior by managing these models. The facilitator agent has also the role of a
supervisor and a coordinator so as to make correction of a learning flow in the
situation where each of the situated agents can’t decide any action plan. Further-
more, a facilitator agent has the function to detect bugs/faults in a real learner’s
converting rules by Transforming Process Model. Then he points out it to him.

4 How to Decide an Action Plan for Each Situated Agent

Each situated agent has the function to decide an action-plan in reference to five
kinds of information-sources, which consist of 1) Student Model, 2) Transforming
Process Model, 3) Learning Effect Value of a real learner, 4) Consistency Value
of Action for each situated agent and 5) Mental Load Value of a real learner.

4.1 Representation of Learning State

Explicit Knowledge and Implicit Knowledge. We introduce both concepts
of Explicit Knowledge and Implicit Knowledge required to represent “Student
Model” and “Transforming Process Model”.

We define Explicit Knowledge and Implicit Knowledge as follows. Explicit
Knowledge is “Knowledge which a real learner is aware of at present”, and Im-
plicit Knowledge is “Knowledge that a real learner is not aware of at present,
but can be made aware of by chance”. Namely, the first one is a kind of meta-
knowledge which a learner can apply for solving a given problem. On the other
hand, the second one is the just observed knowledge which is expressed or ex-
plained in problem solving by another person. Therefore anyone can not warrant
whether this knowledge is useful or not for a real learner.

In Fig. 2, we show the relationship between Explicit Knowledge and Implicit
Knowledgeused in this study, which is the philosophical root of our system.

When a real learner observes any behavior of the others in a collaborative
learning environment, new knowledge is added to his/her Mental State as Im-
plicit Knowledge in this system. If he could utilize this knowledge correctly for
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Fig. 2. Explicit Knowledge and Implicit Knowledge

solving a problem, then the system regards he could acquire Explicit knowledge,
because he could succeed in converting from Implicit Knowledge into Explicit
Knowledge through any mental operations in his brain. However, if he could
not utilize this knowledge correctly, then the system regards he failed to acquire
Explicit Knowledge. The mental converting operation with which the learner
converts Implicit Knowledge into Explicit Knowledge is called “externalized re-
flection”. If this knowledge is alive/conscious knowledge for problem-solving, the
conversion process from Implicit Knowledge into Explicit Knowledge is called
transforming of knowledge with symbolization/verbalization.

The Representation Scheme of the Student Model. We try to represent
Explicit Knowledge and Implicit Knowledge by introducing nine modal predi-
cates. Also, we try to represent a learner’s understanding state by introducing
these modal predicates. We will explain the representation scheme for each as
followings.

1. Explicit Knowledge
– (Negative) Knowledge to Explain (Neg )ExSA(Knowledge)

This means ; an Agent A (doesn’t have)/ has Knowledge : can explain
how to solve a problem.

– (Negative) Knowledge to Indicate (Neg )ExPA(Knowledge)
This means ; an Agent A (doesn’t have)/ has Knowledge : can point
out faults/bugs.

– (Negative) Knowledge to Apply (Neg )ExTA(Knowledge)
This means ; an Agent A (doesn’t have)/ has Knowledge : can apply.

2. Implicit Knowledge
– Direct Explanation ImTA(Knowledge)

This means ; some situated learner explained Knowledge to agent A
directly.

– Explanation Observation ImSA(Knowledge)
This means ; agent A observed some situated learner who had explained
Knowledge to another agent.

– Application Observation ImKA(Knowledge)
This means ; agent A observed that some situated learner had applied
Knowledge.

[Some situated learner means either a real learner or a situated agent.]
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Modal predicates in Explicit Knowledge have the following set/logical-relation.

ExSA(Knowledge) ⊃ ExPA(Knowledge) ⊃ ExTA(Knowledge)

Neg ExTA(Knowledge) ⊃ Neg ExPA(Knowledge) ⊃ Neg ExSA(Knowledge)

Transforming Process Model. “Transforming Process Model” which we de-
fine, represents the converting process from internal state into external state for
a level of acquired knowledge. As we stated above, Explicit Knowledge as an
external state is knowledge which a real learner really used correctly (applied,
pointed out and/or explained). On the other hand, Implicit Knowledge as an
internal state is knowledge which a real learner observed in the collaborative
learning environment. Therefore, we can regard that the process of knowledge
acquisition in our research framework is to convert Implicit Knowledge into it Ex-
plicit Knowledge. Naturally, each real learner has his/her own conversion rules
from Implicit Knowledge into Explicit Knowledge. In this converting process,
transportable/representational thinking with verbalization (or symbolization)
and conceptualization is expected through symbolic operation among a real stu-
dent and situated agents. In this study, we regard these converting/transporting
rules as the “Transforming Process Model” of a real learner. In short, we can
ask ourselves for “When should a real learner observe some kind of situation?”,
“What kind of knowledge can he/she acquire?” under a transportable form. It is
very beneficial to model this transforming process of an individual real learner
and make a real learner observe some situation according to a transportable
form from an intelligent system’s research point of view. So, we need to control
each situated agent’s behavior in order to make a real learner experience more
meaningful situation according to a transportable form. By modeling this trans-
portable form, the system can extract a real learner’s bugs/faults occurred in
this collaborative learning environment. In the following, we explain the model-
ing method of a transportable form.

The Modeling Techniques of Transforming Process. Modeling of trans-
forming process is executed when the system regards new valid information
obtained by diagnosing a real learner’s response as Explicit Knowledge. That is,
modeling of transforming process is done for either of two cases below.

1. The case in which affirmative Explicit Knowledge is gathered
2. The case in which information on negative Explicit Knowledge is gathered

Elicitation of transportable form is done by inductive reasoning (there are a
positive example and a negative example). Here, each example is a set of Implicit
Knowledge which was acquired before and Explicit Knowledge which is acquired
just now. As a result of it, transportable form is modeled in the following scheme.

P1 ∧ P2 ∧ · · · ∧ Pn ⇒ EXPLA(Knowledge)

Here, one of the modal predicates on Explicit Knowledge exists on the right
side, and there is a set of modal predicates on both of Implicit Knowledge and
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Explicit Knowledge on the left side. However, any modal predicate which exists
on the right side does not come to the left side.

Elicitation of transportable form applies the technique of Version Space which
represents P1, P2, · · · , Pn as nodes. The way of modeling is how the system
computes a contradiction value for each node in the version space in accordance
with the past examples, and adopts the node which has the lowest contradiction
value. The computation of a contradiction value is shown in the following.

The weight of example i

Wi = 1.0− 0.2(i− 1), (i = 1, 2, 3, 4, 5)

The contradiction value of node n on example i

Cni =

{
Wi (example i is contradictory for node n.)
−Wi (example i is not contradictory for node n.)

The contradiction value of node n

Cn =

l∑
i=1

Cni (in this version, l = 5)

In the following, we give an example of transportable form which was modeled
by the above way.

ExPA(Knowledge) ∧ ImTA(Knowledge) ∧ ImKA(Knowledge)

⇒ ExSA(Knowledge)

This formula means “if agent A has already a certain knowledge to indi-
cate, then he/she can get its knowledge to explain through the experience of
explanation and application”.

4.2 The Learning Effect Value for a Real Learner

From educational point of view, we must consider a learning effect of a real
learner in this system. Here, we discuss how to evaluate a learning effect. A real
learner seems to understand essentials of knowledge, when he/she feels some
knowledge to be meaningful/useful to solve a problem under a certain situation.
Standing on this aspect, we set up the table of learning effect value for a real
learner as Table 1.

Here, we show the learning effect value as Ef(Cond,Act). Cond is the un-
derstanding state of a real learner (located horizontally in Table 1). Act means
some situation which a real learner experiences, as shown in the rows of Table 1.
When several modal predicates exist in the same knowledge, the system adopts
the highest modal predicate. Each value in Table 1 means the expected values of
learning effect for each condition by an experienced teacher. This value ranges
from 0 to 2. The larger this value is, the more learning effectiveness is expected.
That is the strategic coordinating knowledge in order to optimize a real learner’s
achievement/motivation.
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Table 1. The table of the learning effect value for a real learner

ObK ObS ObT AcT AcP AcS
ExS 0 0 0 0 0 0
ExP 0 1 1 0 0 2
ExT 0 1 1 0 2 2

Neg ExT 1 1 1 1 0 0
Neg ExP 0 1 1 2 1 0
Neg ExS 0 1 1 2 2 1
NoInf 0 0 0 1 1 1

ObK : a real learner observes that a situated agent
applied knowledge.

ObS : a real learner observes that a situated agent
explained knowledge to another situated
agent.

ObT : a situated agent explains knowledge to a real
learner.

AcT : a real larner applies knowledge.
AcP : a real learner points out knowledge.
AcS : a real learner explains to a situated agent.
NoInf : there is no information in Student Model.

4.3 The Consistency Value of Action for Each Situated Agent

In this study, it is important to maintain a situated agent’s action consistently.
That is, if a situated agent behaves inconsistently (e.g., a situated agent can
solve the problem in some situation, but can’t solve the same problem in another
situation), then a real learner will be compelled to suspend his thinking under
the same situation. This will lead to decrease his/her motivation of learning
and will confuse a real learner’s thinking schema. So, in order to avoid such a
situation, we introduce the idea of “Consistency Value of Action” (show in Table
2). This value represents the degree of consistency between some actions which a
situated agent experienced in the past and some actions which he/she takes now
by applying the same knowledge. The values in brackets in Table 2 represent the
consistency of the actions which a situated agent is not allowed to do.

Table 2. The consistency value of action for Novice Agent and Advanced Agent

Novice Agent Advanced Agent
(Not)AcS (Not)AcP (Not)AcT (Not)AcS (Not)AcP (Not)AcT

ExS (-1) 0 (-1) 0 (-2) 0 ExS (-2) 0 (-2) 0 (-2) 0
ExP (0) -1 (-1) 0 (-1) 0 ExP (-1) 0 (-2) 0 (-2) 0
ExT (0) -1 (0) -1 (-1) 0 ExT (-1) 0 (-1) 0 (-2) 0
ImT (0) -2 (0) -1 (0) 0 ImT (-1) 0 (-1) 0 (-2) 0
ImS (0) -2 (0) -1 (0) -1 ImS (-1) 0 (-1) 0 (-2) 0
ImK (0) -2 (0) -2 (0) -1 ImK (0) -1 (-1) 0 (-1) 0
NoInf (0) -2 (0) -2 (0) -1 NoInf (0) -1 (-1) 0 (-1) 0

Here, we represent this value as Cs(Cond,Act). Cond means the understand-
ing state of each situated agent (located horizontally in Table 2). Act means the
situation which each situated agent experiences (shown on the rows in Table
2). These values in Table 2 mean that some action will have any contradiction
with the previous behaviors for a small value, and are set up by the system
designer. The value ranges from -2 to 0, and -2 stand for the maximum of a
contradiction degree. By utilizing this consistency value of action, Novice Agent
will be inclined to take more often the same action such as making a real learner
explain its knowledge. It means Novice Agent is always inferior to a real learner
for its knowledge state. Therefore, this system is designed so that Novice Agent
should be inferior for the function of knowledge acquisition in order to have a
real learner teach Novice Agent how to solve. On the other hand, Advanced
Agent will decide any action which makes a real learner observe his way of prob-
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lem solving. It means Advanced Agent is always superior to a real learner for
its knowledge state. Therefore, our system is contrived so that Advanced Agent
should be superior for the function of knowledge acquisition in order to have this
agent teach a real learner how to solve. Moreover, we suppose to define implicitly
Novice Agent’s characteristic as a situated learner who doesn’t have an ability
to learn smoothly, and Advanced Agent’s one as a situated learner who has an
ability to learn smartly.

4.4 The Mental Load of a Real Learner

As an applied field of this study, we have chosen the liner operations in liner
algebra. In consideration of the features in this domain, we can get a desired
solution by repeating some steps of applying problem-solving knowledge. For
this kind of problems, if the system controls a situated agent’s action by only
both parameters of the learning effect value and the consistency value of actions,
then some misbehaved issues seem to arise. That is, Novice Agent must ask a
real learner to explain every step of problem solving. Because the learning effect
value of a real learner at such a situation is set up highly as shown in Table 1.
This situation will increase a real learner’s mental load up. Therefore, we try
to introduce Mental Load Value here in order to evade repetitions of such a
question. We define Mental Load Value load as follows;

When S steps passed from a real learner’s last explanation,

load =

{
S − 4 (S ≤ 3)
0 (S > 3)

4.5 The Flow of Action-Selection for Each Situated Agent

We mention how each situated agent decides the next action according to the
method of evaluation stated previously. In the following, we show the decision-
flow to lead agent A to an appropriate action, utilizing a set of problem-solving
knowledge OP = {O1, O2, · · · , ON}.
1. Agent A enumerates a set of possible actions ACT = {Ac1, Ac2, · · · , AcM}

by using the dialogue model. Then it generates a set of situations COND =
{C1, C2, · · · , CM} which a real learner can experience with action ACT .

2. Agent A picks out Neg expl(Op), Op ∈ OP from the negative knowledge in
Explicit Knowledge in Student Model and generates a set Neg EXPL. If
Neg EXPL = φ, go to 5 with Modal = COND.

3. Agent A scans the transition states of “Transforming Process Model” which
have affirmative Explicit Knowledge in the conclusion part. Here, we express
each the taken model as LSEx, and its contradiction value as V alEx (Ex ∈
{ExS,ExP,ExT}). If there is no Transforming Process Model, go to 5 with
Modal = COND.

4. Agent A computes Total Contradiction Value V ALEx for each LSEx and
finds out LSEx which has the lowest value. Then, we express a set of modal
predicates existing in the conditional part of LSEx asModal = {M1,M2, · · · ,
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ML}. The expression of computing Total Contradiction Value is V ALEx =
V alEx ·N . Here, N is the number of the negative knowledge existing at the
same level with Ex (e.g., the Neg ExS, when Ex = ExS.) in the set of
Neg EXPL.

5. Agent A alters all modal predicates in the set of Modal from Im∗ and Ex∗
to Ob∗ and Ac∗. Then, it computes Action Appropriate Value Appk for each
element of Comp = {Co1, Co2, · · · , CoK} = Modal ∩ COND, and adopts
the action plan Cok′ which has the highest value. In the following, we show
the expression of computing Action Appropriate Value.

Appk =

N∑
i=1

(Ef(RSi, Cok) + Cs(Ai, Acm)) + Lk

Here, RSi stands for the understanding state of a real learner for the problem-
solving knowledge Oi, and Ai stands for the understanding state of agent A for
Oi. The value of Lk is as follows.

Lk =

{
load (Cok = ExS)
0 (Cok �= ExS)

In such a way, each situated agent can decide the most appropriate action
according to the learning state of a real learner.

5 Dialogue Example

We show the dialogue example between a real learner and situated agents in Fig.
3. This dialogue starts from the situation where Novice Agent gives a real learner
a certain problem. At this time, a real learner is forced to solve this problem,
and then Novice Agent and Advanced Agent try to observe his problem solving
process. A real learner can choose either mode of “answering” or “asking”. In
this example, he/she chooses the mode of “answering”.

Concerning the above dialogue, the knowledge of (step-1) and (step-2) is ex-
plicit one, but the knowledge explained by Advanced Agent remains still implicit
one for Real Learner at this stage. After a real learner could solve the same kind
of problems by him/herself, we can regard it as explicit knowledge.

6 Conclusion

In this study, we introduced four main concepts which are 1) situated agents,
2) implicit knowledge and explicit one, 3) transportable form, 4) transforming
process model, and 5) modal predicates.

In particular, we described the modeling method for the learning state of
a real learner in details, which makes each situated agent decide/choose the
most appropriate action-plan. The modeling of a real learner’s understanding
state became feasible by introducing concepts of Explicit Knowledge and Im-
plicit Knowledge, and by applying the idea of modal predicates. Also, we con-
trived theoretically the mechanism by which the system examines a real learner’s
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Novice Agent> Please, tell me how to transform the following echelon matrix!
[Matrix] 1 3 8 -9

3 5 2 -1
1 1 -3 4

—————–
Real Learner> OK, I try it.

1 3 8 -9
0 -4 -22 26
0 -2 -11 13

Novice Agent> How did you solve it?
Real Learner> OK, I try to explain it.

(step-1) multiply -3 for each value in the first row , and add those for
each value in the second row.

(step-2) multiply -1 for each value in the first row, and add those for
each value in the third row.

Novice Agent> I understand how to solve it.
Real Learner> Mr. Advanced agent. Then tell me how to develop it!
Advanced Agent>OK! Let’ say! You have already swept out for the first row & the

first culum. As the next step, you have only to sweep out for the
second column. Now, as the value in the second row & the second
column is not 1, you should multiply -(1/4) for all of the values in
the second row.

Real Learner> OK, I see.

· · · · · · · · · · · · · · ·
Fig. 3. The example of dialogue between Real Learner and Situated Agents

transportable form (for conversion process) and models it by Transforming Pro-
cess Model. In the near future, we are going to examine the learning effectiveness
for this system from the educational point of view. Especially, we must evaluate
how each agent facilitates a real learner’s observation learning and appropriate-
ness of behavioral model (validity of the rule base) of each agent. Moreover, we
need to examine effectiveness of observation learning for different tasks. Anyhow,
this research aims to explore the mechanism for enhancing highly interactivity
based on the architecture of multi-agents. However, the psychological effect of
observation learning, especially psychological functionality of transforming pro-
cess from implicit knowledge to explicit knowledge would not be specified under
the practical experiment by this present system.
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Abstract. This paper describes work carried out to explore the role of
a learning companion as a student of the human student. A LCS for Bi-
nary Boolean Algebra has been developed to explore the hypothesis that
a learning companion with less expertise than the human student would
be beneficial for the student in her learning. The system implemented
two companions with different expertise and two types of motivational
conditions. Results from a empirical evaluation suggested that subjects
interacting with a less capable companion (weak) have a trend of more
improvement than subjects interacting with a more capable companion
(strong). Finally, the experiment also suggested that learning compan-
ions might be confusing for students if they try to resemble human be-
haviour, i.e. if they do not perform as they are told.

1 Introduction

Recent research on Intelligent Tutoring Systems (ITSs) is exploring the bene-
�ts of having human students collaborate with computerized agents. The issues
being studied range from the external representation of such agents [14] to the
selection of their internal characteristics [8]. Among all of these systems, Learn-
ing Companion Systems (LCSs) extend the traditional model of ITSs by adding
computerized agents whose aim is to provide a peer for the human student. This
kind of agent is called a Learning Companion [3].

In principle the learning companion (LC) could take any role that a human
peer could take. Being the student of the human student is a role which has
recently started to be explored in LCSs [5,9]. The rationale for such a selection
of role is that by teaching the LC, the student should be able to reflect on her
own knowledge and thus learn more e�ectively.

This paper describes work carried out to study this role: a LC as a student
of the human student. A LCS for Binary Boolean Algebra has been developed
to explore the hypothesis that a LC with less expertise than the human student
would be bene�cial for the student in her learning. The system was empirically
evaluated in a study with 32 subjects. The results of the evaluation suggested
that subjects interacting with this kind of LC have a trend of more improvement
than subjects interacting with a more capable LC.
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2 The LC as a Student

Work in LCSs has increased in the last few years but much remains to be done to
explore the full capabilities and possibilities opened up by the inclusion of a LC
in an ITS [4]. From all the issues surrounding LCSs, one of the most important
is perhaps the question of the expertise level that the LC should possess in
order to be of educational value to the student interacting with it. Most systems
developed so far have dealt with this issue in one way of another but Hietala and
Niemirepo [8] have been the only ones to design their system in order to study
explicitly the expertise of LCs.

2.1 Expertise

Students in Hietala and Niemirepo’s experiments faced a LCS which provided
four LCs. They classi�ed LCs as weak or strong based on their expertise. A
weak LC was one with minimal expertise whereas a strong LC had almost an
expert-like expertise. Their results showed that, in general, students preferred to
collaborate with strong LCs rather than with weak LCs. Hietala and Niemirepo’s
interest was in studying which level of expertise would motivate students to
collaborate with these agents. In this sense, their results were successful as a LC
with a strong expertise proved to be motivating for the student. However, was
this expertise the most bene�cial for the student to learn?

Subjects in Hietala and Niemirepo’s experiments were, in general, more com-
fortable with a strong LC at the end of the interaction, when tasks got harder.
This was a very e�ective way to complete the task on hand, by asking someone
who knows more for the answer. However, this is perhaps the main disadvantage
of having a strong LC: if it is almost an expert in the domain, it could be easily
confused with a tutor. And even worse, if the LC would answer or would do
anything the student directs it to, the student could end up by asking the LC
to do all work. There is therefore, a possibility that this use of the strong LC
may encourage in the students a passive attitude towards learning and, thus,
hamper their learning. On the other hand, subjects in Hietala and Niemirepo’s
work used weak LCs mainly at the beginning of the interaction. Most probably
this was because LCs were not labelled with their expertise level and, therefore,
students had to search for the most suitable LC. Collaboration with the weak
LC was then due to a search rather than to a real desire to collaborate with it
| although, it must be said, some subjects preferred collaboration with weak
LCs. In general, the weak LCs were not perceived as good enough for serious
tasks. However, weak LCs could have potentially bene�ted students more than
collaborating with strong LCs. A weak LC may allow students to explain and
teach to it.

Research has found evidence to support the notion that Learning by Teaching
can be a facilitator for learning. Students who teach other students learn more
and better [7,10]. A student who needs to teach other people will have to revise,
clarify, organize and reflect on her own knowledge in order to be able to teach,
i.e. the student will need to master the knowledge. A weak LC should in principle



Should I Teach My Computer Peer? 105

be helpful for the student to learn by teaching [12]. Work in LCSs has recently
started to explore the role of a LC as a student of the human student [5,9].
The results of this work are not encouraging as students did not bene�t from
using these systems. The most probable reason for the failure of these LCSs was
that they permitted students to perceive teaching the LC as a passive activity.
However, despite the failure of those LCSs, recent work on Teachable Agents has
shown that students �nd teaching a virtual human agent interesting [1]. This
agent captured the students attention and motivated them to teach it. Teaching
it was an active enterprise as students had to research and study beforehand.
In consequence, the students in the experiments with this system showed high
learning gains. Also, recent work by Scott and Reif [15] has found that students
who coached (taught) a computer tutor bene�ted as much as those subjects who
had personalized tutoring from expert teachers.

Therefore, given the work done so far, the hypothesis of the experiment
described in this paper is that a LC less capable than the student (weak) would
be helpful to the student in her learning if she can be encouraged to teach it.

2.2 Motivation

The weak LCs in the work of Hietala and Niemirepo were regarded by subjects
as disappointing, lazy and irritating. This is perhaps the main disadvantage of
weak LCs: that students would �nd them a nuisance and may decide not to use
them anymore. Besides, as reported in a study by Nichols [11], the ‘knowledge-
hungry’ characteristic of these agents could discourage students to collaborate
with them. Subjects facing these kinds of agent found them uncomfortable to
teach. This e�ect may have been in part due to the e�ort needed to teach another
person or, in this case, a computerized agent. In consequence, given the negative
image that students could have of a weak LC, if teaching a LC is an important
aim of a LCS, the student should be motivated in some way to collaborate
with it. Unfortunately, in contrast with the work of Hietala and Niemirepo, the
expertise of the LC cannot be employed as the motivational factor if the LC
is required to possess a prede�ned expertise level. In the work reported in this
paper, the system implemented two types of LCs: one with a weak expertise and
the other with a strong expertise. Therefore, a di�erent form of motivation had
to be found.

On the other hand, as has been discussed before, strong LCs have been found
to encourage students to collaborate with them but there is also a possibility that
students would direct these kind of LCs to perform all the work. Therefore, the
students interacting with strong LCs should be motivated to work by themselves
and not to take a passive attitude towards learning.

3 The System

3.1 LECOBA

A LEarning COmpanion system for binary Boolean Algebra (LECOBA) was
developed to explore the hypothesis that a less capable LC would be helpful to
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students in their learning by encouraging them to teach it. The system imple-
mented two types of LC: one with a little less knowledge than the student (weak)
and the other with a little more expertise (strong). LECOBA also had two types
of motivational condition: Motivated and Free. The Motivated condition strongly
encouraged the student to either collaborate with the weak LC or work more by
herself. This motivation was achieved using a series of scores. In contrast, in the
Free condition, the student was mildly encouraged to interact with the LC. The
encouragement was just by reminding the student that collaborating with the
LC would be bene�cial for her.

A screen dump of LECOBA is shown in Fig. 1. The �gure shows the system
at the moment when the student and the LC are beginning to work on a problem.
The windows shown here are: 1) the tutor’s window at the top left corner, 2) the
LC’s window at the top middle of the screen, 3) the student’s window at the top
right corner, 4) a tool for the student to solve problems (\Simpli�cation Tool")
at the bottom left corner, and 5) a window for the student to give suggestions
to the LC (\Student - Suggestion") near the middle of the screen. Figure 1 also
displays the score mechanism used to motivate the student. In each one of the
tutor’s, LC’s and student’s windows there is a score whose value ranges from
0% to 100%. The scores in the LC’s and student’s windows are based on the
performance of each respective learner. Scores were designed to challenge the
student to interact more with the LC or to work more by herself. The challenge
is to obtain the maximum score in the ‘Total Score’ at the tutor’s window.
This score is determined not only by the student’s performance, but also by the
LC’s performance. The LC’s performance can be improved mainly by teaching
the LC, specially for the weak LC. The student’s performance improves as a
mixture of her own work and her involvement in the problem resolution when
the LC is working. While the ‘Total Score’ has not reached its maximum value,
students will continue studying the same topic in the curriculum. A more detailed
description of the system can be found in [13].

3.2 Teaching Window

The student has the opportunity to teach to the LC via a window called the
Teaching Window (Fig. 2). The Teaching Window is based on the idea of in-
spectable student models [2]. It presents to the student the LC’s understanding
of the domain at a speci�c moment during the interaction | i.e. its ‘student
model’. The objective is to let the student see exactly what the LC knows when
trying to solve a problem. In the �gure, the LC’s knowledge is represented by a
series of buttons and menus | each button with its corresponding menu. The
�rst four buttons and their menus are enabled. These represent the boolean rules
which the learners have studied so far. Rules are ordered by the priority that
the LC will try to apply them to a boolean expression. For instance, rule OR0X
is labeled as 1st, this means that this rule is the �rst one which the LC will try
to use when solving a problem. Rule AN00 is the last one the LC would consider.
The order in which the LC uses rules can be changed by clicking on their cor-
responding buttons and then swapping position with another rule. The menus
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Fig. 1. LECOBA. Students are solving a problem, the LC is solving the problem and
the user is about to give a suggestion to the LC.

allow the student to tell the LC how to use a rule. She can tell it to use rules in
a speci�c mode or not to use them at all.

To teach the LC students must change its knowledge to make it more suitable
for the task. Students can enable, disable, change the order, and modify the way
in which rules are used by the LC. All of these changes are recorded while
the student is performing them in the Teaching Window. They are considered
as ‘explanations’ which the student is giving to the LC. Once the student has
taught the LC, it automatically modi�es its behaviour to immediately reflect its
new understanding of the domain based on the student’s teaching.

The Teaching Window can be seen as a reflection tool for the student. It
encourages her to reflect on her own learning before deciding what to teach to
the LC. When teaching the LC the student will need to modify its knowledge
in a way she considers to be better to solve the current problem. To select the
LC’s new knowledge the student will need to understand why the LC is using
that particular combination of rules or heuristic. In order to try to understand
the LC’s knowledge, she will �rst need to think about her own knowledge of the
domain, i.e. what knowledge does she use to simplify expressions and why.
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Fig. 2. The Teaching Window in LECOBA.

4 Results on Teaching a LC

LECOBA was empirically evaluated using a 2x2 factor, between-subjects de-
sign. There were two independent variables: expertise and motivation, and one
main dependent variable: learning gain. This design enabled the use of the sys-
tem under four di�erent conditions: Condition 1 (Weak/Motivated), Condition
2 (Strong/Motivated), Condition 3 (Weak/Free) and Condition 4(Strong/Free).

Thirty two (32) undergraduate engineering students in their �rst and second
years took part in the experiment. They attended two sessions of 1 hour each.
The �rst session consisted of a pre-test, a demo of LECOBA and interaction with
the system. In the second session subjects started immediately using LECOBA.
This was followed by a post-test and a questionnaire to measure the students’
perception of LECOBA as a tool for their learning. The time for the tests was
of 15 minutes and of 30 minutes per session for using LECOBA. All the subjects
were requested to start the interaction with LECOBA from the beginning of the
curriculum. The sessions were logged by the system.

4.1 Was the Weak LC Best for Learning?

In general subjects improved their performance in the post-test after the inter-
action with LECOBA. On a scale from 0 to 100 the average improvement was of
11.79 points. The pre- and post-test scores of subjects were used as a measure-
ment to see if they had learnt from the interaction with LECOBA. A two-way
mixed-design Analysis of Variance (ANOVA) was run after determining that its
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assumptions had been met. The e�ect of the expertise and of the motivational
condition were not statistically signi�cant, neither their interaction. However,
there was a highly signi�cant e�ect of the tests (pre and post) on the subjects
(F (1, 28) = 16.87, p << 0.01). In other words, there was a very marked di�erence
on the scores of the pre- and the post-tests. Unfortunately, this di�erence cannot
be only attributed to the level of the LC’s expertise or to the motivational con-
dition as they were not signi�cant. Regardless of the type of condition to which
subjects were assigned, they learnt some new concepts from the interaction with
LECOBA as well as having revised existing knowledge. Although there was not
a signi�cant di�erence in the learning gain between the four conditions, some
trends could be detected which allow for conclusions based on the expertise and
on the motivational condition.

Condition 1 (Weak/Motivated) could be said to have a trend of being the
most bene�cial for the subjects’ learning. It had a very low dispersion of the
learning gain, i.e. learning under this condition was similar for all subjects in
the condition. And it was the condition where subjects improved most, though
not signi�cantly. Besides, subjects in this condition were the ones who taught
and made suggestions to the LC signi�cantly more than in any other condition
| these were their main activities. These two activities may account for some
of the improvement of the subjects in this condition given that a small positive
correlation between the learning gain and the number of teaching incidents and
suggesting incidents was found. Therefore, this trend in Condition 1 of subjects
improving consistently, more than in the other conditions, and teaching and
making suggestions to the LC gives some support to this work main hypothesis:
that a weak LC would help the student to learn by teaching it.

On the other hand, Condition 4 (Strong/Free) seems to have a trend of be-
ing the worst condition for learning. It had the most consistent learning of all
the four conditions, but it also had the worst improvement. Therefore, subjects
in Condition 4 had a consistent low improvement. Besides these results, when
the tests were analyzed for improvement in the understanding of BBA concepts,
subjects in this condition were the only ones with a trend of low bene�cial e�ect
on their understanding of simpli�cation strategies. Some subjects even showed
a negative e�ect on their learning of the strategies. They did not practice them
enough as they preferred to solve problems by themselves and not to collaborate
with the LC. Taking also into consideration the number of teaching and sug-
gesting incidents, there were very few as there was little need for these actions
given the high expertise of the strong LC. From all of these results it could be
concluded that subjects in Condition 4 were the ones who least bene�ted from
the interaction with LECOBA.

4.2 Reactions from the Interaction with the LC

Suggestions. A very interesting result of the experiments was the subjects’
reactions to the LC’s answer when it was given a suggestion. The LC was pro-
grammed to try to behave in a human-like way. It accepted or rejected sugges-
tions as follows: the more it knew about a simpli�cation rule, the less probable
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it would accept the suggestion (unless it was the same rule). This attempted to
model the following human behaviour: the more a person knows about a con-
cept, the less probable it is that he will accept a suggestion which contradicts
his belief in this concept.

Mainly with the strong LC, but sometimes with the weak LC as well, subjects
were confused to read that the LC was rejecting their suggestion. If the LC was
strong, they were more amazed to read that the LC was telling them that they
were wrong and that it would not follow the suggestion given. Subjects did not
like this rejection of their suggestions very much. Usually when receiving this
kind of comment from the LC they made an expression of disbelief. Some tried
to suggest the same or a di�erent rule again and some to teach it. In any case,
subjects were expecting the LC to accept the suggestion that it had been given.
They were not prepared to be rejected by a machine. Eventually they got used
to this kind of behaviour of the LC. This reaction towards the LC is a good
example of the plausibility problem [6]: users of a LCS may not be prepared to
deal with a LC who reacts as a human peer might do.

Teaching. Another interesting result, also related to the plausibility problem,
was the reaction of subjects towards the ‘learning’ capabilities of the LC. The
LCs in LECOBA were programmed to ‘not understand’ some of what was being
taught to them depending on their expertise: the more a LC knew, the more it
would understand the student’s teaching. This behaviour was trying to emulate
human behaviour: the more a person knows about a domain, the more probable
it is that he would understand when others are teaching this subject to him.

Subjects interacting with the weak LC were very annoyed to observe that the
LC did not ‘learn’ all the concepts that had been so carefully taught to it. As
the weak LC had low expertise, it would frequently ‘not understand’ what had
been taught to it. This inability of the LC to understand may have discouraged
some subjects to interact more frequently with the weak LC. However, it is not
di�cult to imagine a human student who has weak knowledge of a domain and
that due to this low knowledge does not easily understand what is taught to her.
Subjects were just not prepared to deal with a LC that would not understand
everything that was taught to it.

Another issue arose because subjects had to teach the same thing to the weak
LC several times, as it did not understand all that was taught to it. This fact
made subjects reluctant to teach the LC. When subjects had to teach the LC
they should have taught it the complete heuristic they were learning at the cur-
rent level. The logs of interaction revealed a trend of complete teaching during
the initial problems of the interaction. However, after some teaching incidents,
students started to diminish the quality of their teaching until just the rule
needed for the current step was taught to the LC. This low quality teaching was
mostly carried out with the weak LC and mostly by those subjects in Condi-
tion 3 (Weak/Free); subjects in Condition 1 (Weak/Motivated) maintained good
quality teaching. Once students noticed that the LC was not learning quickly
they started to teach only one rule instead of the complete heuristic. This com-
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bination of teaching all the strategy and having to teach it again and again may
have been detrimental to the perception of the weak LC and of the teaching
process. It may also explain why the weak LC was described in the post-test as
not very exciting and annoying.

5 Conclusion

The experiments with LECOBA showed that subjects who faced the weak LC
and who were strongly motivated to interact with it had a trend of most learning
gain, though the di�erences were not signi�cant. On the other hand, subjects
who interacted with a strong LC and who were mildly motivated had a trend of
worst learning, though again the di�erence in learning gains were not signi�cant.
So, in general, these results give some support to the conclusion that students
may bene�t more from interacting with a weak LC than from interacting with
a strong LC.

LECOBA allowed a passive attitude to teaching in the Free motivation and
strongly encouraged teaching in the Motivated condition. As a result, teaching
the weak LC was performed signi�cantly more often with the strong motivation
than with the mild motivation. Teaching in LECOBA was also not an action
which permitted a passive attitude. Evidence suggests that it was so demanding
when facing the weak LC that the high e�ort required might have been a reason
for subjects in the Free condition to markedly decrease their teaching. But more
importantly, the results give also some support to the claim that subjects who
are strongly motivated to teach the weak LC bene�t most from the teaching
interaction. The bene�ts related to teaching could not have occurred with the
strong LC as it does not lend itself for teaching.

Finally, the replies of the LC to the teaching and suggestions o�ered by the
student were confusing for her. Subjects expected the LC to learn immediately
everything that had been taught to it and to accept without question the sug-
gestions given to it. The users of the system were not prepared to deal with a
LC which reacted as a human peer might do. Future LCSs could explore the
reaction of students and the e�ect on their learning when 1) they face LCs that
behave and can be answered as if they really were human peers, and 2) when
they face LCs which behave and are treated as ‘dumb’ computer agents perform-
ing exactly as they are told, i.e. accepting the users input without questioning
it. Judging by the work so far in LCSs, the �rst scenario is envisaged as the
one where subjects would bene�t most from the interaction with a LC. But, as
demonstrated with LECOBA, the second scenario might surprisingly be more
bene�cial if it is found more credible by students.
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Abstract. The White Rabbit system intends to enhance cooperation among a
group of people by analyzing their conversation.  Each user is assisted by an
intelligent agent which establishes a profile of his or her interests.  Next, with
its autonomous and mobile behavior, the agent will reach the personal agents of
other users to be introduced and presented to the ones that seem to have similar
interests.  A mediator agent is used to facilitate communication among personal
agents and to perform clustering on the profiles that they have collected.
Conversation between users takes place in a chat environment adapted to the
needs of the system.

1 Introduction

In a large business or a large-scale research center, it is extremely common to see
significant problems in coordination and cooperation.  The resulting mismanagement
generally leads to considerable drops in productivity.  The fact is that when a large
number of people work in the same organization, everybody is not aware of all the
available resources or even of the other projects underway in the organization.
Sometimes, different groups of people will work on similar, even identical projects,
consequently reinventing the same ideas and concepts, or else develop many times the
same components instead of combining their efforts and sharing their knowledge.
Similarly, resources like experts or past realizations could be used in a profitable way
but are not, because of the ignorance of their existence.

This is the problem we are trying to solve.  The approach we chose is the use of
intelligent agents to discover the similar interests held among a group of people
working in a particular domain with the intent to put them in relation and enhance
their level of cooperation.  The agents analyze conversation between users through a
chat interface to build up for each of them a precise profile of their interests.  Once
these profiles are built, they will be used to categorize users who will finally be
introduced to each other when they are classified in a similar category (or cluster).

First, this article presents research advances in the particular domain of intelligent
agents for matchmaking by presenting two similar systems.  Next, the White Rabbit
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system’s prototype is explained in detail.  It ends analyzing and discussing both the
results obtained as well as the future directions that the system may take.

2 Matchmaking Using Agents

This section compares the White Rabbit system with two similar systems developed
at the Massachusetts Institute of Technology : Yenta and Butterfly.  This discussion
highlights White Rabbit’s characteristics.

2.1 Yenta vs. White Rabbit

Yenta is a matchmaking system designed to find people with similar interests and
encourage communication between them [1].  This system is composed of a set of
decentralized agents that group into categories to represent the user’s similar interests.
These categories can then be used to make presentations and enable users to exchange
messages with people that are part of the same cluster, i.e. having common interests.

Many agent systems already implemented use a centralized architecture by which
an agent serves one or many people at a time.  However, such an architecture presents
notable disadvantages :

• It is difficult to apply a centralized architecture to large-scale systems. Shardanand
and Maes [2] claim that the communication problems which arise through such a
system are generally of a quadratic order of complexity.

• A centralized server presents only one location where an accidental breakdown can
have severe consequences for a system that has to be reliable and available at all
times.
Consequently, future perspectives tend to show that agent systems will use a larger

number of agents communicating with one another.  This is the approach used by
Yenta and the one that we also used for White Rabbit.  However, we improved this
architecture by adding a mediator agent, which facilitates the communication between
the agents, and provides a single rally-point for clustering.

The main idea for Yenta’s clustering consists in an algorithm similar to the hill-
climbing algorithm [1].  Once clusters are built, they can be used in different ways.
The most important one consists in realizing matchmaking by doing presentations of
similar users.  This way, the system helps the user to find the expert he or she needs
since the expert’s interests, if he or she is represented by an agent of the system, are
grouped in the same categories as other users.  White Rabbit uses a completely
different clustering algorithm, but its use of the clusters found is similar, allowing the
user to explicitly ask to be presented to another member of the same cluster and thus
facilitating the discovery of an expert.

2.2 Butterfly vs. White Rabbit

Butterfly is another project underway at MIT which presents a lot of similarities with
White Rabbit.  Butterfly is an intelligent agent system which analyzes conversation
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over IRC (Internet Relay Chat) in order to suggest to users some discussion channels
that may be of interest to them [3].  In order to do that, it samples the conversations
going on into the different discussion groups available and builds, for each user, a
profile of his interests.  The analysis by agents of real-time discussion is precisely one
of White Rabbit’s functions.  However, the role of these agents is different.  White
Rabbit has to form clusters of users with similar interests itself, like Yenta.  Instead,
Butterfly suggests to users groups that already exist and that have been explicitly
created by those users.  It has consequently no clustering function to fulfill.

For White Rabbit, we chose to build our own chat system possessing the
conversation control capacities and the organization we needed, instead of using the
already existing IRC.

The user’s profile of interests used by Butterfly is simply based on a vector of
terms associated to positive and negative weights.  The actual version of Butterfly
uses fixed constants to represent « low », « normal » and « high » levels of interest
(e.g. –50, 100, 200).  However, more varied weights could be used if the profiles were
learned.  White Rabbit uses information retrieval techniques to attribute weights to the
different concepts that are part of the profile.  The way in which the agents learn the
user’s profiles in White Rabbit will be described in the next section.  One important
disadvantage of Butterfly is the fact that it forces the user to explicitly declare his
interests to the system and that the profile obtained offers little flexibility.  This
demands heavy participation of the user who will eventually put the system aside and
won’t use it anymore.  Automated learning of the profile’s weights solves this
problem.

3 The White Rabbit System

Up to now, the project led to the development of a prototype for the discussion
analysis agent system.  This section presents this prototype’s architecture and explains
how its different components work.

3.1 The System’s Architecture

First, we will present White Rabbit system’s global architecture.  You can see this
architecture in figure 1. Figure 2 shows a personal agent’s architecture in its
environment.
The system is made of six principal sections.
• The chat server that organizes the flux of messages through the network;
• A user interface dedicated to both the user and administrator of the system.  It

allows the user to send and receive messages and to consult and modify his profile.
It allows the administrator to observe and adjust the parameters of the clustering
process and to change the knowledge base;

• A personal agent for each user that performs the message content analysis and the
presentation service;

• The Voyager layer giving White Rabbit’s agents their mobility and autonomy;
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• The PC2 knowledge base where different knowledge keywords and links between
them are located;

• A mediator agent attached to the server and dedicated to the clustering process and
the facilitation of communication between agents.

Fig. 1. White Rabbit’s general architecture

3.2 User Profile

The whole system works around this essential component.  The user profile contains
all relevant information about the user’s interests in the chosen domain which will
allow agents to discover similarities and consequently to perform an appropriate
clustering of users.  So it is important that the agent traces a correct portrait of the
user it represents.

The approach we adopted for building profiles is based on the PC2 knowledge
representation developed during the ALICE project, a knowledge extraction system
also underway at University of Montreal.  This model consists in forming a
knowledge (or concepts) graph of keywords to which are linked users via their
publications, reports, and projects they are involved in.  Concepts are linked to one
another by links that have a semantic signification.  For example, two concepts can be
linked together by similarity links if they are similar or else by specialization links if
one is general and “uses” the more specific one.  This way, the whole knowledge
domain is represented by a graph.

3.3 Learning Module

As we just mentioned, the learning module is the one that modifies the user profile’s
weights to make it more and more accurate and realistic.  At this moment, this process
is made of two steps.  We will propose one more during discussion.  The first step
consists in a preliminary acquisition of information about the user through a
questionnaire.  The first time he or she uses the system, the user is invited to fill it in
and by doing this to give the system keywords reflecting his interests (projects,
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realizations, expertise).  This information is used by White Rabbit to constitute a basic
profile for the user.  The second step is the one of analyzing discussion.  It consists in
extracting domain keywords from messages the user sends and then in updating the
profile by increasing weights of associated concepts, following a sigmoid function (1)
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So, this second step is done in a totally automatic way, asking only for a minimal
user participation who just has to answer the agent’s periodical questions.  This
constitutes an important advantage over the Butterfly system presented earlier.
Indeed, Butterfly forces the user to explicitly declare his interests and the weights
obtained are rigid, permitting the system no flexibility to adapt itself or to correct its
errors.  In this case, the user must correct himself the errors made by the system by
modifying his profile explicitly during discussion.  In fact, the user builds his profile
himself and Butterfly doesn’t update it in any way.  White Rabbit’s discussion
interface still allows the user to accelerate learning of his profile by making such
explicit declarations, but he or she is in no obligation to do it for his profile to be
learned.  In the same way, the first learning step (through a questionnaire), is only
aimed at simplifying the agent’s task of rapidly building a representative profile of its
user’s interests.

3.4 Communication Module

The communication module allows the system’s agents to talk, listen and move to
each other.  It is entirely based on the ObjectSpace Voyager’s technology [5].

Two of White Rabbit’s aspects demonstrate autonomy and mobility of its agents.
First is the discussion analysis of a user by it’s personal agent.  Indeed, after having
analyzed and updated its client’s profile, the agent goes to another machine connected
to the network to meet one of its colleagues.  This one is the mediator agent which
must analyze the user profiles and determine in which cluster they are classified and
consequently to which group the corresponding users are assigned.  The mediator
agent gives the personal agent the result of clustering, and finally, the latter returns to
its source machine and continues analyzing its client’s discussion.

The second important evidence of mobility happens when the user asks to be
presented to a second user who is a member of the same cluster, as determined by the
mediator agent.  At this moment, the requesting client’s agent (A) will use its
autonomy to move to and meet the agent associated to the client to be presented (B).
Then, agent A will have the possibility to ask for more information from agent B.  If
the agent B’s client accepts the request, then, agent B will give to agent A the
personal information (real name, email, project description, etc.) on his client that was
not set to « private ».  A user can set any or all of his personal information to
« private » to control what others have access to, maintaining privacy.  This is the
presentation step following the clustering process.

These two situations demonstrate the strength achieved by the mobility and
autonomy of our agents, which allows  a considerable reduction of the number of
transmitted messages in the network.  This way, risks of network overload or lack of
resources are greatly reduced, even when the number of personal agents (and
equivalently, the number of users) is high.

3.5 Clustering Module

Like we mentioned earlier, the clustering algorithm we used is the Kohonen Map [4]
and constitutes an interesting aspect of our system.  Indeed, this algorithm invented in
1982 by Teuvo Kohonen, professor at University of Helsinki, Finland, proved for
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many years to be efficient, being applied to a lot of different domains like medicine
[6], physics [7] and seismology [8]. Kohonen Maps are a type of neural network that
performs an « unsupervised » learning, i.e. requiring no examples or « good answers »
in feed-back, contrary to back-propagation neural networks.  Since neurons learn in a
competitive way, there is no goal to reach nor errors to minimize.  So this type of
neural network is ideal when output values are not known or hard to measure, as is the
case with clustering.

Kohonen Maps are composed of two distinct layers: the input layer and the
projection layer (or Kohonen layer).  Each neuron present in the input layer represents
an attribute, or a dimension of the input data.  Each of the input units is connected to
all neurons in the projection layer.  And finally, each of these connections has an
associated weight, generally a number between 0 and 1 so a neuron of the projection
layer possesses a vector of weights, each element of this vector corresponding to an
input data’s attribute.  With this vector, each neuron has the possibility to compute its
activation level (or simply activation).  The activation is defined by the Euclidean
distance given by equation (2).
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We can see that a neuron that possesses a weight vector similar to the activation
levels vector of the input nodes will have a low activation level and vice versa.  The
projection layer’s node having the lowest activation is called the “winner”.  In our
case, each node of the projection layer corresponds to a cluster.  The number of nodes
in the projection layer thus determines the number of different clusters in which
profiles can be classified.  This number can be changed to better suit the number of
profiles in the system at a given moment.

But before being used to perform clustering, the network has to be trained.  During
this training, each input data is presented to the network and activation levels are
computed as explained earlier.  For each such input, the weight vectors of the winner
node and its neighbors are adjusted in a way to approach the input vector.  Equation 3
is used to compute the weights variations.

)( iii inputweightw --= ad (3)

where a  is the learning rate which decreases linearly during the training process and
wd is a weight adjustment value.

In our system, the Kohonen Map is found in the mediator agent which receives
user profiles brought by the personal agents.  When a profile is brought, it is first
added to a base containing all the profiles.  These profiles are then converted one by
one into weight vectors that will then be used for activation values of the input units
of the neural network.  This conversion is trivial, since a user profile makes the
correspondence between each keyword in the knowledge base and a real number (the
weight), which means that each weight value of the profile can be simply assigned to
one input unit of the neural net.  The network is trained by making a few passes
through the set of profiles in the base.  This training leads to the adjustment of the
weight values of connections, after which time weights are locked.  A cluster is then
determined for each profile by computing activation levels and determining the
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winner for each of them.  Finally, the determined clusters are communicated to all
personal agents to allow them to update their user’s interface.

Consequently, persons categorized in the same cluster have profiles that are similar
and are then listed on each member’s interface (see section 3.6, figure 3, right part).
This allows them to greatly reduce the research space when searching for individuals
sharing the same interests.  And one can easily imagine the time savings it represents
in a large company, with hundreds or thousands of employees.

3.6 Discussion Environment

We have developed our own discussion environment for the users of White Rabbit
instead of using an existing interface like IRC.  We wanted to have a discussion
environment that allowed us to easily integrate all the discussion analysis and
clustering functions we wanted to implement.  We also wanted to restrict in some
way, through the interface, the discussion in the chosen interest domain.  So we have
implemented a simple chat environment allowing many people to converse and agents
to do their work in an efficient way (figure 3).

The interface allows a user to create and maintain a profile, to visualize it, to
discuss and specify, if he or she judges necessary, the type of messages he or she
sends (explicit interest declaration, restriction formulations, etc.), to adjust his agent’s
activity level, to know the list of users considered having similar interests by the
system, to ask for the presentation of one or many of them and to receive and answer
questions asked by his personal agent.  To insure confidentiality, the user must choose
a pseudonym as well as a password to open an existing profile.  The profiles and the
knowledge base are stored on the server machine.

4 Discussion and Results

White Rabbit is basically a system designed to answer to the needs of a small to
medium sized community like the one of a research center, an organization or a
company.  Consequently, we have not focused on problems related to the system
scalability.  Instead, we have emphasized the efficiency of the agents work, i.e. by
carefully choosing the knowledge representation, by implementing well-known and
well-tested learning, clustering and communication algorithms, by making the
interface graphical and user-friendly and by using state-of-the-art technologies like
the Voyager architecture and the most recent Java version.  The prototype
implemented is portable on all platforms and aims at forming a solid basis for the
development of a useful application, easy to transfer to industries as well as to the
different scientific communities.  It is also this practical aspect that lead us to chose
the real-time discussion analysis instead of user email analysis for example.  Indeed,
this last alternative would have posed serious problems in a real working environment
in terms of accessing information and confidentiality [9].
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Fig. 3. White Rabbit’s discussion (left) and profile management (right) interface

Basic tests have been conducted to verify the prototype’s efficiency.  The first
conclusion is the major importance of the knowledge base quality in the quality of the
user clustering results.  In fact, this process’ quality depends directly on the links
between concepts of the base that allow agents to build a correct representation of the
user’s interests.  If the knowledge graph is incomplete and is not representative of
reality, the agent’s learning is inefficient and consequently the clustering step loses all
sense.  To facilitate the construction of the knowledge base, White Rabbit will
eventually be integrated with the ALICE system.  This system is composed of a
graphical editor which easily allows a knowledge graph in PC2 form to be built.  We
are presently working at collecting statistical data relative to the knowledge base’s
size, to the number of users and to other different parameters having an impact on the
clustering quality and the user cooperation improvement that should result.

One more function we propose to add to our system in our future works is a third
learning step consisting in asking for a feed-back to the user about the clustering
produced.  This way, the user should be able to easily correct the system by giving it
an appreciation of its work.  The user would have his profile adjusted according to
this appreciation without having to determine himself the causes of his bad
classification.  Possibilities would be to use a back-propagation neural network to
automatically adjust profile weights or, more simply, to use heuristics.

5 Conclusion

In brief, White Rabbit tries to evolve in a system that is applicable to real industrial
problem solving.  It uses well-known and efficient artificial intelligence techniques to
reach this goal.  The analysis made by its intelligent agents gives the user a maximum
of freedom by asking him as little participation as possible.  White Rabbit is really an
intelligent agent system where agents are autonomous and move across the network
using the Voyager agent architecture, contrary to many existing agent systems.  We
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are convinced that intelligent agents have a real potential and we are confident that
their use will answer a lot of actual and future needs of industries and researchers.
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Abstract. The concept of patterns has received surprisingly little attention so
far from the designers of ITS architectures. This paper is an attempt to bring
more light on this important concept and to describe the benefits that patterns
can bring to the field of ITSs. The paper concentrates on two issues: a) how to
use well-known design patterns from the general field of software design for
development of ITSs; and b) the process of discovering patterns in existing ITS
architectures. The last part of the paper discusses the benefits of using patterns
in ITS architectures and the relation of patterns to some other important design
issues of ITSs, like using interoperable software components and ontologies.

1   Introduction

Designing the architecture of an Intelligent Tutoring System (ITS) involves a large
measure of art. This is true not only for the interface design, but also for the system's
architecture as a whole. However, relying only on the designer's artistic expression
and knowledge of instructional theories can result in fragile systems, maintenance
problems, and even chaotic design. What is needed as well is a firm and stable
engineering backbone around which the rest of the system's architecture should be
built.

That backbone is not easy to provide. To a large extent, ontological engineering of
ITSs can help build solid architecture [9], [13]. Using well-founded teaching and
learning strategies as the basis for ITS architectures is important, too (e.g., [7]), and so
is the knowledge of ITS models, both traditional and new (e.g., [1], [11]). Experience
of other ITS designers and architectures of other successful ITSs also facilitates
fundamental design decisions in developing a new system [10], [12].

One additional approach to a more systematic design of ITS architectures is the use
of patterns. In software engineering, patterns are attempts to describe successful
solutions to common software problems [16]. Software patterns reflect common
conceptual structures of these solutions, and can be applied over and over again when
analyzing, designing, and producing applications in a particular context. Patterns exist
in several phases of software development. The software patterns community has first
discovered, described and classified a number of design patterns [8]. More recent
developments have also identified many patterns related to other phases and issues of
software development, like analysis patterns [5] and patterns for software
architectures [18].
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Knowledge of patterns and using them definitely brings more engineering flavor to
the field of ITSs. It is also important to stress that it does not mean abandoning
learning theories, teaching expertise, curriculum structuring, or instruction delivery as
the cornerstones of any ITS system. Using patterns is just taking more care about
AIED systems themselves, especially about the way we develop them.

2   Problem Statement

This paper has three main objectives:
• to show how design patterns, being an established technology in the general field

of software engineering, can be applied to ITS design and development;
• to show how patterns can be discovered in existing ITS architectures; such patterns

are implicitly present in the architectures, and most ITS designers have used them
without thinking in pattern-oriented way.

• to increase the ITS community's awareness of patterns and of benefits that patterns
can bring to ITS developers.
In short, the idea is to show what does it mean to use design patterns in ITS

development, how to use them, and why should ITS developers care about it.

3   Applying Patterns to ITS Design

Software designers have discovered dozens of patterns so far. They are all collected in
different pattern catalogues, in which each pattern is described using some previously
adopted, uniform and consistent template. For example, some well-known catalogues
of design patterns can be found in [4], [8], [17]. Within the catalogues, patterns are
classified so that it is possible to talk about families of related patterns. The
classification helps designers find their way around the catalogues and also find the
candidate patterns to be used in solving specific design problems.

3.1   Related Work

In the literature on ITS design and development, only some vague and implicit
reminiscences of using patterns can be found. Some examples include [11], [14], and
[21]. In contrast to these examples, patterns have been used explicitly in developing
software that supports GET-BITS, a previously developed framework for building
ITSs [3]. Whereas the GET-BITS framework itself has been discussed in detail
elsewhere [2], [3], this section illustrates how patterns have been applied to develop
different components of GET-BITS. Specifically, the example described below shows
how one of the most common design patterns, known under the name Composite [4],
[8], has been used in GET-BITS to represent part-whole hierarchies.
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3.2   Using the Composite Pattern

The Composite pattern has been applied in several components of GET-BITS (see the
Known uses subsection below). For the purpose of illustrating the use of the
Composite pattern from the ITS perspective, the pattern is described here using a
modified version of the pattern-description template from [8].
Classification and intent. Composite is a structural pattern. Its intent is to compose
objects into tree structures to represent part-whole hierarchies. It lets clients treat
individual objects and compositions of objects uniformly.
Motivation. Lesson presentation planner of an ITS may decide to build an agenda of
the topics to be presented during the lesson. Complex topics can be divided into
simple elements, like concepts, text, graphics, and the like, or into a sequence of
subtopics (simpler topics). Each subtopic in turn can be further subdivided into a
lower level sequence of simple elements and other subtopics, producing an agenda
like in the following example:

1. Topic 1
Text
Graphics
Concept A
1.1. Subtopic 1.1
1.2. Subtopic 1.2

Text
Concept B
1.2.1. Subtopic 1.2.1
1.2.2. Subtopic 1.2.2

2. Topic 2
. . .

A simple implementation could define classes for simple elements, such as text and
graphics, plus additional classes for subtopics as containers of simple elements. But in
that case, the code using these classes would have to treat simple and container
objects differently, which would be inefficient from the design point of view. Instead
of that, the Composite pattern shows how to use recursive composition so that clients
don't have to make this distinction. Moreover, using Composite makes it easier to
achieve any desired depth of subtopics nesting.
Structure. The key to the Composite pattern is an abstract class that represents both
primitive elements (concepts, text, and graphics) and their containers (subtopics). Fig.
1 shows the general structure of the Composite pattern, using the standard UML
notation for object-oriented design [6].
Participants and collaborations. The abstract class Component in Fig. 1 corresponds
to the contents to be presented during the lesson in our example. It is responsible for
providing common interface to all objects in the composition, both simple (concepts,
text, and graphics) and complex (topics and subtopics), like the example Add and
Remove functions in Fig. 1. It also defines the interface for accessing the child
components of a complex object (a topic or a subtopic), e.g. the functions Operation
and GetChild. The concrete classes Leaf (corresponding to simple contents of a lesson
in our example) and Composite (corresponding to topics and subtopics) are derived
from Component. The Leaf class represents leaf objects in the composition and has no
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children. It defines behavior for primitive objects in the composition. The Composite
class implements child-related functions from the Component interface, stores child
components, and defines behavior for components having children. A client object
(e.g., a lesson presentation planner) interacts with any object in the composition
through the common interface provided by the Component class. The client's requests
are handled directly by Leaf recipients, and are usually forwarded to child components
by Composite recipients.

Component
Operation( )
Add (Component)
Remove (Component)
GetChild ( )

Leaf
Operation( )

Client

Composite

Operation( )
Add (Component)
Remove (Component)
GetChild ( )

*

Children

for all g in Children
g.Operation( )

Fig. 1. Structure of the Composite pattern

Applicability. Typical situations in which the Composite pattern can be applied in ITS
design include representing part-whole hierarchies of objects (such as composing
topics, lessons, and curricula), and those when it should be possible to treat all objects
in the composite structure uniformly by a client (such as a lesson presentation planner
or curriculum composer).
Consequences. Using the Composite pattern lets designers define hierarchies
consisting of both primitive and composite entities, makes the client simple, also
makes it easier to add new kinds of components, but can make the design overly
general because it is hard to restrict the components in such a design.
Implementation. There are many things to consider when implementing the
Composite pattern [8]. Due to space limitations, only one of them will be mentioned
here. That one is extremely important for ITS designers. It is related to child to parent
references in a composite structure. Maintaining such references can make the design
much more efficient, since it simplifies traversal and management of the composite
structure. For example, having appropriate references from graphics objects to topics
of a lesson is essential, especially when a graphics object can be presented during
more than one topic presentation.
Known uses. The Composite pattern is used explicitly in the GET-BITS framework's
lesson presentation planner and remedial actions planner (which is a part of the
student's knowledge examination and assessment), as well as in topic representation
and curriculum composer. The GET-BITS-based FLUTE system, developed as an ITS
for teaching formal languages [2], is a concrete ITS within which such planners are
used. In the design of Eon tools [14] and SimQuest [21], there are implicit signs of the
presence of the Composite pattern, although the authors of these tools don't talk about
it directly.
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Related patterns. Composite is often used with the patterns called Chain of
Responsibility, Iterator, and Decorator (see [8] for details of these patterns). These
patterns were also extensively used in the design of the GET-BITS framework.

4   Discovering Patterns in Existing ITS Architectures

Nobody should invent patterns. They are rather discovered from experience in
building practical systems. I describe here how I have discovered a simple, concrete
ITS-architectural pattern and outline the pattern discovery process I have used. The
entire section is written subjectively, and that's on purpose. I don't claim that this is
the only way to discover patterns in ITS architectures, nor I can say that the process I
have used is optimal or that it guarantees success. My intents were to try discovering
some patterns, to describe them in the way patterns for software architectures are
usually described, and to see how strong is the support for them in existing ITSs and
on-going projects.

4.1   Pattern Discovery Process

In the beginning, it was a matter of intuition. I just had a feeling that different ITS
architectures hide several common principles and solutions, regardless of the ITS
models used in building specific systems. The patterns I have discovered describe
what I believe that were the guiding principles and driving forces that have led ITS
designers to develop architectures of their systems the way they did. More precisely, I
was trying to extract patterns from known examples, systems, architectures, designs,
learning and teaching styles, strategies, etc.

The issues that have been really important to me were:
• Are there common solutions in the architectures of different ITSs and their parts,

and if so - what are they?
• What has led the designers to apply such solutions in the versions of their systems

that I have considered?
In the course of answering the above questions, I have analyzed different ITS

architectures that have been described in all the conference and workshop proceedings
of ITS and AIED conferences since 1997, as well as in the IJAIED journal's volumes
8 through 11. I have also consulted the proceedings of some other relevant
conferences and workshops, and some journals other that IJAIED that publish
ITS/AIED-related papers. The relevant numbers are shown in Table 1. I am aware of
the fact that I might have missed some other important work on ITS architectures.

Table 1. Statistics about the ITS-architectural patterns discovered so far

Total number of patterns discovered 7
Total number of papers analyzed 66
Total number of papers found to support some pattern(s) that have
been discovered

42

Number of papers that support individual patterns 5-12
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4.2   An Example of Discovering a Pattern in ITS Architectures

The ITS-architectural pattern considered here is very simple, but also quite sufficient
to describe the main issues of patterns and the pattern discovery process. Note that,
generally, patterns need not necessarily be something complex and very sophisticated
- on the contrary, many software patterns are quite simple (see [8], [5], [18]). What is
definitely not simple is the pattern discovery.

The pattern described here is related to layered architectures of ITSs. Fig. 2 shows
two different, layered ITS architectures. Vassileva has proposed creating application
agents associated with applications, tutors, coaches, and learning environments, Fig.
2a [22]. Such application agents would represent specific applications (e.g., learning
environments) in much the same way personal agents represent their users. Just like
personal agents have knowledge of their users' goals, plans, and resources, an
application agent should have knowledge of the corresponding application's goals,
plans, resources, and actions. This way, the application agent mediates
communication of its application with the user and other entities in the external world,
just like the personal agent does the same on behalf of its user. The application agent
appears as extracted from its application in order to perform that role. The result is
quite a symmetric situation.

Application

Application Agent

Personal Agent

(a)

Application’s
Goals, Plans,
Resources,

Actions

User’s
Goals, Plans,

Resources

User

Tutoring Agent

Translator

Tool

(b)

User

Curriculum Manager

Fig. 2. a) Introducing the application agent [22]  b) Using translator in a plug-in component
architecture [15]

The translator layer in Ritter's plug-in tutor architecture [15] has a similar role,
Fig. 2b. It mediates communication between a commercial, off-the-shelf tool (such as
Microsoft Excel) and the tutoring agent. Such a translator provides students with the
ability to work with industry-standard software, while still getting intelligent guidance
from the tutor. This is very different from tightly integrated ITSs developed with
traditional tools.

A common detail in both of the above architectures - a pattern - is an inserted layer
that provides a new or specific functionality. The abstract structure of the pattern is
shown in Fig. 3. In the literature that has been analyzed in search for ITS-architectural
patterns, 12 different architectures that use this pattern have been found. These
architectures have been developed in various ITS/AIED subject areas, such as student
modeling, pedagogical agents, ontologies, collaborative learning systems, and so on.
Some examples (other than the two mentioned above) include [1], [9], [19] and [20].
Apart from these 12 architectures, traces of this pattern can be seen in some other



Applying Patterns to ITS Architectures      129

systems as well. If similar (but different) patterns also count, then more than 20
different ITS architectures that have been analyzed support this pattern.

…

…

Fig. 3. The pattern's structure

It is important to stress that the designers of different ITS architectures have used
this pattern probably without being aware of it and without thinking in the pattern-
oriented way. They were just applying it as a natural solution of the problems like
introducing a new functionality into a layered architecture, better decoupling of two
adjacent layers, the need to bridge domain-specific and domain-independent layers,
and the like. Essentially, all of them have implicitly used the pattern from Fig. 3 in
their architectures. The following section describes the pattern and its driving forces
explicitly.

5   The Inserted Layer Pattern

One typical way of describing a pattern is specifying the context where the pattern is
useful, the problem that the pattern addresses, the forces that drive the process of
forming a solution, and the solution that resolves those forces [5]. Specifying the
solution often involves showing a diagram, and sometimes the pattern's variants are
also described and pointers to related patterns are given [8], [18]. Most of these
"parts" of a pattern are usually shown in the form of simple statements.

All patterns have names. Naming a newly discovered pattern is never easy, since
the name itself has to reflect the pattern's purpose, the way it is applied, and still be
common enough to represent generalized solution of a certain typical problem. The
name I have given the pattern from Fig. 5 is Inserted Layer. Some patterns have
alternative names. Good alternative names for the Inserted Layer pattern are Slot and
Decoupler. The pattern's description is as follows.
Context. A layered ITS architecture. The layers can be functional modules,
autonomous agents, or parts of a larger module.
Problem. Either of the following:
• a new functionality is needed in the ITS or the architecture must be adapted to a

new requirement (e.g., [1]);
• the architecture of the ITS must clearly differentiate between domain-dependent

and domain-independent layers (e.g., [9], [20]);
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• translation between adjacent layers of the ITS architecture is necessary (e.g., [11],
[15], [19]);

• mediation or negotiation between the layers or the educational agents is required
(e.g., [7], [22]).

Forces. Either of the following:
• existing layers should be better decoupled (e.g., [22]);
• the knowledge and operational levels in the architecture should be clearly

distinguished (e.g., [5], [20]);
• component-based, plug-in design needs, and interoperability between ITSs (e.g.,

[11], [15]).
Solution. Insert a new layer to implement and encapsulate the new functionality.
Check the trade-offs caused by the addition of the new layer (such as satisfying the
new requirement vs. possibly increasing the overhead, and increased modularity and
reusability vs. the necessary changes of the existing functional layers).
Diagram. See Fig. 3.
Variants. Sometimes the inserted layer either only receives some input from an
adjacent layer, or it only sends some output to it, but not both. Putting the inserted
layer on top of all the other layers instead in between some of them is possible, but
that's another pattern. In some cases, the inserted layer and some of the other
functional layers can share some knowledge, data, and other resources (e.g., the
student model, a common ontology, simulation parameters, and other resources; see
[11], for an example).
Related patterns. 12 other, already known patterns have been found to resemble
Inserted Layer. Some of them (Bridge, Facade, Mediator, Adapter, and Proxy) are
described in [8].

6   Discussion and Conclusions

During the analysis of ITS architectures that has been conducted in search of patterns,
six other patterns have been discovered along with Inserted Layer. They have got the
names Top, Cascade, T-join, Cross, Multiplexer, and Store. They will be all described
in the forthcoming larger paper.

A structured collection of interrelated patterns is often called a pattern language
[16]. Pattern languages cover particular domains and disciplines, and provide
specialists with vocabularies for talking about specific problems. The seven ITS-
arhitectural patterns that have been discovered represent the core of a pattern language
for ITS architectures. Such a pattern language can help ITS developers communicate
better, especially if new patterns continue to accumulate in that language over time.

As for using well-known patterns such as general design patterns, it is of primary
importance to ITS developers to understand that patterns do not require knowledge of
specific programming tricks or languages. They only require little extra effort in order
to understand the recurring nature of solutions to specific problems, recognize
instances of such problems in building ITSs, and find a suitable way to apply already
known solutions. The pay-off is definitely much larger that the extra effort: increased
flexibility, modularity, and reuse of ITS software, reduced development time, and
efficient, elegant, and effective design solutions.
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Discovering patterns in ITS-related issues like ITS architectures is not a kind of
search for new modeling and design solutions. It is more like compiling what we
already know. Patterns enable us to see what kind of solutions ITS/AIED researchers
and developers typically apply when faced with common problems. By discovering
useful patterns, describing them in an appropriate way, and creating pattern
catalogues, we are actually unveiling common structures of frequently arising
problems and are representing the knowledge of their contexts, solutions, driving
forces and trade-offs in the form of explicit statements. Once we have such explicitly
represented knowledge and experience, we can get a valuable feedback - we can use
the patterns intentionally and systematically in other systems and applications, i.e. for
further developments. In that sense, AIED/ITS patterns and pattern languages can be
understood as many small tools for modeling and developing ITSs, and a catalogue of
AIED/ITS patterns would be a toolkit. Knowledge of patterns lets us design our
systems better.
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Abstract. Andes is an Intelligent Tutoring System for introductory col-
lege physics. The fundamental principles underlying the design of Andes
are: (1) encourage the student to construct new knowledge by providing
hints that require them to derive most of the solution on their own, (2)
facilitate transfer from the system by making the interface as much like a
piece of paper as possible, (3) give immediate feedback after each action
to maximize the opportunities for learning and minimize the amount of
time spent going down wrong paths, and (4) give the student flexibility
in the order in which actions are performed, and allow them to skip steps
when appropriate. This paper gives an overview of Andes, focusing on
the overall architecture and the student’s experience using the system.

1 Introduction

This paper is an overview of problem solving in Andes { an Intelligent Tutoring
System for introductory college physics. Andes interacts with students using
coached problem solving [12], a method of teaching cognitive skills in which the
tutor and the student collaborate to solve problems. In coached problem solving,
the initiative in the student-tutor interaction changes according to the progress
being made. As long as the student proceeds along a correct solution, the tutor
merely indicates agreement with each step. When the student gets stuck or makes
an error, the tutor helps the student overcome the impasse by providing hints
that lead the student back to the correct solution path.

The fundamental principles underlying the design of Andes are: (1) encourage
the student to construct new knowledge by providing hints that require them
to derive most of the solution on their own, (2) facilitate transfer from the
system by making the interface as much like a piece of paper as possible, (3) give
immediate feedback after each action to maximize the opportunities for learning
and minimize the amount of time spent going down wrong paths, and (4) give the
student flexibility in the order in which actions are performed, and allow them to
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skip steps when appropriate. This paper gives an overview of the system that we
designed following these principles, focusing on the overall architecture and the
student’s experience using Andes. Several of the modules that Andes comprises
are described in other papers and so we will not discuss them in detail here.
In particular, we will not talk at all about the Self-Explanation coach or the
Conceptual help system, which are described in [4, 5] and [1] respectively.

The following section provides a brief summary of the Andes architecture and
implementation. Section 3 gives an example of the typical student interaction
with Andes while solving a problem. In Section 4, we describe the underlying
system for providing feedback and help. Finally, in Section 5 we present some of
the work we have done to evaluate Andes with students.

2 Andes System Overview

The Andes project began in September 1995, and is a collaboration between
the University of Pittsburgh and the US Naval Academy. Andes is implemented
in Allegro Common Lisp and Microsoft Visual C++ and runs on Pentium PCs
under Windows 95.

Andes has a modular architecture, as shown in Figure 1. The left side of
Figure 1 shows the authoring environment for creating new problems. Prior to
run time, a problem author creates both the graphical description of the problem,
and the corresponding coded problem de�nition. Andes’ problem solver uses this
de�nition to automatically generate a model of the problem solution space called
the solution graph.

The right side of the �gure shows the run-time student environment. The
Workbench is the graphical interface with which the student studies examples
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and solves physics problems. The Workbench communicates with the Action
Interpreter, which looks up the student’s entries in the solution graph and pro-
vides immediate feedback as to whether the entries are correct or incorrect. More
detailed feedback is provided by Andes’ Help System [12]. Both the Action Inter-
preter and the Help System refer to the student model to make decisions about
what kind of feedback and help to give the student. The central component of
the student model is a Bayesian network that is constructed and updated by the
Assessor, and provides probabilistic estimates of the student’s mental state [3].
The student model also contains information about what problems the student
has worked on, what interface features they have used, and what help they have
received from the system in the past.

3 Solving Problems with Andes: An Example

One of the principles underlying the design of Andes was that the interface
ought to be as much like a piece of paper as possible, so as to facilitate fading
of tutorial support as students become more familiar with the physics domain,
and the eventual transfer from solving problems with Andes to solving problems
on paper. We attempted to keep the number of structured entry �elds to a
minimum, since every piece of structure in the interface might serve as sca�olding
to the student, on which they could become dependent. As a result, the interface
initially appears quite simple, consisting of two main entry panes (Figure 2), in
which students can draw diagrams (upper left) and enter equations (lower right),
as well as the variable de�nitions pane, located above the equation pane, and
the hint window, below the diagram pane on the left.

3.1 Drawing Diagrams

When a problem is �rst opened, the diagram pane contains a statement of the
problem and a (read-only) picture of the problem situation. The lower part of the
pane is initially blank. This area is provided for the student to perform a qual-
itative analysis of the problem before they begin working out the quantitative
solution (in fact, some problems only ask for the qualitative analysis and do not
require the student to write any equations). This type of qualitative reasoning
is an important part of physics problem solving. It is used by expert physicists
both in talking about simple physics problems [2] and when discussing real-world
research results [10]. In addition, requiring qualitative reasoning in solving prob-
lems has been found to uncover students’ misconceptions better than allowing
students to use algebraic reasoning alone [11, 8].

Students use the drawing tools to the left of the diagram pane to enter
elements of a free body diagram such as force vectors. The student can also draw
motion vectors such as velocity and acceleration. To draw a vector, the student
clicks and drags the mouse in the diagram pane, rotating the vector until it
points in the desired direction and then releasing the mouse. Other items that
can be included in a diagram include coordinate axis systems, angles between
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Fig. 2. The Andes problem solving interface

vectors and axes, and the radius of a circular path. All of these are drawn with
the mouse using the tools on the left of the screen.

After the student has drawn an item in the diagram window using the mouse,
a dialog box appears in which the student must enter information de�ning the
object they have just drawn. This departure from the \piece of paper" principle
is necessary so that Andes can give appropriate feedback based on not just what
the student drew (eg. a vector pointing straight up) but also what they meant
by that entry (eg. a normal force exerted by the driveway on the car).

3.2 Variable Definitions

Another signi�cant way that the Andes interface di�ers from a piece of paper
is in the de�nition of variables and how they are used in equations. When a
student is solving a physics problem on paper, she can start out right away by
writing down an equation, such as F = m ∗ a without explicitly stating what F,
m, and a refer to. Andes, on the other hand, requires all quantities to be de�ned
explicitly before they may be entered in equations. This enforces a systematic
approach to problem solving which can greatly reduce the number of careless
mistakes students make.

Variables may either be de�ned by assigning a label to an item in the diagram,
or by using a special purpose variable de�nition menu. Certain quantities (such
as scalar quantities like speed) cannot be drawn in a diagram, so the variable
menu must be used to de�ne variables for these quantities. Using the variable
menu involves choosing the type of quantity to be de�ned and then �lling in a
dialog box similar to the ones for diagram entries.
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Whether a variable was de�ned as a diagram entry or using the variable
menu, after it has been de�ned it will appear in the variable de�nitions pane.
This pane lists all de�ned variables with their de�nitions and, for vectors, the
names of their components.

3.3 Entering Equations

Equations are entered in the text �elds in the lower right pane of the Workbench,
a single equation per line. There is no structured equation editor in Andes.
Students use a conventional syntax for entering equations (operators *, /, +,
and -; ^ for exponentiation; for subscripts). Students can enter anything they
want into the equation �eld and Andes will attempt to parse it and determine
whether it corresponds to a correct equation [6]. There may be more than one
possible parse for an equation, in which case Andes will look up whether any of
the parses represents a correct equation.

Variables in equations must �rst be de�ned so that they are listed in the
variable pane. If Andes �nds tokens in the equation that can only be interpreted
as unde�ned variables, it displays an error message listing those tokens. If the
equation cannot be parsed for some other reason, it displays an error message
informing the student that it could not interpret the entry. Otherwise, Andes
gives simple correct/incorrect feedback on the equation entry.

4 Feedback and Help

As illustrated in Figure 1, the Action Interpreter is the central module of Andes.
It is responsible for getting student input from the Workbench, recording the
input in its databases, and returning feedback to the Workbench which includes
information about whether the student’s action was correct or incorrect, as well
as hints and help messages to be displayed. The following sections describe how
the Action interpreter and related modules do their jobs.

4.1 The Student Model

Modeling a student in an ITS involves a great deal of inherent uncertainty re-
garding not only the student’s beliefs and goals, but also the level of knowledge
that she has about the domain. There is additional uncertainty in Andes since
the student is not constrained to perform actions in a particular order. This
means that even if Andes has not observed the student performing a certain ac-
tion, it cannot assume that the student doesn’t know how to perform that action
because the student may intend to perform it in the future. To address these mul-
tiple sources of uncertainty, Andes’ student model combines information about
the current state of the problem solving process with long-term assessment of the
student’s knowledge of physics in a probabilistic representation using Bayesian
networks [3].
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Each physics problem is represented by a separate Bayesian network. As a
student moves from one problem to the next, Andes’ assessment of her gen-
eral physics knowledge is updated and used to initialize the model for the next
problem. Thus the modeling of problem-specific knowledge about each problem
is related through the domain-general assessment of physics knowledge that the
problems have in common.

The Bayesian network for each problem is constructed from a data struc-
ture called a solution graph which represents alternative solution paths for each
problem, including some that involve \buggy" rules and thus represent typical
incorrect student solutions. Andes’ Bayesian networks may have anywhere from
around 100 to over 200 nodes, depending on the complexity of the problem. Us-
ing a network that represents the entire solution space for the problem means
that the student model always has estimated probability values, even for steps
that haven’t been explicitly observed. This supports the Andes design principle
of allowing the student maximum flexibility in performing solution steps in any
order and skipping steps.

Bayesian networks provide us with a principled framework for combining
all of the di�erent sources of uncertainty about the student’s problem-solving
processes. For example, if a given fact may be derived in two di�erent ways,
and a student is observed to know the fact, the Bayesian network provides a
straightforward way of sharing the credit for that knowledge between the two
alternative derivations. Furthermore, if one of the derivations is known to be less
likely than the other (e.g., because it depends on a rule that the student probably
does not know), then the credit will be apportioned accordingly { giving more
weight to the derivation that the student is likely to know.

The Action Interpreter interacts with the Bayesian network in two ways.
First, when Andes observes the student performing an action that corresponds
to a node in the Bayesian network, the value of that node is clamped to True,
and the network is updated to reflect the new evidence. Second, when Andes
needs to respond to the student in a way that depends on some aspect of her
current knowledge or mental state, the Action Interpreter queries the Bayesian
network to �nd out the current probabilities associated with the relevant nodes.
This can be used for resolving ambiguities in determining the student’s current
goal, as well as for determining the appropriate level of help to give for part of
the problem.

4.2 Immediate Feedback

When a student makes an entry in Andes, the workbench always responds with
immediate flag feedback by changing the color of the entry { green for correct and
red for incorrect. This feedback is generated using information from the solution
graph. Here, we will describe how the feedback is generated for diagram entries
and variable de�nitions. Feedback for equation entries is more complicated, and
is described in some detail in [6].

Each student entry may reflect several di�erent pieces of information, as
represented by the multiple �elds of the dialog boxes for de�ning diagram entries.



Andes: A Coached Problem Solving Environment for Physics 139

For example, the de�nition of a force vector includes �elds for the type of force,
the object it is acting on, the agent of the force, and its direction. When the
student enters a de�nition, the Action interpreter looks at the information in the
solution graph to see if any quantity exists there with exactly the same features
as the student’s entry. If it �nds such an entry, the dialog box disappears and
the entry turns green on the screen. If no matching quantity is found, the Action
Interpreter has to determine what part of the entry is incorrect. To do this, it
attempts to determine what the student was most likely to have been trying to
enter, and then �nds the features that di�er between that intended entry and
the actual entry.

Finding the most likely intended entry is done using a combination of match-
ing features and probabilities. The solution graph quantity with the most features
in common with the student’s entry, and the highest probability in the Bayesian
network, is selected as the intended entry. This entry is then compared to the
student’s entry to �nds those features that di�er between the two. Andes then
turns red only the �elds in the dialog box corresponding to the mismatched fea-
tures. This gives the student speci�c feedback on what part of their entry was
in error.

4.3 What’s Wrong with That?

As noted earlier, one of the design principles for Andes was to encourage con-
structive, as opposed to passive, learning. Therefore, Andes gives away as little
information as possible unless the student asks for it. In the case of errors, Andes
always starts by giving flag feedback. This feedback is accompanied by a hint
or error message only in the case of simple syntactic errors. For all other errors,
the student is expected to attempt to �x the problem on her own if she can.

If the student is not able to �x an erroneous entry on her own, she can select
the entry and ask \what’s wrong with that?" using a menu, and Andes will
respond with a short hint intended to point the student toward the feature of
her entry that was incorrect. For example, if the entry was an acceleration vector
labeled ‘a’ whose direction was incorrect, the hint might say \think about the
direction of ‘a’."

When a non-speci�c hint is given, there will also be a link labelled \Explain
Further" in the hint window, which the student can click on to get more infor-
mation. Clicking repeatedly on \Explain Further" will eventually result in a hint
that explicitly tells the student how to �x their entry. For example, the bottom-
out hint for the direction of the acceleration vector might be \The direction of
‘a’ is horizontal and to the left."

4.4 Procedural Help

Procedural help is the part of Andes’ help system that is responsible for generat-
ing a hint when the student gets stuck and asks for help [7]. Hints are generated
based on the state of the student model at the time the student asks for help. To
produce a hint, Andes �rst selects a node in the solution graph that will be the
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topic of the hint. The topic node should represent a proposition that is relevant
to what the student has been doing recently and that the student is likely to
want to address next. The hint topic node is selected by �rst identifying a goal
node in the solution graph that is likely to be the reason for the student’s most
recent action, and then following a path from that goal to �nd a node represent-
ing an action that the student has not yet done and, according to the Assessor,
probably does not know about (this procedure is described in more detail in [7]).

Once a hint topic node has been selected, the hint template belonging to the
proposition the node represents is instantiated with the contextually relevant
information from the problem to generate an English string to be displayed to
the student. As in the case of the \what’s wrong with that" hints, the initial
hint given for a particular topic node will be quite general, to encourage students
to recover from the impasse on their own. Students can then click on a link to
get successively more speci�c hints until they are able to continue solving the
problem.

5 Evaluations of Andes

Andes’ development has been carried out in conjunction with an ongoing series
of formative evaluations, which were used to assess the usability of the interface,
suggest new features, and evaluate the e�ectiveness and clarity of hints and help
messages. Prototype versions of the system have been used by students at the US
Naval Academy every semester since the Fall of 1996. Additionally, several more
in-depth user studies were carried out at the University of Pittsburgh during
that time.

At the Naval Academy, students taking the introductory physics course were
asked to use Andes to do some of their homework. To do this, each student
had to download the Andes installation �le from the local network, install it
on their personal computer in their dorm room, and start using on their own
after just a short demonstration. Right away, this required us to implement an
easily used installation program, to make sure that the Andes interface was
simple enough that students could get up and running without much help, and
to include extensive on-line help �les that they could access while they were
using the program.

We used several methods for getting information from students during these
formative evaluations. First, they were encouraged to enter comments in a special
dialog box as they worked with Andes. We found that students did not enter
comments very often, but when they did we were able to bring them to the
attention of the instructors who would quickly address the student’s question
or concern. Second, students �lled out a questionnaire about their experience
using the program. These questionnaires turned out to be not very informative
because students did not give much detailed information about what they would
like to see changed in the system. Third, they communicated frequently with
their instructors about problems they were having using the system. This was
extremely important as it allowed the instructors to develop a very complete
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overall view of the problems people were having and what we could do to �x
them. Finally, all student activity within Andes is recorded in log �les which the
students were prompted to upload each time they exited the program. These
log �les, including students’ comments as well as a complete record of every
action performed on the interface, provided a wealth of information to guide us
in improving the system. Log �les were also used by the instructors to get a
better sense of what a student had been doing when they came in for extra help.

At the University of Pittsburgh our approach in evaluating the system was
to record a small number of sessions with students using Andes, and to have
the students \think out loud" as they worked with the program. We could then
identify signi�cant events in the session records where students failed to learn
something due to a flaw in Andes’ help, and rank them according to frequency
and importance. We used these events as targets for improving the system and
tested our changes by performing the same actions on the new version of Andes
and seeing if the help it gave had improved. In this way, we were able to �x many
of the major problems students had both with the interface design and the help
system.

In the Fall of 1999 we performed a summative �eld evaluation of Andes at the
Naval Academy. Andes was used for four weeks by 173 students in eight sections
of the Naval Academy’s introductory physics course. At the end of this time, they
were given a midterm exam covering material that was taught by Andes (and
by instructors during course lectures and sections). The students’ performance
on the midterm was compared to a control group of 162 students whose sections
did not use Andes. The results of this comparison were encouraging. Students
who used Andes performed 2.9 percent (1/3 of a letter grade) better on average
than students who did not use Andes (p ≤ 0.033). This compares favorably with
other successfully evaluated tutoring systems. For instance, the PUMP Algebra
Tutor had an e�ect size1 of 0.3σ on standardized math tests [9], whereas Andes
e�ect size was 0.2σ on the normal exam used by the whole course. Although
the PUMP Algebra Tutor also had an e�ect size of approximately 1.0σ on tests
designed for its content, we did not use such tests in our evaluation of Andes.

Perhaps more interestingly, when the Andes results are broken down by the
students’ major, we see that the e�ect of Andes for humanities majors was the
largest (7.3 percent), with the e�ect for science majors next largest (3.9 percent).
In the case of the engineering students (who were also taking a course on statics
concurrently) there was actually a small (1.3 percent) negative e�ect for Andes.
Thus, Andes appears to be most e�ective with students who are most likely to
need help learning physics.

6 Conclusions

In this paper we have provided an overview of the Andes system, showing how
we were guided by the four design principles listed in the Introduction. We have

1 Effect size is calculated as the difference between the score of the experimental group
and the score of the control group, divided by the standard deviation of the control.



142 Abigail S. Gertner and Kurt VanLehn

learned a great deal in the process of developing and deploying Andes, both
about designing an ITS to teach complex problem-solving skills and about the
integration of such a system into an existing instructional environment. Future
work on this project should continue to yield many more insights (see [13] in
this volume).
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Abstract. This paper presents an original modelling of the tutoring knowledge
in an intelligent educational system based on a collection of interacting agents,
in particular in a problem-solving domain. After a brief description of the
knowledge modelling and a generic functioning framework for ITSs in
problem-solving domains, we introduce the tutoring knowledge modelled as
pedagogical agents. We show how these agents interact with one another and
with the student, and discuss tools which may help optimise decisions about
how an agent takes control or fulfils a given pedagogical function. To illustrate
our point of view, we then present and comment on a tutoring dialogue in
detail, using as background a problem-solving exercise. Such a interactive-
agent-oriented model should both facilitate the implementation of the tutoring
knowledge in an intelligent educational system and help improve the student’s
comprehension through better pedagogical interactions.

Introduction

For several decades, computers have been used in the development of educational
systems. In particular, IA-based systems have evolved, being successively called
intelligent computer-assisted instruction (ICAI) systems, intelligent tutoring systems
(ITSs), or more lately interactive learning environments (ILEs). In the first projects,
research has been focused more on the domain knowledge representation than on the
tutoring knowledge: in many first experimental systems, pedagogical procedures were
integrated into the domain knowledge [3]. However, interest for an explicit
representation of tutorial knowledge has been continuously growing: concepts like
student model [4], pedagogical diagnosis [14] and tutoring expertise [11] have been
widely discussed since their introductions into the ICAI world. Most AI
representation paradigms have been used: production rules, networks, frames, etc.
More recently, the multi-agent-system concept was adapted to ITSs, giving way to an
agent-based approach to represent the pedagogical knowledge and its use for tutoring
[12]. In that context, while working on a specific ITS, Lelouche and Morin also con-
ducted their reflections about how to help the system to generate simple and
meaningful pedagogical interactions and the tutoring knowledge to be as general and
portable as possible. They thus came up with the concept of know-how domains or
KH-domains, in which the student should acquire, besides domain theoretical
elements, some kind of problem-solving skills. They then applied the KH-domain
concept to ITSs [10], yielding KH-ITSs (SCHOLAR [2], although an ICAI system,
was not a KH-ITS: there was no or little problem-solving involved). The goal of this
paper is to generalise their work to other kinds of intelligent educational systems
(IESs), in particular to ILEs and computer-supported collaborative learning (CSCL),
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and to emphasise the system–student interactions and the agent–agent interactions in
such systems.

We first recall how knowledge is defined and structured in a KH-domain and how
generic operating modes can be based on that structure (section 1). Next, we
introduce our tutoring knowledge model using the concept of pedagogical agents
(section 2), and examine some of their general characteristics (section 3). We then
give excerpts of a tutoring session in cost-engineering based on our approach,
including some examples of student-related knowledge involved in agent interactions
(section 4).

1  Knowledge Representation and Operating Modes

1.1 Domain Knowledge and Problem-Solving Knowledge
We deal here with the knowledge to be acquired by the student. In the particular

case of KH-domains, the domain to be taught clearly encompasses both domain theo-
retical elements and practical problem-solving skills. We therefore think that knowl-
edge to be taught in a KH-ITS or in a KH-ILE ought to be divided in the same way.

In a KH-domain, we restrict the name domain knowledge (DK) to that part
containing all theoretical and factual aspects of the knowledge describing the domain
to be taught. Although its structure can be varied, DK typically may include concepts,
entities, relations, possible use restrictions, objects, semantic networks, facts, rules,
etc. This is very similar to what is often called declarative knowledge (note that rules
are ambiguous in that respect). By opposition, the problem-solving knowledge (PSK),
specific to KH-domains, henceforth to KH-ITSs and KH-ILEs, contains all
computational and inferential dynamic processes used to solve a problem, i.e. a
practical situation based on DK [8]. PSK is very close to the more usual procedural
knowledge, although some declarative concepts are part of PSK (see 4.2).

1.2 Generic Operating Modes
In most educational systems, depending on what he wants to do, the student can

use it in either of two ways: either to augment or improve his knowledge, or to check
the correctness of what he thinks he has learnt. These correspond to two fundamental
pedagogical missions of the system. In the former case, the knowledge the student
wants to acquire or improve goes obviously to the student. In the latter case, the
student provides to the tutor the knowledge that he wants to be assessed. It is worth
noting that the “tutor” role may be played either by the system (ITS or ILE with
mixed-initiative control) or by another student (collaborative learning or peer-help
context). But we contend that the basic student’s goal is fundamentally the same.

Besides, like that of a human tutor in a KH-domain, the objective of a KH-ITS or
ILE is to help the student master the knowledge in both DK and PSK. Therefore, for
whichever reason the student wants to use the system, the involved knowledge may
be either essentially factual and theoretical (DK) or essentially practical and applied
to a problem (PSK). As a result, these orthogonal considerations yield altogether four
distinct generic operating modes, briefly presented in table 1 (see details in [13]).

Certainly, these operating modes do not imply that learning involves only some
transfer of knowledge. Indeed, it takes place in an environment which is situated,
must keep the student motivated, etc. But we consider these as being modalities or
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constraints of learning rather than a learning goal per se; other examples of such
modalities are collaborative learning [15], peer help [7; 17], teacher training, taking
an exam, etc. This is why, in table 1, we deal with a tutor and a learner rather than
with a system and a student, which would be unduly restrictive: in a collaborative
environment, a human student may alternatively act as learner or as tutor. Thus, in
any operating mode, some tutoring activities have to take place, so that the selected
mode may help the student attain his goal while simultaneously coping with the
imposed modalities or constraints. In particular, to facilitate the student’s learning and
motivation, some activities may involve interactions usually associated with another
operating mode, i.e. trigger a temporary mode shift. This brings us to the tutoring
knowledge.

Learner’s goal To learn new material To assess his learning

Knowledge
destination Learner Tutor (human or system)

Main

 type

of

Domain

knowl-
edge

Domain-presentation mode:
The learner asks the tutor some

information about a domain element;
the tutor reacts by transferring to the
learner the required information or
knowledge.

Domain-assessment mode:
The tutor basically prompts the

learner to develop a domain element;
the learner thus expresses his
understanding of that element.

knowl-
edge

involved

Problem
-solving

knowl-
edge

Demonstration mode:
The learner asks the tutor to solve a

practical problem or to show him a
given resolution step while he solves
such a problem.

Exercising mode:
The tutor prompts the learner to

solve a practical problem; the learner
then solves it step by step, showing his
understanding of the required problem-
solving knowledge and associated
domain knowledge.

Table 1: Operating modes in a KH-ITS.

2  Tutoring Knowledge as Pedagogical Agents

2.1  Definition and Purpose of the Tutoring Knowledge
Tutoring knowledge (TK) contains all tutoring entities enclosed in the system. It is

not directly related to DK or PSK, for it is not to be learned by the student. Instead, it
is there to help the student understand, assimilate, and master more efficiently the
knowledge included in DK and PSK [5]. Because of its reusability, we expect TK to
be the same for a variety of KH-domains, for a given type of educational system.

The main system activities using TK are thus:
• ordering and formatting the topics to be presented to the student;
• monitoring a session, i.e. triggering the various tutoring processes according to the

tutoring goal and the student’s actions; such monitoring may imply giving
explanations, asking questions, changing the type of interaction, etc.;

• in a KH-domain, while the student is solving an exercise, monitoring the student’s
problem-solving activities as required by the student or the tutoring module;

• in a collaborative environment, monitoring the activities of the student playing the
tutor’s role at that instant, as above;

• continuously analysing the progress of the student(s).
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2.2  Introduction of Pedagogical Agents
Because of its dynamic nature, like PSK, TK will be made of process-like entities.

However, the tutorial processes are not predetermined, because of the need for adap-
tive reactions to the students’ actions (acting as a learner, a companion, a helper, a
tutor, etc.). Moreover, to keep their attention and cope with the various modalities and
constraints, the tutoring module must be able to use a variety of stimuli, of ways to
present a topic, and of explanations. This is why the concept of pedagogical or tutor-
ing agent, able to interact and cooperate with a student, is appropriate to model TK.

As we see it, the goal of every tutoring agent is to perform a given tutoring
function for the student’s benefit. Some of these functions are: to present or to explain
a subject element, to give an example, to answer a student’s question, to evaluate the
student’s answer to a system-asked question, to diagnose a student’s behaviour. A
tutoring function is ultimately defined by its specification, i.e. the data that it
processes or on which it operates, and the output that it provides as a result. To each
agent we may thus initially associate one tutoring function and to each tutoring
function one interaction with a student (the unique student in a standalone ITS).

Some examples of agents in a KH-domain environment may thus be the
following, named after the function they are expected to perform [13]: domain
presenter, domain assessor, problem solver, exerciser, question asker, problem
selector, topic chooser, problem step solver, or explanation provider.

3  More About Pedagogical Agents

3.1 Interactions between Pedagogical Agents: Types of Agents
As “tutoring” and “agent” suggest, the ultimate purpose of tutoring agents is to

communicate with the student(s) in order to efficiently fulfil their respective tutoring
function, as part of the system pedagogical mission. However, for software engi-
neering reasons, we shall modularise complex tutoring functions into simpler ones.

As a result, supposing that each system agent is still specialised in a particular
tutoring function, it may have to count on other agents specialised in different
functions, then used as service functions, to perform its own tutoring function and
produce its expected “pedagogical output”. An agent may thus be put forward either
by a student’s action/behaviour or by a higher level function performed by another
agent. For the same reason, the result of an agent’s action may be used either by a
student or by the higher level agent that used it.

In the case of a KH-environment, we then have three types of agents.
• Tutoring agents (TA) interact with a student and perform real tutoring functions.

Examples are the problem solver, the domain presenter, the domain assessor, and
the exerciser, each in charge of one operating mode (in a collaborative environ-
ment, the operating mode at a given time is not necessarily the same for all
students).

• Service agents perform functions on behalf of other agents; they may interact with
a student or not. The problem selector, the topic chooser and the question asker are
service agents: their sole action cannot be a student-related tutoring function.

• Finally, mixed agents may be triggered in either way depending on the
circumstances. Such are the problem step solver and the explanation provider.
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The four tutoring agents (TAs) may also help one another, in particular when mode
shifts take place (see 3.3). Our division of pedagogical agents in three categories is
very close to that used for agents in the cognition-based architecture [1].

3.2 Scope of Agents
When a pedagogical agent takes control, both the scope of the subject matter

covered and the level of the data processed by that agent must be kept under control,
at a lower level than that of the task of the relieved agent. Therefore, the function
performed by an agent may be associated to an abstraction level, defined by the level
of the entities on which it operates. This abstraction level is also that of the agent’s
output, the result of its action. Our approach is in fact close to Tambe’s [16].

We conjecture that the notion of agent scope, based on the abstraction and com-
plexity levels, will or can be used as a general foundation to circumvent the possible
problem of infinite recursive transfers of control between agents [9]. Indeed, since
each agent fulfils a lower-scope function than the previous one, control must eventu-
ally be taken by an agent which will itself do the job for which it intervened initially.

3.3 A Variety of Agents for a Variety of Stimuli
In a classroom, a teacher must keep his students’ attention and motivation to

facilitate their learning; a way to do so is to vary the stimuli. Similarly, a tutoring
system should use a sufficient variety of stimuli; a way to do so is to have
pedagogical agents create these stimuli on demand for every stimulus type of the
system. This approach will incrementally augment the system capabilities as new
agents are developed, and will allow it to run, maybe in a degraded way, even if not
all stimuli-related agents are available; this approach is thus worthwhile even for one
student.

That endeavour for variety can be more interestingly applied to the pedagogical
behaviours and tactics employed by the tutor or the environment setting (e.g. for
collaborative learning), to the explanations provided, and even to the generic
functioning modes. Indeed, when the system as a whole is to change its type of
interaction, it will use another main TA, normally associated to another operating
mode. This is the mode shift principle, discussed in detail in [13].

With such a variety, it becomes easy for a teacher, henceforth for the tutoring
module of an IES, to vary its tutoring tactics rather than giving a monotonous page-
turning-type lecture (would bore the student). For example, in the domain-assessment
mode, if the student has difficulty answering a question, the ITS may give him
various hints and clues, e.g. by showing him a solved problem, by presenting him a
paragraph of theory, or even by asking him another theoretical question, naturally
having a narrower — and expectedly easier — scope than the initial one (see 3.2). All
these possible hints or clues will then be provided by as many possible other agents.

3.4 How an Agent Takes Control
If an IES is to vary the types of its interactions with the student, it should also be

able to make wise decisions about what interaction(s) to choose and when to apply it
(them). One way to do so is to keep track of the various interactions that have
occurred during the current session. But a still better way would be building and
maintaining a student model [4] for every student involved. Building a student model
is obviously one of the deepest and longest-term means of keeping track of a
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student’s evolution: a student model is an incremental interpretation of that student’s
behaviour, of the current state of the that student’s knowledge, of his learning profile
and possibly his learning preferences. In such a way, an IES can thus use its students’
models to guide its interactions, which may become very efficient when enough
appropriate data about the students has been gathered into the student models. How
an agent “reasons” to takes control is more detailed in 4.5, following the dialogue
examples.

4  An Application Domain Example

In this section, we want to give a more concrete flavour to our work. Our
application domain is cost engineering [6], which consists of mathematical and
computational tools for the engineer to evaluate the worth of engineering projects,
and to act appropriately in order to optimise the cost-effectiveness of his decisions.

4.1 Separation between Domain Knowledge and Problem Solving Knowledge
Cost engineering is a KH-domain. It is thus modelled as two parts (see 1.1). The

domain knowledge DK is essentially modelled as concepts and relations, while PSK
is modelled as processes and subprocesses (see details in [13]).

In the domain knowledge, concepts are entities like investment, investment
duration, present and future values, compounding period, interest rate, or annuity.
They are linked by relations like kind of, part of, or numerical relations. For example,

F = P · (1 + i)n (1)
is a quaternary relation R(F, P, i, n) which, given the present value P of an
investment over n periods at rate i, expresses the future value F of that investment.
Such relations, or formulæ like (1), lead to the notion of factor, a pedagogical
concept:

FPF,i,n = (1 + i)n = F/P FFP,i,n  = (1 + i)–n = P/F

Factors like FPF,i,n or FFP,i,n allow us to distinguish their algebraic definition from
their possible uses in the application domain. Similarly, there exists a factor FAP,i,n
to convert a periodic series of identical amounts A into a unique present value P.

The problem-solving knowledge is modelled as various domain-specific processes
and subprocesses that may be used to solve various types of cost-engineering
problems. Rather than presenting them in abstracto, let us move directly to the
problem to be solved, and we shall explain the processes used to solve that problem.

4.2 A Problem Solving Example
Let the exercise to be solved be as follows (e.g. as presented to the student):

Determine the present value of a five-year annuity of $1,000 starting at the
end of year 1, plus an extra revenue of $500 at the end of year 3, plus an
expense of $1,500 at the end of year 4. The annual interest rate is assumed to
be 10%.

The normal processes used by an engineer, a human tutor, or a good student to
solve this exercise are the following:

1. Identify  and instantiate the given problem data:
– annual interest rate i = 10%;
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– (n1 = 5)-year annuity A1 = 1,000;
– future value amount F2 = 500 at end of year n2 = 3;
– future value amount F3 = –1,500 at end of year n3 = 4.

2. Identify  and instantiate the expected result: some present value P equivalent to
the sum of all above amounts.

3. Build a temporal diagram: this diagram thus shows the data identified above and
the result P sought after (bold arrow). Note that the composition of a time
diagram is declarative, although by its very nature and purpose it is part of PSK.

P

1000 1000 1000 1000 1000
500

1500

Amounts

Years

The solving process basically consists in adding all the arrowed amounts
together to get their equivalent present value P. However, because of the interest
over time, these amounts cannot be added directly. We must thus decompose that
activity.

4. Choose a common reference date towards which all the amounts will be moved
prior to their final addition. Here, the simplest date is the present moment, year 0.

5. Deal with each element individually:
a. The annuity is a series of five annual $1,000 amounts. Using the FAP factor

above, we may compute their present value directly: P1 = 1,000 · FAP,10%,5 .
b. Since the amount of $500 at the end of year 3 must be moved back three

years, its present value is P2 = 500 · FFP,10%,3 .
c. Similarly, the expense of $1,500 must be moved back four years, but with an

opposite sign. Then its equivalent present value is P3 = –1,500 · FFP,10%,4 .

6. Add the obtained present values: P = P1 + P2 + P3

7. Replace all factors by their numerical values, by computing them or from a table:
P1 = 1,000 · FAP,10%,5 = 1,000 · 3.79079 = $3,790.79

P2 = 500 · FFP,10%,3 = 500 · 0.75131 = $375.66

P3 = 1,500 · FFP,10%,4 = –1,500 · 0.68301 = – $1,024.52

P = P1 + P2 + P3 = 3,790.79 + 375.66 – 1,024.52 = $3,141.93

and, therefore, the expected answer is $3,141.93.

4.3 Tutoring Session Excerpts Based on That Problem
We now try to illustrate the generation and development of tutorial processes by

the tutoring agents in TK. To mimic the session progress, we assume the interactions
are conducted in natural language; the corresponding dialogue is shown in italics,
with the student’s input preceded by **. To visually distinguish them from the
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dialogue, we indent our explanations; moreover, only the major intervening agents
are mentioned.

For our sample session, we assume that we have a one–student KH–ITS, that the
student, a female, has selected the exercising mode, and that the system has given her
the cost-engineering problem shown and solved in 4.2 (using the normal solving
steps). For the first excerpt, we suppose that the student has correctly identified and
named the problem data and the expected results (processes 1 and 2); she is beginning
to draw the temporal diagram (process 3). The session might then proceed as follows.

The tutoring agent A, a problem-solving assessor, is in control of the exercising
mode and monitors the student’s actions.

** Where should I put the arrows of the annuity? In columns 0 to 4 or 1 to 5? (D1)
The student does not understand how to position annuity arrows in a temporal

diagram. Among other alternatives, A elects to give her a short theoretic reminder (shift
to a domain-presentation mode interaction), provided by tutoring agent B, a domain
presenter.

Remember what you learnt about annuities. By default (like here), the arrows are
placed at the end of their respective years. Therefore, the first arrow will be placed at
the end of the first year (column 1), and so on. (D2)

** OK, I think I understand now. (D3)
The student claims she understands the pedagogical output provided by B. Control

thus returns to agent A and to the standard exercising mode.

[…] (D4)

Let us skip a few steps. For the second excerpt, suppose now that the student has
finished drawing the temporal diagram, and has correctly moved the appropriate
amounts towards year 0 (process 5). She is thus adding them together (process 6).

** We have 1000 * FAP(0.10, 5) + 500 * FFP(0.10, 3) + 1500 * FFP(0.10, 4).(D5)
The student has correctly understood how to calculate the annuity and the $500

income, but she mistakenly adds the $1,500 expense (see process 5c).

Almost… (D6)
This time, the student is asked a domain question (temporary shift to a domain-

assessment interaction). This is done by another agent, C, a domain assessor.

… What did you learn about the difference between incomes and expenses? (D7)
** I don’t understand where my error is. (D8)

The theoretical domain question failed. Agent A’, another problem-solving
assessor, then gives as a clue to the student a short mathematical question (of narrower
scope).

For example, if you receive $5,000 and spend $1,500, how much will you have?(D9)

The interaction produced by agent A’ is associated with the exercising mode.

** $3,500. (D10)

The student correctly answered the question of agent A’, which returns a success
acknowledgement. But agent C takes control back and elects to rephrase its own
question.

So, what is your deduction upon this clue? (D11)
The student applies it to the initial problem.

** I think I got it: + 1500 * FFP(0.10, 4) should be – 1500 * FFP(0.10, 4). (D12)
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The student has understood. But her answer is local, i.e. she has not integrated it
into the complete answer. So agent A comes back at the highest level.

You are right. Now you can formulate the complete answer. (D13)
** 1000 * FAP(0.10, 5) + 500 * FFP(0.10, 3) – 1500 * FFP(0.10, 4). (D14)

The student has given the expected complete computation layout (process 6).

Very good. (D15)
The dialogue would then proceed with the numerical computation (process 7).

4.4 Roles of Tutoring Agents in That Excerpt
There are several agents intervening in the above dialogue.

• Agent A, a problem-solving assessor, is in control of the exercising mode. It
globally drives the solution of the problem, monitors and assesses the student’s
actions. To help her, it lets other agents take some subtask in charge when needed.

• Agent B, a domain presenter, intervenes to present a domain element.
• Agent C, a domain assessor, “interrupts” A to ask the student a theoretical

question. Since she is unable to answer it, C lets agent A’ help her resolve this
impasse.

• Agent A’, another problem-solving assessor, takes over agent C to ask the student a
problem-solving question. Its small exercise is completely different from the A-
supervised problem at hand, and of much narrower scope.

Figure 1 summarises the student–agent and agent–agent interactions taking place
in the above examples. The involved agents have triggered various tutoring
processes: ask a question, answer a student question, make a decision regarding the
type of interaction to enable, temporarily change that type of interaction, all while
monitoring the whole session in order to keep track of the student’s progress and to
understand and influence its evolution throughout the problem-solving session.

(in exercising 
mode)

problem- 
solving 
assessor

A

domain 
presenter

B

D1

D2

D3

STUDENT SYSTEM
(in exercising mode)

problem- 
solving 
assessor

A

A�

D5

STUDENT SYSTEM

domain  
assessor

C

problem- 
solving 
assessor

D6
D13

D14
D15

D7

D8

D11

D12

D10

D9

First excerpt Second excerpt
Figure 1: Diagram of the agent interactions.
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4.5 Student-Related Knowledge Involved in Agent Interactions
In general, a pedagogical agent (not necessarily a TA, see 3.1) may refer to

various types of contextual knowledge elements to decide to intervene and generate a
terminal student–system interaction, or to let another pedagogical agent take control.
Such are:
• the student’s current knowledge state (or the current state of the student model),
• the student’s primary goal (expressed by his choice of the leading tutoring mode),
• the session log (information on the student’s knowledge and the past interactions),
• the points where the student stumbled,
• the student’s motivation and physical state (tired, in good shape, etc.),
• possibly the learning theory advocated by the system, if there is one.

Conclusion

In this paper, we presented how tutoring knowledge can be modelled in terms of
tutoring agents. We first presented, in a KH-IES, the division of the knowledge to be
learned into DK and PSK, and the four generic operating modes defined upon this
division. We then introduced the tutoring knowledge TK, partly common to all IESs,
through an agent-based approach, and we gave some KH-domain examples. We then
gave some general rules regarding the interactions between our agents and with the
students, their respective scope in an interactive context, their variety, and how an
agent takes control to fulfil a given function. We then presented a cost–engineering
problem and its solution, which we used in a tutoring session integrating these
notions.

Since this paper is essentially AI-oriented and in the long run aimed at building
more cost-effective systems by reusing components (here agents), it does not deal
with educational problems like learning theories or assessment. But, owing to its
flexibility, our approach could be used for experimenting with and testing various
learning theories or tutoring strategies. However, on the AI side, we do think that the
various concepts regarding pedagogical agents presented should help an ITS designer
to take a systematic approach to model the knowledge to be acquired, and later to
devise a relatively easy and efficient way to model the tutoring knowledge required to
fulfil the pedagogical mission(s) of his system. Moreover, the pedagogical agent
concept might be extended to more general agents, e. g. to deal with the maintenance
of the student model, to take care of the interface management, to manage the various
modalities of learning implemented in the system; etc. Certainly, much progress still
has to be made to reach a complete model. However, we think that our approach,
being simple and systematic, is a promising one for modelling the tutoring knowledge
in an IES.
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Abstract. DT Tutor uses a decision-theoretic approach to select tutorial actions
for coached problem solving that are optimal given the tutor’s beliefs and ob-
jectives. It employs a model of learning to predict the possible outcomes of each
action, weighs the utility of each outcome by the tutor’s belief that it will occur,
and selects the action with highest expected utility. For each tutor and student
action, an updated student model is added to a dynamic decision network to re-
flect the changing student state. The tutor considers multiple objectives, in-
cluding the student’s problem-related knowledge, focus of attention, independ-
ence, and morale, as well as action relevance and dialog coherence. Evaluation
in a calculus domain shows that DT Tutor can select rational and interesting
tutorial actions for real-world-sized problems in satisfactory response time. The
tutor does not yet have a suitable user interface, so it has not been evaluated
with human students.

1 Introduction

Tutoring systems that coach students as they solve problems often emulate the turn
taking observed in human tutorial dialog [7, 15]. Student turns usually consist of en-
tering a solution step or asking for help. The tutor’s main task can be seen as simply
deciding what action to take on its turn. Tutorial actions include a variety of action
types, including positive and negative feedback, hinting, and teaching. The tutor must
also decide the action topic, such as a specific problem step or related concept. DT
Tutor’s task is to select the optimal type and topic for each tutorial action.

How to select optimal tutorial actions for coached problem solving has been an
open question. A significant source of difficulty is that much of the useful information
about the student is not directly observable. This information concerns both the stu-
dent’s cognitive and emotional state. Compounding the difficulty, the student’s state
changes over the course of a tutoring session.

Another complication is that just what constitutes optimal tutoring depends upon
the tutorial objectives. A tutor’s objectives normally include various student-centered
goals and may also include dialog objectives and action type preferences. Further-
more, the tutor may have to balance multiple competing objectives.

DT Tutor uses decision-theoretic methods to select tutorial actions. The remainder
of the Introduction describes the basis of our approach, DT Tutor’s general architec-
ture, and prior work. Subsequent sections describe DT Tutor in more detail, a prelimi-
nary evaluation, future work and conclusions.
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1.1 Belief and Decision Networks

Probability has long been the standard for modeling uncertainty in diverse scientific
fields. Recent work with belief network (equivalently, Bayesian network) algorithms
has made modeling complex domains using probabilistic representations more feasi-
ble. Unfortunately, belief network inference is still NP-hard in the worst case. How-
ever, many stochastic sampling algorithms have an anytime property that allows an
approximate result to be obtained at any point in the computation [4].

DT Tutor represents the tutor’s beliefs about the student’s problem-related knowl-
edge using a belief network obtained directly from a problem solution graph, a hierar-
chical dependency network representing solutions to a problem [2, 11]. Nodes in the
graph represent (1) problem steps, and (2) domain rules licensing each step. Problem
steps include the givens and every goal and fact along any path towards the solution.
We currently model incorrect steps as errors. Arcs represent dependence between
nodes. For instance, knowledge of a step depends on knowledge of both its antecedent
steps and the rule required to derive it. In belief network form, the nodes represent the
tutor’s beliefs about problem-related elements of the student’s cognitive state and arcs
represent conditional dependence between the elements.

Nodes within a belief network represent variables whose values are fixed. How-
ever, a student’s mental state and the problem solution state change over the course of
a tutoring session. To represent variables that change over time, it is more accurate to
use a separate node for each time. Dynamic belief networks (DBNs) do just that. For
each time in which the values of variables may change, a new slice is created. Each
slice consists of a set of nodes representing values at a specific point in time. Rather
than fixed time intervals, slices can be chosen so that each corresponds to the student
model after a student or tutor action. Nodes may be connected to nodes within the
same or earlier slices to represent the fact that a variable's value may depend on con-
current values of other variables (synchronic influences) and on earlier values of the
same and other variables (diachronic influences). The evolution of a DBN can be rep-
resented while keeping in memory at most two slices at a time [10].

Decision theory extends probability theory to provide a normative theory of how a
rational decision-maker should behave [13]. Utilities are used to express preferences
among possible future states of the world. To decide among alternative actions, the
expected utility of each alternative is calculated by taking the sum of the utilities of all
possible future states of the world that follow from that alternative, weighted by the
probabilities of those states occurring. Decision theory holds that a rational agent
should choose the alternative with the maximum expected utility. A belief network,
which consists entirely of chance nodes, can be extended into a decision network
(equivalently, an influence diagram) by adding decision and utility nodes along with
appropriate arcs [13]. For tutoring systems, decision nodes could represent tutorial
action alternatives, chance nodes could represent possible outcomes of the actions,
and utility nodes could represent the tutor’s preferences among the possible outcomes.

A dynamic decision network (DDN) is like a DBN except that it has decision and
utility nodes in addition to chance nodes. DDNs model decisions for situations in
which decisions, variables or preferences can change over time. Just as for DBNs,
simple algorithms exist to represent the evolution of a DDN while keeping in memory
at most two slices at a time [10].
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1.2 General Architecture

Our basic approach is to use a DDN to implement most of the intelligent, non-user-
interface part of DT Tutor. The DDN is formed from dynamically created decision
networks. These networks are called tutor action cycle networks (TACNs) because
they each represent a single cycle of tutorial action, where a cycle consists of

• deciding a tutorial action and carrying it out,
• observing the next student action, and
• updating the student model based on these two actions.

TACNs consist of three slices, as illustrated in Figure 1. A TACN is used both for
deciding the tutor’s action and for updating the student model. When deciding the tu-
tor’s action, slice 0 represents the tutor’s beliefs about the student’s current state.

Slice 1 represents the tutor’s possible actions and the influence of those actions on the
tutor’s beliefs about the student. Slice 2 represents the student’s possible actions and
the influence of those actions on the tutor’s beliefs about the student. In other words,
slice 0 represents the current student state and the other slices represent predictions
about the student’s state after the tutor’s action and after the next student action. Slice
2 also includes the utility model since most of the outcomes in which the tutor might
be interested concern the final effects of the tutor’s current action.

The DDN update algorithm calculates the action with maximum expected utility.
The tutor executes that action and waits for the student to respond. When the tutor has
observed the student’s action, the student model update phase begins.

The tutor clamps the student’s action and updates the network. At this point, the
posterior probabilities in Student Model2

1 represent the tutor’s current beliefs about
the student. It is now time for another tutorial action selection, so another TACN is
created. Posterior probabilities from Student Model2 of the old TACN are copied as
prior probabilities to Student Model0 of the new TACN. The old TACN is discarded.
The tutor is now ready to begin the next phase, deciding what action to take next.

 With this architecture, the tutor not only reacts to past student actions, but also an-
ticipates future student actions and their ramifications. Thus, for instance, it can act to
prevent errors and impasses before they occur, just as human tutors often do.

                                                          
1 For sub-network and node names, a numeric subscript refers to the slice number. A subscript

of n refers to any appropriate slice.
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1.3 Prior Work

Although probabilistic reasoning is become increasingly common in tutoring systems
and AI in general, we believe this is the first application of a DDN to tutoring. Prob-
abilistic reasoning is often used in student and user modeling. In particular, Bayesian
networks are used in the student models of Andes [2], HYDRIVE [16] and other sys-
tems [12]. However, even with a probabilistic student model, other systems select tu-
torial actions using heuristics instead of decision-theoretic methods. Reye [19] has
suggested the use of a decision-theoretic architecture for tutoring systems and the use
of dynamic belief networks to model the student’s knowledge [20, 21].

2 Detailed Solution

This section describes TACNs in more detail, along with their implementation to form
DT Tutor’s action selection engine.

2.1 Major TACN Components and Their Interrelationships

Figure 2 provides a closer look at a TACN. The student model includes components
to represent the student’s knowledge state (sub-network Knowledge Networkn), the
student’s problem completion status and focus of attention (sub-network Relevance
Networkn), and the student’s emotional state (nodes Moralen and Independencen). Tutor
and student actions are represented by two nodes each: one for the action topic (Tu-
tor/Student Topicn) and another for the action type (Tutor/Student Typen). Tutorial ac-
tion relevance and coherence are represented by the Relevance1 and Coherence1 nodes
respectively. The utility model (Utility2) represents the tutor’s preferences.

In Figure 2, the Knowledge and Relevance Networks are shown as large rounded
rectangles. Each arc into or out of these sub-networks actually represents multiple
arcs to and from various sub-network nodes. For instance, there is a diachronic arc
from each Knowledge Network0 node to the corresponding Knowledge Network1 node.

Student Knowledge Network. For each problem, a Knowledge Network is created
from the problem solution graph to represent the tutor’s beliefs about the student’s
problem-related knowledge.

Within the Knowledge Network, each node has possible values known and un-
known. Rule nodes represent the tutor’s belief about the student’s knowledge of the
corresponding rule. Problem step nodes represent the tutor’s belief about the student’s
potential to know the corresponding step given the student’s current rule knowledge.
At the beginning of a problem, the nodes representing the givens and the problem
goal are clamped to known, since these are given in the problem statement. The stu-
dent’s potential knowledge of the remaining problem steps depends upon the stu-
dent’s knowledge of the rules required to complete each problem step in turn.

Influences on Knowledge Network nodes include (1) synchronic influences to
model the interdependence of the student’s problem-related knowledge, and (2) dia-
chronic influences between corresponding nodes in different slices to model the sta-
bility of the student’s knowledge over time. The tutor can also influence Knowledge
Network1 nodes directly, with an influence depending on the tutor action type. For in-
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stance, if the tutor teaches a domain rule, there is normally a greater probability that
the rule will become known than if the tutor hints about it.

Student Relevance Network. Like the Knowledge Network, the Relevance Network
is a belief network created from the problem solution graph. It represents the tutor’s
beliefs about the student’s problem solving progress and problem-related focus of
attention. The representation of the student’s focus of attention is used to select
relevant tutorial actions and to predict the topic of the student’s next action.

Rule nodes have possible values relevant and irrelevant, where relevant means that
the rule is part of the student’s focus of attention. If the tutor addresses a rule directly,
the rule becomes relevant with a probability dependent on the tutor action type. For
instance, teaching a rule is more likely than hinting to make a rule relevant.

Problem step nodes have possible values complete, not ready, ready, and relevant.
Completed step nodes have the value complete. If a step node is not complete and if it
has any synchronic step node parents that are not complete, its value is not ready,
meaning that it is not ready to be completed until its parent steps have been completed
(but this does not preclude the student from completing it anyway – e.g., by guessing).
Otherwise, a step node has some distribution over the values ready and relevant. Such
nodes represent the frontier of the student’s work within the problem space, possible
next steps and thus potentially the focus of the student’s attention. The value ready
means that a step is ready to be completed since all of its parent steps have been com-
pleted. The value relevant means that not only is the step ready to be completed, but it
is also part of the student’s focus of attention. For instance, a step is likely to be rele-
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vant if the tutor addresses it (e.g., with a hint) or if the student makes an error on it.
Steps that are relevant at some point in time become a little less relevant with each
passing time slice. This is to model relevance aging: steps that were relevant slowly
become less relevant as the student moves on to other topics.

When there are multiple steps that could be relevant by virtue of being the next un-
completed step along a solution path, DT Tutor assumes a depth-first bias to decide
how likely the various steps are to be part of the student’s focus of attention: When
applying a rule produces multiple ready steps, students usually prefer to pick one and
complete work on it before starting work on another. Such a bias corresponds to a
depth-first traversal of the problem solution graph and is consistent with both activa-
tion-based theories of human working memory [1] and observations of human prob-
lem solvers [18]. However, a depth-first bias is not absolute. At any given step, there
is some probability that a student will not continue depth-first.

To model depth-first bias, when a step first becomes ready or relevant because the
last of its outstanding parent steps has become complete, that step becomes relevant
with high probability. This is because with a depth-first bias, having just completed
the step’s parent, the student is likely to continue working with the step itself. Rele-
vance aging helps to model another aspect of depth-first bias: preferring to continue
with more recently raised steps. When the student completes or abandons a portion of
the solution path, steps that were recently highly relevant but that are still not com-
plete have had less relevance aging than steps that were highly relevant in the more
distant past, so the more recently raised steps remain more relevant.

Student Emotional State. Human tutors consider the student’s emotional or
motivational state in deciding how to respond [5, 14]. Concern for student morale is
likely to be one reason why tutors tend to give negative feedback subtly, to play up
student successes and downplay student failures, etc., while maximizing the student’s
feeling of independence is likely to be one reason why tutors tend not to intervene
unless the student needs help, to minimize the significance of the tutor’s help, etc.
[15]. Such behaviors cannot be explained in terms of concern for the student’s
knowledge and the problem solving state alone.

The student’s emotional state is modeled with the Moralen and Independencen

nodes. Each of these nodes has possible values level 0 through level 4, with higher
levels representing greater morale or independence. Both tutor and student actions in-
fluence these nodes with an influence dependent on the action type. In addition, dia-
chronic influences model the stability of the student’s emotional state over time.

Tutor Action Nodes. The Tutor Type1 alternatives include fairly fine distinctions to
model some of the subtlety that human tutors exhibit when working with students.
These alternatives include prompt, hint, teach, positive feedback, negative feedback,
do (do a step for the student), and null (no tutor action).

Tutor Topic1 can be any problem-related topic, so there is an alternative for each
rule or step node in the problem solution graph. The value null is also supported to
model (1) a tutor action with a type but no topic (e.g., general positive feedback), and
(2) no tutor action at all, in which case Tutor Type1 is null as well.

Student Action Nodes. First, the values of the student action nodes in slice 0 are
simply the values of the student action nodes in slice 2 of the previous TACN, except
for the very first TACN, in which they both have the value null.
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Student Topicn can be any step in the problem solution graph. It can also be null to
model either no student action at all (in which case Student Typen is null as well) or a
student action with a null topic (e.g., a general impasse or an error which the tutor
cannot interpret as an attempt at a particular step). Student Topic2 is influenced by the
relevance of the steps that are most likely to be the topic of the student’s next action –
i.e., by Relevance Network1 step nodes that are ready or relevant.

Student Typen has possible values correct, error, impasse, and null. Impasse means
that the student does not know what action to take – for instance, when the student
asks for help. Null is used to model no student action. Student Type2 is influenced both
by the student action topic and by the student’s knowledge of that topic – i.e., by Stu-
dent Topic2 and by the Knowledge Network1 step nodes.

Utility Model. Node Utility2 is actually a structured utility model consisting of several
nodes to represent tutor preferences regarding the following outcomes:

1. Student rule knowledge in slice 2 (rule nodes in Knowledge Network2)
2. Student problem step progress in slice 2 (step nodes in Relevance Network2)
3. Student independence in slice 2 (Independence2)
4. Student morale in slice 2 (Morale2)
5. Tutor action type in slice 1 (Tutor Type1)
6. Tutor action relevance in slice 1 (Relevance1)
7. Tutor action coherence in slice 1 (Coherence1)

2.2 Implementation

DT Tutor was implemented using software developed at the Decision Systems Labo-
ratory, University of Pittsburgh: GeNIe, a development environment for graphical
models, and SMILE-, a platform independent library of C++ classes for reasoning
with graphical probabilistic models. From the problem solution graph structure, DT
Tutor creates a TACN with default values for node outcomes, prior probabilities, con-
ditional probabilities, and utilities. An optional file can be loaded to specify any prior
probability or utility values that differ from the default values. After creating the ini-
tial TACN, DT Tutor recommends tutorial actions, accepts inputs representing actual
tutor and student actions, updates the network, and adds new TACNs to the DDN as
appropriate. We have not yet developed a suitable graphical interface for students, so
a simple text interface was created for evaluation.

While DT Tutor will work with most any problem solution graph, for the initial
implementation we selected the domain of calculus related rates problems for two rea-
sons. First, the number of steps per problem is non-trivial without being too large, so
results obtained should be generalizable to other real world domains. Second, Singley
[23] developed an interface for this domain with the purpose of reifying goal struc-
tures. We assume an extension to Singley’s interface that makes all problem solving
actions observable. This makes it easier to determine the student’s current location in
the problem solution space and thus to model the student’s current focus of attention
and predict the student’s next action.
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3 Evaluation

The goals for evaluation were to evaluate whether DT Tutor’s approach can be used
to select actions within reasonable space and time that are not only optimal but that
also correspond to some of the more interesting behaviors of human tutors.

3.1 Evaluate Tractability

One of the major challenges facing Bayesian models for real world domains is tracta-
bility in terms of both space and time. A number of measures were taken to reduce
space requirements [see 17] which were then considered tractable since the tutor was
able to successfully perform the tests described below.

It is important to provide real-time responses in order to keep the student engaged.
With an early version of the Andes physics tutor [2], students tolerated response times
of up to 40 seconds. However, considering both (1) the variety of domains for which
ITSs might be constructed, and (2) ever-improving computer hardware and algorithms
for evaluating probabilistic models, no exact response time requirement can be deter-
mined. Rather, it is more important to begin to evaluate how such systems will scale.

Test results are shown in Table 1. Both of the approximate algorithms using 1,000
samples returned responses for both problems well within the tolerated limit, as did
the exact algorithm for the smaller of the two problems. Response times for the ap-
proximate algorithms grew linearly in the number of samples and in the number of
nodes. The approximate algorithms using 10,000 samples and the exact algorithm on
the larger problem did not return responses quickly enough, and in any case, faster re-
sponse times are desirable. Fortunately, a number of speedups are feasible, as dis-
cussed in [17]. In addition, the anytime property of the approximate algorithms could
be used to continually improve results until a response is required. For many applica-
tions, including this one, it is sufficient to correctly rank the optimal decision alterna-
tive. When only the rank of the optimal decision alternative was considered, the ap-
proximate algorithms using 1,000 samples were correct on every trial.

Table 1. Action selection response times

Response time mean (range)
Algorithm Problem Aa Problem Bb

Exact: Clustering [9] 108 (107-109) 11 (11-12)
Approximate:

Likelihood Sampling [22]
1,000 samples 12 (12-13) 8 (7-8)

10,000 samples 106 (104-110) 64 (62-66)
Heuristic Importance [22]

1,000 samples 12 (12-13) 8 (7-8)
10,000 samples 104 (101-106) 64 (60-66)

Note. Response time is the number of seconds required to determine the optimal tutorial action.
Mean and range are over 10 trials. All tests were performed on a 200MHz Pentium MMX PC
with 64MB of RAM. The algorithms were tested with Cooper’s [3] algorithm for decision net-
work inference using belief network algorithms.
a 10-step problem, 185-node TACN.  b 5-step problem, 123-node TACN.
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3.2 Evaluate Tutorial Action Selections

DT Tutor’s decision-theoretic representation guarantees that its decisions will be op-
timal given the beliefs and objectives it embodies. Therefore, besides a sanity check
of the implementation, the purpose of this part of the evaluation was to find out
whether DT Tutor’s approach and choices about which outcomes and objectives to
model were sufficient to endow the tutor with some of the more interesting capabili-
ties of human tutors. While detailed results would be too lengthy to report here [see
17], testing showed that DT Tutor is indeed capable of selecting rational tutorial ac-
tions that correspond in interesting ways to the behavior of human tutors. Notable be-
haviors included the following:

• DT Tutor did not provide help when it believed the student did not need it. Human
tutors foster their students’ independence by letting them work autonomously [14].

• When the student was likely to need help, DT Tutor often intervened before the
student could experience failure. Human tutors often provide help proactively
rather than waiting for a student error or impasse [14, 15].

• As the student moved around the problem space, DT Tutor adapted to support the
student’s current line of reasoning, assuming a depth-first topic bias.

• All other things being equal, DT Tutor preferred to address rules rather than prob-
lem-specific steps. Effective human tutoring is correlated with teaching generali-
zations that go beyond the immediate problem-solving context [24].

• DT Tutor considered the effects of its actions on the student’s emotional state as
well as the student’s knowledge state. Human tutors consider both as well [14].

• DT Tutor prioritized its actions based on current beliefs and objectives. Likewise,
human tutors prioritize their actions based on the student’s needs and tend not to
waste time addressing topics that the student does not need to know [15].

4 Future Work and Conclusions

We still need to develop a graphical interface or embed DT Tutor’s action selection
engine within an existing ITS and evaluate it with human students. Efficiently ob-
taining more accurate probability and utility values would be beneficial as well. How-
ever, an encouraging result from prior research is that Bayesian systems are often sur-
prisingly insensitive to imprecision in specification of numerical probabilities [8] and
may be accurate enough to infer the correct decision even if some of their assump-
tions are violated [6], so that precise numbers may not always be necessary.

This research has shown that a decision-theoretic approach can indeed be used to
select tutorial actions that are optimal, given the tutor’s beliefs and objectives, for
real-world-sized problems in satisfactory response time. The DDN representation
handles uncertainty about the student in a theoretically rigorous manner, balances
tradeoffs among multiple objectives, automatically adapts to changes in beliefs or
objectives, and increases the accuracy of the information upon which the tutor’s deci-
sions are based. By modeling not only the student’s problem-related knowledge but
also the student’s focus of attention and emotional state, DT Tutor can select actions
that correspond to some of the more interesting behaviors of human tutors.
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Abstract. This paper addresses the issue of building research scenarios
with existing or forthcoming research prototypes for educational pur-
poses. It defines an Experimentation Space allowing the cooperation of
several software components. First it presents the general architecture
and the properties which are required from each component to run on
the experimentation platform. Then a case study showing several exist-
ing prototypes in Geometry cooperating on the platform is described.
Lastly implementation problems and choices are discussed.

1 Introduction

Research in IES (Intelligent Educational Software) such as ITSs (Intelligent or
Interactive Tutoring System) and ILEs (Intelligent or Interactive Learning En-
vironments) used to develop entire systems from scratch. Time and resources
were spent on software design and implementation. Despite huge e�orts, the re-
sulting prototypes could not provide all the required features. However we have
noticed a growing interest in architectures and frameworks for inter-operable and
component-based systems ([2,3,10,9,11]). Moreover, several international initia-
tives have been launched to promote standards for describing, implementing and
retrieving educational components on the Web (IEEE P1484: Learning Technol-
ogy Standards Committee 1, ISO/IEC JTC1 Information Technology Subcom-
mittee SC36 on Learning Technology, ARIADNE 2, etc.).
All categories of products would bene�t from a component based approach since
all kinds of products require features that are not yet implemented in a single
existing piece of software. But for building research scenarios, i.e. experimental
settings for observing students using rich and innovative learning environments
and for con�rming or dis-con�rming research hypothesis, it is be the only a�ord-
able approach as the experimental setting will perhaps not be reused.
Our research aims at providing an experimental space for researchers in Cog-
nitive Sciences and Didactics. This experimental space should enable them to
build the educational environments they need by using the features of several

1 http://grouper.ieee.org/P1484/
2 http://ariadne.unil.ch
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existing educational components on a single platform. Taking such a component
based approach for building rich and innovative learning environments requires
speci�c properties from the components. Two complementary approaches are
investigated. On which conditions is it possible to slightly modify existing com-
ponents in order to allow them to cooperate with others across a single platform?
Which guidelines and requirements should be observed by future designers in or-
der to avoid any change for allowing inter-operability?
In both cases, we need to answer the four following questions. (1) What prop-
erties should a piece of IES own to allow its cooperation with other prototypes?
In others words, what is necessary to add or modify in an existing prototype to
allow its cooperation with other prototypes? (2) How to share domain knowledge
between several prototypes? (3) How to manage graphic interfaces produced by
prototypes? (4) How to articulate prototypes that cooperate?
For the �rst question, Ritter and Koedinger de�ned in ([10]) the following prop-
erties for a prototype so that it could cooperate with another prototype: proto-
types should be \script-able, scrutinise-able and trace-able". With regard to the
sharing of knowledge needed by several software, Macrelle and Desmoulins ([6])
proposed a solution using macro-de�nitions. With regard to the management of
graphic interfaces by the various prototypes, we need an additional property of
prototypes: they must be able to export their interfaces, we can then combine
them via a virtual graphic interface.
In this paper, we focus our presentation on articulating the execution of sev-
eral prototypes. We started from a case-study in the domain of geometry. This
domain was selected for several reasons. Firstly, there are several available pro-
totypes and products ([1,4,8]) that provide the user with some of the needed
features (i.e. drawing a �gure, checking �gure correctness with respect to an ex-
ercise statement, developing a proof, supporting the learner in writing a proof).
Secondly some of these prototypes were designed within our research team or in
neighbour teams, so theirs authors were available for advice in programming code
changes. Third geometry is a well formalised domain that gave birth to many
di�erent machine representations for geometrical objects and concepts; thus it
is a good �eld for experimenting translators from one representation to another
one. Last but not least, we started a partnership with researchers working on
geometry didactics who are interested in such a platform. From this case-study
we draw conclusions and begin the design of a set of guidelines and requirements
for plugging educational software components in our experimentation space.
The paper is organised as follows. We start with a global presentation of the
platform and of its service components. Then we show how a component can
be integrated into the platform and used for a scenario. Implementation choices
are described. We conclude on several further developments on which we are
currently working.
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2 Definition of the Experimentation Space

2.1 General Presentation

To allow prototypes to cooperate in a single environment, we propose an \Ex-
perimentation Space" (see Fig 1). xlaIn Fig. 1, we have three prototypes P1, P2

Researcher

Prototype P1
Feature:

A

Experiment
Features:

P1a P2b P3c

Communication

Prototype P3
Feature:

A C

Prototype P2
Feature:

B

Fig. 1. Experimentation Space

and P3 providing features A, B and C. The objective of the Experimentation
Space is that for the user, i.e.the researcher, everything occurs as if he had on
his machine all the features chosen in the several prototypes (here the feature
’A’ of P1, feature ’B’ of P2 and feature ’C’ of P3).
For example, in geometry, prototype P1 (in Fig. 1) is for drawing and moving
geometrical �gures (CABRI [4]), prototype P2 is for �nding and writing a ge-
ometrical proof (MENTONIEZH [8]), and prototype P3 is for drawing a �gure
and for �nding a proof (CHYPRE [1]). With these three prototypes, the re-
searcher can built up an experimentation including the drawing of a �gure, the
search for a proof and the writing of the proof found.

2.2 Components Presentation

The Experimentation Space is a computerised environment including service
components (see Fig. 2) that handle:

– articulation of features of the various prototypes in a scenario, it is the
scenario manager. A scenario is composed of several elementary tasks. Each
task involves a given feature.

– share of knowledge that is useful to various prototypes, it is the knowledge
manager. The knowledge manager handles domain knowledge translation.

– management of graphic interfaces of the various prototypes within a virtual
graphic interface (implemented on the target machine, i.e. the machine on
which runs the experimentation) by the various prototypes, it is the (graphic)
interface manager. It handles the common interface uni�cation.
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Scenario
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Fig. 2. Software Components of the Experimentation Space

– management of communications between the various prototypes, scenario,
knowledge and interfaces manager.

This Experimentation Space supports the cooperation between prototypes. It
makes it possible to bring solutions to the questions previously mentioned. Inter-
face Manager and Knowledge Manager are both examples of service components
that the Experimentation Space should provide.

3 Integrating an Educational Piece of Software

If we want to give birth to the Experimentation Space we have previously de�ned,
we should explain how to use it. Therefore we build up a set of properties that
future designers should take into account.

3.1 Identify Prototype Properties and Characteristics

To be integrated into the Experimentation Space, each prototype publishes the
four following informations: (1) its abilities or features that can be scripted,
(2) its pieces of knowledge that may be scrutinised or communicated, (3) its
observable-events that can be traced, (4) its graphic interface components that
can be exported.
Therefore, in order to link up with the Experimentation Space, the ideal piece
of education software needs to have the following properties: as seen in ([10])
and in our introduction, it should be: script-able, \scrutinise-able", trace-able
(or record-able) and \interface-export-able".
The three �rst properties were identi�ed (and named) by Ritter and Koedinger
in [10]. It should be script-able i.e. it provides a mechanism (a kind of script)
that allows the Experimentation Space to launch, to stop and to undo functions,
methods or procedures and to recover the results (e.g. some Microsoft applica-
tions which can be scripted via DDE and some Macintosh applications which
can be scripted via APPLE-script). It should be scrutinise-able i.e. it allows the
Experimentation Space to read critical variables, states or registers. It should
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be traceable i.e. it allows the Experimentation Space to keep traces of the user
interactions with the software interface. It should be “interface-export-able” i.e.
it may be able to give his graphic interface to the Experimentation Space, so
that the Experimentation Space can operate on it.

3.2 Integration

We propose for each prototype the �ve following characteristics. (1) its features
(especially those that can be scripted) together with their launch access points,
(2) its pieces of knowledge: domain knowledge that can be scrutinised or trans-
fered to another prototype and interaction knowledge i.e. observable-events that
can be traced, (3) its graphic interface components (such as windows), (4) its
host machine, and (5) its host operating system.
Knowing that, we can initialise the Experimentation Space. Through a dialog
box we �ll a form for each prototype to publish what it o�ers to the Experimen-
tation Space (knowledge, features, etc.). Filling such a form for existing pieces
of intelligent educational software may require some additional work. There are
two cases of prototype integration within the Experimentation Space.
The �rst one is the ideal case i.e. the educational software is script-able, scrutinise-
able, trace-able and interface-export-able. The de�nition of the prototype char-
acteristics is easy and so is their publication in the Experimentation Space form.
Future pieces of education software should have these properties.
The second one occurs when the educational software is not script-able and/or
scrutinise-able and/or trace-able. In this case properties to ensure the script-
ability, scrutinise-ability and trace-ability should be added to the prototype be-
fore integrating the prototype. This needs slight code changes that should be
performed by the authors. In the other cases (i.e. if no such services can be
added) the prototype integration depends on several others parameters.
The �rst parameter is the granularity of features and knowledge that should be
published. It depends on the way the software is programmed. If knowledge and
features granularity is �ne and if the needed pieces of knowledge and features
are easily reachable, we have to add access points to the software component.
Then we publish them and make the necessary links to access knowledge or to
run features. If the granularity is large we cannot publish so many things. For
example we can only launch the whole software and wait for its result; thus there
is only one thing to be published.
The second parameter is the existence of observable-events generated by the
software. If observable-events exist, we only have to choose those that we want
to keep (parameterisation). If they do not exist, we need to build them up.

3.3 Defining an Experiment Using Prototype Features

Now that we know how to add a prototype into the Experimentation Space, we
should illustrate the design of an experimentation. We have chosen geometry
as an application domain. We �rst de�ne the exercise we implement inside the
experimentation. Secondly, we de�ne the scenario we use. Thirdly, we decide
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which Access Point we need to the di�erent features of the di�erent prototypes
involved. And Fourth, we launch the built scenario.
A Geometry Exercise
We aim the learner to perform a complete geometry exercise including �gure
drawing, proof �nding and proof writing. To do that we selected two pieces of
educational software.
The �rst one is TALC, written in Prolog. It allows us to set an exercise statement.
It provides a graphic interface to draw a �gure (through CABRI). It checks
the correctness of a learner’s �gure with respect to an exercise statement. The
TALC features we would like to launch are the tree following ones: (1) Loading
the exercise statement (load statement), (2) Running the drawing �gure module
(drawing �gure), (3) Running the check �gure module (check �gure).
The second one is MENTONIEZH, written in Prolog. It helps the learner to solve
and justify a geometrical proof exercise, but provides no graphic interface to draw
a geometry �gure. It �rst asks the learner to analyse the exercise statement. Then
the learner has to �nd the proof. And last he has to write out his proof. The
MENTONIEZH features we would like to launch are the four following ones:
(1) Loading an exercise statement (load statement), (2) Running the analysing
statement module (analysing statement), (3) Running the �nding proof module
(�nding proof), (4) Running the writing proof module (writing proof).
Features identi�ed here are used in next section to build a scenario.
Building a Scenario
In the example the scenario is designed to manage a complete single geometry
exercise. Here we only describe the parts of the Scenario Manager algorithm that
relates to TALC and MENTONIEZH.

1 choose an exercise statement
2 launch the tool for drawing and manipulating the figure
3 launch the validation of the figure
4 launch the tool for analysing the exercise statement (and

validating this analysis)
5 launch the tool for helping the learner to find a proof
6 launch the tool for validating the proof
7 launch the tool for writing out the proof text

Steps 1, 4, 5, 6, 7 are done with MENTONIEZH. Steps 2, 3 are done with TALC.
Steps 1, 3, 4, 5, 6, 7 �nish when the following step begin. Steps 2 runs until the
end of the exercise.
Choosing Feature Access Points
Here the pieces of software were not built to co-operate. As they run on the same
machine, we are not dealing with network communication problems.
As it is now, TALC is monolithic. Therefore the only thing we can launch is
TALC itself. However it is written with prolog predicates and each of the pre-
viously cited features corresponds to a prolog predicate. Therefore with little
modi�cation we should be able to launch each of these predicates separately.
In the same way, MENTONIEZH is monolithic. Therefore the only thing we
can launch is MENTONIEZH itself. However it already de�nes modules. Each
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module is reachable. Therefore with little modi�cation Dominique Py (MEN-
TONIEZH’ author) should be able to launch each of these modules separately.
For this implementation we take TALC and MENTONIEZH as they are now.
TALC uses an exercise statement expressed in CDL (a predicate-based language)
and MENTONIEZH uses an exercise statement expressed in HDL (another
predicate-based language). Therefore TALC publishes the ’CDL statement’ at-
tribute and the ’launch’ method, while MENTONIEZH publishes the
’HDL statement’ and ’HDL-CDL macro-text’ attributes and the ’launch’ method.
As the features included in TALC and MENTONIEZH cannot be run indepen-
dently, we have to modify the previous algorithm in the following way: We decide
to add steps to tell the user what he has to do with each piece of software. This
solution does not allow us to check that the learner has done what he has to do,
but it allows us to test the Experimentation Space. For example step 1 of the
Scenario (described before) is modi�ed as follows:

A1 display the instructions: Choose an exercise statement
and indicate that you are ready to continue

A2 launch Mentoniezh
A3 wait for the ‘‘ready event’’

Note that during this step, the feature choice is done within the subject (learner
or teacher) activity, because the prototype doesn’t separate features and there-
fore it does not allow to make this feature choice directly.
Executing a Scenario
During the scenario execution, steps are active the one after the other. During
one step, a prototype feature is run. Therefore the prototype is active. But when
the step is over, the question is should we stop the prototype or not? For exam-
ple, when the user has drawn a geometrical �gure, the drawing tool may still be
running to allow the user to use it later. But when the correctness tool has given
a \success" feedback, there is no need to let it continue to run. Therefore, we
identi�ed at least two kinds of behaviour for a scenario Step: the prototype is
stopped at the end of the step or it is stopped at the end of the whole scenario.

3.4 Implementation Choices

We implemented our Experimentation Space in Java. The communication level
is implemented with JacORB 3, a middleware that follows the CORBA [7] stan-
dard. The Experimentation Space is being tested on PC (Windows95) and Unix
(Solaris) platforms. Hereafter we describe some of our implementation choices.
Managing Graphic Interfaces
In the implementation of the current scenario the chosen prototypes are run on
the same machine. This case is simpler than the general one. The prototypes
have not been designed to export their interface. Therefore the only possible
solution in this case is to display two separate windows on the same screen one
for TALC, one for MENTONIEZH. Moreover to tell the user what he has to do

3 http://www.inf.fu-berlin.de/ brose/jacorb/
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with each piece of software we need a third window. We call it an instruction
window. The role of the Interface Manager here is only to activate the windows
that are useful in one step of the Scenario.
In the general case, we aim to use a virtual graphic interface that we repre-
sent here by the "including window" in which we can organise the display of
the other windows. Therefore the necessary features for our Interface Manager
are the �ve following ones: (1) to activate a window, (2) to de-activate a win-
dow, (3) to create an including window (e.g. for a piece of software), (4) to
organise the windows, (5) to assign an identi�er to a window (e.g. useful to ac-
tivate it). Therefore the implemented Interface Manager contains the following
methods: Activate window, De-activate window, Create including window, Or-
ganise windows and Assign Window ID (identifier).
Managing Knowledge
TALC needs an exercise statement expressed in CDL (Classroom Description
Language). MENTONIEZH needs an exercise statement expressed in HDL (Hy-
pothesis Description Language).
We call them CDL statement and HDL statement.
To make TALC and MENTONIEZH cooperate require using the same exercise
statement. Macrelle and Desmoulins in [6,5] have shown that HDL is translatable
into CDL. Therefore we have decided to enter the exercise statement in HDL
(with MENTONIEZH), and then to translate it to CDL. To perform this trans-
lation we use the Macro-De�nition Interpreter together with the HDL to CDL
macro-text. In this case MENTONIEZH language is the source language for the
translation. Therefore we have decided to publish the HDL to CDL macro-text
via MENTONIEZH.
For knowledge sharing, we use the Macro-de�nition interpreter as service com-
ponent. It publishes three attributes (In statement, Out statement and Macro-
Text) and a method (Interpret).
Implementation of the access points to prototype features
When initialising the Experimentation Space, each piece of software and service
is included in a CORBA object as servers.
When each object is started, each object initialises CORBA services and creates
an object ’implementation’ is created.
For example when we start the MENTONIEZH CORBA Object and make all
the necessary initialisations, then an implementation of the MENTONIEZH
Object is created (we call it M Impl). From this moment on, M Impl waits
for a client request. The client in this case is Scenario Manager. When it is
started, it initialises CORBA services. Then it binds each CORBA object (e.g.
it binds MENTONIEZH CORBA Object). From this moment on, a proxy of
each bound CORBA object is created (e.g. the proxy for MENTONIEZH is cre-
ated: M Proxy).
Here is the detail of step A2. To launch MENTONIEZH, the Scenario Manage,
written in java, uses the M Proxy together with MENTONIEZH publication in
an IDL. Then CORBA directs the M Proxy behaviour. It makes the request
to M Impl. A return value is then sent back to M Proxy that receives it. Then
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M Proxy sends back the method result to Scenario Manager etc. So CORBA
technology enables us to easily implement the Scenario Manager.

4 Summary and Future Trends

The objective of this article was to de�ne a platform supporting inter-operation
between pieces of software, which provides help in teaching and learning (In-
telligent Educational Software). This platform, called Experimentation Space,
was applied in the geometry domain to manage cooperation between TALC and
MENTONIEZH.

We endeavoured to make it as general and portable as possible, using ex-
isting standards where we could. Compared with [3,11] our approach embeds
existing prototypes (or components) into CORBA objects. This allows us to use
the communication facilities available with CORBA object bus instead of using
a speci�c communication component.
In addition we increase the list of properties that a piece of educational soft-
ware should possess to cooperate with the Experimentation Space: It should be
scripted, scrutinised, traced and interface-exported. It should be scripted i.e. it
provides a mechanism that allows us to launch, to stop and to undo functions,
methods or procedures and recover the results. It should be scrutinised i.e. it
allows us to reach critical variables, states or registers. It should be traced i.e. it
allows us to keep traces of the user interactions with software interface. It should
be interface-exported i.e. an other Software Component should catch its graphic
interface, display it, etc.
The theoretical and practical trends of this research work are the following ones:
Concerning cooperation and connectivity aspects, �rst we aim to validate the
proposals via the implementation of other prototype components. Secondly, we
aim to validate the proposals via the experimentation of the Experimentation
Space on separate machines. And thirdly we aim to evaluate the e�ciency, the
ease of use and the complexity of the applications built by using the Experimen-
tation Space. Concerning knowledge sharing aspects, we aim to implement the
aggregation of interface events to build up interaction knowledge. Concerning
interface integration aspects, we de�ne the desirable characteristics of a user
interface. And �nally, concerning the de�nition of a minimal set of objects that
must be shared, we aim to de�ne a taxonomy. We have yet identi�ed the follow-
ing elements: exercise statement and data, learner’s exercise solution, (construc-
tions, interfaces events and reasoning) history and learner’s conjecture. We need
to precise and extend this taxonomy.

This Experimentation Space constitutes a basis for future additions and de-
velopments of software components. It should be useful to exploit the comple-
mentarity of existing software as well as to increase incrementally the features
of educational software. We hope this will help ensure that the achievements
in a given domain are perennial and better evaluated and that, in turn, the
research is better validated. It should contribute to make educational software
more user-friendly for both researchers (to test and validate ideas) and end-users
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(i.e. teachers or learners). The joint use of complementary features would make
it possible to o�er richer environments to teachers and learners.
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Abstract. Learning by doing simulations remain difficult to construct, yet are
appropriate training mechanisms in domains where the learning goals involve
learning how to make decisions in a complex evolving environment.  The
learning goals that occur in such an environment are described.  Using those
learning goals as a basis, an architecture which allows students to achieve those
learning goals is described, and then an authoring tool which allows non-
programmers to create simulations which address those learning goals is
presented.  Finally, the results of applying this authoring tool to several domains
are discussed, and directions for future work elucidated.

1 Introduction

In many industry training and educational applications, a learning by doing simulation
is an appropriate training mechanism.   These simulations allow trainees or students to
acquire the knowledge they need in an authentic context, thus situating the learning
appropriately [1], while allowing them to make the mistakes that are often necessary
for learning [9].  For example, training power plant unit operators how to transition
from a regulated to a deregulated environment requires that they learn how to analyze
the factors of a changing environment in order to make power production decisions
based on the potential profit to the company.  This is a complex training problem, and
one that is likely to recur across companies and locations, thus making it an ideal
application for a training simulation.

However, accurate simulations of complex worlds are, by definition, complex, and
the development of complex software is a time and money intensive process.  Further,
the people who are most able to build the simulations (programmers) are the least
likely to understand either the domain to be taught or the educational principles
involved.  One possible solution to this problem is to provide an authoring tool or set
of tools that would allow domain experts without programming expertise to build the
sort of software alluded to above.  Previous research in this area includes the work of
Drake [3] and Towne [13], as well as work done under the direction of Schank [7].
Additionally, Murray [8] gives a critical review of many additional projects in this

mailto:btowle@knowledgeplanet.com
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area.  This paper describes one approach to creating such authoring tools, as well as
one tool that arose from this approach and the results of using that tool.

2 Task/Learning Goal Architectures: Easing the Authoring
Burden

One way of easing the burden of the author of an ILE is through a three-part method
of developing an authoring tool.  First, define a generic task that has educational
ramifications, such as managing a complex system in the world.  Second, define a set
of learning goals that are consistent with that task, such as learning how to make
decisions in that system.  Finally, design an authoring environment around those
constraints.

This approach (or slight variants of it) has been the approach taken by Schank and
his students in building a set of tools for Goal-Based Scenarios (GBS) [10], and is the
approach used in the tool described in this paper.  The major advantage to this
approach is that the authoring tool can allow for the creation of much more complex
software than would be otherwise possible given the available resources, because it is
optimized for a particular task and set of learning goals.  The major drawback is that
the resulting tool is substantially limited in the types of simulations that can be
produced; a tool designed to produce investigation scenarios, for example, [2], cannot
then be used to produce rote performance scenarios [5].  This paper describes the
construction of an authoring tool for complex simulations, the Crisis Management
Tool (CMT), which was built using this approach.

2.1 Learning to Manage a Complex System

The CMT was built around the task of managing a complex system.  This could be
anything from managing the emergency first aid at the scene of an auto accident to
controlling the financial management of a power plant.  I have defined the essential
features of this task as follows:

• The simulated world is changing as time passes, in accordance with some set of
causal relationships in the world;

• The student is taking actions in the simulated world, which can have the effect of
changing the evolution of the world;

• The world can be changing both in response to student actions and independently
of them.

This task description covers an extremely wide variety of tasks, such as the ones
described above, but simultaneously excludes a wide variety of tasks, such as a wide
variety of diagnosis and recommendation tasks.

Learning Goals in Management Simulations
Given this task description, then, the next step in the approach is to define the learning
goals that will be associated with this task.  In the CMT, the nature of the educational
task is to learn how to manage the environment so as to accomplish a specified set of
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goals, as opposed to simply learning the nature of the causal relationships within the
domain.  While the nature of these goals in different domains is very different, all of
them fall into several general categories. Within the “how-to” category, I have
identified four main classes of learning goals:

• Learning how to solve common problems in the domain, usually by applying a
stock solution;

• Learning how to avoid common mistakes in the domain;
• Learning how to solve problems in the domain where no stock solution exists,

usually by analyzing and evaluating the choices; and
• Learning which problems in the domain must be given a high priority.

In proposing an architecture specifically aimed at handling these learning goals, it
is important to know what these goals are, exactly, so as to be able to demonstrate
how the architecture supports these authoring goals.

Naturally, these learning goals are not the only ones that can arise in the task of
managing a complex system.  I have found that the learning goals which arise in this
task but do not involve “how-to” learning can be further categorized, and these
categories are:

• Understanding the causal mechanics involved in a system;
• Knowing the important vocabulary and concepts in a system; and
• Understanding the typical decisions in a domain.

An in-depth discussion of the details of each of these sets of goals, and how the
two sets of goals differ is out of the scope of this paper; see [12] for further details.

3 An Authoring Tool for How-To Simulations of Complex
Scenarios

In the previous section, I described the characteristics of the decision-making process
that students undertake in complex scenarios, and described what sorts of things are
available for the student to learn in these scenarios.  Given these characteristics, it is
possible to define a tool that will allow for the construction of these how-to
simulations.

3.1 The Crisis Management Architecture

Above, I said that the essential features of the task facing the student are:

• The simulated world is changing as time passes, in accordance with some set of
causal relationships in the world;

• The student is taking actions in the simulated world, and these can have the effect
of changing the evolution of the world;

• The world can be changing both in response to student actions and independently
of them.
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The Crisis Management Architecture is a predefined set of objects and relations
between them that allows authors to build a simulated world that satisfies these
criteria.  In order to show how these objects fit together, I will first describe the
student’s interaction with a generic Crisis simulation, then I will describe the set of
objects which allow the student to take action, and finally I will describe the set of
objects that cause the world to change, both in response to student actions and
independently.

In creating simulations within the architecture, it is important to note that authors
are not given any flexibility in terms of the components of their simulation.  The
architecture provides a fairly rigid definition of the objects in the world, and how
those objects interact, and those are the only options that are given to authors in
constructing their simulations.

Student Interaction With a Crisis Simulation
To illustrate the student interaction with a Crisis simulation, I will give examples from
Fire Commander, the first Crisis simulation.  In Fire Commander, the student is given
the task of directing the firefighting teams at the scene of a house fire.  First, the
student sees a movie designed to capture her attention and introduce the situation.
Then, she is presented with a graphical representation of the firefighting scene,
showing the firefighters, civilians, and fires.  From this scene, she can choose which
one of the firefighting teams to direct.  When she has chosen a team to direct (for
example, the hose team), she then sees the set of things that team can do at the current
time (for example, enter the dining room, enter the kitchen, or spray the house from
outside).  When she chooses one of these actions, she will then see the action being
taken in the simulated world, and then see any consequences of that action, both by
seeing a movie of the action and consequences, and by seeing the display of the
firefighting scene change.  Then, she can choose a team to direct, and the process
repeats.

At any time, she can ask questions of expert firefighters, who will give her
suggestions about how to approach the problems at hand. This questioning process
takes her into a form of hypermedia help system called an ASK system [4], which
allows her to continue asking questions on related topics until she is satisfied.

Architectural Components That Cause the World to Change
The Crisis Architecture uses four main components to represent the state of the world
and changes to that state: variables, events, effects, and world facts.  Further, the
architecture supports the student in observing and inquiring about the world by the use
of media items and questions.

Variables are simply the state variables of the system under simulation, as defined
by the author.  There are several types of variables supported by the architecture:
numeric, enumerated, computed, and list-valued.  These different types of variables
allow authors to think about the domain in terms of the domain, instead of in terms of
the architecture.1  From the firefighting example, a variable might be the state of the
fire in the living room, or the location of the hose team.
                                                          
1 For example, an author in a firefighting scenario could choose to define the states of the fire as

{extinguished, small content fire, large content fire, fully involved fire, extensions fire} as
opposed to {1, 2, 3, 4, 5}.
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Events are the architectural representation of what happens in the world, and are
implemented as a forward-chaining rule engine.  An event has four main components:
the set of world facts that define when the event should happen, the set of effects that
take place when the event does happen, the set of media items that should be
displayed to the student when the event happens, and the set of questions that the
student should be allowed to ask after the event happens.  From the firefighting
example, an event might be that the fire in the living room grows to fully engulf the
room.

World facts come in two flavors: simple and complex.  Simple world facts are
simple statements about the world that can be either true or false: the value of the
variable “Living Room FIre” is greater than medium, for example, or the student just
took the action “Send the Hose Team into the Living Room”.  Complex world facts
are boolean combinations of either simple or complex world facts.  This boolean
nesting allows authors to construct expressions of arbitrary complexity.

Effects are the representation of the changes to the world, and essentially represent
all of the various changes that can happen to the different types of variables.  In
addition to a specification of the change that should happen, effects can also include a
media item to present to the student when that effect happens.  Each type of effect has
its own representation; a typical representation would be an ordered tuple of the form
{variable, change-type, value}, such as {Living Room Fire, Add, 1}.

Media items are simply the architecture’s reference to the multimedia resources
which will be displayed to the student.

Questions are the conceptual inquiries that will be presented to the student, and
consist of three main components: the actual text of the question, the set of followup
questions that should be presented after the student asks the question, and the media
item(s) that answer the question.

Architectural Components That Allow the Student to Take Action
The primary components of the Crisis Management Architecture that allow the
student to take action in the simulated world are situations and actions.  Situations are
the architectural representation of those parts of the world which the student can act
upon, and actions are the architectural representation of the things that the student can
do about any given situation.

The major components of a situation are: the text used to describe that situation to
the student, the actions that the student can take about that situation, a set of world
facts describing when the situation should be presented to the student, and a set of
questions that the student can ask in deciding what to do about that situation.

The major components of an action are: the text used to describe that action to the
student, the effects that action has on the world when it is taken, a set of world facts
which describe when that action cannot be presented to the student, and a set of
questions that the student can ask in evaluating that action.

Collectively, the components mentioned here allow for all of the actions described
in the architectural overview: students can choose between situations, take actions
about those situations, observe the results of their actions, and ask questions about
both the results and what to do next.
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How The Architecture Supports the Learning Goals
Since this architecture was designed to support a particular set of learning goals, it is
important to demonstrate how students can achieve the learning goals within the
context of the architecture.  Tthe four types of learning goals that were defined as the
primary targets of the Crisis Management Architecture were: solving common
problems, avoiding common mistakes, analyzing and evaluating decisions, and
prioritizing problems appropriately.

The first and second types of learning goal are addressed by simply giving the
student three related opportunities: the opportunity to attempt to solve the problem,
the opportunity to watch the attempted solution succeed or fail, and the opportunity to
ask questions about why the solution succeeded or failed, with answers given by
experts in the domain.  By situating these opportunities in a relevant context, the CMT
gives the student a much better chance to retain this knowledge appropriately, and
gives the student a more motivating way to learn it [1].

The third learning goal is also addressed by giving students the opportunity to
solve problems, but in conjunction with the opportunity to ask questions about what to
do and how to think about the problem, with answers again given by experts in the
domain.  Again, the student has been motivated to want to solve the problem (by
virtue of the structure of a Goal-Based Scenario), and again the problem solving is
situated in a real context.

The fourth learning goal is addressed in the same manner.  The student is given the
opportunity to choose which problems should be addressed first.  If these choices are
poor, the outcome of the simulation will be less than optimal (by definition).  The
student is then given the opportunity to ask questions of experts about why things
happened the way they did, and can then discover which problems should have been
addressed first.

Finally, all of these goals are further addressed by a reflection component built into
the architecture.  After a student has finished the scenario, either by choosing to exit,
or by satisfying any of the success or failure criteria defined by the author, she is
presented with the opportunity to review their actions. The system uses that as a
further opportunity to engage the student in a dialogue about what should have been
done, via the built in ASK system.

3.2 The Crisis Management Tool: Instantiating the Architecture

The essential mechanisms by which the CMT supports the creation of simulations
within the architecture are as follows:

• The CMT includes code which defines all the classes of objects in Crisis
simulations, how they relate to each other, and the processing that needs to occur to
make the simulation work.

• The CMT provides authors with a set of graphical editors, all of which work in the
same way.  These graphical editors allow authors to define a population of objects
within their simulations by use of standard GUI mechanisms (drag and drop,
selection from dialog boxes, etc.).

• The CMT provides authors with a set of debugging and exploring mechanisms that
they can use to confirm that their simulation works as expected, and that the
required educational opportunities are available to the student.
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The CMT also provides authors with a rich set of mechanisms to build a
customized interface to their simulation, but a complete discussion of those
mechanisms is outside the scope of this paper; again, see [12] for further details.

Object Definitions and Graphical Editors

One of the design goals of the CMT was that authors not have to write a single line of
code in order to design and build their simulations.  To accomplish this goal, the CMT
defines all of the classes of objects mentioned in the architecture overview, and how
they relate to each other.  For example, the CMT includes the code that defines how
world facts associated with actions cause those actions to be unavailable to the student
if the world facts are true, the code which causes situations to be available to the
student when their world facts are true, the code which maintains the list of state
variables, and so forth.

The inclusion of this code frees the author from most of the programming
requirements that would normally be associated with building a simulation.  However,
the author still has the task of creating all of the situations, actions, events, and so
forth that make the simulation work.

To allow the author to do that, the CMT provides a set of graphical editors, one for
each type of object in the simulation.  All of the objects in the CMT are defined as slot
and filler structures, with strong restrictions on the type of object that can be used as a
filler.  Because of this, each graphical object editor can provide a GUI widget for each
slot, and that widget can produce the right editor.  For example, the editor for a
situation has a standard scrolling list interface widget associated with the actions slot,
and this scrolling list has buttons to allow the author to create a new action, add an
existing action, and so forth.  When the author clicks on the button to add a new
action, the CMT pops up a new action editor window, and knows that when the author
finishes that editor, it should be associated with the previous situation.  Similarly,
when the author clicks on the button to add an existing action (or actions), the CMT
pops up a selectable scrolling list containing all of the existing actions.  The fact that
all of the editors share the same set of basic slot editors and buttons aids in ease of
use; once an author has learned how to use one, he has learned them all.

Debugging/Exploring Mechanisms
It is an unfortunate fact of life that computer programs don’t work as expected when
first written.  Because of this, the CMT includes a set of three different tools which
allow authors to explore how their simulations function, and fix them: the data
checking facility, a Simulation Analyzer, and an ASK System Analyzer.  Each of
these tools allows authors to inspect their simulations in a different way.
Unfortunately, a detailed discussion of these tools is outside of the scope of this paper;
see [12] for the details.



180      Brendon Towle

4 Results:  The CMT in Practice

The CMT was used by 13 different project teams to build 13 distinct simulations over
a two-year period.  Each of these simulations was a complete prototype, although the
simulations were not used in classroom settings; however, some of the simulations
were used as business demonstrations.  (This magnitude of use corresponds to
Murray’s category 2 of degree of use—a tool that is a completely functional
prototype, and has been used to create multiple functioning prototypes [8].)

Authors were given 1-2 hours of instruction in the use of the tool at the beginning
of their project, and then another hour or so of instruction in the use of the interface
builder at the time they began to build the interface.  Very little additional instruction
was necessary to allow authors to complete their simulations.

Of the 13 different teams, 12 were able to complete their projects in the timeframe
allotted, which differed from team to team; some of the teams were given 6 weeks as
a part time project, while others were given 4 months full time.  All 12 of these
projects were functional standalone software, although obviously the projects built in
4 months were more fully developed.  Some of these projects were built before the
interface editor was completed, and the interface code for these was built by hand, but
the projects that were built with the interface editor were completed start to finish
without the authors needing to write a single line of code.  These projects varied
widely in their interface appearance and their educational domains, showing that the
CMT does indeed provide a domain independent environment for authoring
educational simulations.

In conclusion, I have described an authoring tool for the creation of complex
management simulations.  Although it is clear that the tool does work, the
effectiveness of the resulting simulations is a question in need of further research.
Additionally, it would seem that using the tool itself as a teaching mechanism,
allowing students to build simulations of a domain in order to learn about that domain,
might be a fruitful area of further research.
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Abstract. REDEEM is an ITS authoring environment that creates simple ITSs
from existing domain material. In this paper, we report on an exploratory study
which examined how authors used the REDEEM tools to create ITSs that
matched their views on instruction. Four authors were asked to describe a class
of children learning primary mathematics and then use REDEEM tools to cre-
ate ITSs that they thought appropriate for these students. The results of the
study showed that although all the authors tended to analyze the class in the
same way, they had very different approaches to how they should be taught.
We report on the inter-author and intra-author differences in the number and
composition of teaching strategies and the application of these strategies to in-
dividual children. We conclude that the REDEEM environment can cater for
different instructional goals.

1. Introduction

REDEEM is an ITS authoring environment used to create simple ITSs from existing
domain material. The ITS tools take extant Computer Based Training (CBT) and
allow teachers or subject matter experts (SMEs) to overlay their instructional exper-
tise. The REDEEM shell uses this knowledge, together with its own default teaching
knowledge, to deliver the courseware adaptively. REDEEM ITSs are limited by the
domain content of the CBT and have a small number of tutorial actions. But, a
teacher can use REDEEM to create an ITS from CBT in substantially less time than
that reported for other ITS authoring tools [9] at around two hours per hour of in-
struction [1]. REDEEM therefore represents one solution to the problem of providing
the power of an ITS without overwhelming investment in time or expertise.

REDEEM is a relatively unusual authoring tool. Unlike other systems such as
RIDES[6], Eon [8] it does not help users to construct the domain material. Nor, does
it have the specific and indepth knowledge of the domain as systems such as Diag
[11] or Demonstr8[3] do. Instead, it aims to create simple ITSs that reflect teachers’
pedagogic goals with relatively little authoring. Given its unusual design and aim, it is



Using an ITS Authoring Tool to Explore Educators’ Use of Instructional Strategies      183

very important to evaluate and hopefully validate this approach to ITS construction.
Evaluation of an authoring tool is complex with many different metrics required for a
complete analysis (see.[7]). Essentially however these are based upon two dimensions
– how effectively does the resulting ITS teach students and how effectively do the
tools support an author in construction of the ITS? Our current evaluations focus on
the latter of these two goals. We concentrate first upon ‘author-centered’ evaluation
because, until it has been demonstrated that REDEEM allows authors to develop the
ITSs they require, we can not sensibly evaluate the impact of those ITSs on students’
learning outcomes. In previous work we have examined the issue of usability of the
tools [1]. We now turn to a more fundamental question - Do teachers use the func-
tionality that REDEEM provides? If all teachers view courses and students in the
same way then REDEEM is redundant. Rather than provide teachers with tools to
create ITSs that reflect their own pedagogic preferences, we should instead provide
the ‘right’ ITS.

ITSs constructed and run under REDEEM vary along two key dimensions – “what
they teach” and “how they teach it”. In the former case, the ITS shell varies through
the CBT material, supplements it with additional questions and feedback, suggests
reflection points and supports integration into the classroom by the use of non-
computer based tasks. In the latter case, REDEEM varies factors including the degree
of student control, position and amount of testing, help provision and response to
student error to adapt its teaching style to students’ needs. Previously, we discussed
how authors use REDEEM to create different sequences through material for their
students [2]. Here we consider their instructional strategies.  This paper reports on an
exploratory study that examines the ITSs created by four users. By so doing, we hope
to show that REDEEM can be used to produce ITSs that differ substantially from
author to author and argue that this validates the claim that authors can and will create
ITSs that reflect their (implicit or explicit) pedagogic theories.

A second and no less important goal is to consider if the design of REDEEM sup-
ports the functionality that teachers require. Most ITS authoring environments aim to
trade-off the complexity of authoring decisions with the power and flexibility of the
resulting ITS (e.g. [10]. This is particularly true of REDEEM as it is aimed at authors
with little experience in the development of computer-based learning environments.
Ideally, the way that REDEEM allows authors to describe how they prefer to teach
students will result in an ITS with many different strategies. However, if all authors
make very similar decisions about a teaching strategy, then choice in this dimension
is redundant and may become hard-coded into future systems. This should allow the
development of systems that are quicker or simpler to use or can be used to 'free up'
time to describe other authoring decisions.

2. Authoring with REDEEM.

The ITS authoring tools require users to provide descriptions of course content, stu-
dent characteristics and teaching strategies. In order to illustrate how REDEEM ITSs
created in this study varied the instructional strategies for different children, it is help-
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ful to consider how the second and third decisions of these are authored. Fuller de-
scriptions of the complete authoring process can be found in [5]

Assuming authors have either described a course or been provided with a pre-
described course, they can customise it to their class by developing teaching strategies
for individual children or groups of children. They use three tools to do this; student
categorisation, teaching strategy development and relating student categories to
teaching strategies. The first two tasks could be performed in any order, but relating
strategies to students must come last. It is possible to revise these decisions.

Fig. 1. The student characteristics tool Fig. 2. Defining teaching strategies tool

Authors begin to consider student characteristics by defining a set of categories which
will be used by the shell to determine which teaching strategy and what material a
student receives. These categories can be based upon any factors that teachers con-
sider important such as previous experience of the course, aptitude in the topic,
learning style or degree of literacy. Figure 1 provides an example of one teacher’s
decisions, where the categories chosen are based upon a combination of function
(revision or first exposure) and perceived ability. If teachers choose to select per-
formance-related categories, then the validity of student placement within categories
can be evaluated against a student's performance in the ITS shell. If this is the case,
then the shell will automatically change the category as the overall standard of the
student (as defined in the shell’s student model) changes. Teachers must create a
minimum of one category (e.g." My Class") but there is no upper limit on this num-
ber. For example, a teacher may create as many categories as children although pre-
vious studies show that this is unlikely to occur [12]. Having created the categories,
teachers then enter the names of their students and associate them with one of these
categories. It is possible to change categories and students at any time.

Different teaching strategies are created by manipulating dimensional sliders of
eight components of instruction. Teachers are free to use previously developed strate-
gies, edit them or develop new ones (Figure 2). These dimensions were developed by
a combination of interviewing teachers and the research literature on aptitude by
treatment interactions. They do not represent an end-point of design and this research
is aimed at determining which ones teachers found most and least useful. The position
and meaning of each slider can be found in table 1. The final stage in the process is to
simply relate teaching strategy to student category.
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Table 1. Dimensions of teaching strategies in REDEEM

Slider Left Slider Centre Slider Right
Student choice No student choice Choice of section Choice of any

page
Lots of
teaching

Offer no tests One test limit per
page

All tests available

Position of ?s Test after each
page

Test after each
section

Test after course

General to
Specific

Prefer general
pages first

Prefer specific
pages first

Answers
deduced

Right answer
given when no
further answers

Right answer
given upon sec-
ond error

Right answer
given upon error

Help Given Help on request Help on error No help
Summarise Summarise after

section and ?
Summarise after
section

No summary

Non-computer
task

No non-computer
tasks

Non-computer
tasks after section

All non-computer
tasks after page

3.   Study One

Four educators were recruited, one SME and three teacher practitioners (TPs). The
SME was a teacher trainer with 20 years experience in primary mathematics. The TPs
were classroom teachers who had not previously developed computer-based material.
They were asked to create an ITS from a course 'Understanding Shapes' which is
aimed at children of 7-11 years and focuses on mathematical concepts such as verti-
ces and symmetry. The material covers around six hours of teaching and includes
text, graphics, sound, and animation. To compare the educators’ decisions, it was
necessary for them to author for the same group of learners. As there was no class of
children with which all the authors were familiar we created a simulated class of 7-
year old girls. Vignettes were developed describing each child’s performance in
mathematics over the last year. The vignettes manipulated familiarity with the course
and mathematical aptitude. The profiles were developed from records of children
unknown to the participants and vetted by a local headmaster.Each author was pro-
vided with descriptions such as these for seven children. They were then free to de-
fine student ratings and to develop as many teaching strategies as they required.

4.   Results

The first issue that will be considered is how teachers saw the virtual class. Four
authors were asked to develop scales and rate the class of seven children using them.
Table 2 shows the resulting categorization. Although no author saw any of the other
authors’ ratings, each author created five categories of students. It is apparent from
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the names they give the categories and the way they group the students that two of the
authors were mainly concerned with the students perceived ability in maths (TP2 and
SME) whereas the other two authors combined ability characteristics with familiarity
with the course to determine their student ratings (TP1 and TP3). However, it can be
seen from Table 2, that the resulting order of the student categories is very similar
across the authors.

Table 2. Students in author-defined categories

Name TP1 TP2 TP3 SME
Alison to L1 unfamiliar group 5 a very low
Susan L1 unfamiliar group 4 b low
Sally L1 unfamiliar group 4 b middle
Anne* L1 familiar group 3 revising b middle
Lucy L2 unfamiliar group 2 c high
Emma L2 unfamiliar group 1 c high
Kate* L2 familiar group 2 revising c very high

Key. Students are ordered from the least to the most mathematically proficient. Those
marked with an asterisk were identified as revising the course.

Each participant authored a number of different teaching strategies: TP1 created
five and she assigned each of these to at least one group of children, TP2 authored
five strategies which she also used at least once, TP3 created six and used five of
them for this class and SME developed three and used two of them for the class.
Furthermore, it can be seen from table 3, that the authors used REDEEM to create
many different strategies. There are 8 dimensional sliders each of which can be
placed in one of three positions. In total, 20 of these 24 slider positions were used by
the authors. This is surprisingly high given that this is just one course for a single age-
group of students. The wide use to which the sliders were put suggests that we have
achieved our goal of identifying dimensions of teaching strategies that authors con-
sider important to differentiate instruction.

When we examine the content of the authors’ decisions, we can see that there are
marked differences between the authors. Individually, the number of dimensional
ratings used by each author were 19 for TP1, 13 for TP2, 17 for TP3 and 12 for SME.
The SME differs from the other authors in that she was the only author to use a single
teaching strategy for more than one group of students. Incidentally, this does not
mean that these groups of students received the same ITS because the material cov-
ered by each of these groups was different. As she only created two strategies, she is
limited to a maximum of 16 possible slider locations. The other three authors all used
five teaching strategies for the class, one for each of the five defined student groups,
so the variations between them are due more to differences in how finely they differ-
entiated their teaching strategies across the class. TP2 used just five additional dimen-
sional ratings above the minimum of eight whereas TP1 used an additional eleven.
The reasons for these differences between authors or what the effects of these differ-
ences on learning within the class might be are outside the bounds of this study.
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However, such differences are interesting as they point to ways of using REDEEM as
a means of exploring different conceptions of teaching.

Table 3. Strategies created by authors given by position of dimensional sliders and
student categories 1 = Left, 2 = Middle, 3= Right

TP1 SC LT PQ GS AD H S NT Groups
Low Unfam 1 2 1 1 2 1 2 3 to L1 unfam
Mid Unfam 1 3 1 1 2 2 2 3 L1 unfam
Mid Fam 2 2 1 1 1 2 2 1 L1 fam
High Unfam 1 3 2 1 2 2 2 3 L2 unfam
High Fam 3 3 3 2 1 2 2 1 L2 fam
TP2 SC LT PQ GS AD H S NT Groups
Group 5 1 2 1 1 1 1 1 2 group 5
Group 4 1 2 1 1 1 1 1 2 group 4
Group 3 1 2 1 1 1 2 2 2 group 3
Group 2 1 2 2 1 1 2 2 2 group 2
Group 1 3 3 2 2 1 2 2 2 group 1
TP3 SC LT PQ GS AD H S NT Groups
Strategy a 1 2 1 1 3 1 2 2 a
Strategy b 2 3 2 1 2 2 2 2 b
Strategy c 3 3 2 2 1 2 2 2 c
Revising b 2 3 2 1 1 2 2 1 revising b
Revising c 3 3 2 2 1 2 2 1 revising c
SME SC LT PQ GS AD H S NT Groups
Control 1 3 1 1 2 2 1 3 very low,

low, middle
Low control 2 3 2 1 2 1 2 3 high, v. high

Key. SC Student choice, LT Lots of teaching, PQ Position of questions, GS General to Spe-
cific, AD Answers deduced, H Help Given, S Summarization, NT Non-computer task

An alternative way of examining the data reveals a slightly different picture. In this
case, the class is taken as the unit of analysis and the number of children who receive
each position of the teaching dimensions is summed. Therefore with four authors and
seven children there is a maximum of 28 entries for each cell. This analysis allows us
to examine whether just one aspect of a dimension is used for all of the student
groups or whether there is a more even distribution where each dimensional rating is
used for at least one student group.

It can be seen from figure 3 that the teaching dimension most consistently used in
just one location is “General to specific” which is used in "Prefer general" just over
80% of the time and "Ignore this dimension" in the remaining cases. A future re-
search question is to compare this to the authoring of other courses to determine if
this result is a characteristic of the particular course used in this study or a more gen-
eral preference.

The second most consistently used dimension is "summarization". This was used
in position 2, "summarize after section" 75% of the time and in position 1, "summa-
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rize after section and page" 25% of the time. Even in the cases where it was used in
position 1, the authors were not always happy with the decision and suggested
changing it upon review. This slider is a plausible candidate for assumption into the
REDEEM architecture - i.e. hard coding the decision to summarize after section in
the ITS shell. However, caution is warranted as again it may be a characteristic of the
course (the relative size of sections and number of questions authored) which causes
its relative lack of differentiation. Further authoring with other courses for other age
groups is underway that will help clarify this.

Fig. 3. Use of each of the teaching dimensions collapsed across author and class

Five of the remaining dimensions were used in two positions fairly consistently
(Lots of Teaching, Position of Questions, Answers Deduced, Help Given and Non-
Computer Based Tasks). In most cases, the third dimensional rating was almost never
used. This may be due to the nature of the course and task. The Student Control di-
mension is probably the most differentiated as although it had one fairly strong home
position (All teacher control), the other two dimensions were represented fairly
equally. We now turn to consider whether these results are based on differences be-
tween the way that authors use the strategy dimensions (inter-author differences) or
whether they are based on differences within an author's use of teaching strategies for
their class (intra-author differences).

It is apparent that use of the teaching dimensions varied between authors in the
study. For example, only two of the dimensions of "Lots of Teaching" were used (this
determines how much time a student spends in questions versus exploration of new
material) position 1(10/28 times) and position 2 (18/28 times). This distribution is
very similar to "Help Given" (whether students receive no help, help on error or help
on error and request) which again was used in only two positions - position 2(11/28
times) and position 3 (17/28 times). However, these total scores hide variation in
inter-author and intra-author differences. For "Help Given", the authors apply two
facets of the dimension fairly equally (more intra-author difference), whereas for
"Lots of Teaching", each author had a strong preference for one position of the slider
but did not always agree on that position (more inter-author difference).
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Fig.4. Authors assignment of teaching dimensions to their classes

Marked inter-author differences but less intra-author differences are also observed
in use of non-computer based tasks. Two authors used only one facet of the dimen-
sion (but each selected different ones) whereas the other two authors used two posi-
tions of the slider. In this case the difference between the author strategies can be
explained on the basis of their student categories. If they took account of familiarity
when creating categories they used strategies without non-computer tasks. Student
control, which was the dimension that is most differentiated across authors is revealed
by this analysis to combine inter-author and intra-author differences. TP1 and TP2
used this slider primarily in position 1 (all teacher control), TP3 only uses position 1
once and then uses positions 2 and 3 equally, and SME uses positions 1 and 2
equally. It suggests that some educators believe that (for this age of children) there is
an appropriate level of student control whereas others believe that this decision is best
made on a case by case basis. The authors strong but differing views on the role of
student control are very interesting, particularly as the degree of student control has
often been considered as a defining feature of an ITS (e.g.[5]).

A final source of variation in the design of the ITSs is differences in how the
authors treated each of the students - there may be some types of students where there
is much higher agreement than others. To illustrate this we scored each dimension for
every child by the degree of agreement between the authors. There were four authors
so the only possibilities are complete agreement, where all authors select the same
dimensional rating (4,0,0) scored 4, or levels of partial agreement; three authors agree
(3,1,0) scored 3, two sets of authors agree with each other (2,2,0) scored 2 and the
least agreement (2,1,1) scored 1. These were then summed for each child to give a
maximum score between 8 and 32. These data can be seen in Figure 5.

It is apparent that there were variations in how the authors treated the different
children. The major source of disparity is whether authors took account of familiarity
with the course when developing strategies. Anne and Kate are the two students who
were identified as ‘revising’ in the student profiles. These students generated the least
agreement as two authors created revision strategies and two did not. Although it
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would be unwise to over interpret this data, there also seems to be more agreement
between authors with lower performing students. This suggests more concordance
amongst teachers about how to support learning for children of lower apti-
tude/experience than children with higher aptitude/experience in that domain.

Fig. 5. Agreement on the choice of teaching strategies by four authors

5.   Conclusions

This investigation forms part of our ongoing evaluation of the REDEEM authoring
environment. The analysis of the way that authors constructed teaching strategies
from the different dimensions confirms that the tools are being used nearly to their
full extent as 20/24 of the possible options were selected by authors in this study. This
is striking given the limited nature of the underlying course and the few authors who
took part in the study. Two dimensions were identified as having limited differentia-
tion, "General to Specific" and "Summarization". These are candidates for inclusion
in the REDEEM architecture if future studies find that they are rarely used. The other
dimensions were used in a more differentiated fashion with the majority being used in
two positions fairly regularly and only Student Control and to a lesser extent Non-
Computer Based Tasks having substantial use in all three. We are currently exploring
courses aimed at different populations (secondary school students and naval recruits)
and different topics (biology and electricity) to establish whether these will produce
similar pattern teaching strategies.

Another interesting outcome of this study is the difference between the authors.
Although all the educators tended to see that class similarly, they differed in how they
developed and then assigned teaching strategies. One author, the SME, used two
strategies whereas all the other authors used five strategies. These total figures hide
more subtle differences. The SME, for example, used 12 dimensional ratings in her
two strategies whereas TP2 used only one more in five different strategies. TP2 seems
more inclined to a model of ‘home’ positions on the dimensions which she tweaks for
individual students whereas the SME has more even distribution across the dimen-
sional ratings. Finally, we can see that some of the learner profiles in this study led to
more agreement about the appropriate teaching strategy than others. Revising chil-
dren caused the most disagreement with two authors developing strategies specifi-
cally for them and two not. There also appeared to be a trend for less concordance
amongst authors for children with more experience/aptitude.

18

19

20

21

22

23

24

25

$OLVRQ 6DOO\ 6XVDQ $QQH /XF\ (PPD .DWH



Using an ITS Authoring Tool to Explore Educators’ Use of Instructional Strategies      191

These results lead us to further studies. One is to repeat this experiment using more
authors to explore the use of an ITS authoring tool for capturing views of teaching.
This research is underway with students training to be teachers of primary mathe-
matics. A second set of studies will explore whether these differences in strategies
described and developed under REDEEM impact on the learning experiences of stu-
dents. Studies of the impact of REDEEM on learning outcomes with naval trainees
are also underway and should help to answer this question.
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Abstract. To meet the needs for large-scale, high-quality learning contents,
needless to say, we have to sharpen authoring tools. Authoring process can be
roughly divided into two phases, a composing phase and a verification phase. A
great deal of effort has been made on the support in the former phase. What
seems to be lacking, however, is that in the latter. An ontology-aware authoring
tool we have been developing has a function called “Conceptual level
simulation. ” This supports authors in the latter phase by showing the behavior
of learning contents not only as a sequence of concrete behavior but also as
structured and abstract behavior along the design intention. Ontology lays the
foundation for the function by explicating operational and conceptual semantics
of a training scenario.

1. Introduction

Contents-oriented research comes to attract considerable attention in information
engineering field. The trend has been accelerated with broad diffusion of multimedia
and internet technologies. In the research field on educational systems, the transitions
from story-board type to knowledge-based type, from individual type to collaborative
type and from tutoring type to learning environment type, are symbolic of the trend.
Large-scale, high-quality learning contents are becoming one of the critical needs of
technetronic society. To meet the needs, needless to say, we have to sharpen our tools
to produce high-quality learning contents in a large scale, because the quality of the
learning contents depends not only on the author’s ability but also on authoring tool’s
performance. In fact, many researchers address this issue from a variety of viewpoints
[6].

Authoring process can be roughly divided into two phases, a composing phase and
a verification phase. Existing authoring tools support both phases of authors’ work to
a some extent. However, compared with the support performance for the former
phase, one for the latter does not seem very helpful to the author. A typical support
function for the latter is to provide a behavior-level test bed where authors can
examine their learning contents step by step along the control structure. In general, of
course, it is helpful and absolutely necessary. However, it is not very helpful to
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resolve the logical drawback of learning contents. On analogy of programming, it
could be described as “semantic-error debugging. ” Shapiro explains the hardness of
debugging [7]:

A program is a collection of assumptions, which can be arbitrarily complex; its
behavior is a consequence of these assumptions; therefore we cannot, in general,
anticipate all the possible behaviors of a give program.

This is true in case of authoring of learning contents as well. The key to lightening the
hardness of debugging is to shift the load to maintain the design assumptions from
authors to authoring tools. To realize this, new functions of an authoring tool to be
developed include
-  A framework for authors to describe design assumptions including design

intention of learning contents.
-  A function to show the behavior of learning contents not only as a sequence of

concrete behavior but also as structured and abstract behavior along the design
intention.

We call the latter as “conceptual-level simulation. ”Our idea is that the structured
information generated based on author’s design intention will lighten the author’s
major debugging load to compare what he/she thinks (design intention) with what
he/she gets (behavior). We use the term “design intention” to prevent confusion of it
with more general term “design rationale”. Generally, design rationale includes
reasons behind design decisions, justification for them, other alternatives considered,
the trade-offs evaluated, and the argumentation that led to the decision [3]. Intuitively,
design intention is a part of design rationale: limited to reasons behind a design
decision and justification for it. Reasons behind concrete learning contents are
represented as a hierarchical structure of instructional goals. Justifications for the
structure are teaching strategies or pedagogical principles used for hierarchical
arrangement of the goals. The benefits of using design intention is that authors can
enjoy services to record, maintain, or access their “design intention” behind learning
contents and it can thus improve reuse and maintenance of the contents.

An ontology [5] plays an important role to embody the above idea. One of the most
important roles of ontology is to lay the theoretical foundation for educational system
development process. It maintains continuity from authors conceptual understanding
of an educational task including design intention to the computational semantics of
educational systems [1]. It provides human friendly vocabulary/concepts for authors
to describe the learning contents along with design intention. For the authoring tools,
on the other hand, it specifies the operational semantics of the learning contents. This
operationality enables the conceptual-level simulation of learning contents. Based on
this idea, we have developed an ontology-aware authoring tool SmartTrainer/AT[2,
4].

2. Ontology-Aware Authoring Tool

2.1 Composing a Model

Basically, an ontology is a set of definitions of concepts and relationships and a model
is a set of instances of them. Roughly speaking, the role of an ontology is to direct the
authors towards the correct model. Our idea is that an ontology-aware authoring tool
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can help authors to reduce the problems of authoring caused by unintentional error
and to improve the quality of the product. Our research on SmartTrainer/AT is an
embodiment of this idea. We have developed a training task ontology and
incorporated it into SmartTrainer/AT as fundamental knowledge source to yield the
intelligent functions to support the authoring process.

The authors’ task is to write a “training scenario” for SmartTrainer that is a training
system engine we have developed. At the appropriate phase of authoring process, the
author is required to clarify his/her own idea from the three fundamental viewpoints
listed below.
-  What type of learner the scenario of the teaching material is designed for?
-  What educational effect the teaching material is supposed to bring about?
-  How to achieve it?

Fig.1 shows how the idea (A) is embodied in the teaching material (C). The model
(B) can be regarded as a representation of design process.  An ontology provides
vocabulary and concepts, axioms necessary to describe the model. Firstly, an author
describes the idea (A) clearly as a topmost, abstract and instructional goal. Then
he/she repeats the expansion of the super-goal into relatively concrete sub-goals until
a sequence of the sufficiently concrete goals (B-1) is specified. Secondly, he/she
designs a sequence of teaching actions (B-2) which are expected to attain the goals
(B-1). Thirdly, he/she embodies the actions (B-2) in a sequence of conceptual
specification of cards (B-3).

Fig. 1.  An overview of authoringprocess
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 In (B-1) there are two kinds of instructional goals: a goal for diagnosis1 (D-goal)
and a goal for teaching/learning (T/L-goal). A D-goal is to identify the state of a
learner. The structure of the D-goals behind a training scenario implies the
classification of the learners assumed by the author. By analyzing the structure, we
can know the type of the learner supposed by the author at a certain context of the
training scenario. A T/L-goal is to make educational effects on learners. Thus, the
author can clarify the last two of the three viewpoints discussed above while
describing the model (B-1) using two kinds of goals. The D-goal represents the type
of the learner to whom the teaching material is designed for and the T/L-goal
represents the educational effect the teaching material is supposed to bring about. At
the bottom two levels (B-2) and (B-3), the teaching scenario is characterized from the
third viewpoint: “how to achieve it. ” The author clarifies how to attain the goal in (B-
1) by selecting an appropriate teaching action for the goal (B-2) and specifying the
target topics and the level of learner intended for the card (B-3). When the author is
very active in referring the ontology, the rationality of the training scenario designed
is expected to be quite high. In addition, reusability and sharability of training
scenario is also expected to be high, as we have discussed, because an ontology-aware
authoring tool stores not only concrete teaching material (C) but also the design
intentions and rationale behind it as a model (B) based on the ontology.

2.2 Conceptual-Level Simulation

As we have seen in the previous section, an ontology-aware authoring tool is expected
to be able to bridge the potential conceptual gap between ideas (A), and presentations
(C), and suppress the unintended error caused by the gap. Models (B) play the
important role as a pivot between ideas (A) and presentation (C): as conceptual
representation of ideas or as the design intention behind presentation.  Needless to
say, the error cannot be suppressed completely and there happen to be discrepancies
(1)..(4) during design process as shown in Fig.1. To resolve the - and be close to
perfection, it is very important to identify the location of the discrepancies that are not
realized by the author during the design process. However, everyone knows the
“debugging” is difficult to do and requires huge efforts, because of the conceptual gap
between what he/she thinks during composing phase (A) and what he/she observes
during verification phase (C). If it is possible for the authoring tool to bridge the gap,
the cost of “debugging” can be reduced considerably. As we have discussed,
ontology-aware authoring tool knows the model (B) to bridge the gap and can provide
the information about the difference between what an author writes and what he/she
gets. It can be a good cue to identify the discrepancies. The function of our ontology-
aware authoring tool is called conceptual level simulation (E) which shows the
behavior of the training scenario. Conceptual-level simulation can demonstrate the
behavior of the training scenario from various viewpoints, along the structure of the
design model and may expose the three categories of problems caused by
discrepancies (1)..(3) to the author’s eye. In the case of forth one, it is rather helpless

                                                          
1 In the research area of ITSs, the term “diagnosis” implies the intelligent reasoning process to

identify the cause of a wrong answer. However, diagnosis process adopted in SmartTrainer is
rather simple. It carries out diagnosis based on simple association patterns of wrong answers
with erroneous knowledge.
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to resolve the problem caused by discrepancy (4) because conceptual-level model is
too abstract to evaluate the quality of real contents. In this section, firstly, we briefly
summarize a debugging aid of conventional programming environments. Then, in
contrast with it, we will discuss the advanced feature of debug support function of our
ontology-aware authoring tool.

2.2.1 Debugger
A debugger of conventional programming environments provides the various
functions for authors to enable them to observe the complex behavior of the programs
in a systematic manner, such as tracing the process flow, displaying the change of
variable, and setting for a break-point of execution. Programmers need to interpret the
program behavior, compare it with the design intention, identify and resolve bugs if
exist.

2.2.2 Verification Support Function in an Ontology-Aware Authoring Tool
In an ontology-aware authoring tool, the design intention remains in an operational
form. This means that tools and authors can interpret the behavior of the product from
the common viewpoint and enables the tools to provide useful information for authors
to interpret it and identify the problems of design. We call the model with operational
form of design intention as a conceptual-level model. “Conceptual-level simulation”
is a function that simulates the behavior of the conceptual-level model in various
levels of abstraction.

As shown in Fig. 1(E), the conceptual-level simulation shows the behavior of a
training scenario as the change of a learner model. We call the learner model which is
turned to an input and an output of the conceptual-level simulation as a ‘pseudo-
learner.’ In other words, it is a kind of personification of a stereotyped learner in
author’s mind while he/she is authoring the training scenario. Of course, it is very
different from the real learner because we assume its stable and non-autonomous
learning behavior. In addition, the pseudo-learners’ understanding does not depend on
the quality of concrete contents in teaching material. This means that a pseudo-learner
always succeed in learning what a training system teaches as long as the teaching
activities are reasonable from educational principle prescribed in training task
ontology.

Fig. 2 explains the role of the pseudo-learner in training scenario verifying. It is an
ideal situation but almost impossible for authors to be able to examine whether the
teaching material has the intended educational effect on all the real learners as shown
in Fig. 2 (A). In Fig. 2 (B), by observing the changes taken place in pseudo-learners
instead of the real learners, the author can examine whether the conceptual-level
model of the teaching material is reasonably designed or not. One might think
pseudo-learners supposed in a training scenario could be intractably numerous. It is
true if we enumerate them all at once. When verifying, however, the number of the
pseudo-learners is not necessarily large, because the author tends to concentrate at a
local context of a training scenario. For example, Fig. 3 shows an example of a
structure of D-goals, which are represented by a black diamond, and T/L-goals, which
are represented by a white rectangle. The example is small because it includes only
two steps of a diagnosis.  However, training scenarios generally has a complex and
large structure of goals. Real learners taking the training would have a long history of
learning along the structure. It is intractable to trace all the possible paths in the
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structure. This is a problem that large software generally has. Common way to solve
such a problem is to divide the problem into a set of tractable ones. Well-accepted
principle behind this way is called modularity. Our goal hierarchy in a model plays a
similar role to modular structure of software. Authors verify the model step by step
along the goal hierarchy. Goals that the author concentrates in each step represent the
necessary and sufficient local context and include tractable number of the pseudo-
learners.

The purpose of the conceptual-level simulation is to show “which part of the
training scenario” adds “what type of an educational effect” to “what type of a
learner” systematically. The two kinds of instructional goals play the important role to
realize the purpose: D-goals and T/L-goals mainly concerns the classification of
learners and the educational effect of the teaching activities, respectively. In the
following, we will see how the authoring tool interprets the training model and
simulates its behavior briefly.
Classification of learners. The purposes of training scenarios are to characterize a
learner in terms of understanding status, grade and ability and to teach him/her in a
way well adapted to his/her characteristics. D-goals are largely concerned with the
former. Fig.3 shows a correspondence of a structure of D-goals to the classifications
of learner. Learners are classified into four kinds of pseudo learner and four pseudo
learners L1,.., L4 represent the kinds of pseudo learners. For example, L1 are
characterized as the pseudo learners who understand both two knowledge units, K1
and K2, based on the two D-goals D1 and D2. The four different T/L-goals, T1,..T4,
are set for L1,..,L4 respectively. This enables ontology-aware authoring tools to
provide authors with basic information to verify whether the pseudo learner is
appropriately characterized by the training scenario.
Effects on learners. Goals for education is to teach knowledge to a learner or to
develop his/her skills in a way well adapted to his/her characteristics. Educational
effect of the instructional goal and the necessary conditions to achieve the goal are
specified as abstract axioms in the training task ontology. After an author specified
the goal as a component of the model, the conceptual-level simulator can simulate the
behavior of the goal. Intuitively, it adds the educational effects of the goal to pseudo-
learner’s status if the necessarily condition of the goal is satisfied. In Fig. 3, the four
education goals T1,.., T4 represented by white rectangles are defined. If the training
model is well designed, the all the pseudo-learner will understand knowledge units K1

Fig. 2.  The role of the pseudo-learner in
conceptual level simulation
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and K2 at the end of the training scenario as shown in Fig. 3. On the other hand, if
more than one of pseudo-learners cannot understand both K1 and K2, there might be
some problems in the training scenario.

3. An Example of the Conceptual-Level Simulation

In this chapter, we will take an example to explain the conceptual-level simulation.
SmartTrainer/AT is an ontology-aware authoring tool for a substation operator
training system SmartTrainer. A training scenario in SmartTrainer consists of a
variety of grain sizes of modules. Typical ones are “backbone stream”, which is a
sequence of questions along the workflow and a “rib stream”, which is a treatment of
a learner’s erroneous answers to questions in a backbone stream. The goal of
SmartTrainer is to help learners to master all the operations in workflow implemented
in the backbone stream by giving necessary knowledge in the course of instruction in
the rib stream.

A small example of a training scenario is shown in Fig. 4. A question2 (1) of a
backbone stream is connected with a ribstream (4) by a treatment (2) based on a
diagnosis (3). Diagnosis (3) represents the diagnosis of a learner’s incorrect answer of
selecting option 1 to the question and ribstream (4) is set up as a treatment for the
diagnosis. The purpose of the ribstream is to teach a missing knowledge according to
the diagnosis and it is represented by the top goal of a goal hierarchy (4-1) as design
intention. An upper goal of the goal hierarchy is expanded into a series of subgoals. In
this case, the top goal “Improve Knowledge” is expanded into a series of subgoals
“Notice An Error”, “Acquire A Correct Knowledge” and “Grasp A Principle” and
furthermore the goal “Acquire A Correct Knowledge” is expanded into “Understand
A Correct Knowledge” and “Resume The Question”. A sequence of teaching actions
(4-2) is designed to attain those goals, for example, the teaching action “Teach-Topic”
is expected to attain the goal “Understand a correct knowledge”. Finally, the sequence
of teaching actions embodied in a sequence of card specification (4-3) where the
topics to be referred and the level of learner intended are specified.

Let us next show the conceptual level simulation with a pseudo learner who selects
an option1 to the question2. Firstly, SmartTrainer/AT specifies the status of the
pseudo learner according to a diagnosis and then applies ribstream to it. In this case, it
assumes the pseudo learner does not know about the topic “64 Relay” based on a
diagnosis (2). When the teaching action “Teach Topic” of a ribstream (4) is applied to
the pseudo learner, a status of the pseudo learner is changed by the goal “Understand
A Correct Knowledge”. The change when “Understand A Correct Knowledge” is
realized by “Teach-Topic” is shown in a conceptual level model on the right side of
Fig. 4. This model means that the status of the learner is changed from before-status
(a), where the pseudo learner does not know about the topic “64 Relay”, to after-
status (b), where it does.

Let us assume an author wants to examine the case that the pseudo learner is at the
novice level. In the following scenario, we also assume that the task ontology
prescribes that an average novice learner does not completely master a topic “Relay”
prerequisite to the topic “64 Relay”

When an author does the conceptual level simulation of the pseudo learner’s
behavior, SmartTrainer/AT shows two problems in the teaching scenario. The author
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is expected to notice that one is caused by a lack of T/L-goal and the other is by a lack
of D-goal. The right of Fig. 4 indicates the former case with a conceptual model. In
this case, the pseudo learner (e) does not fill the condition for understanding the topic
“64 Relay” (c) because he does not master a knowledge (d) prerequisite to it. Thus,
the understanding status of the topic “64 Relay” cannot be changed by the goal. The
situation is represented as the status of the pseudo learner (f). In the latter case, the
goal “Grasp A Principle” cannot be attained by the pseudo learner because the
training task ontology prescribes that the principled knowledge is beyond the limits of
novice learner’s understandability. A proper way to resolve this problem is to add a
new D-goal to classify learners according to the levels of mastery and set the goal
“Grasp A Principle” only for advanced learners.

Our conceptual level simulator displays these results in the window as shown in
Fig. 5. The simulation monitor window (W1) consists of three panes. The left pane
(w1-c) shows a progression of a pseudo learner’s learning in the training scenario,
which consists of a backbone-stream and rib-streams with a goal structure. A node
represents a question, a goal or a teaching activity and a link represents control flow
or relation between goals. The top right pane (w1-s) shows the knowledge status of
the pseudo learner. The hierarchical classification of pseudo learners is displayed in
the bottom right pane (w1-p).

As we have mentioned before, Problems in a training scenario are caused by
discrepancies (1)..(4) shown in Fig. 1. The problems are shown to authors as either
the unachieved D-goals or T/L-goal. For example, in pane (w1-c), an author is
supposed to focus on a problem of training scenario shown as an icon (G1) “Improve
Knowledge”. The icon means that there exist some learners who are not able to

achieve the goal specified. At this situation, pseudo-learners have hierarchical
structure as shown in w1-c, where a pseudo-leaner A is expanded into three pseudo-
learners A-1, A-2, A-3. The learners who are imposed the goal are represented by a

Fig. 4.  An example of a training scenario
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pseudo-learner A. The gray icon of pseudo learner A means that the goal could not be
attained by some learners represented by it. The learners who cannot attain the goal
are represented by pseudo-learner A-2. Pane w1-s displays the knowledge status of
pseudo learner A-2 currently selected in w1-c. It shows a knowledge unit K1, which
is expected to be taught, is not acquired by the learner after actions are executed under
the goal (G1).

The author can reason the cause of the problem in the training scenario by means
of getting down into specifics of its behavior along the goal hierarchy from top to
bottom in the same way he/she have designed it. The problem can be resolved by
adding new goals or correcting the erroneous goals. The author may ask
SmartTrainer/AT for a further detailed information about the execution of goal (G1)
by double clicking it. Then the goal is expanded into a sequence of subgoals as shown
in w2-c. The author can observe the goal closely in W2 and find that the
unachievement of (G1) is caused by unachievement of (G2) “Understand A Proper
Knowledge” and (G3) “Grasp A Principle”. As we have mentioned before, the former
problem (G2) is caused by a lack of a T/L-goal a prerequisite topic. The author can
reason the cause from the facts that the topic “Relay” has not been taught before and
is a prerequisite to the target topic “64 Relay” of the goal (G2). Similarly, the latter
problem (G3) is caused by a lack of a D-goal to classify levels of mastery. By

observing that a novice pseudo learner (PL3) does not attains the goal but an expert
one (PL2) does as shown in w2-c, the author can reason that the problem can be
resolved by adding a D-goal to classify the two pseudo-learners. In this manner,

Fig. 5.  The interface of the conceptual simulation
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SmartTrainer/AT provides useful information for authors to identify and resolve the
problems in the model.

4. Conclusion

An ontology-aware authoring tool has functions to effectively reduce the number of
the problems which arise during the course of learning contents design. However,
there still may remain some problems passed over in the design phase. The
conceptual-level simulation helps authors to resolve those problems in verification
phase before the training scenario is delivered to the real learner. It simulates the
behavior of the conceptual-level model of learning contents in various levels of
abstraction and provides good cue to identify the problems.

The conceptual-level simulation of learning contents is enabled by having
operational semantics specified by the training task ontology. The most important role
of the ontology is to maintain the continuity from authors’ conceptual understanding
of learning contents to the operational semantics of them. The implication of
“ontology-awareness” and “operationality of the learning contents” is deep. To
arrange the best collaboration between authors and tools, it is quite important to create
an environment for authors to describe the model easily and for tools to operate the
model systematically. One of the most important merits introduced by ontological
engineering is that an ontology enables human to share the model with computers. We
believe that this issue is important in enabling the efficient production of large-scale,
high-quality learning contents which will be critical needs of this new millennium.
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Abstract. In this paper a general design is introduced for collaborative
discovery learning. Starting from the properties of learning processes involved
in discovery learning, an analysis is made how they can be supported by
collaboration, and how new types of instructional support can be created from
the interaction between collaborative support measures and the specific learning
processes involved in discovery learning. This is elaborated into a generic
architecture for collaborative discovery learning environments.

1 Introduction

In modern views on teaching and learning, the view on  the learner as an active
agent in the learning process is becoming increasingly important. Constructivist
(Jonassen, 1991) views of learning see knowledge and learning as dependent of
context, person and social situation. This active role of the learner is stressed in
discovery learning and collaborative learning. In discovery learning (De Jong &  Van
Joolingen, 1998) learners engage in a domain by performing experiments with a
discovery learning environment representing the domain and hypothesizing and
inferring domain knowledge from those experiments. The basic assumption behind
discovery learning is that through experimenting learners will construct their own
knowledge by building upon their existing knowledge base, using the information
they gather from the discovery environment. Discovery environments are often based
on computer simulations that offer a safe and flexible way of representing the domain
in a form that the learner can play and experiment with it.

In collaborative learning, learning is seen as a social process in which meaning,
information and knowledge are negotiated between learners (Van der Linden, Erkens,
Schmidt and Renshaw, in press). In collaborative settings learners discuss, argue and
engage in shared activities in order to create understanding and representations of
knowledge. Collaborative learning environments support collaboration activities
between two or more learners like discussion and construction of knowledge
representations.
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In both collaborative learning and discovery learning, it is an accepted
phenomenon that learners need to be supported in the processes of learning. In
discovery learning support is needed for specific discovery processes like hypothesis
generation, experiment design etc. (De Jong & Van Joolingen, 1998). In collaborative
learning environments support is often directed at the structure of the argumentation
or the construction of communicative actions (e.g. Veerman & Treasure-Jones, in
press). These kinds of support can enhance learning with these environments by
structuring the learning process and providing the learners with cognitive tools
expanding the learner’s possibilities of performing complex learning processes and
strategies.

This paper deals with learning environments that combine discovery and
collaborative learning. In these environments learners work together in small groups
on a discovery task, for instance discovering the laws of physics in a mechanical
system. In combining collaboration and discovery interaction between the two tasks
will occur, providing new opportunities for supporting the learner. The paper will
provide a short overview of the two kinds of learning and explore the possible
problems and mutual enhancements that occur when combining discovery and
collaboration into one learning environment. The paper will conclude with some
issues on the architecture of learning environments for collaborative discovery.

2 Discovery Learning

The main goal of a discovery learning activity is to obtain and/or construct
knowledge about a domain by performing experiments and inferring rules and
properties of the domain from the results of those experiments. Research on discovery
learning has shown that learners can experience a range of problems that can prevent
successful learning. Discovery learning requires learners to act in the same manner as
scientists when discovering the properties and relations of the domain that is
simulated, using processes that are very similar to the processes of scientific
discovery (Klahr & Dunbar, 1988; de Jong & Njoo, 1993; Van Joolingen & de Jong,
1997). Learners need to generate hypotheses, design experiments, predict their
outcome, interpret data and reconsider hypotheses (Van Joolingen & de Jong, 1998)
in order to construct knowledge about the domain. With each of these learning
processes, problems can arise. Learners can fail to state testable hypotheses (Van
Joolingen & de Jong, 1991), design uninformative experiments (e.g. Mynatt, Doherty,
& Tweney, 1977) or interpret experimental results badly (Klahr & Dunbar, 1988).

In order to make discovery learning successful, learners can be supported from
within the learning environment. The learning environment can contain cognitive
tools that can be directed at the support of one or more learning processes (Van
Joolingen, 1999; Lajoie, 1993). Cognitive tools  can offer support to the learner in
several ways. The theoretical frameworks describing discovery learning are well-
established and can be applied to analyze the learning processes and support them.
Current research in discovery learning aims at finding new ways of support, creating a
learning dialogue between the learning environment and the learner and at
establishing the conditions under which profitable learning processes take place.
Cognitive tools play a role in supporting and provoking these learning processes.
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3 Collaborative Learning

The basic idea behind collaborative learning is that it is beneficial for learners to
work together on learning tasks and by communicating about the task enhance
learning (Plötzner, Dillenbourg, Preier and Traum, 1999). Collaboration in itself can
have a valuable contribution to learning. For instance, in a review study, Springer,
Stanne and Donovan (1999) report that learning together in small groups increases the
performance of learners in Science, Mathematics, Engineering and Technology. They
find that group learning contributes to higher academic achievement, more favorable
attitudes and increased persistence of learning.

Collaborative learning is “in the air” as Van der Linden, et al. (in press) put it.
They mention, when discussing process oriented research into collaborative learning,
several factors that seem to make collaboration effective:

• Maintaining common ground – participants need to be aware of the task goal and
stay in common focus.

• Co-responsibility, equality and mutuality – participants need to have a significant
role and be responsible for the learning task as a whole.

• Mutual support and criticism – seems to be a central vehicle in collaborative
learning, making two or more learners reach higher goals than they can reach
individually.

• Verbalization and co-construction – discussion and argumentation stimulate
explicit formulation of knowledge, which in its turn helps students with the
performance of cognitive processes.

• Elaboration – students learn from providing others with elaborate help.
• Tuning in cognitively and socially – learners are more at one level of understanding

than a teacher and a learner. Therefore it is thought that communication within a
group of learners can be more effective than teaching.

Supporting collaboration with computer-based tools will aim at improving one or
more of these factors, for instance, communication tools may help learners to make
their thoughts explicit, or  allow learners to negotiate on the common task (Veerman
& Treasure-Jones, in press). Some factors in collaborative learning can be supported
more or less independently from the structure of the task at hand. For instance, tuning
in socially will be task-unrelated, but most of the factors can benefit from explicit
knowledge about the task structure. Verbalization can be supported by a tool that lets
learners edit their contributions before sending them to their fellow learners, a task-
related editor may provide learners with task-specific terms to verbalize their
thoughts. In the following section we discuss how task specific support for discovery
learning may interact with and enhance means of support for communication.

4 Interaction between Collaboration and Discovery

The functions that determine success for supporting discovery and collaborative
learning overlap to a considerable extent and may result in mutual reinforcement. This
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close relationship may be exploited in several ways. On the one hand the discovery
behavior displayed by learners may improve under influence of collaboration. On the
other hand, collaboration, and especially the communication that underlies it, may
benefit from information that can be extracted from the discovery process. In this
section we will explore how this can come to life and how existing technology can be
put into action to make this happen.

Verbalization, making one’s thoughts explicit plays an important role in both
discovery and collaborative learning. In discovery learning a number of cognitive
tools aim at provoking explicit performance of learning processes. Well-known
examples are the hypothesis scratchpad (Van Joolingen, 1993) and a monitoring tool
(Veermans & Van Joolingen, 1998). Other examples include goal posting tools
(Singley, 1990) that lets learners make their learning goals explicit. Collaboration
needs and provokes explicit communication about one’s cognitive processes, as
vehicle for creating common ground and for exchanging ideas on how to perform the
learning task. As discovery learning itself needs explicit performance of learning
processes, a genuine question is whether collaboration in itself contributes to
discovery, in the sense that learners in a collaborating group improve on performing
crucial learning processes like hypothesis generation and experiment design. This
means that from the perspective of a discovery learning environment communication
in collaboration can serve as an instructional measure or cognitive tool.

4.1 Using Task Knowledge to Support Communication

The previous section discussed how collaboration in itself can contribute to
performing learning processes in discovery learning. In the current section, it is
discussed how collaboration can be supported by using knowledge about the task at
hand, in casu the discovery of domain properties and relations. We do this by
elaborating an example in which a well-known tool for supporting collaborative
knowledge creation and show how this tool could profit from including knowledge
about discovery learning in generating support for learners.

The example is centered around Belvedere (Suthers, Toth & Weiner, 1997) which
offers learners a structure for constructing scientific arguments. Learners can
synchronously work together in constructing an argumentation structure consisting of
hypotheses, evidence and links between them. The links indicate whether some
specific evidence supports or disconfirms a specific hypothesis. This example was
chosen because the structure of hypotheses and evidence clearly matches common
processes in discovery learning where forming hypotheses and gathering evidence is a
major activity.

Belvedere itself contains an advisor for supporting learners who are constructing
arguments. This advisor analyses the argument structure and suggests directions for
further extension of the argument. For a general tool like Belvedere it would be
virtually impossible to use the contents of the argument, because hypotheses and
evidence are strongly domain related. In a general tool, using the content in advice on
the argument would mean that from a single line of text referring to some evidence,
an inference should be made whether the evidence supports or rejects a hypothesis.
This is impossible, due to the fact that, at least within the current status of technology,
it is not possible to reconstruct the original evidence from a short reference to it.
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This situation is different when we may do more assumptions about the task at
hand. In discovery learning with computer simulations we can define the realm of
investigation and assume that all statements made on an argumentation diagram refer
to events and concepts related to the simulation. It becomes possible to derive
whether some evidence really supports a hypothesis and hence an advisor can use this
information to adapt its support to the actual progress made by the learners.

Support aimed at the content of the interaction can be provided on the basis of a
theory  on discovery learning (Van Joolingen and De Jong, 1997) that describes
hypotheses as statements on relations between variables and experiments as
manipulations of variables together with the results or effects of these manipulations.
The theory describes discovery as a search process in two related spaces (based on
work by Klahr & Dunbar, 1988), a hypothesis space and an experiment space. Van
Joolingen and De Jong (1997) describe how the structure of the two search spaces can
be used to determine whether evidence matches hypotheses, how various pieces of
evidence relate to each other and how various hypotheses relate to each other.
Examples of propositions that can be derived are: “this experiment supports/rejects
this hypothesis”, “experiment A can be compared with experiment B” and
“hypothesis A is more precise than hypothesis B”. In supporting single learners
engaged in simulation-based discovery this technique was applied by Veermans and
Van Joolingen (1998).

It is possible to use this technique in conjunction with an argument-building tool
like Belvedere. If the elements in Belvedere would refer to elements present in the
simulation environment, i.e. evidence would refer to experiments and hypotheses
would be expressed in the sense defined in the theoretical framework by Van
Joolingen and De Jong (1997), then the tool developed by Veermans and Van
Joolingen (1998) can analyze the evidence relationships in the argumentation diagram
and provide advice and feedback on the content of the diagram.
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Figure 1 Example of feedback that is enabled by integrating discovery support in a
collaborative tool.

Figure 1 displays an example of feedback that becomes possible when we apply
this technique. The diagram is a fictitious diagram that learners could have
constructed in a learning environment on electricity. Rectangles are hypotheses,
ellipses represent evidence. The callout displays feedback that, in order to be
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generated, would require an analysis of experiments in the way described above. An
interesting question is how to present this feedback. Simply stating that a certain
evidence relationship is correct or not probably is not enough or may even be
disadvantageous for learning. Probably a better way for support is attracting a
learner’s attention to troublesome evidence relations and stimulating learners to
investigate such a relation further.

In this section we have shown that the combination of tools for supporting
collaboration and application of task related knowledge, in our case a theory about
discovery learning can form a new generation of supportive cognitive tools for
collaborative learning. In principle the technique can be combined with many
different kinds of collaborative tools. The two kinds of interaction between
collaboration and discovery learning illustrate the need for a tight integration between
the discovery environment and the collaborative tools. Until now this integration is
not seen very often. In many cases collaborative environments consist of
communication tools only, like a chat channel or discussion list, or of collaborative
tools added to a task environment, but linked only loosely to the task execution. A
thesis would be that there is something to be gained in increasing integration. In the
following section an architecture is presented that allows such a tight integration,
without sacrificing generic design of collaborative tools.

5 An Architecture for Collaborative Discovery

The goal of the architecture presented here is to provide a context in which
collaborative tools can be designed independently of the specific subject domain of
the discovery environment, but ensure a tight integration with the task environment.
Koedinger, Suthers and Forbus (1998) sketch a component-based architecture of a
Science learning space. The architecture presented here aims to be a bit more general
and to outline some basic issues in the conceptual and technical designs of
environments for collaborative discovery.

5.1 Basic Ingredients

The basic ingredients this architecture are: frames of reference, collaborative tools,
and experimentation space.

Frame of reference. In collaboration environment two or more learners will
perform a discovery task together by doing experiments, interpreting the results and
sharing thoughts. Collaborative components included in the environment can use
elements from the simulation environments. For instance, on a shared whiteboard
allowing learners to construct and argument, it is possible to refer to an experiment
done with the simulation, or to a hypothesis stated on a hypothesis scratchpad. These
references to elements can improve the discussion, because learners can make
themselves absolutely clear which elements they mean, other participants can replay
the reference (for instance replaying the experiment), read the remarks that a learner
has made about it and decide to add a new contribution to the discussion. An
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important ingredient for such a setup is a common frame of reference: the
collaboration tools must be able to interpret the experimental results and hypotheses
stated in the simulation environment, at least, they need to know what to do with it.
For instance, an experiment can be executed, meaning that the simulation will be set
up according to the experiment’s initial conditions, will be started and manipulations
during the experiment run will be replayed. Elements that are referred to can be
accessed in multiple ways. An experiment can be run, but also viewed as text, a table,
or a graph. This means that the internal description of the experiment must be
decoupled from the view, for we cannot expect collaborative tools to manage all
possible views on the experiment, or any other element from the discovery
environment. A way of realizing this would be using XML-descriptions for the
content of elements in the discovery environment, and components providing
interfaces and viewers to access, manipulate and view these elements.

Collaborative tools. Discussion forums, chat channels, whiteboards are all tools
that can support collaboration in one or another way. Within the architecture
discussed they get an added responsibility. They must act as a component that on the
one hand manages the interactions between learners, and supporting them in their
communication, and, on the other hand, must be able to communicate with other
components within the architecture. They must be able to receive, manage and
operate on elements described in the agreed language of the frame of reference, and
communicate with any component that is used to manipulate any element. The
collaborative tools themselves must act as a component and provide an interface for
sending and retrieving references and structures that can be used by other
components, for instance to generate feedback.

Experimentation space. The experimentation space represents the task domain in
which the discovery learning is taking place. It is a generator of elements that is
reasoned about, but must also be able to accept elements from elsewhere. For instance
when two learners discuss experiments and in that discussion construct a new
experiment, they may do this in some collaborative tool. This new experiment must
be imported fluently into the experimentation space.

The experimentation space is also the main provider of information to construct a
frame of reference. It contains the definitions of variables in the domain and usually
also a domain model. This information can be used to construct the terms that will be
accepted by other components of the complete environment. A first version of such a
frame of reference has been constructed in the SimQuest environment, in the form of
a simulation context (Van Joolingen, King, & De Jong, 1997). This simulation context
is constructed based on information in the simulation model and directs all the
information traffic in and out of the simulation. An extension of this context can be a
basis for generating frames of reference for domains represented by the
experimentation space.

Collaborative scenarios. For synchronous collaboration, it is essential that the
experimentation space is available to all participants in the same view. Collaboration
tools may have a different view for each learner. In a synchronous setting, a session
must be initiated by a learner, who hosts a session and invites others to join. When
another learner joins, the experiment space will be shared between the learners, they
can take turns in operating the application and specific collaboration tools such as a
whiteboard and a chat facility become available. Figure 2 displays the architecture for
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a synchronous setting. The architecture elements are converted to real components.
The initiator masters the experimentation space, made available to other learners by
dedicated client software. The communication between them is enabled by the
common frame of reference.

In asynchronous collaboration learners work on their own and may have their own
copy of the experimentation space to do this. However, apart from this, collaboration
channels are present. This time they do not depend on timing. Learners can import
and export onto collaboration tools that are available, like a newsgroup/discussion list
or a whiteboard. The collaboration tools communicate with the server to retrieve and
post the contributions by learners. Learners can log in and out as they like, and on
logon they will be updated with new contributions since their last session.

Elements in a discussion only have meaning if they are viewed and used within the
same context as where they were created. This means that a server must hold
reference to the frame of reference and be able to supply the correct versions of the
experimentation space with the elements themselves. Figure 3 displays an architecture
for an asynchronous configuration.
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6 Conclusion

In this paper we presented a view on combining collaborative learning and
discovery learning. The aim was to show how we can benefit from theoretical
knowledge on discovery learning to enhance the added value that collaboration can
have and, vice versa, how collaboration in itself can serve as support for the processes
of discovery that learners can engage in. The current paper outlines how a mutual gain
can be created from combining collaborative and discovery learning by increasing the
mutual awareness in tools supporting either type of learning. Adding knowledge
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about discovery to collaborative tools can enhance collaborative tools to adapt
themselves or give feedback on their contents. On the other hand can collaborative
processes take the role of cognitive tools for discovery learning in making learning
processes explicit. Of course the examples given in the paper are only a small part of
what becomes possible in combining two powerful paradigms of learning.

In the latter part of the paper we show how a theory of discovery learning can help
to design an architecture for communicative support for discovery learning. A central
place is taken by a common frame of reference that supports the communication
between the different components in the architecture. Using this reference frame
components can be designed independently of each other and still work together
smoothly. This is important in providing learners with the feeling that they work in a
consistent environment.

In the approach a number of research questions are raised:

• What is the minimum support needed for learners to let collaboration have a
genuine contribution to the discovery process? In other words, does just
collaborating between learners already have an effect, or is some basic support
needed from within the discovery environment? The target is to minimize support
and to maximize learning gain

• What are the properties of the frame of reference? Exactly what properties have to
be defined in the frame of reference? SimQuest’s simulation context (Van
Joolingen, King & De Jong, 1997) provides a starting point, but elements
stemming from the collaborative nature of the environment should also get a place,
like the identity of the person making a certain contribution.

• How to interweave support into collaboration? Especially in collaboration,
instructional support should be quite unobtrusive. The communication between
learners is usually more important than information generated by the learning
environment. Issues are what to present, and also how to use supportive
information in constraining the learners, rather then directing them explicitly.

• What are the properties of a model of collaborative discovery learning? Models of
discovery learning base themselves on theories of scientific discovery (e.g. Klahr
& Dunbar, 1988). We are only at the beginning of modeling these aspects in a form
that they can be useful for supporting learners engaged in collaborative discovery.

Collaborative tools as addressed in this paper can help to realize some of the
factors of collaborative environments mentioned by Van der Linden et al. (in press).
The mere presence of a frame of reference can help learners in maintaining common
ground and provide them with a dedicated language to verbalize their thoughts. On-
line analysis of the communication and generating supportive information can create
germs of mutual discussion and criticism. The further exploration of the links between
collaboration and discovery can give rise to the next generation of intelligent learner
support in constructive learning environments.
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Abstract. The tutoring protocol controls the interaction between the tu-
tor and the student in a tutoring session. Our goals are to understand
human tutoring so that we can emulate it better and to discover which
tutoring protocol gives the best results in teaching causal reasoning. We
used C5.0 to analyze a set of human tutoring transcripts to discover
how and when human tutors switch protocols. In order to understand
which students prefer which protocols, we compared the students’ per-
formance using CIRCSIM-Tutor with their responses to a questionnaire
about the program.

1   Introduction

Determining effective tutoring strategies may be the most important and hardest issue
in intelligent tutoring systems. The tutoring protocol controls the interaction between
the tutor and the student in a tutoring session. Moore [9] identified three types of
interaction: student-content, student-teacher, and student-student. In traditional class-
room teaching (student-teacher) interaction is normally immediate. Much educational
research supports the belief that immediate feedback increases a sense of excitement
and spontaneity [2], [10], [15]. Our colleagues, Joel Michael (JAM) and Allen Rovick
(AAR) believe, however, that immediate feedback is not always the best choice. They
feel that they can do a better job of tutoring if they ask the student to make predic-
tions first, because the improved student model allows them to plan a tutorial strategy
that targets the student’s misconceptions [8].
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We are building an intelligent tutoring system called CIRCSIM-Tutor designed to
help medical students learn to solve cardiovascular problems. Our system is based on
the study of human tutoring sessions carried out by JAM and AAR. The tutors had
decided to use the following protocol they had designed for our intelligent tutoring
system in their human tutoring sessions: collect predictions first and tutor afterwards,
in order to provide us with examples of the kind of tutoring they wanted the system to
produce. We discovered in the analysis described here, however, that the tutors did
not always follow the protocol. Sometimes the tutor did not wait until the student
finished the predictions. If the student started out with poor predictions then the tutor
immediately began to guide the student in the right track with hints or explanations.
So, in fact, they changed the tutoring protocol to best fit the student’s needs at the
time.

In this paper we analyze a subset of those human tutoring transcripts to discover
how and when the tutors switch protocols. We used the machine learning program
C5.0 [13] to find more rules that govern this change in tutoring. We also wanted to
find out how the students feel about the issue of immediate feedback. To do so we
analyze the students’ performance using CIRCSIM-Tutor and their responses to a
questionnaire about their view of CIRCSIM-Tutor. Our goals are to understand hu-
man tutoring so that we can emulate it better and to discover which tutoring protocol
gives the best results in teaching causal reasoning.

1.1   Planning

The first and most important capability of an Intelligent Tutoring System is dynamic
planning. The planner must be able to decide what and how to teach next. It must
have a dynamic planning capability; it must be able to generate plans, monitor the
execution of the plans, and generate new plans. It must be able to replan when neces-
sary [17]. Finally, the planner must be adaptive. It must customize its tutoring plans
for each student [5], [16], [17].

Planners select and sequence the subject matter. Curriculum Planning is concerned
with selecting the next problem [1]. Instructional Planning selects and sequences the
material to be tutored. Discourse Planning controls the actual presentation of material
to the students [4].

1.2   CIRCSIM-Tutor

The domain of CIRCSIM-Tutor is cardiovascular physiology. CIRCSIM-Tutor assists
students to reason about the qualitative, causal responses of the human circulatory
system when the blood pressure is perturbed. The system asks the student to enter
predictions in the Prediction Table [12] indicating how the perturbation affects seven
important physiological variables at three different stages of the response, and then it
initiates a tutorial dialogue to remedy any errors. Table 1 shows a prediction table for
the perturbation “Increase Venous Resistance to 200% of normal.” The three stages
are the Direct Response (DR): the immediate change in the variables induced by the
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perturbation; the Reflex Response (RR): the change induced by the response of the
central nervous system to the change in blood pressure; and the Steady State (SS): the
long term balance between the effects of the perturbation and the effects of the nega-
tive feedback. We ask the student to predict the qualitative change from the values
before the perturbation to the new steady state. The primary variable is the first vari-
able in the DR column of the Prediction Table that is affected by the current pertur-
bation. Therefore the student should identify and predict the primary variable first.

Table 1. The Prediction Table of the Procedure “Increase Venous Resistance to 200% of Nor-
mal” with Correct Answers

Physiological  Variable DR RR SS

Inotropic State (IS) 0 + +

Central Venous Pressure (CVP) - - -
Stroke Volume (SV) - - -
Heart Rate (HR) 0 + +

Cardiac Output (CO) - + -
Total Peripheral Resistance (TPR) 0 + +

Mean Arterial Pressure (MAP) - + -
(+: Increased, -: Decreased, 0: unchanged)

2   Tutoring Protocols

Instructional planning determines the content and sequence of the subject matter to be
taught in a single procedure. One of the important features of the tutorial planning
process is the tutoring protocol. The tutoring protocol defines the overall communi-
cation between the tutor and the student. We want to be able to compare the effects of
different protocols or to change the protocol during a session.

2.1   Tutoring Protocol 3

Khuwaja described three tutoring protocols that he found used in human tutoring
sessions [6]. In Tutoring Protocol 1 the tutor ignores the sequence of the student's
predictions and explores the student's response at each point in problem solving. Here
the tutor provides immediate feedback for each student prediction and response. In
Tutoring Protocol 2 the tutor insists that the student follow the preferred prediction
sequence but does not correct the values of the variables until all predictions have
been made. In Tutoring Protocol 3 the tutor makes sure that the student chooses the
primary variable (DR) first and predicts its change correctly before asking the student
to predict the remaining variables in any order. In RR and SS the students are free to
start with any variable and to make predictions in whatever sequence they choose.
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2.2   A New Tutoring Protocol

We have accumulated over 60 transcripts of human tutoring sessions. Our domain
experts JAM and AAR carry out keyboard-to-keyboard tutoring using a program,
CDS [7], that establishes communications between two computers using modems. In
this study we made a detailed analysis of a set of tutoring sessions to see how the
tutors used the tutoring protocols. Most sessions contain only one procedure and are
one hour long. We chose to study the nine sessions that involved two procedures and
lasted up to two hours, so we could observe changes in behavior over time. In four
sessions the tutor started with the Centrifuge procedure in which the primary variable
is CVP. In five sessions the tutor started with the Alpha-adrenergic procedure in
which the primary variable is TPR.

Tutor (Problem)
Tutor (DR)

Prediction & Tutoring (Primary Variable)
Prediction (Primary Variable)
Tutoring (Primary Variable)

Prediction & Tutoring (Rest of the prediction ta-
ble variables)

If not “sequence violation”
 Then Prediction (Variable X)

  Tutoring (Variable X)
Else give a sequence hint

 Tutor (RR)
  Prediction & Tutoring (Prediction table variables)

If not “sequence violation”
Then Prediction (Variable X)

  Tutoring (Variable X)
Else give a sequence hint

  Tutor (SS)
  Prediction & Tutoring (Prediction table variables)

Prediction (Variable X)
Tutoring (Variable X)

Figure 1. Tutoring Protocol 4

The results of the analysis of protocol use in the tutoring sessions were a complete
surprise to us. The tutors planned to use Protocol 3. This means that the tutor ana-
lyzed the student’s prediction results and then planned the tutoring strategy based on
these results. Sometimes, however, the tutor does not wait until the student finishes
the predictions. If the student starts with poor predictions then the tutor starts to guide
the student in the right track with hints or explanations. We named this new protocol,
Protocol 4. According to our analysis of the transcripts, when the tutor used immedi-
ate feedback they also enforced a particular tutoring sequence. In Protocol 4 (see
Figure 1) the tutor considers the student's prediction sequences. The student must
follow a prediction sequence that the tutor thinks correct. The tutor explores the stu-
dent's response at each point in problem solving. Therefore the tutor provides imme-
diate feedback for each student prediction and response.
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Each tutoring session in our transcripts can be divided into prediction phases and
tutoring phases. The structure of the Prediction Table, shown in Figure 1, divides the
problem into three stages - DR, RR, and SS. In each stage the tutor performs two
common operations. During the first operation “Prediction”, the student predicts
whether a physiology variable will increase (go up, +, up,…), decrease (go down, -,
down, …), or stay the same (unchanged, 0, stay, …). During the second operation
“Tutor”, the tutor starts a dialogue to remedy any prediction errors.

In Protocol 4, like other protocols, the primary variable is predicted and taught
first. The rest of the variables should be predicted and taught in the sequence defined
by the problem. If the student does not follow the sequence, the tutor gives a se-
quence hint about the prediction order based on the causal reasoning to be followed.
Otherwise, the tutor gives instant feedback for the predicted variable.

3   Analysis of Human Tutoring Transcripts

We used C5.0 [13], which is an upgraded version of the decision tree induction pro-
gram C4.5 [11], to produce the rules that describe when our domain experts switched
tutoring protocols. In this experiment we had 44 cases (the number of tutoring phases
recorded in the 18 procedures studied), each with 11 attributes.

3.1   Attributes

The first three attributes in Table 2 are related to the discussion about the basic con-
cept. The basic concept involves the effects of the centrifuge in the Centrifuge proce-
dure, or the Alpha-adrenergic Receptors in the Alpha-adrenergic procedure.

The students often had difficulty in determining the primary variable. Therefore
tutoring frequently began with a discussion of the relationship between the basic
concept and the primary variable. Thirteen of the eighteen procedures started with a
discussion of the basic concepts. The Discussion Type (DT) in Table 2 is T if the
tutor started the discussion to remedy a wrong primary variable prediction. It is S if
the student began the discussion with a request for an explanation. The Discussion
Success (DS) indicates whether the discussion was successful or not, that is, whether
the tutor is satisfied with the student’s responses at least 50% of the time. The Discus-
sion Length (DL) indicates the number of turns in the discussion counting from the
start to the turn in which the student gave the right answer for the primary variable.
The Primary Error (PE) is a count of the number of wrong answers entered for the
primary variable. The number of primary errors reflects the comprehension of the
procedure. The Prediction Score (PS) indicates how many right or wrong answers
were made in the prediction phase. The score we used was the number of right an-
swers minus the number of wrong answers. The value of the Remediation (RM) at-
tribute is the percentage of correct answers among the total answers given by the
student in that stage. The Sequence Error (SE) attribute represents the number of
sequence errors during Protocol 4. The Pre-Prediction Score, Pre-Remediation, and
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Pre-Sequence Error: These attributes represent the Prediction Score, Remediation,
and Sequence Error from the previous stage. The Current Stage (CS) indicates the
stage on which the student is now working.

Table 2. Attributes for Rule Extraction

attribute value remark
Discussion Type T, S Tutor-Primary / Student-Explanation
Discussion Success S, U Satisfied / Unsatisfied
Discussion Length continuous How many turns in the discussion
Primary Error continuous Wrong answers for a primary variable
Prediction Score continuous (right - wrong) prediction
Remediation continuous Correct answers in the total answers
Sequence Error continuous Sequence error in Protocol 4
Pre-Prediction Score continuous Previous stage, (right - wrong) prediction
Pre-Remediation continuous Previous stage, correct answers in the total answers
Pre-Sequence Error continuous Previous stage, sequence error in Protocol 4
Current Stage dr, rr, ss Current stage

Table 3. The Summary of Human Tutoring Sessions K30 - K38

DR RR SS
Tutor Session

DT DS DL PE PS RM SE PS RM SE PS RM SE
K30 CVP - - - 0 1 0 - 3  0.22 - 1 0.25 -
K30 TPR T U 19 3 3 0.44 - 5  0 - 3 0 -
K31 TPR S U 28 5 -1 0.3 - -3 - - =
K31 CVP - - - 2 - 0.2 0 = =
K32 TPR S S 4 1 5 0.28 - 3  0.25 - 5 0 -
K32 CVP T S 13 2 7 0 - 7  0 - 5 0.4 -
K33 CVP - - - 0 7 0 - 1  0 - 5 0.5 -
K33 TPR T S 13 1 1 0.5 - 3  0.5 - 7 0 -
K34 CVP T U 5 1 1 0.125 - -1 - - =

AAR

K34 TPR S U 4 1 - 0.45 0 = =
K35 CVP - - - 1 1 0 - 3  0.4 - 1 - -
K35 TPR S U 14 1 - 0.17 0 -  0.25 0 - 0 0
K36 TPR S U 14 1 1 - - = =
K36 CVP T S 7 1 7 0 0 1  0.33 - =
K37 CVP - - - 0 -1 0 - 7  1 - 3 0 -
K37 TPR S S 10 0 3 0.1 - 5  0 - 7 0 -
K38 TPR T U 17 1 -2 - - -  0.25 2 =

JAM

K38 CVP T S 11 1 - 0.17 1 1  0.75 - 3 0.33 -

CVP: Centrifuge Procedure
TPR: Alpha-adrenergic Procedure

Table 3 summarizes sessions K30 - K38, which are the input to the rule induction
program. “=” means the transcript does not have the stage data. “-” means that the
data is not available. For example, the “K30 CVP” procedure did not include a dis-



218      Byung-In Cho et al.

cussion about the basic concepts. A white cell indicates that Protocol 3 was in use and
a shaded cell indicates that Protocol 4 was in use in that stage.

3.2   Switching Rules

The rules extracted by C5.0 do not classify all cases correctly; there is an error rate of
9.1 %. The switching rules are:

If Discussion Success = S
If Remediation <= 0.5

If Current Stage = ss
If Prediction Score <= 1
then switch from Protocol 3 to Protocol 4

If Discussion Success = U
If Primary Error > 2

If Prediction Score <= -2
then switch from Protocol 3 to Protocol 4

If Discussion Success = U
If Primary Error <= 2

If Pre-Remediation > 0.35
If Current Stage <> rr
then switch from Protocol 3 to Protocol 4

If Discussion Success = U
If Primary Error <= 2

If Pre-Remediation <= 0.35
If Discussion Type = T

If Current Stage = rr
then switch from Protocol 3 to Protocol 4

If Discussion Success = S
If Remediation > 0.5
then switch from Protocol 4 to Protocol 3

If Discussion Success = S
If Remediation <= 0.5

If Current Stage = dr
If Pre-Sequence Eerror <= 1

If Pre-Prediction Score <= 1
then switch from Protocol 4 to Protocol 3

Examing these rules we see that two important factors determined whether the tu-
tor switches the protocol from Protocol 3 to Protocol 4. The occurrence of a discus-
sion about the basic concepts of the procedure at the very beginning of a procedure is
an important factor in protocol switches. For example, the protocol switch is likely if
the student asked for some explanation before the prediction and did not understand
that explanation right away, or if the tutor asked some question about the basic con-
cepts to remedy the student’s wrong primary variable prediction, but the student re-
plied with unsatisfactory answers. The other important factor, which makes the tutor
switch the protocol from Protocol 3 to Protocol 4, is the student’s performance scores.
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One score is the prediction score and the other is the number of primary variable
errors. However, if the student performed well in the previous stage then the tutor did
not switch but gave some hints about the primary variable.

On the other hand, the tutor went back from Protocol 4 to Protocol 3 under the
opposite conditions. If the student made a good performance in the previous stage and
there was a satisfying discussion about the basic procedure concepts then the tutor
switched back to Protocol 3.

4   Some Other Important Characteristics of Tutoring Protocols

We found some by-product rules during the analysis of human transcripts. We won-
dered how long the tutor keeps a given protocol. The tutor always starts a procedure
with Protocol 3. However, after switching the protocol, the tutor sticks with the Pro-
tocol 4 to the next stage or next procedure.

Student initiatives also affect protocol switches. A student initiative means any
student contribution to the dialogue that is not an answer to a question asked by the
tutor [3], [14]. In Protocol 3, sometimes our tutor met with a simple student initiative
that requires only a short response from the tutor. In the prediction phase, for exam-
ple, the student may ask a simple question [3] or the student could not answer in more
than one minute. In these cases, the tutor gives a simple hint [18] and sticks with the
current protocol. In particular, if the student performed well in the previous stage, but
starts with poor predictions, then the tutor does not switch protocols but gives hints
about the current stage.

5   Which Students Prefer Immediate Feedback?

Who prefers immediate feedback? Which students feel a lack of instant feedback
during the prediction phase in Protocol 3? We can imagine the situation intuitively.
Sometimes the student may want to know whether the current prediction is correct or
not. The variables in the prediction table are causally related. Therefore if the student
is not sure of one variable then the uncertainty may affect the following variables. In
order to discover how the students feel about the protocol issue we compared the
students’ performance using CIRCSIM-Tutor with their answers to a questionnaire
asking about their view of CIRCSIM-Tutor.

This data came from an experiment that was performed by forty-eight first year
students at Rush Medical College, in November 1998. The system presented four
cardiovascular procedures to be solved. The system was designed to use Protocol 3,
which means no immediate feedback and discard the prediction sequence except for
the primary variable.

After using CIRCSIM-Tutor the students answered a questionnaire that asks the
students’ view of the system. The questionnaire had ten questions and employed a
five point Likert scale. Question 8 “I would prefer that the system always tell me
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about my mistakes immediately” asked the student’s opinion about the tutoring pro-
tocol.

Seven students answered that they would prefer immediate feedback and six of
them (86%) made poor predictions while using the program. We defined a poor/good
prediction result to mean that the student’s prediction score on four procedures was
under/over the average prediction result of all students. Which students do not ask for
immediate feedback? Twelve students answered that they prefer the current protocol,
Protocol 3, which does not give feedback immediately, in the questionnaire and eight
of them (67%) made good predictions when using the program. The analysis results
suggest that the students who made poor predictions are eager to know their mistakes
immediately.

6   Conclusion

In this study we carried out a detailed analysis of tutoring sessions to see how the
tutors used the tutoring protocols. Two important factors that determined whether the
tutor switches the protocol are the discussion about the basic concepts of the proce-
dure and the student’s performance scores. If the student did not perform well then
the tutor responded immediately. The tutor did not wait until the student finished the
predictions but started to tutor the student in the right track. However, when the tutor
met a simple student initiative the tutor did not change the protocol but gave some
hints. If the student performed well in the previous stage, giving good predictions and
a satisfactory discussion about the basic procedure concepts, then the tutor switched
back to Protocol 3.

In order to find out which protocol the students prefer we also analyzed the result
of the CIRCSIM-Tutor experiment and the questionnaire. The analysis results say that
the students’ protocol preference is closely related to their performance using
CIRCSIM-Tutor.  Students who are doing well are comfortable waiting for feedback
while most students who are doing badly want immediate feedback.

We plan to enable CIRCSIM-Tutor to switch protocols. Then we will carry out a
controlled experiment to find out which protocol improves the students’ learning
outcomes.
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Abstract. We discuss the implications of making learner models that
can be inspected by learners within the context of a sensorimotor control
task—that of balancing a pole hinged to a cart. We argue that the re-
quirement of producing models that are comprehensible by learners limits
the options of modelling strategy, constrains model structure and calls for
further refinement of model contents. We discuss the issues of modularity
of model contents, modality and interactivity of model presentation, and
present results from a preliminary evaluation of a graphical interface to
learner models for pole balancing.

1 Introduction

Inspectability of learner models as a design goal has been advocated for imposing
bene�cial constraints on learner modelling, like avoiding crude classi�cations of
learners; for encouraging accountability, understandability, and acceptability of
learner models; and for adopting a learner-centred perspective [6, 11, 23]. This
paper presents a case study of building learner models that can be shown to
learners, and understood. The task used as illustrative domain is balancing a pole
hinged to a cart; a domain rather di�erent to those inspectable learner models
have been previously built for, such as second language acquisition [2, 6, 7, 8],
use of a text editor [11], application of engineering procedures [5] and algebraic
problem solving [21]. Pole balancing is a sensorimotor control task that has been
heavily used as a test domain for machine learning techniques|e.g. [4, 18]. It
is appealing because it is relatively simple and facilitates quick construction of
fairly individualised learner models [20].

We evalute the feasibility of making learner models in this domain inspectable
by the learners. Careful selection of a modelling strategy is required for learner
models to be presentable to learners in a way that facilitates their understanding,
and further re�nement of model contents may be necessary to improve model
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under scholarship 64999/111091.

G. Gauthier, C. Frasson, K. VanLehn (Eds.): ITS 2000, LNCS 1839, pp. 222–232, 2000.
c© Springer-Verlag Berlin Heidelberg 2000



Understandable Learner Models for a Sensorimotor Control Task 223

Fig. 1. Graphical user interface to the pole and cart. A position of the cart on the
right (left) half of the track/window is taken to be positive (negative). An inclination
of the pole to the right (left) of the vertical is considered positive (negative).

comprehensibility. Next section outlines the task of pole balancing and sum-
marises our approach to building learner models in this domain, and in Sections
3, 4 and 5 we discuss isues of modularity of model contents, modality and inter-
activity of model presentation. Section 6 describes an informative study carried
out to assess the comprehensibility of a graphical interface to the learner mod-
els. Section 7 comes back to the potential bene�ts of building inspectable learner
models and discusses some obstacles to making them more understandable to
learners. Finally, Section 8 presents our conclusions.

2 From Traces of Behaviour to Learner Models

The task of pole balancing involves controlling a simulation of a rigid pole hinged
to a cart that in turn is mounted on a straight rail of �nite length (Fig. 1). The
device can be controlled only by applying (or not) a force to the cart of �xed
magnitude and parallel to the rail but with a choice of left or right direction.
User input is restricted to pressing arrow keys: ↑ to start a new control trial, ←
to push the cart to the left, and → to push the cart to the right. The system
saves a trace of every control trial per learner containing records of the form
(pole and cart state, action) which associate each user action in the control run
with a state of the pole and cart. After merging several control trials per learner,
while taking into account factors related to learners (e.g. reaction time) and the
task (e.g. symmetry of the pole and cart system), a �nal set of records is produced
that better describes the correspondence between states of the pole and cart and
user actions [20]. These records are the raw material for generating a model of
the strategic knowledge employed by each learner when performing the task.

Constructing a learner model from a collection of input-output records can
be seen as a classi�cation task. From this perspective, the application to learner
modelling of machine learning techniques for classi�cation looks quite attractive
and straightforward (yet cf. [24]), with a number of alternatives available: rule
discovery, decision trees, Bayesian and neural networks, case-based reasoning,
etcetera [19]. Every technique will impose a particular structure upon the re-
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left 960 317 if a ≤ −0.110277 .
left 789 263 if ȧ ≤ −0.13729 a ≤ 0.047092 .
right 357 20 if x ≤ 0.869831 a ≥ 0.286856 .
right 693 74 if ȧ ≥ −0.218725 a ≥ 0.151792 x ≤ 1.42121 .
right 179 25 if a ≥ 0.104776 ȧ ≥ −0.725516 ȧ ≤ 0.325668 x ≥ 0.356233 ẋ ≤ 2.38745 .
right 566 143 if a ≥ −0.055733 ȧ ≥ 0.141926 x ≤ 0.534309 .

Fig. 2. Angles (a) are measured in radians (clockwise direction is positive), angular
velocities (ȧ) in radians per second, cart positions (x) in metres, and cart velocities (ẋ)
in metres per second. The two integers in between each rule’s action and preconditions
are the number of cases correctly and incorrectly classified by that rule, respectively.

sulting model, and the criterion for selecting a speci�c technique in this case is
the production of models structured in a way that facilitates their inspection,
understanding, and possible modi�cation by apprentices of pole balancing who
are mostly unfamiliar with knowledge representation techniques.

Morales and Pain [20] chose production rules because they are easy to in-
terpret in operational terms, have a symbolic character1 and simple structure
that resembles familiar rules of thumb, and support modularity of representation
[3, 16]. Furthermore, production rules have been used e�ectively in modelling hu-
man skill acquisition and performance [1]. In an empirical study involving thirty
subjects, supervised rule induction with ripper [9] produced learner models con-
taining between four and sixteen rules (�x = 10.9, s = 3.4), with the number of
preconditions per rule varying from two to four (�x = 2.6, s = 0.5). An example
of a learner model from that study is given in Fig. 2.

Models like this provide useful information for a number of purposes: to pre-
dict which direction the learner will push, if any; to simulate the behaviour of the
learner; and to discover similarities and di�erences with other learner’s strategy
through statistically comparing their models’ predictions [20]. Combinations of
positions and velocities where the learner’s reaction is markedly di�erent from
that of an expert can be discovered by comparing the model to a set of rules
representative of expertise. The common feature among these di�erent uses of a
learner model is, nevertheless, that they do not require for it to be understand-
able by the learner. In fact, they do not require human intervention at all, since
all is needed is for the computer system to be able to process the model. Things
can be quite di�erent when it comes to human processing of the models though,
particularly when these humans are the learners being modelled.

3 Presenting Models in the Right Modality

Rule preconditions in Fig. 2 are expressed in numerical terms. Although they
are very accurate, they are also quite di�cult to correlate to the behaviour

1 Greer et al. [15], on the other hand, present an interesting example of how learner
models based on Bayesian networks can be opened to learner inspection.
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Fig. 3. Graphical presentation of a refined version of the learner model shown in 2,
with preconditions of rules mutually exclusive (Section 4).

of the pole and cart on the screen. A di�erent choice of units|for example,
degrees instead of radians, or millimetres instead of metres|does not alleviate
the problem, because it is not a problem of units but one of modality2: the lack
of consistency in the way the task (Fig. 1) and the learner model (Fig. 2) are
presented makes the latter di�cult to comprehend despite experience with the
former.

A di�erent approach to presenting the learner model is illustrated in Fig. 3.
Here the model is presented graphically, in a table-like format in which every
row represents a rule; actions are represented by arrows, resembling the arrow
keys used to command actions in the interface to the simulator; and rule pre-
conditions are represented by arcs, boxes, and animations of the pole and cart
moving with di�erent velocities (every pair of animations denoting the range of
velocities de�ned by the velocities of the animations)3. It can be seen that task
and model are presented now in the same (graphical) modality. Consequently,
much less translation is necessary, the cognitive load on the learner being re-
duced in this way, and previous experience with the task should better support
their understanding of the model.

The issue of consistency between the modalities in which the tasks in the
domain and the learner models are presented have not been raised explicitly in
previous research on inspectable learner models, where matching of modalities
for domain and model presentation varies. In cases of second language learning
as the application domain, written natural language has been the modality of
choice both for presenting the tasks and the models [2, 6, 8]. In a similar way, de
Buen et al. [5] employ mathematical notation, specialised technical terminology
and natural language to convey engineering concepts and procedural steps, both

2 We use the term modality to imply a combination of language and medium, without
attempting to give a more precise definition of it. For a deeper discussion of modality,
see [22].

3 The graphical presentation contains also textual and iconic representations, which
are introduced to improve the clarity of the presentation and to diminish the over-
whelming effect of too many fast animations.
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during task and model presentation. In contrast, Cook and Kay [11] present their
models of users of the sam text editor using a mixture of text and diagrams
(conceptual trees) that di�ers from the textual interface of the editor itself.
Paiva et al. [21] describe language selection as a major di�culty for externalising
learner models, although the early example they provide shows the learner model
in a logic-based language that is closer to the model’s internal representation
than to the language in which the task (simpli�cation of algebraic equations) is
presented.

The relevance of matching the modalities in which task and model are pre-
sented may vary among domains. Sharing modality may be more important in
domains that involve the acquisition of sensorimotor skills, like pole balancing,
than in domains with demands on higher cognitive abilities. In the latter cases,
it may be more important for task and model to share more structural properties
of their representations, or even a deeper but recognisable set of abstractions,
without regards for super�cial details of presentation. Individual learners have
di�erent preferences of modality and di�erent degrees of representational com-
petence [10, 12] which should be recognised as well.

4 Increasing the Modularity of Models

Rules in Fig. 2 are presented in order of importance; i.e. a rule is supposed to �re
only on states of the pole and cart that satisfy its preconditions but do not satisfy
the preconditions of any rule above it. This ordering has the potential bene�ts of
reducing the number of rules in the model and simplifying their preconditions.
However, rule �ring is not determined entirely by each rule’s preconditions but
also by the preconditions of all other rules with higher priority (as if every rule
has the negated preconditions of all previous rules). That makes the role of every
rule but the �rst one harder to comprehend.

Fig. 3 contains a re�ned version of the model presented in Fig. 2, with the
preconditions of all rules modi�ed to make them mutually exclusive. Both models
are equivalent, yet each rule in Fig. 3 can be understood independently of any
other rule. Hence the new model pro�ts more from the modularity of production
rules [3, 16].

The issue of modularity has not been explicitly discussed in the context
of previous research on inspectable learner models. Although distinct compo-
nents that may favour a modular design can be observed in all models and their
presentations|grammatical rules, description of general tendencies, answers to
exercises and their evaluation, speci�c and more general comments, communica-
tive goals and capabilities, knowledge components, user properties, beliefs and
reasoning rules|their use does not intrinsically guarantee modularity, as our
example using production rules clearly illustrates.
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Fig. 4. Justification of a rule.

5 Providing Interactivity

Giving learners improved access to their models (as above) does not guarantee
that they will pay any attention to their models nor understand them. Learners
should feel they are able to interact with their models, through means of exerting
influence over their construction, content or structure, as opposed to merely
observing them. Most researchers dealing with participative learner modelling
have provided means for learners to interact with their models, varing from
browsing and direct editing [2, 5, 6, 11, 21], to mechanisms for discussing and
negotiating their contents [8, 13].

Our system gives learners direct control over the content of their models
by enriching their presentation with editing facilities. Learners can modify the
preconditions of any rule either by directly manipulating their graphical presen-
tation or by dragging sliders on a graphical scale; change the resulting action
of every rule as they wish, by clicking a button on the mouse; and add, delete,
and alter the order of rules in their models (reordering is still important be-
cause independence among rules is not guaranteed after learners’ editing of their
models).

Information about the number of cases correctly and incorrectly classi�ed by
each rule is stored in the learner model and can be displayed on request to justify
the existence and relevance of every rule (Fig. 4). This simple move makes the
accountability of the models more apparent to learners, so it is expected for it to
increase model acceptability. Learners can also ask for a short execution of the
learner model with initial conditions that trigger a chosen rule, as well as for an
explanation of the rule in natural language, the latter being an if. . . then tem-
plate �lled with translations of the rule’s preconditions and action (Fig. 5). This
facilities for justi�cation, execution and verbalisation of rules o�er the possibility
of immediate feedback to learners on changes to their models.

6 Informative Study

The ease of understanding such a graphical interface was evaluated. Eleven post-
graduate students took part in the study, which consisted of three stages. Firstly,
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Fig. 5. Example of rule verbalisation. Learners are warned that they should regard the
textual description of a rule as a complement to, but not a substitute for the graphical
description.

Fig. 6. The fictitious strategy for controlling the pole and cart.used in the study.

each participant was requested to provide some basic background information
via a short questionnaire. The second stage consisted in playing with the sim-
ulator of the pole and cart for about nine minutes. The third stage required
reviewing the graphical presentation of a �ctitious strategy for controlling the
pole and cart (Fig. 6) and answering a questionnaire about it. Instructions and
questionnaires were handed out in printed form to the participants at the begin-
ning of each stage and, whereas human intervention was kept to a minimum, the
participants were allowed to ask for clari�cation of any aspect of the program
and printed material. They were given as much time as they wished to answer
the questionnaires, and they spent between 35 and 75 minutes reviewing the
�ctitious strategy and answering questions about it.

The questions in the second questionnaire were organised in increasing or-
der of di�culty, from simple questions that tested understanding of the arrow-
notation for actions to a �nal question aimed at testing understanding of the
strategy as a whole. Every completed questionnaire was evaluated by the �rst
author, who wrote a model answer for each question, which he then compared
to each participant’s response. For example, the model answer for the question
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‘Try to provide a description, in your own words, of the overall strategy de�ned
by the rule set’ (Q14) was

The strategy is a \natural" one, with a touch of laziness. That means
doing nothing if both pole and cart are centred and moving slowly; push-
ing in the direction of pole falling if it accelerates, but not if the cart is
moving fast in the same direction. In general, the idea is to try to revert
to a centred position as long as the cart is not too close to an edge (with
the pole falling rather quickly towards it) or the pole is not falling too
quickly (the cart being anywhere).

An example of an answer taken as correct is

If the pole is well balanced and the cart is moving slowly in the centre
of the screen , do nothing. If the pole is pointing o� to the left, is not
falling rapidly to the right and the cart is not on the far left, push left. If
the pole is pointing to the right and the cart is not on the far right push
right. If the pole is upright falling right and the cart is not travelling fast
right, push right. Similarly if it is falling left, not going fast left, push
left. Otherwise do nothing. (Participant 6)

The results, summarised in Table 1, suggest that question di�culty increased
as expected. The questions were weighted according to their number of right
answers4, and scores calculated for each participant by summing the weights of
all correct answers and penalising for incorrect ones. It can be seen that three
participants scored less than 50% (2.92), four between 50% and 75% (4.38), and
four over 75%|the maximum possible score being 5.85 (100%).

7 Discussion

From the responses to the questionnaire, and doubts expressed during the study,
it became clear that the participants’ main problem was to interpret the ranges
of velocities represented by the animations. In addition, they frequently got
confused by the short executions of the strategy, what made evident their low
con�dence on their interpretation of the presentation of the strategy. This re-
sults suggest three means of facilitating a better understanding of the graphical
presentation of a strategy, all of them implemented in the current system: (1)
provision of complementary explanations in natural language; (2) rewriting of
the printed material; and (3) making explicit the action being executed at each
moment in the short executions of the learner model.

Despite the limitations of the study (e.g. size, subjective evaluation of cor-
rectness), the results obtained suggest that learners are able to achieve a reason-
able understanding of their models. Some obstacles to comprehensibility of the
models exist, however:
4 The probabilities of right (pr) and wrong (pw) answers were estimated (using Laplace

estimate) and weights calculated as ωr = pw and ωw = pr (doubtful answers were
considered half-right answers).
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Table 1. Answers to the questions about the graphical presentation of a strategy for
controlling the pole on a cart. A period (.) indicates a correct answer; ‘X’ indicates an
incorrect answer; ‘?’ indicates an answer that could be regarded as partially (in)correct;
and ‘N’ indicates no answer.

Question Participants
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11

Q1 . X . . . . . . . . .On actions
Q2 . X . . . . . . . . .
Q3 . X X . . . . . . . .On cart position
Q4 ? X X . . . . ? ? . .

On pole angle Q5 . X ? . . . . ? ? . X
Q6 . X N . . . ? X ? . .

On pole velocity Q7 ? X X ? . ? X ? ? X .
Q8 ? X X . . ? . ? ? ? ?
Q9 ? X X . . . ? ? ? X .On cart velocity
Q10 . X ? . . . . . ? ? .
Q11 ? X X . ? . ? ? X . .

On whole rules Q12 ? ? X . ? . ? ? ? ? .
Q13 . ? X . ? . ? ? ? X .

On whole strategy Q14 ? N N N N . N . N ? N

Score per participant 4.00 0.46 0.68 4.79 4.39 5.29 3.31 3.53 2.59 3.27 4.47

– Sets of rules with no explicit rationale (e.g. in terms of goals) may be inher-
ently di�cult to comprehend, no matter how small they are|this relates to
the opacity of sets of rules discussed by Barr and Feigenbaum [3].

– The re�ned version in Fig. 3 of the model presented in Fig. 2 contains the
same number of rules, but unfortunately that is not always the case. In fact,
although half of the re�ned versions of the models obtained in our empirical
study contain no more rules than the original models, a couple of re�ned
versions were up to 1.6 times bigger.

– Graphical presentations in this context are more natural than numerical pre-
sentations, but they can be too concrete and less intuitive than correspondent
expressions in natural language. The explanations produced by our system
are, however, no more than simple verbalisations of rules preconditions and
actions.

– Presenting ranges of angles by arcs, and ranges of positions by boxes appear
to be straightforward choices. In contrast, the clarity of presenting ranges of
velocities using animations is less obvious.

8 Conclusions

This case study has focused on producing learner models that are designed to
be studied, and understood, by the learners. A number of reasons justify why
the models so constructed should be easy to comprehend by learners: they are
presented in a consistent modality, pro�ting from previous experience in the
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domain task; they are modular, allowing understanding of each component in-
dependently of others; and they can be reviewed and edited interactively, in an
attempt to make their presentation more enticing. Qualitative verbalisations of
the rules and short executions of the model focused on any rule are also pro-
vided. Each learner model is supported by data, which is displayed graphically
in order to justify the existence and relevance of every component of the learner
model, making the accountability of the models more apparent to learners, with
the aim of increasing their acceptance of the models.

The results of an informative study suggest that learners can understand
the graphical interface to learner models. The study also exhibited a number of
factors that can a�ect the comprehensibility of the models and its graphical pre-
sentation. Despite the fact that further research is necessary to fully appraise the
suitability of our approach, we are con�dent this paper gives convincing support
for the claim that learners can comprehend a carefully designed presentation of
their learner models, at least in the context of a sensorimotor control task.
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Abstract: The emphasis on building collaborative/co-operative
environments has brought the issue of conflicts to light. The inevitability of
conflicts in group interactions, as well as their role as promoters of reflection
and articulation has generated a significant amount of research on the subject.
In this light, we have built a computational framework for the detection and
mediation of meta-cognitive conflicts. In order to make mediation more
effective, we have considered group and individual models, the history of the
interaction and model of the task. This approach is exemplified by the
implementation of MArCo.

1. Introduction

The emphasis on building collaborative/co-operative environments has brought the
issue of communication to light. Without a means to share ideas, etc. we cannot work
together. As evidence shows [1,2,3], conflicts happen through dialogue, and are
inevitable to group problem solving. Moreover, they can also be beneficial to it [1].

If well employed, conflicts can be a tool to articulate solutions, to avoid groupthink
and to increase group productivity. However, conflicts that escalate to the personal
level will probably weaken group cohesiveness, thus hindering further interactions.

The inevitability of conflicts and their potential to help increase group productivity
has generated a lot of research in different areas (Sociology, Psychology, Education,
Distributed Artificial Intelligence, etc). In the Educational scenario, there are different
lines of work that tackle conflicts as an important part of group problem solving, and
as a vehicle of cognitive change. For instance, Joiner’s work [4] presents a model of
conflicting interactions based on Doise and Mugny’s theory of socio-cognitive
conflicts [5]. As a result of his analysis, he has pointed out some issues to be
considered in Computer Supported Collaborative Learning Environments (CSCLE)
design. Other authors (for example, see [6,7]) have also investigated conflicts in
CSCL interactions, aiming at analysing the ongoing collaboration process.
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The issue of conflicts has been considered from various perspectives. However,
there is no research that aims at using conflicts to foster productive interactions in
computer-based environments. Moreover, in spite of the models of conflicting
interactions in Distributed Artificial Intelligence (DAI) there is not an executable
model of meta-cognitive conflicts that would allow a CSCW/CSCL system to detect
their occurrence and take action to provoke reflection and articulation.

In this paper, we will present a computational model of Meta-Cognitive conflicts
(encountered in group planning), with a practical example of its use. The model is
based on our categorisation of conflicts in such a situation.

This paper is organised as follows: section 2 describes our classification of Meta-
Cognitive Conflicts and the computational model generated from that; section 3
presents our computer system, MArCo, describing its architecture and giving an
example of its usage. Section 4 presents our conclusions and ideas for further work.

2. The Classification and Modelling of Meta-Cognitive Conflicts

In order to reach the goal stated above, we investigated the types of conflicts that
occur in group interactions.  As a result of the empirical investigation described below
(for further details, see [8]), we arrived at the classification of conflicts presented in
section 2.2. The model derived from these findings is shown in section 2.3.

2.1 The Empirical Investigation

The main goal of the investigation was to find out what kind of Meta-Cognitive
conflicts occur between peers in group planning interactions. For this experiment, we
chose a PERT/CPM problem. PERT/CPM graphs [9], allow us to build a network
model of a project, given the activities that compose it along with their duration.

The experiment was carried out with three pairs of students. Two were of
postgraduates, and the third was formed by one MEd student and an undergraduate.

None of the subjects had prior knowledge about PERT/CPM. Upon arrival, they
were given information sheets about the technique. Subjects’ questions (about the
technique or the vocabulary) were answered before they started solving the problem.

Each pair was given pen and paper, and asked to build a common problem solution.
Their dialogue was tape-recorded and later transcribed. The observer only intervened
in the discussion when explicitly asked to clarify some doubt.

Besides yielding the conflict categorisation described on section 2.2 (as well as the
computational model), the experiment also gave us a good insight into the sorts of
dialogue moves people use when talking about Meta-Cognitive Conflicts.

2.2 The Conflict Categorisation

From our point of view, conflicts are the last stage of a three-phase process:
• We start with a difference of views – when agents have different views about

something, but have not yet communicated them to each other;
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• After that we have a disagreement – where the agents inform each other about their
inconsistent views, but a discussion over them does not follow;

• Finally, we have a conflict - if the agents involved also try to convince the other
about their own points of view.

By distinguishing between disagreements and conflicts we want to ensure that the
mediator will only intervene when there is potential for reflection and articulation.
Let us now present our categorisation of the conflicts in group planning interactions:
• Non task-related or social conflicts are related to the social roles and positions of

the group members. A conflict about group leadership is classified in this category.
• Task-related conflicts  can be further divided into:
� Belief conflicts are about the domain under discussion. They relate to the two
lower levels of the DORMOBILE framework [10] – namely Domain (facts) and
Reasoners  (rules of inference in the domain). Belief Conflicts have been
extensively investigated (e.g. [11]);
� Contextual conflicts relate to defining what exactly is the problem being
solved. In fact, Contextual Conflicts are a specialisation of Belief Conflicts.
Contextual beliefs represent constraints of the problem. For example, when
planning the release of a toy for Christmas sales, the belief that the toy has to be
ready by November is contextual. The distinction between the two types of
conflicts is also due to the evidence (see [12]) that significant parts of group
problem solving dialogues are about establishing the model of the problem.
� Meta-Cognitive conflicts correspond to the two upper levels of the
DORMOBILE framework (Monitoring and Reflection). They can be divided into:

• Reflectors Conflicts: “How do we choose our intentions/goals/orderings?
• Intention Conflicts: “Which steps do we take to solve the problem?”
• Ordering Conflicts: “How do we organise our steps?”
• Goal Conflicts:  which can be divided into

Þ Goal Definition Conflicts: “What are we trying to achieve?”
Þ Goal Achievement Conflict:  “Have we achieved it?”

Having described our categorisation, we will now present a computational model of
Conflicts. More examples of the conflicts can be found in [8].

2.2  A Computational Model of Conflicts

Based on our empirical investigation, as well as on some existing DAI models of
conflicting interactions (e.g. [13,14,15,16]) we have built a Belief-Desires-Intentions
(BDI) conflict model. The choice of a BDI approach was mainly due to the mapping
that can be drawn between the levels of the DORMOBILE and the mental states.

The attitudes towards the problem-solving process (collaboration and co-operation)
influence the changes on the plan being built. In the co-operation case, where the task
is split in different parts, the incidence and scope of conflicts can be much smaller
than in the collaboration case. Thus, let us  define these two attitudes:

Suppose that two agents, x and y, are trying to achieve a goal p together. Agent x is
considered engaged in a one-way collaboration with y when:

One_way_Collab (x y p)  = def [Bel (x àp) Ù Bel (x(Bel y àp))] Ù [Intend(x
strategyx(p)) ÙExpects(x Intend(y strategyy(p))]
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In this case, x believes that p will eventually be true, and that y has the same belief.
Also, x intends to provide part of the problem’s solution, and expects y to provide the
rest. However, it might be the case that y is not engaged in the collaboration.

If both parties are engaged in the process, we have a mutual collaboration case,
defined below:

M_Collab(x y p) = def One_way_Collab (x y p) Ù One_way_Collab (y x p)

The co-operative case is defined in a similar way. The distinction between the cases
is that in the collaborative case, there is an interleaving of strategyx(p) and strategyy(p)
to form the problem solution, whereas in the co-operative case, strategyx(p) and
strategyy(p) complement each other.

Let us now analyse a definition of strategies. We define a strategy to be a consistent
ordered set of intentions to achieve a goal. This set is built according to the Context of
the problem. To make matters clearer consider example 1:

Example 1: Suppose that agent x has the following
problem: it has to go shopping, and has to get some
food from the supermarket, a book, some clothes and has
to be back home by 12. So, let
A = {go to the Market}
B = {get clothes}
C = {get the book},
be the steps it intends to accomplish in its trip.
So, Set_of_Intentions = {A, B, C}
Goal = {Be back home by 12 with shopping done}
Context = {book store is the farthest, mall is close to
supermarket}
Due to relative distances of each place, x decides to
do A, B, and C, according to the following ordering:
Ordering_Relation = {<C, B>, <C, A>, <B, A>}

In our model, a strategy is defined as:
Strategy (Agent Goal) = {Agent, Set_of_Intentions, Ordering_Relation, Context,

Goal}. The Ordering_Relation is a set of pairs of intentions <i1, i2>, where i1 comes
before i2 in the strategy being built.

Thus, in Example 1, x’s strategy to go shopping is represented as follows:

Strategy(x, be home by 12 with shopping) = {x, {A, B, C}, {<C, B>, <C, A>,
<B, A>},{book store is the farthest, mall close to supermarket}, {Be home by 12}}

A task-related conflict about a sentence s is defined as:2

Task-related conflict (x y s) = def  Bel_conflict(x y s) Ú Context_conflict(x y s)
Ú M_c conflict(x y s).

A Belief Conflict is defined as:

Bel_Conflict (x y s) = def [Bel (x s) Ù Bel (x (Bel y Øs)) Ù Intend (x à(Bel y s))]

Let us make a distinction between conflicts and mutual conflicts. X is in conflict
with y about s (Conflict (x y s)) if x believes that y has got a different view about s,
                                                          

2 For the sake of simplicity, we are dealing here with the 2-student case. However, the
definitions presented can be generalised for n-student case.
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and intends to convince y to adopt his/her view. However, x’s beliefs about y may be
wrong, and thus the conflict situation might generate confusion. On the other hand,
mutual conflicts (corresponding to the notion presented in section 2.2) have more
potential for reflection and articulation. A mutual conflict is defined below:

Mutual_Conflict(x y s) = def Conflict(x y s) Ù Conflict(y x s).

The distinction between conflicts and mutual ones is due to the fact that they require
different mediation strategies. It is also valid for all the conflict types in this section.
For instance, a Mutual Belief_Conflict is defined as:

Mutual_Bel_Conflict(x y s) = def Bel_Conflict(x y s) Ù Bel_Conflict (y x s). 3

A context_conflict is a special case of a belief conflict as mentioned in section 2.2.
Now, let us define Meta-Cognitive conflicts:

M_c conflict (x y s) = def Intention_Conflict(x y s) Ú Ordering_Conflict(x y s)
Ú Goal_Conflict(x y s). Ú Ref_Conflict(x y s)

And an intention conflict is defined as:

Intention_Conflict (x y s) = def [Intend (x s) Ù Bel (x (Intend y Øs)) Ù Intend (x
à(Intend (y s)))]

Now, suppose that x and y have the following strategies:

Strategy (x,goal) = {x, Set_of_Intentions, ORx, Context, goal}
Strategy (y,goal) = {y, Set_of_Intentions, ORy, Context, goal}

Then an ordering conflict is defined as follows:

Ordering_Confict (x y <i1 i2>) = def  ( <i1 i2> ˛ ORx Ù Bel(x,(<i1 i2> ˇ ORy)) Ù
Intend (x <i1 i2> ˛ ORy)

As defined on section 2.2 a goal conflict can be of two types: (1) a Goal Definition :

Goal-def_Conflict (x y p) = def [Goal (x p) Ù Bel(x (Goal (y Øp))) Ù Intend (x
à(Goal( y p)))];

and (2) a Goal Achievement conflict, defined as follows: Suppose that x and y had
previously agreed on a goal p, and, at a given instant t, x believes that p is true (goal
achieved) and y does not. Thus,

Goal-ach_Conflict (x y p)= def Bel_Conflict (x y p) Ù goal ({x,y},p) at instant t.

Where goal ({x,y}, p) means that x and y have previously agreed on goal p. A
reflector_conflict is defined as:

Ref_Conflict (x y s) = def [Reflector(x s) Ù Bel (x (Reflector( y Øs))) Ù Intend
(x à(Reflector( y s)))]

                                                          
3 Due to questions of space, from now on, we will present only the conflict definitions,

leaving the mutual cases for the reader.
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3. The Conflict Model Put to Use – the MArCo System

MArCo's (Artificial Conflict Mediator, in Portuguese) reasoning mechanism is based
on the conflict model presented. The domain chosen for its implementation is PERT-
CPM graphs, also used in our experiment. MArCo has a Java-based distributed
interface, which hosts the interaction between the group members. The interface (Fig.
1) communicates with a Prolog server and is divided into three regions:
1. The Graph Region – has a graph window where the group builds its common

graphical solution. The Logic and Constraints Window (LCW) provides a tool for
the discussion of constraints and goals of the problem being solved. Terms in the
LCW use logical and time sequencing operators found on the menus beside it.

2. The Active Members Window –when a group member logs onto a discussion, its
identification goes to the active members’ window.

3. The Dialogue Region - to facilitate the analysis of the dialogue and the mapping of
the utterances onto BDI attitudes, we have adopted a dialogue game approach [18].
Thus, each contribution to the dialogue is made by a dialogue move plus its
contents (expressed either in the graph window or in the LCW). It also contains the
Dialogue Record (DR) window, where the history of the interaction is kept.

Once a member finishes her/his utterance, s/he presses Submit. The contribution is
then sent to the DR and to the Prolog Server, which has three processes
communicating – a dialogue processor, that receives utterances, maps them onto the
BDI attitudes, and calls the maintainer to update group and individual models (GM
and IM, respectively), and the mediator. Fig. 2 shows MArCo’s architecture.

MArCo's mediator observes the dialogue looking for conflicts and acts if necessary.
It uses three levels of mediation. On the simplest level, it only informs the group that
some sort of conflict has occurred (as shown in Fig. 4). In the next level, the mediator
informs the group that a conflict has occurred and then checks if any of the
participants is saying something inconsistent with her/his (or the group) model. If that
is the case the mediator asks the respective member to elaborate on this “change of
mind”, attempting to provoke reflection. In the third level the system also suggests
actions that can lead to more refined solutions (e.g. build up solutions involving more
members of the group). In order to do so, it draws on the group characteristics, a
model of strategic changes and a model of the task.
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Fig. 1. MArCo's Interface.

Fig. 2.- MArCo's Architecture.

3.1 An Example of MArCo’s Usage

This section shows an interaction using MArCo. The problem discussed is shown in
Fig. 3. At the beginning, the GM and the IM for both agents (P-IM and B-IM) are
empty. The IM consists of four sets of attitudes: Domain Beliefs, Intentions, Goals
and Reflectors. Whilst the first three directly represent the strategic components,
Reflectors account for meta-attitudes. The GM consists of the same sets of attitudes,
plus a set of group member’s characteristics (leader, follower, outspoken, shy,
reflector, actor) that are assigned to group members according to the quantity and type
of their contributions. Both the IMs and GM are updated as the interaction flows.
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In (I)(Fig. 4), after Bella’s utterance is passed to the dialogue processor, it is
mapped onto attitude (bel_dom (Bella, BEFORE (A, B))), before the Maintainer is
called. It adds the new attitude to B-IM, and then looks for inconsistencies within B-
IM. If it finds any, a Belief Revision is carried out in B-IM. When this is done, the
Maintainer checks if any new beliefs can be derived. We have used modus ponens as
the inference rule for this operation.

Fig. 3. A Sample PERT-CPM Problem.

Patricia’s following move is a challenge, which implies her disbelief in the previous
statement (a belief in its negation) and a belief in BEFORE (A, B). Consequently, the
Maintainer updates P-IM, by bel_dom (Patricia, not(BEFORE (A, B))) and bel_dom
(Patricia, BEFORE (B, A)).

By analysing the history of the dialogue, the mediator finds a disagreement
(represented in the dialogue by a statement followed by a challenge about the same
focus), and asserts:

disagreement ([Patricia, Bella], Before(B,A), [B,A], bel_dom),

meaning that a bel_dom disagreement between the two agents, with focus ([B,A]),
has occurred. At this point, B_IM and P_IM contain the following beliefs:

• B_IM: bel_dom(Bella, BEFORE(A,B))
• P_IM:bel_dom(Patricia, not(BEFORE(A,B))), bel_dom(Patricia, BEFORE(B,A))
Excerpt (II) in figure 4 shows the follow up from (I), where Bella disagrees with the

last utterance. Then the Maintainer updates B-IM by:

bel_dom (Bella, not(BEFORE (B,A))).

At this point, the mediator detects another belief disagreement, and thus asserts:

disagreement ([Bella, Patricia], not(BEFORE (A,B)), [A,B],bel_dom).

Upon detecting a disagreement, the mediator checks if there has been another
disagreement of the same kind, involving the same agents and focus. If that is the
case, a conflict is detected and an intervention is generated. In this case, the mediator
has just pointed out that a belief conflict was detected, as shown in figure 4.
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In (III) Patricia offers further information about activities A and B. Bella then agrees
with it, thus settling the conflict, and bringing the IM’s to the state shown below.

• B-IM: bel_dom(Bella, (BEFORE(B,A))), bel_dom(Bella,(BEFORE(B,C)))
• P-IM: bel_dom(Patricia, not(BEFORE(A,B))), bel_dom(Patricia,

(BEFORE(B,A))), bel_dom(Patricia,(BEFORE(B,C))).

Fig. 4. A Sample Interaction.

4. Conclusions and Further Work

In this paper we have explored the idea that it is possible to use conflicts that occur
during group problem solving to provoke reflection and articulation of the solution
being built. In order to show that the idea is feasible, we have built an artificial
mediator, capable of detecting conflicts and taking action whenever necessary.

In order to build the mediator, we first classified the conflicts in group problem
solving situations. The classification served as a basis for a computational model of
conflicts, and gave us insight on how mediate conflicting situations.

To illustrate these ideas, we have built a computer system, MArCo, containing the
artificial mediator. It bases its reasoning on the history of the interaction, individual
and group models, as well as on the strategic changes triggered by the conflicts.

We intend to compare the usage of the mediator with three different levels of
mediation. Our hypothesis is that the more informed the mediation, the more useful it

(I)

(II)

(III)
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will be. With the feedback obtained from this comparative study, we will refine our
models, aiming at extending them to different domains.
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Abstract. Research on Intelligent Tutoring Systems has much to contribute to
distance learning applications. Recently the distance learning area has
experienced an increasing demand for the development of applications that
make use of the new information and communication technologies (e.g., the
web) as the medium for delivering courses. Intelligent distance learning can
supply this demand and also provide real-time support to the distance learning
process through the incorporation of ITS techniques. In this paper we describe
LeCS – a collaborative case study system. LeCS supports web-based distance
learning from case studies, allowing collaborative learning between a group of
learners that is geographically dispersed. It provides the necessary tools to carry
out the case solution development and accomplishes functions that altogether
assist the learning process.

1 Introduction

As a result of the possibilities allowed by the new technologies we observe a rapid
growth in computer-based applications for distance learning. Most of the systems
developed focus on providing tools for the teachers to design distance courses (e.g.,
WebCT, Lotus LearningSpace) and/or on the distance course management (e.g., [1]).
However, we believe that providing real-time support to the distant learners might be
of greater relevance from an educational point of view.

In [2] we proposed a World Wide Web (web)-based distance learning from case
studies model that allows a group of learners to work on a case study at a distance.
This model consists of an application of the case method to distance learning that
makes uses of Intelligent Tutoring Systems (ITS) elements.
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In this sense, research on ITS has much to contribute to distance learning
applications. Recently the distance learning area has experienced an increasing
demand for the development of applications that make use of the new information and
communication technologies (e.g., the web) as the medium for delivering courses.
Intelligent distance learning can supply this demand and also provide real-time
support to the distance learning process through the incorporation of ITS techniques.
Thus, the work presented in this paper, besides introducing the case study element
that is particularly novel in ITS research, shares characteristics with other approaches
used in the area: agent-based ITSs (e.g., [3]), work on collaboration (e.g., [4]), and
work on supporting the problem solving process at a distance (e.g. [5]).

In this paper we describe LeCS (Learning from Case Studies) – a collaborative
case study system that can be characterised as an intelligent distance learning system.
LeCS supports web-based distance learning from case studies and allows
collaborative learning from case studies between geographically dispersed learners. It
provides tools to carry out the case solution development and accomplishes functions
that assist the learning process.

The paper is organised as follows. Section 2 gives an overview of LeCS. Section 3
details LeCS architecture. Section 4 describes the current stage of LeCS
implementation and the next stages of tests. Section 5 presents our conclusions.

2 LeCS Overview

LeCS is a collaborative case study system that supports learning from case studies in
distance education. The learning scenario for LeCS is a group of learners that is
geographically dispersed, enrolled in a distance course, on a discipline where the case
method is applied (e.g., engineering, medicine, business, etc.) [6].

Learning from case studies is an educational method, typically used in the business
schools to train the students in disciplines that contain open-ended problems, which
present complex, realistic situations, and that demand cognitive flexibility to cope
with them. The case method is used when the situated nature of cognition in the
learning process and/or learning in ill-structured domains is required [7]. The method
application in the traditional classroom consists roughly of presenting a case study
that introduces a problem situation to a group of learners who are supposed to discuss
the case and find a solution to it. The role of the case instructor is to guide the process
by which the group of learners explore the case and develop the case solution.

LeCS was developed based on the recommendations derived from an empirical
qualitative study that we carried out with pairs of subjects [2]. The aim of this study
was to help provide support to the case study activity over the web with: (1) the use of
text based/graphical hypermedia resources to present a case study and to lead the
learner through the system use; (2) the use of tools to carry out discussions and group
activities; (3) the combination of both off-line and on-line case study activities, as
they usually take longer than other learning activities. Thus, in this empirical study we
simulated a learning scenario where a pair of subjects at a distance were provided
with a collaborative learning environment and required to collaborate in order to solve
a case study.

The collaborative learning environment was based on Habanero [8], a collaborative
system that includes a client, a server, and a set of applications. Among those we used
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the browser, the chat, and the collaborative text editor. The browser was used to
access the web pages that presented the case study contents and the steps of the
approach to guide the case solution development. The text editor was used to answer
the questions posed in the steps. The chat was where the case discussion took place.

LeCS provides a similar set of tools for working collaboratively on a case study
solution and in addition accomplishes functions that altogether support the learners
during the development of this solution. The tools are a browser, a chat, a text editor,
and a representational tool. The support LeCS provides is achieved by representing
the solution path taken by the learners and by making interventions regarding certain
aspects of the case solution development: the time the learners spend on each step of
the Seven Steps approach [9]; the learners degree of participation in the case
discussion; the misunderstandings the learners might have about the case study; the
coordination of the group work; and the accomplishment of the steps activities.

Figure 1 shows LeCS user interface which displays a pull down menu, and the
following areas starting from the upper left, clockwise: participants list, browser,
solution graphical representation, text editor, chat and system interventions.

Fig. 1. LeCS User Interface
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2.1 Web-Based Distance Learning From Case Studies

Web-based distance learning from case studies is our model of how the learning from
case studies method can be supported in a computational environment, in a distance
learning context. Such a model is embedded in LeCS design.

LeCS design is based on the Seven Steps Approach [9]. This approach can be
described as a methodology that proposes that the case study solution be developed
step-by-step. It guides the case solution development, splitting it into parts that, from
a computational point of view, have a manageable grain size of information. In that
way the system is able to reason about each part that is added to the case solution as
the learners proceed towards the case solution. The outcomes of each step can be
represented by the system so that it is capable to interact with the learners, providing
support and feedback during the case solution process.

Each step of the approach has its own goal and suggests an activity to be carried
out by the learners in order to achieve such goal. In order to demand from the learners
the accomplishment of the activities we have associated each step to a question.
Those questions were chosen from a set of examples used by case study instructors in
the traditional classroom [10]. In order to choose the appropriate questions to each
step, the categories were matched to each step goal and required activity.

Table 1 presents an overview of the steps sequence, stating each step goal,
exemplifying the activities, and the questions associated with each of them.

Table 1. The Seven Steps approach (adapted from [9]), activities and questions

The Seven Steps Activities Questions
Step1. Understanding
the situation

Relate What do you think are the relevant pieces
of information presented by the case?

Step2. Diagnosing
problem areas

List
problems

What are the problems that come up for
you in this case?

Step3. Generating
alternative solutions

List solutions Would you please list the alternative
solutions to the problems?

Step4. Predicting
outcomes

List
outcomes

Can you tell what can happen as a result
of each action?

Step5. Evaluating
alternatives

List pros and
cons

Can you list the pros and cons of each
outcome?

Step6. Rounding out
the analysis

Choose What is your choice among the
alternative solutions?

Step7.Communicating
the results

Present the
case solution

What is your answer to the question
posed by the case?

2.2 LeCS Dynamics

LeCS includes a server that hosts sessions and a client that interacts with sessions. A
session is associated with a group of students working collaboratively on the solution
of a case study. The clients run on the students' machines and therefore there are as
many clients running as the number of participants on a session. The server can run
on one of the students' machine or alternatively on another machine. LeCS was
implemented in the Delphi language.
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To begin working with LeCS the learners have to register in order to join a session,
i.e., they register as a member of a certain group that will work on a given case study.
As a result, among the case studies included in the case library (the set of cases
modelled in the system), a particular case study is enabled, whereas the others are
disabled during the session. Also, the set of pages and questions relative to each of the
Seven Steps are made available.

The group of learners should also choose one of its members to be the group
coordinator. The coordinator is responsible for filling in the forms with the group
joint answers to the step questions. In this way the contributions gleaned from the
various participants regarding the step answers are integrated into the joint answers.
The forms are then disabled to all the group members except the coordinator.
However, at any time during the solution process the group can change its
coordinator.

After joining the session the learners start working by browsing the web pages that
include the instructions for how to proceed to use the system, the case study contents,
and the steps of the approach. Thus, in all the steps described in section 2.1 the
following procedure takes place:

• First, the learners individually answer the question posed in the step.  This usually
is carried out off-line, asynchronously, using the text editor tool.  In this phase,
individual learning takes place.

• Then, the learners work collaboratively and discuss to reach a consensus in order to
have a group joint answer to the step question. The starting point for the discussion
is the differences or similarities between their individual answers. These can be
copied from text editor and pasted into the chat in order to be made available to the
group. This collaborative learning phase is carried out on-line, in a synchronous
mode.

• Once the group reaches an agreement about what to respond to the present
question, the group coordinator fills in the form with the step answer. This step
answer represents the accomplishment of the activity demanded in the step. The
system reasoning is based on this group answer rather than on the individual ones.

• After that, the group move on to the next step, where the previous procedure
(individual learning, collaborative learning, and group agreement on an answer)
takes place again. By proceeding sequentially through the steps, the learners will
be guided to the case study solution.

2.3 LeCS Functions

The support LeCS provides to the learners during the case solution development
consists of the solution representation presented on the user interface and the different
kinds of interventions it makes. Below we describe those functions.

LeCS dynamically generates a knowledge representation, a tree data structure [11],
of the case solution as developed so far by the learners, according to the Seven Steps
approach. The input for the generation of this tree are the components sentences with
which the group coordinator fills in the forms. The root of the solution tree
corresponds to the question posed by the case. The levels of the tree represent each of
the Seven Steps. Each node on a given level refers to a component sentence of the
joint group answer to that step question. At a given step, the system adds one level to
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the tree, generating it from the expansion of the nodes on the previous level. The tree
final state is represented then for all (ideally) alternative solutions that can be
generated through the Seven Steps approach.

The links between the nodes (arcs) are made by LeCS using a rule-based algorithm
that define our heuristics to build the solution tree. It compares the sentences on a
given level with the sentences on the previous level in order to determine how the link
between a node to its parent node is obtained. The comparison is made based on
keywords, which are selected by the system from the sentences on the higher level
that is being compared [12].

The solution tree graphical representation is displayed to the learners on LeCS user
interface. All the group participants see the same representation. The graphical
elements in this window are editable by the learners when they disagree with the
system reasoning represented in the tree (e.g., when the link made between a node to
its parent node is not what the learners meant in their textual answer). The aim of this
graphical representation is to make the learners aware of the solution path taken by
the group and to facilitate choosing the best envisaged solution.

In addition, LeCS makes different kinds of interventions during the solution
process development that, in a certain way, resembles the procedures of the case
instructor in the traditional classroom. Such interventions concern:

• Timing: LeCS intervenes when the group exceed the time limits established for the
solution regarding collaborative learning (on-line work). This control is made at
every step.

• Participation: LeCS identifies a low degree of participation in one or more learners
during the case discussion and makes interventions inviting the learner(s) to
participate. This is accomplished through the monitoring of the learners
contributions in the chat per step.

• Case-Specific Utterance Patterns: The interventions that LeCS makes regarding
case-specific utterances are based on the system knowledge about the case study,
which is represented as constraints [13] in LeCS domain knowledge base. This
kind of representation is appropriate to the identification of case-specific utterance
patterns that characterise a learner misunderstanding the case study contents. In
order to initiate the intervention LeCS checks among the sentences of the group
joint answer to the step questions (which in a final analysis are case-specific
utterance patterns already extracted from the case discussion dialogue) for any
violations of the constraints that were modelled. When a violation is found LeCS
intervenes stating to the group the correct sentence. The constraints are modelled
based on an analysis of the case study text from the point of view of the case
instructor, regarding what kind of misunderstandings it could originate. Figure 2
shows the user interface LeCS provides for the case instructor modelling a case
study.
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Fig. 2. LeCS user interface for the case instructor modelling a case study

• Group Coordination: In order to allow the coordination of the group activities
through the Seven Steps by LeCS, when starting a session, the group should define
a co-ordinator who will be in charge of filling in the forms with the group joint
answers to the step questions. Thus, once the coordinator fills in the form of a
particular step question, and then moves on to the next step, LeCS “knows” in
which step the group should be working on. That is, the group coordination is done
based on the group coordinator actions. He/she in a certain way defines to LeCS
the pace in which the group proceeds in the solution development. If any of the
learners tries to access a page different to the one that the group is currently
working on, LeCS intervenes, warning the learner that the group is working on
another step.

• Jumping a step: Despite the fact that we do not constrain the learners in the sense
of requiring them to complete all the steps, LeCS intervenes notifying the group if
they jump a step during the solution development.

3 LeCS Architecture

LeCS agent-based architecture is organised in a federated system. The agents’
communications are based on an Agent Communication Language (ACL) [14]. The
messages exchanged among the agents use the KQML (Knowledge Query and
Manipulation Language) format [15]. Figure 3 shows the agent-based architecture and
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communications structure used, which establishes that the communications does not
happen directly between agents, but rather through a facilitator. The facilitator is a
special program (implemented as a agent) that keeps the information about each agent
on the system and is responsible for routing the messages, working as a broker. In
addition, two local databases are implemented: in the first one the facilitator stores all
the necessary information in order to route messages; in the second one it logs all the
exchanged messages. LeCS architecture includes three classes of agents: interface
agents, information agents, and advising agents. There is one information agent and
one advising agent running on a session, but as many interface agents as many
participants logged on.

Fig. 3. LeCS agent-based architecture

Interface Agent. The interface agent can be characterised as an animated pedagogical
agent [16] (cf. Figure 1). All the system interventions are presented through this
agent. Besides, the interface agent stores information about the individual users: what
is typed in the text editor, the number of contributions in the chat, the current step
he/she is working on, the answer to each step question, and the time spent on each
step (these last two are functions accomplished just by the interface agent of the group
coordinator). Based on this information, the interface agent generates the
interventions about timing, and participation. A resources database contains additional
information: the agent’s address, the name by which it is known, and its network
mapping. A history database is implemented to log everything the interface agent
does, including the communications with the user and the other agents. The
information agent and the advising agent also have these same kinds of databases.
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Information Agent. The information agent deals with the domain and the
pedagogical knowledge. Both the interface and the advising agents can access the
information agent. The information this agent stores is divided into two different
categories: didactic material and knowledge bases. Didactic material consists of
HTML pages, images, and text. The knowledge bases refer to the domain and to the
representation of the case solution developed. This agent also stores the chat
interactions.

Advising Agent. While the information agent has knowledge bases and databases
access features, the advising agent has engines to reason about the user actions, and to
recognise situations where some support is needed. The advising agent executes the
algorithm to generate the solution tree representation with the information provided
by the interface agent, and returns the representation to this agent.  It controls the
violations of the constraints with the information provided by the information agent.
When applicable it generates an intervention about the learners’ misunderstanding the
case study, and send the request of an intervention to the interface agent. It also
generates and requests interventions to the interface agent concerning the
coordination of the group work and the jumping of a step.

4 Implementation and Evaluation

The first stage of LeCS implementation is concluded. Based on the recommendations
of the empirical study that we carried out [2] we implemented a first prototype of the
system. The next stage is to test LeCS with pairs of subjects in an experiment along
the same lines of this empirical study.  The intention is to test the system performance
and the effectiveness of its tools and functions, particularly the case solution graphical
representation, having the previous experiment as a parameter of comparison. Then,
after making the necessary adjustments, the following stage is to test LeCS with more
than one group of learners working simultaneously rather than only a pair of subjects
at a time. The final evaluation stage is to use LeCS in a real distance learning context.

5 Conclusion

In this paper we described LeCS, a collaborative case study system that can be
characterised as an intelligent distance learning system. LeCS implements web-based
distance learning from case studies, supporting a group of learners working
collaboratively on a case study at a distance. We introduced LeCS by presenting an
overview of the system. We detailed our web-based distance learning from case
studies model, explaining how a group of distant learners work with LeCS and what
are the functions that LeCS accomplishes to provide support to the distant learners.
Then, the LeCS agent-based architecture was described, showing its communications
framework and kinds of agents. Finally LeCS current stage of implementation and
evaluation was outlined.
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Abstract. In this paper we present a specific phonics based approach to 
supporting early literacy. The application system is cooperative and embedded 
in a "computer-integrated classroom". It provides an interactive writing 
environment using a visual palette of letters associated with icons and synthetic 
speech feedback for the writing results. Ongoing developments enhance the 
intelligent support modules for the initiation of partner or group work and for 
the provision of context sensitive individual help. 

1   Introduction 

Today, early learning in primary schools is often characterized by learner-controlled 
work in rich and pleasant environments. The foundations of such rich and stimulating 
learning environments along with less teacher-centered classroom activities are rooted 
in the general ideas of modern pedagogy (e.g. [5]). Children work in different partner 
and group constellations in classroom environments that present a choice of different 
activities, tasks, and cooperation modes. Children select from these ”menus”, i.e. they 
choose the task that they want to carry out during a day. Teachers prepare these rich 
environments, assist, and manage the distributed and cooperative activities in the 
classroom. 

Our project ”Networked Interactive Media In Schools” (NIMIS, cf. [8]), as part of 
the European ESPRIT subprogram ”Experimental School Environments”, aims at 
supporting early learning in primary schools by augmenting the classroom physically, 
media-wise, and procedurally using networked digital media. So far, it is the most 
complete and consequent implementation of the idea of a ”Computer-integrated 
Classroom” or CiC (cf. [2] for a first notion) that we have developed (see figure 1). 
As for the content of learning, the project is targeted at supporting literacy-oriented 
activities in the age group of 5-8 year old children. 

Based on an integrated desktop environment for young children, three applications 
have been developed in the NIMIS project. One application (”T’rrific Tales”) aims at 
supporting collaborative story telling in a cartoon format. A second application 
(”Teatrix”, see [9]) aims at promoting collaborative acting in 3D scenarios. In the 
following we focus on a third application, ”Today’s Talking Typewriter” (T³). T³ 
provides a phonics-based learning environment for the acquisition of initial reading 
and writing skills by enabling children to freely and flexibly compose their own 
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words. The T³ application and all NIMIS applications are embedded in distributed 
classroom activities, i.e. they are not designed as stand-alone tools but as 
customizable and user-adaptive tools in a collaborative setting. 

2   Environment 

The three different NIMIS classrooms aim at supporting scenarios that are common in 
the existing practice of the primary schools associated to the project. They envisage a 
smooth interplay of human and computer-mediated interaction. Environments and 
software have been designed following this rationale. The NIMIS software is flexible 
and usable in a variety of modes (by individuals, pairs or larger groups). Intelligent 
support can be easily plugged in as appropriate. The design also accounts for both 
teachers and pupils changing locations without losing the current context. 

 

Fig. 1. In a NIMIS CiC: first graders and teachers in action 

2.1   Embedment 

Hardware and furniture in the NIMIS classrooms have been specially designed or 
selected under the consideration of existing classroom culture. A big interactive and 
height-adjustable screen replaces the chalkboard. Pen-based input facilities 
(interactive LC-displays integrated in special tables) provide intuitive interfaces for 
the children. The computers as such are almost invisible (covered or placed in a 
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separate chamber), information technology is a means and not the subject of learning 
in this CiC framework. 

Development of software applications for early learning needs to take into account 
open forms of learning and interacting, and the varied roles of teachers and learners in 
different contexts. We believe that the suitability and usability of educational software 
for in-classroom use is a central quality criterion. Based on this premise, we think that 
the development of computer support for rich collaborative scenarios should consider 
some central demands in a certain order of priority. It should 

• be conceived as an integrated set of tool-like interactive applications conceptually 
embedded in existing classroom activities, 

• be easily customizable by the teachers, 
• have flexibly adjustable and robust cooperation modes, 
• provide individual intelligent feedback, and 
• provide intelligent support for group and partner work. 

From a conceptual perspective, the tool character of an application is the first and 
most important design aspect. The software has to present itself similar to real 
physical learning material: ready to use, easy to use, and adaptable to the concrete 
context of usage. The design of software, hardware, and furniture (”roomware” cf. 
[11]) must be subordinate to curricular goals, and not vice versa. 

3   Reading through Writing 

T³ takes up and extends a well known method ”Lesen durch Schreiben” (”Reading 
through Writing”, henceforth abbreviated RtW), propagated mainly by J. Reichen (cf. 
[10]). This method is used in Switzerland and currently becomes more and more 
popular in Germany, too. The most important benefit of this method is, that children 
acquire reading and writing skills at their own pace, applying already existing 
knowledge about letters, phonemes, vowels, etc. Independent of the different stages of 
cognitive development of the children in a class, each child can immediately start to 
write words or even small sentences. I.e., the starting point is a synthetic activity with 
letter symbols, before acquiring the analytic skill of reading. In contrast to traditional 
approaches in which all children in one class learn one letter at a time, all phonetically 
necessary letters are provided from the very beginning. Letters are presented in a 
uniform way and associated with images that represent familiar objects. Without 
explicitly training reading skills, after an individually varying amount of time each 
child starts to read without any further external guidance. I.e., the synthetic activity of 
writing triggers the analytic activity of reading.  

The RtW method has one important premise: it is restricted to languages with a 
regular phonetic spelling, like German, Turkish, or most of the Roman languages 
(except French). In a first phase, any phonetically correct spelling would be accepted. 
The phonetic regularity of the language guarantees that the deviation from the 
orthographically correct spelling is not too big and a later smooth transition is 
possible. An example from German would be the phonetic spelling ”fogl” for the 
word ”Vogel” (bird) in standard form. The transition to standard form would deal 
with general principles like the frequent f/v alternative and the identification of almost 
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unpronounced e’s. For English and French, the potential differences between phonetic 
and standard spelling are probably too big to successfully apply the method. 

3.1   T³ Usage 

The method in computerized form follows in its general interactions and support 
functions the non-computerized usage. Figure 2 shows typical RtW activity frames 
and associated support actions. According to the RtW method, children start to write 
words and later simple sentences by composing each word from single letters. 

reading aloud
(T3 or teacher)

Developing an idea

Searching,
selecting and preparing

material

Writing with phoneme table

Polishing and archiving

Archiving written 
texts and learner 

profiles

emphasises
phonetic mistakes

(T3 or teacher)

Pointing out 
mistakes, missing 
or wrong sounds

Proposing 
meaningful words

Speaking and 
animating partial 

text

 

Fig. 2. Activity diagram of the usual RtW practice and means for support. The diagram consists 
of activity frames (diamond shapes), attached changes of activities (thick arrows), and 
descriptions of support actions (elliptical shapes) 

The basic tool which is used by the children to recognize, write, and remember the 
shape of letters is a table made up by characters and images (”phoneme table”, see 
figures 3 and 4). Children have to be sure about the word associated with the 
presented images and its pronunciation before they can start using the table. Each 
phonetically important letter is listed on the table with its upper and lowercase 
variants, accompanied by an image representing an object that begins with this letter. 
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Each phoneme in a word to be written is now checked against the phoneme-table. 
If an appropriate sound is found, the image itself or the associated letter is dragged 
from the table and dropped into a working window. This workspace replaces the 
normal paper material that would be used without computer support. Combined with 
pen-based input facilities, the handling is very natural (similar to magnetic letters or 
stamps). For example the children might be searching for an ”i” sound. By scanning 
through the table they may find an image of an island. Once they recognize, that 
”island” starts with the sound ”i” (which is also true for the German ”i” in ”Insel”) 
they know that they have to copy the symbol, i.e. the letter right beside the image to 
represent this specific sound. Then, T3 provides the option to listen to the ”product”, 
i.e. the written word spoken by an artificial speaker (see 3.2). 

 

Fig. 3. Visualization of a letter and the associated images that represent the variants of a 
German sound. In this case the images of the apple and the ant are standing for the short and 
long pronunciation of the letter ”a” 

Additionally, T³ allows teachers to prepare ”theme pages” (cf. figure 4). Theme pages 
are composed of background images and prepared text in the writing workspace 
which stimulate children to chose words from a specific field (e.g. seasonal pictures 
etc.). With a simple click on the images, the corresponding word is spoken and 
transferred to the workspace. Children can compare the pronunciation of the correct 
word to the pronunciation of their own writing. Additionally, prepared words from 
theme pages enable more elaborate forms of intelligent support (see section 4). 

3.2   Audible Feedback 

One of the most important features of T³ is, to provide almost immediate audible 
feedback on the children's writing products. In the non-computerized classroom 
practice, the feedback cycle starts with an exact pronunciation of the writing provided  
by the teacher. Using T³, children can press the ”speak” button whenever they wish to 
hear the complete text or a single word that they were most recently working on. T³ 
uses a Text To Speech (TTS) system to provide this kind of phonetic feedback. TTS 
systems are designed and implemented for speaking and emphasizing correctly 
written texts including punctuation in different languages. The requirements for a 
TTS system used by young children is different. Results of writing processes in T³ are 
initially single words which are in general not spelt correctly (e.g., often vowels are 
omitted). To adapt this to the built-in capabilities of the TTS system, T³ places a filter 
between the external representation of the word and the speech synthesis. It adds a 
minimal vocalization and modifies TTS parameters, like stress, speed, pitch or 
dynamic volume so as to pronounce the words in a phonetically correct way. 
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Fig. 4. Main parts of T³’s user interface. The German phoneme table using different colors for 
consonants, short, and long vowels (on the right side), a theme page with the visual 
representation of prepared words (window in the middle), and the result of a child in the writing 
workspace (on the left) 

4   Intelligent Support 

T³ supports learners and teachers in three different ways: 
 
1. In the sense of model-based design, the T³ scenario is based on an explicit 

assessment of ”traditional” classroom procedures. (The result of such an analysis 
has already been shown in figure 2.) A fundamental principle of NIMIS’ design 
philosophy is that the application and its support functions should integrate 
seamlessly with these procedures without getting in the way. There is, e.g., a 
special supervisor’s desktop which allows teachers to observe the current 
classroom scenario and even to provide new task material individually without 
disrupting ongoing learning activities. 
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2. T³ provides individualized support in two different modes with respect to how 
feedback is presented in the environment. 

3. Following recent suggestions (cf. [4],[12]), T³ also aims at providing stimuli and 
support for collaborative activities. 

The latter two will be further explained and elaborated. 

4.1   Individualized Support  

The external embedment and presentation of intelligent feedback to the user can vary 
from changes inside the same environment the user is interacting with (e.g. changes in 
the user’s workspace) to using virtual creatures which act as an interface between the 
user and the machine. In the NIMIS project we follow two different approaches of the 
visualization and integration of intelligent support. 

The first approach is more implicit in that it conveys feedback by modifying the 
environment rather than initiating an explicit dialogue with the user on a separate 
communication level.  Although this is internally based on an agent architecture, help 
agents do not appear externally. The technical communication with internal intelligent 
agents is based on the same principle of shared activity spaces as the person-to-person 
communication. The help mechanism is controlled by predefined rules which are 
triggered by modifications in the external environment (cf. [6]). We believe that, 
following this implicit approach for the T³ application, we gain the additional feature 
of intelligent support without losing the explorative ILE character of the software. 
Currently, intelligent support follows this approach. 

In the explicit approach, animated or personalized agents appear as artificial 
creatures that can talk to the user through speech synthesis or canned phrases (cf. [9]). 
Although the presence of these creatures may be more distracting as in the implicit 
scenario, we hope to find positive motivational effects when children work with such 
externalized agents. While the implicit approach will be the first choice for T³’s 
intelligent support, the explicit approach (i.e. using visual virtual creatures) will be 
evaluated in specially prepared test-cases, too. Which kind of initiative is more 
suitable for the children in the age group addressed here (an active, agent-triggered or 
a passive, user-triggered initiative) is still an open question. 

First implementations of intelligent support are based on domain knowledge, i.e. 
on expert rules to judge the correctness of written words. Words are treated as correct 
or incorrect with respect to their phonetic correctness. Typical German mistakes in the 
beginning are, e.g., 

• missing vowels (e.g. ”Bll” instead of ”Ball”), 
• mixing up of phonetically similar consonants (e.g. ”Bur” instead of ”Buch”, 

German for book), 
• missing ”h” and double consonants to emphasize long and short vowels (e.g. ”Bal” 

instead of ”Ball”). 

The RtW learning process requires a dynamically changing notion of correctness 
which should be based on a model of students’ individual achievements and 
competence. E.g., slight phonetic differences would not be considered in the initial 
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phase of the learning process (i.e. with low competence). Orthographic errors only 
play a role if phonetic writing works correctly. 
Figure 5 gives an impression of how implicit feedback in the T³ environment looks 
like. Here the mistake is easy to detect (omission of vowel), but the judgement and the 
kind of feedback is based on the learning history with the T³ application. 

Bll   Þ    B ll 
Fig. 5. Visualization of an error. The system detected the goal word ”Ball” and highlights the 
missing ”a” by simply moving the existing characters and generating a gap 

4.2   Support for Collaboration 

The current version can optionally be used in a collaborative mode, in which children 
share their writing spaces. To stress the distinction between vowels and consonants, 
the phoneme table can be split so that one ore more children keep the consonants 
while one child gets the vowels (”jigsaw” design, cf. [1]). The children can agree on a 
word to be written and compose it collaboratively from the phoneme table. In such a 
scenario, one child acts as a ”vowels advocate” who takes the responsibility for the 
vowels in a word. 

Ongoing extensions of the T³ application will implement and provide intelligent 
support for the initiation of partner or group work. For example, a module that 
supervises the networked activities in the classroom might find out that children had 
similar problems related to a certain word (see figure 6). 

 

Fig. 6. Visualization of the classmates’ solutions for the German word ”Zitrone” (citron) 

Depending on the individual settings for an application instance, the system will now 
give the hint, that a couple of other children have written the same word. Now, the 
child can select and hear one of the other variants, or select a word to work with, or 
decide to ask a child for help on this specific word. This will lead to a collaboration 
outside the system (i.e. meet with the child at one workplace) or inside the system 
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within a shared workspace and further intelligent support. The underlying architecture 
for these support features follows the example described in [7].  

5   Implementation 

T³ and the NIMIS desktop environment are completely written in Java and use a 
general Java-based XML format for all persistent data. Collaborative modes are based 
on a generic Java toolkit for coupled objects, called MatchMaker. The former C++ 
version has already been used in applications of the approaches presented in [7] and 
[3]. The new Java based version of MatchMaker now provides a high level API to 
access object-wise coupling and flexible dynamic remote method invocation based on 
Java’s RMI and Reflection mechanism (cf. [13]). 

The phonetic feedback is provided by a commercial text-to-speech (TTS) system 
that has been interfaced to Java. Before T³ submits the text to the TTS it is parsed 
through a Prolog based converting algorithm. The Prolog interface and MatchMaker 
also serve as the gateway to the intelligent support architecture and its modules. This 
significantly simplifies the integration of further modules and the adjustment of 
existing algorithms to the special needs of young children. 

6   Experiences and Perspectives 

T³ is in everyday use in the CiC of a primary school in Duisburg since August 1999. 
Both the environment and the T³ application are used in normal curricular activities 
for one hour each day in a class of first-graders. Handling and integration in the (also 
non-computerized) classroom activities turned out to be easy and robust. Children and 
teachers are satisfied with the quality of feedback provided by T³. The teachers are 
able to set up and maintain the environment alone. Technical support is only provided 
when new software versions are installed. 

The application is still going through design and re-design phases, mainly based on 
the children’s and teachers’ feedback. The following features are currently being 
prepared for practical use: 

• integration of a visual three dimensional head (showing the movement of the 
mouth to increase the number of easily distinguishable characters) 

• systematic use of synchronous collaboration modes in the classroom (accompanied 
by interviews and observations for evaluation purposes) 

• visualization and smooth integration of intelligent analysis results 
• suggestion of pairs or groups for collaboration (controlled by teacher) 

Teachers appreciate that T³ relieves them from the mechanical work of reading aloud 
written results of the children on request. Furthermore, the added value lies in the 
increased freedom of the teacher to support children with special needs of many 
kinds. For the children, the application presents itself as an interactive learning tool to 
experiment with. Preliminary observations indicate that children use the computerized 
feedback more often than the teacher's feedback in a normal classroom situation. This 
may be interpreted as an indicator of a more explorative way of learning. 
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Abstract. In this paper we discuss how computer supported collaborative
learning (CSCL) can be deployed to develop new skills and habits in students at
university level. These considerations led to the development of an adaptive
environment to develop good programming habits. We start by describing the
difficulties in teaching and learning programming and more concretely, in
making students good programmers. Afterwards, we explain why group work is
an adequate approach to learn programming. Next HabiPro, an environment
that trains students in Programming is described. The principal features of this
system are: It is adaptive: depending on the group features the environment
proposes different pedagogic methodologies and different exercises. The tool
promotes collaboration and interaction among the students. The pedagogic
methodologies are based on reflection, observation, and relation. Finally, we
present our conclusions and discuss future work.

1. Learning and Teaching Programming

Programming is a subject which is normally taught in the first year of a Computer
Science, Computer Engineering degree, or other degrees related to information
technology.

Programming is characterised by being more practical than theoretical. It is a topic
that must be learnt “by doing” rather than memorising.

Many researchers indicate that the information that is received but isn’t used
during the learning process, is difficult to remember when we need it [8].

 In a procedural topic, like programming, resolving practical exercises is even more
necessary than in a declarative topic like, for instance, history. “Procedural learning
requires theoretical learning, but not in all cases. To sum up, the application of
practical or operative activities and/or the use of information is implied [2].
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In procedural learning students must practice, learn from their mistakes and use
abilities such as observation, reflection or relation. But students are not used to this
type of learning.

Working in a group or using new technology can help students to develop skills
and to learn procedures. This paper explains on what occasions collaboration can
improve learning, and why group work is favourable in learning programming.
Afterwards, HabiPro, an adaptive and collaborative environment to train student in
programming is presented.

The contents of this paper are organised as follows: Section two explains why
collaboration is useful in learning programming, section three presents HabiPro a tool
to develop good habits in programming. The next sections describe the structure,
adaptability, and use of HabiPro. Section seven presents results obtained from
experiments carried out with HabiPro and finally we present our conclusions and
future work.

2. Collaboration in Learning Programming

At our university there is a large number of students that give up or fail programming.
Last year, of the 339 students who were registered, only 131 students went to the
exam and of them, 90 passed. Concerned about this, we asked programming students
and teachers why, in their opinion, programming has an high degree of failures.

The students’ answers were very diverse, but all of them agreed that they only had
a few hours of laboratory practice. They also agreed that when they were at home it
was more difficult to do the exercises because when they made a mistake they didn’t
know how to continue because the books didn’t have the answers.

On the other hand, the teachers agreed that programming is a very abstract topic
and on many occasions they don’t know how to explain topics like recursion or data
structures.

Another reason why teachers think students don’t write good programs is because
students do not think about the possible solutions to the problem, and which of them
is the best. Pupils try to solve the problem as quickly as possible without thinking if
her/his solution is good.

When we studied the answers we thought that a distributed and collaborative tool
could be a solution to several of the presented problems so we decided to develop
HabiPro. The current methods of teaching programming include lecturing, and
laboratory sessions in which the students reinforce what they have learned in lectures
by developing small programs of their own. A further way of assisting students is to
provide computerised aids that are designed specifically for the novice [9].

Computer networks permit students to be connected, although they are in different
places, so a distributed environment permits students to work in a group and solve
exercises from their homes.

Collaborative learning has many advantages such as the interchange of ideas
among the students, or an increase of the motivation to learn. There is a substantial
body of empirical evidence demonstrating the positive effects of social interaction for
learning [11], [10], [6]. As the results of these studies emerged, it became apparent
that computer use can constitute a particularly valuable context for social interaction
[3].
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So currently there are many learning programs based on collaborative learning. But
is collaborative learning good in all situations?

When people begin to learn programming, apart from buying a book about the
language that they are using, on many occasions they also attend courses and if they
have access to Internet, they join message lists, or news and work groups where they
can ask questions or advice from other programmers.

So the students look for the experience and collaboration of other people. This
shows that in programming learning collaborative techniques are often used because
students join together to write programs and to take advice about their doubts in a
spontaneous and natural way.

3. What is HabiPro?

HabiPro (Habits of Programming) is a pedagogical and collaborative software
designed to develop good programming habits. It doesn’t try to teach programming
but to develop in the novice students skills such as observation, reflection or structure,
which are necessary to become good programmers.

The interface of the application has two windows (Fig. 1). One of them is a chat
window that permits communication among students. And the second one is a shared
window (work window) where students must collaboratively solve a problem.

Fig. 1. Interface of the application

The work window can present four types of exercises:
• Finding the mistake: Students must find a mistake in a program. All programmers

at some time must find the mistake because the program doesn’t work. It is
convenient for novice students to be in the habit of thinking and predicting which
is the mistake or mistakes that don’t permit the program to work correctly. In
these types of exercises the most frequent mistakes made in Java programming
are shown.
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• Put a program in the correct order. With this exercise we try to help students to
learn to structure a program and reflect on the order in which the sentences
should be.
To solve the exercises the screen is divided into two parts. In the first one the
disarranged program appears. When the students choose a sentence it is
automatically put into the second window. At the end, students check if they have
ordered the program correctly. In this case, the program is presented with
comments and indenteds.  The visualisation of a perfectly ordered program helps
the students to realise that the presentation of a program aids a better
understanding of what the program does.

• Predicting the result: This exercise also attempts to show the importance of
creating programs which are easy to understand (with comments and with
significant names of variables) even for other people. At the beginning, programs
without comments and variables with random names will be shown to the
students and they must guess what the program does. Next, a similar program
will be shown but in this case the program will have adequate comments and
significant names of variables so that students can see that in the second case it is
easier to trace a program.

• Completing a program: Students must write one sentence that is omitted. In this
exercise we try to make sure that there are different solutions. The system only
accepts the best solution. So students learn that normally a problem can be solved
using different techniques but in many cases one solution is better than the rest.
They must try to find this solution.  For instance, the system shows a program
where students must declare a variable. It is possible to use an integer but perhaps
only a byte is really necessary, so students can learn it is important to save
memory when possible.

When a group proposes a solution, if it is incorrect the system shows four types of
‘help’. This assistance has two goals: first, to help the group to find the solution, and
second, to obtain information about the group. The following explains how HabiPro
achieves both goals.

The first type of assistance gives clues to the student about how they can solve the
problem. So they must think about and reflect on the solution. This type of help is
situated at the beginning to try to influence students to choose it (first button).

The second help button shows the solution and an explanation of it because the
problem is solved with that technique.

The third one shows a similar example of the problem that students have to solve,
and its solution. In this case students must use the techniques of comparing and
observation to detect which part of the example looks like their problem and relate the
solution in the example to their own problem.

The last one shows only the solution to the problem.
The choice of the type of help gives information about the group motivation and

their willingness to learn. If a group frequently chooses the help button that only
shows the solution, this indicates that their motivation is very poor because they
aren’t interested in knowing why that is the correct solution. On the other hand if
other groups prefer to use clues or compare the example with the problem this
indicates that the group likes thinking about the solution and that the group is active.
If a group prefers to see the solution with an explanation it is because the students are
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interested in knowing “the reason why things are as they are”. In this way, the
solution is not only a tool of assistance for the group, but also for the system itself.
The system is able to detect each group’s characteristics depending on the type of
assistance chosen.

4. Structure of the System

HabiPro has a client-server architecture (Fig. 2). The client and the server are divided
into two parts. Those of the client are formed by:

• Interface: A chat window where students write possible solutions to the problem.
A shared work window of the type WYSIWIS (What You See Is What I See) .
And a small window where the information about the other users appears are the
windows that the system presents to the users.

• A collaborative component, which gives collaboration awareness to the students.
This part is very important in non-presence collaboration where students lack
some advantages like eye contact or knowing the companion’s emotional state by
her/his tone of voice. For this reason a window is added indicating how many
students are connected, their names and if it is possible, their photo. It also shows
the frequency with which each person takes part in the conversation in order for
the students to know who they are working with and which people are
participating most.

• Collaboration awareness and emotional state during the collaboration process are
important topics that are currently being researched. Systems to detect the
emotional state of companions are currently being designed [5].

• Student memory: In this part all actions performed by the student are stored. Part
of this information will be sent to the server and the rest will be used to produce
statistics about the progress and the participation of each student.

• Communication component: This allows the sending of messages to the server
and the reception of messages from the server.

The server architecture is composed of three parts:

• The communication part: This permits a group of students to be connected, and to
be able to send and receive messages. The main functions of these components
are:

¾ Connection: Each time the server detects that a client wants to connect, the
server has to create a new communications channel and to tell the connected
clients that a new client is connected.

¾ Disconnection: When a client abandons the application the server informs
the rest of the clients who has disconnected.Send control events and
messages to the clients.

• Specific database: The database stores the exercises, solutions and aids (clues,
explanations, and examples) that HabiPro proposes to the group.  If we want to
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use the application to teach other topics, it is necessary to change the information
in the specific database for the new information related to the new topic.

• Group model: This is an essential part of the system. “A model of cooperative
problem-solving should predict what forms of cooperation can exist and ideally
what interactive learning mechanisms they trigger” [1].
The group model is based on the model proposed by Ana Paiva [7]. The more we
know about someone, the more we know his/her necessities and preferences. In
the same way, the more information the group model has about the people with
whom it interacts, the more precise it is in determining what exercises are
needed.
The group model represents and characterises the group. The group model may
include two types of information: One of them relates to pedagogical aspects, and
the second relates to social aspects. This is because when a group is learning,
apart from knowing what knowledge the group has, it is important to also know
the characteristics and preferences of the group.
The information stored in the group model will be used to adapt the system to the
group.
In relation to pedagogical aspects, the group model stores theses points:

¾ What abilities the group has. This information is obtained from the exercises
done by the group.

¾ What type of exercises the group prefers. After each exercise each student
must indicate, his or her opinion about the degree of difficulty of the
exercises and if s/he thinks the exercise is interesting, boring, etc, by filling
in a brief questionnaire.

¾ What mistakes the group has made. These are obtained from the mistakes
made in solving the exercises.

In relation to social aspects, it is important to know the degree of motivation of the
students and with what frequency each person collaborates:

¾ Motivation: The system has four different types of help (explained in the
second point). Depending on the type of help chosen, HabiPro can suppose
the degree of group motivation.

¾ Participation: Using the conversation in the chat window HabiPro checks
how many times each student takes part in the conversation. If the same
student always takes part perhaps there was a leader of the group, or maybe
the rest of the group are passive people. This is important information if the
system is to succeed in allowing everybody to take part in solving a problem.
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Fig. 2. Architecture of the HabiPro

5. Why HabiPro is Adaptive?

The group model has stored different social and pedagogic patterns. Each pattern has
characteristics that describe behaviours. The patterns also contain a list of exercises,
types of clues and pedagogic techniques.

While the group is working with HabiPro the group model compares the new
information with the characteristics in the patterns and tries to classify the group in a
pattern. Once the group is classified, the pattern indicates which exercises and work
methodology is the most adequate for a group with  a  type of specific behaviour. For
instance, a group could have a pedagogic pattern with the follow characteristics:

• Mistakes: The group can’t find the mistakes in the problems.
• Preferences: Exercises that involve filling in the program.
• Frequent Solution chosen: Solution without explanation.

For this type of pattern the group model proposes:
Þ To show low level exercises.
Þ Not allowing the group to choose help without explanation with out letting a

certain amount of time elapse.
Þ To show some “finding mistakes exercises” adding some clues in order to aid

students to find the mistakes.

And the same group could have a social pattern with these characteristics:
• Participation: Only one or two people take part.
• Motivation: Low
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This pattern proposes five activities that HabiPro can use to increase motivation and
participation:

Þ HabiPro activates the rotator turn system, so that all students must take part in the
work.

Þ Presenting more attractive exercises.
Þ The system produces personality questions, indicating the name of the person

who must answer.
Þ The system gives points to the person who writes the correct solution (like a

game).
Þ By showing statistics, which demonstrate the performance of other groups that

worked with is system, thus the group can compare this with their own
performance.

The group model in this case is not only the representation of the characteristics of
the group, it is also the component that permits the system to be adaptive.

6. Evaluating HabiPro

Several versions of HabiPro have been implemented and tested. Experimenting with
these versions has allowed us to establish the more adequate number of people that
can work using HabiPro, and observe what social protocols are used by the students in
order to come to an agreement, or give solutions.

Firstly, a version with free floor protocol was tested. Twenty-three students divided
into different sizes of groups (in order to research in which groups collaboration was
better) had to solve twenty exercises. Each student used a computer, and they
interchanged ideas via the chat.

When students agreed about a solution one of them had to write the solution in the
answer window and if the solution was correct, the system automatically showed all
group students the next exercise.

This version presented a problem: Some students wrote the solution without
consulting with their colleagues, so if the answer was correct all the students
advanced  to the next exercise, although some of the group members did not
understand why the solution was as it was. This fact produced a feeling of anger and
frustration in the other members of the group. The same students proposed a solution
to the problem: The system should only accept a solution when it was proposed by all
the students (each student has to write the solution in the answer window). Currently,
a version with this feature is being implemented and we hope to test it soon.

The second version has a turn protocol. Only the student whose turn it is can write
the solution in the answer window. A student can take a turn until another student
asks for it. The turn protocol facilitated communication because students did not have
to spend time deciding who would write the answer.

In this version, the interface shows a traffic light that tells the student if she/he has
a turn (green light) or if she/he hasn’t it (read light). So, the person who has the green
light knows that he has to write the answer in the adequate window.
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We could prove that the turn protocol is also convenient for collaboration, because
if one student did not collaborate his/her companion could give a turn to this person
and in this way motivate his/her collaboration.

The experiments were done with groups of different sizes: five groups formed of
two students, three groups of three and one group with four people.

When students finished solving the exercises they filled in a form where they
answered some questions and they could also express opinions about the experience.

The group with four companions agreed that it was very difficult to work with so
many people, and in many cases no one took part in the activities. On the other hand,
the groups with three members solved less exercise that the groups with two
members, this could be because the groups with three people spent more time in
communication, and the negotiation was more difficult than in groups with two
members.

We can conclude that HabiPro woks efficiently with groups with two members, or
a maximum of three. With more people collaboration decreased and communication
was more difficult.

We can also observe that adding a turn protocol increases the performance and
facilitates collaboration.

7. Conclusions

Collaborative learning has many advantages but before applying collaboration in a
topic we must study whether the topic is really adequate to be handled in a
collaborative environment.

In this paper we have explained why programming is a field which can be learned
by using collaborative techniques.

HabiPro, a tool for developing good programming habits in the novice students has
been presented and its main characteristics such as adaptive techniques and methods
to teach the student to think have been explained.

Creating adaptive collaborative systems is more difficult than creating individual
adaptive systems because apart from the pedagogical aspects, we must also take into
account aspects related to social relations and group dynamics.

8. Future Work

When a set of people work or study in a group a figure usually appears who
influences in the group, sometimes voluntarily and other times involuntarily. This
figure is the leader, who can influence the group positively or negatively. If we can
insure that the leader’s influence is good we can help learning to be more efficient.

We want to add a virtual student in HabiPro. This virtual agent must collaborate
with the group, and perhaps on some occasions it could carry out the roll of leader.

The virtual student is a software student who can control communication. For
instance when a person doesn’t take part in the conversation, the virtual student can
say to him/her: “What do you think about this?”. Also the software student can



An Adaptive, Collaborative Environment to Develop Good Habits in Programming      271

propose correct answers when the rest of the members in the group have proposed
wrong ideas.

The student’s virtual knowledge could be similar to the knowledge of a teacher or
an expert, but it is better for learning if students work with a student although it is
“virtual”  one than with a teacher. This is because when somebody tries to collaborate
with somebody who has a higher status (a boss, teacher...), it is not collaboration but
obligation, so the motivation is less than in the case where the members of a group
belong to the same status. Collaboration is more likely to occur between people of a
similar status than between a boss and his/her employee, or between a teacher and a
pupil [4].

Currently we are carrying out an experiment that will allow us to know and limit
the language that students use in the communication process in order to know the
discourse universe that the virtual student must have.
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Abstract. Users need more evolving CSCL systems allowing them to co-
construct their groupware environment. As a response to this problem, this
paper presents how we are trying to define more foundational relationships
between human and computer sciences. Starting from studies of the
contribution of human science to CSCW, we present some approaches similar
to ours. We finally present DARE, our new meta-groupware. DARE takes
elements coming from both human and computer sciences defining a boundary
abstraction with its conceptual model. Its design is mainly rooted in Activity
Theory and advanced software design strategies like open implementation.
DARE particularly emphasises on co-construction and expansiveness properties
of human activity and may be defined as more than a meta-groupware, but as a
reflective groupware.

1 Introduction

In the last years we have made an important effort in research and development for
Computer Supported Collaborative Learning (CSCL) and for new education and
training modes based on openness and distribution of learning activities [1][2][3]. We
have accumulated a lot of experiences and have been involved (and are still involved)
in the real uses, with some small to medium user population scales (more than 1000
users cumulated) in more than five different sites. Different social and pedagogical
experiments have clearly proved the value of CSCL for better education and training
and for the socialisation of distance learners.

From our experiences, we have drawn the conclusion that a traditional design
process based on a first phase of intensive user requirement gathering and analysis,
and done before the modelling and implementation phases, cannot achieve our goals
about flexibility and  adaptability to specific needs. The observation of advanced
educational actors (pedagogical designers, tutors) shows that they proceed with a light
planning of their activities: they start with an initial pattern, but during the process,
which can last a long time, they adopt an opportunistic behaviour, revising and
evolving their instructional strategies and learning activities according to the learners
reactions and progresses. It clearly appears that they need more evolving CSCL
systems allowing them to co-construct the groupware environment at run-time, not
only between the educational agents (such as teachers, course planners, tutors, system
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administrators…), but also with the learner group. This should allow the learners to be
engaged in a more reflective practice in their learning processes.

Our aim is to take advantage of the re-engineering effort for our second generation
of integrated CSCL system in order to push more deeply the contribution of the
human science applied to the CSCW field. This requires first that we give our
understanding of the contribution of human sciences and our choice to ground our
work on the emergent Activity Theory (part 2), and secondly, to show how we have
taken this into account in designing a new meta-groupware which we call DARE (part
3).

2 CSCW System Design and Human Science

2.1 An Overview

The Humanisation of Technology. The impact of human science, in Human
Computer Interaction (HCI) or CSCW, can be drawn from the work of L. Suchman
[4]. The benefit from this work was the intrusion of new approaches based on
contributions of the anthropology: ethnography and ethnomethodology.

In order to summarise most of the contributions of human science we can break
them down into two major levels:
• The different fundamental disciplines or knowledge domains which compose the

human science itself, sociology, anthropology, political science and cognitive
psychology. These disciplines provide a general framework for thinking about
sociotechnical systems and some paradigms for analysis and theorisation;

• The levels of the theories or of the world interpretations, provided by advances in
knowledge at the upper level. We would like to mention, for the CSCW field: the
Activity Theory, situated action theory, structuration theory, adaptive
structuration theory…

We can observe the same evolution in the design of learning environments. For
example, there is the contribution of J. Lave [5] taking its roots in the Vygotsky
theoretical work and in the anthropocentric approaches close to those of Suchman.

Contribution from the Anthropology. Ethnomethodology, and also but less
prominent, ethnography, have become of great interest to the CSCW community,
especially in Great Britain and North America. These kinds of sociological enquiry
have proven their interests in the analysis and design of CSCW systems, taking more
systematically into account the real nature of the human fieldwork, and its
relationships with the context and the situation.

In spite of its great interest, ethnography is not really efficient for providing
articulation between analysis, user requirements in a social context, and the design
process itself. Another criticism is that the requirements identified through
ethnography are often constraints for the system design rather than functional
requirements [6].

The case of ethnomethodology is different. Its purpose is greater than providing
“tools” for observation. The aim of the ethnomethodology is not to provide new
methods for ethnology, but a conceptual framework for revealing and understanding
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everyday social action. However and until now, with the exception of Dourish and
Button [7], ethnomethodology has only found its place in the first (analysis) and last
(criticisms) steps of the design process of CSCW systems.

The Activity Theory. Activity Theory (AT), is another strong contribution of
human science that has a wide audience in the fields of HCI, CSCW and also in the
educational technology field. AT has its foundation in the soviet cultural historical
school of psychology founded by L. Vygotsky, A. Leont’ev and A. Luria. AT is
characterised by a combination of (a) objective, (b) ecological, (c) socio-cultural
perspectives on human activity [9]. It has been identified as a hot issue for HCI and
CSCW over the 10 last years, due to contributions from Engeström [10], Kuutti
[11][12] or Bodker [13]. For example, for Kuutti [14] the concept of activity is seen
as a basic unit of analysis for CSCW research.

Progressively AT has emerged as a body of concepts whose aim is to unify the
understanding of human activity, providing a bridge towards other approaches, or
even merge [16], over time, with some like distributed cognition [15]. However we
would like to emphasise the contribution of Engeström [10] [17], which defines a
simple structural model of the concept of activity, expressing the mediation between
the subject  (the individual or the subgroup) and the object (the motive of activity)
through the tool (material or intellectual). By virtue of its simplicity, this model may
favour the sharing of a common understanding between computer scientists, software
designers, social scientists, or even with the user community; see [18] for an
application to distributed learning. This model has been used with extensions from
Kuutti [11] to replace human activity modelling or analysis in the framework of the
organisational context “in the large” and to introduce the concept of “expansiveness”.
Expansiveness corresponds to the dynamic construction of activity. Extensions have
also been introduced by Bardram [19], these concerning the design of dynamic co-
operative work activities.

2.2 More Foundational Relationships

There are some recent approaches for CSCW systems design trying to take account of
the contribution of the human sciences more deeply in the design process:

The first approach [20] is rooted into the contribution of human science for CSCW
with a particular emphasis on the AT framework and the involvement of end user into
the design process through participatory design strategy and the designing by doing
philosophy. Bodker has proposed a conceptual framework for designing activities of
CSCW systems. The idea of an opened development platform for this purpose is
similar to our aim to provide a meta-groupware allowing user co-construction of their
collaborative environments.

The second approach, the technomethodology as proposed by Dourish and Button
[7], is capitalised on the analysis and design of CSCW systems based on the
contribution of ethnomethodology.  For them, ethnomethodology “can take a
foundational place in the very notion of system design rather than simply being
employed as a resource in aspects of the process such as requirements elicitation and
specification”. The technomethodology which particularly emphasises the
accountability concept is the new approach where contributions of the social scientists
and computer science are more than exchanges, but also relationships that are more
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than practical. This presents similarities with our approach proposed below, even if
ours focuses on AT.

3 DARE : A Reflective Groupware

This part presents the design properties of DARE, an environment for groupware
support. Even if “DARE” signifies Distributed Activities in a Reflective Environment
and has been designed to support multiple activities in an organisational context
(reusing parts of our first framework [3]), we will only focus here on how it helps
supporting one of them by emphasising on co-construction and expansiveness
properties of activity [14].

DARE is a reflective-groupware. It modestly tries to fill in the great divide [21]
between human and computer science by taking elements coming from these two
domains for its design. Roots of this model are coming from AT that has already been
introduced as an interesting foundation for groupware design.

3.1 Activity Theory and the Conceptual Architecture

We will not expose here all the AT because there is a large literature about the subject
[14][8][22] and we do not believe possible to summarise it here. However, we would
like to present some key elements we found essential to understand DARE’s
philosophy. First and according to Kuutti, we consider activity as our basic unit of
analysis. Secondly, activity is mediated by artefacts and we use Engeström’s basic
structure of activity model to create our conceptual model. Finally, we accept that
elements appearing in this model are creating a situation that influences activity and
that these elements are subjects to evolutions because activity always modifies its
situation in a reflective fashion.

Using Engeström’s basic structure of activity, the concepts we will use for our
conceptual model are the object (the motive of activity), the subject (because the
object cannot be realised if no subject is working for that), the community (a set of
subjects sharing the same object), the tool (mediating the subject and object
relationship ; anything used in the transformation process), the rules (mediating the
subject-community relationship ; explicit and implicit laws, accepted practices…) and
the division of labour (mediating the community-object relationship ; explicit and
implicit organisation of a community). One must remember that all the mediating
components are carrying with them the history of the relationship.

For our design, we have decided to synthesise the two last concepts in only one
named role, because a role can be ‘given’ to a subject. The role includes rules because
it determines what it means to be a member of this community. The rules it represents
strongly influence actions that a subject may perform during activity by defining an
evolving set of rights. Finally, the role mediates the community-object relationship by
determining what each role has to do, this corresponding to the division of labour.

Bedny [22] mentions that task is the basic component of activity. According to
Leont’ev [23], task’s definition is as follow : task is “a situation requiring realisation
of a goal in specific conditions”. Activity starts with an initial situation given in the
task. This situation is transformed by task performance and concludes with a final
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state that can’t be predicted. For our design, we accept that the support for activity is
created according to a given explicit task defining the object of activity, the tools to
be used and the roles. However, activity tends to modify this task until the end.

Based on these foundations, our belief is that we have to offer to users a system
helping them to create, share and evolve an activity according to their emerging
needs. We are aware that the introduction of a computer system mediating the activity
will inevitably modify it. This is why this mediating system has to be considered as
another artefact that will certainly be modified by users according to their emerging
work practices.

Fig.  1. Activity support-task, a reflective system

We define Activity Support (AS) as a task instance. AS is the support offered by
DARE for the activity, so defined to make a distinction with the full activity that
DARE is engaged in. Fig.  1 shows how artefacts (tools and roles) are parts of the AS
described in the corresponding task. A subject is a member of a community. He plays
a role and interacts with tools. Some of these tools enable manipulation of the task
itself. Modification affecting task implies direct consequences on AS. The context has
to be shared by actors and is the result of interactions. This is why we consider task
itself as an artefact accessed and modified by subjects according to their role.

3.2 Open Implementation and Meta Object Protocol

Usually, CSCW systems are offered to users with a specific task that has been
constructed thanks to a task analysis in specific conditions. This task is supposed to
correspond exactly to the task the user wants to perform. Unfortunately, breakdowns
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often appear and sometimes rejection of the system generally due to a shift between
system’s embedded task and the user’s one (or the representation he has constructed).
If the user is unable to understand the task the system really implements, or to adapt it
to its one, the system will certainly not be used.

In our model, we have defined that task contains a representation of the AS. This
representation is causally connected to the elements constituting AS. Our meaning is
to allow users to access to the representation contained in the task in order to help
them in understanding the real task behind the system and, if needed, to modify it.

This corresponds exactly to the open implementation approach described by
Kiczales [24]. Kiczales discusses the limits of the black-box abstraction broadly used
in software engineering domain. He argues that the black box has to be opened to
allow users to understand the implementation strategy that relies under the system
and/or to allow them to chose the strategy that better fits their needs. For us, the black
box is the CSCW system and the strategy is the underlying task. Open
implementation approach has already been used in CSCW by Dourish with Prospero
[25], a toolkit for CSCW designers. One main difference between Prospero and our
system is that Prospero is rooted in ethnomethodology as DARE is inspired from AT
and directly addresses end users.

An existing technique for open implementation is computational reflection [26]
that helps in providing system interfaces for examination and modification
(introspection and intercession), in other words, providing a meta-interface.
Computational reflection has already been used in CSCW domain by Tolone [27] and
Dourish [28] demonstrating how reflective computing can help to support flexible
environment taking into account more user and context oriented concerns. Following
these recommendations, we have used Meta Object Protocol [29] (M.O.P.) technique
to implement DARE.

M.O.P. defines a meta-level description of the system allowing examination and
manipulation of the system during its own execution while maintaining a causal
connection between them. Our meaning is to apply those concepts in order to create a
reflective system based on task and activity. We have mentioned before that task has
to be a part of AS and may be accessed by subjects in introspection and/or
intercession. Task defines AS, and then, accessing to it corresponds to a meta-activity
(cf. Fig.  2) in which subjects are able to modify their own working context according
to their role.
Fig.  2. Act
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M.O.P. uses object oriented programming techniques. In languages implementing
M.O.P. like Smalltalk or Java, meta-level corresponds to the classes and execution to
their instances. In DARE, everything concerning task is mapped in term of class and
activity in term of instance. This correspondence task / class and activity / instance
takes advantages of the reflective and inheritance properties of the languages that are
used (Distributed Smalltalk and Java). This allows reusing and refining any task or
elements.

3.3 Tailorability in DARE : A Component Approach

It is clear now that one of our aims, accordingly to AT, is to allow subjects to define
or transform their own activity by managing themselves their own mediation rules
and artefacts. Open implementation and M.O.P. have helped in creating a system as
flexible as needed to do so. However, we do not believe that subjects will develop
from scratch and themselves the required tools (e.g. a whiteboard). The challenge is
then to allow subjects to integrate new tools in their environment without stopping it,
but simply passing to its meta-level. The role of the system is to compose and
articulate needed tools in an integrating environment that carries the persistence of the
co-operation. Once a tool has been brought in AS, subjects adapt it to their needs by
defining relationships between it and existing roles.

Recent state of the art shows that many people are actually working to create
tailorable CSCW systems. Sandkhul [30] shows how “CSCW research is currently
shifting towards the integration of different existing tools into comprehensive CSCW
systems”. It must be noted that the same evolution is done in the field of the
educational software with the emergence of the concept of “Educational Object
Economy” which combines a digital library of reusable, interoperable software
components [31]. Moreover, it seems to be clear that it is impossible to create a ‘ready
to use’ CSCW system containing all tools that may be needed. Finally, Activity
Theory demonstrates that needs about tools are emerging from practices.

A solution to achieve tailorability may reside in the component paradigm. Our
position is enforced by the growing interest for component technologies as ActiveX
and JavaBeans in software engineering domain. However, one can notice that
components are usually brought into the system by developers. Our approach differs
by allowing subjects themselves to integrate tools in their environment when they
need it during AS execution. This approach can be considered closed to those
developed by Hummes [32] for the building of collaborative applications dedicated to
the tele-tutoring processes.

In such an approach, components are linked together with glue like a scripting
language for example. In DARE the glue is the activity itself because each component
constitutes a tool. Using meta-level functions, like introspection, subjects are able to
create links between roles and integrated components, determining how the tool will
be used during activity. However this is not a simple problem: as subjects are able to
bring themselves components in AS, these components will certainly not be designed
for DARE. Moreover, subjects may want to integrate components that have not been
designed to be integrated !

In DARE, each component and then AS tool, is a Java Applet. That way, any
Applet found on the Web by a user may become a tool in a more or less elegant
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fashion, depending of the Applet openness. This is done specifying Applet’s URL and
parameters and using a dynamic encapsulation mechanism based on CORBA. Using
Java introspection mechanism, subjects are able to describe co-operative actions
applicable by each role. One can notice that this is done thanks to meta-level tools
that are Applets too and that are managed in the same way. Then in DARE, subjects
can modify, according to their role, even the meta-level tools and their dedicated
mediation rules, this corresponding to a real co-operative meta-activity.

4 Conclusion

Some different approaches have raised in the CSCW research domain trying to define
more foundational relationships between human science and system design. For
example, we can notice the work of Dourish and Button with technomethodology [7],
which is based on ethnomethodology. This approach copes with the design of
systems, as an opposition of coping with the design of one dedicated system. This is
exactly what we have been working for, except that our approach is rooted in AT.

The design of systems addresses meta-system design. This paper has presented
how we have used a simple model and mechanisms coming from AT to design a
meta-groupware that helps users to define their own activities. However, AT teaches
us that activity is reflective in the sense that it is co-constructed and expansive. This is
why DARE is more than a meta-groupware but a reflective groupware allowing users
to access the meta-level of their activity during its execution. Finally, as DARE
constitutes the fusion of AT and advanced software design strategies, it takes
advantages of an inheritance-specialisation mechanism allowing to reuse activity
patterns and to co-adapt them as needed.

The first version of DARE is actually in testing phase and further work concerns
the user interface. The main problem is to offer to end-users an interface allowing
easy understanding and use of AS and its meta-level that are cohabiting in the same
environment. Another problem that we are actually solving concerns the component
approach for the tailorability provided to the end-users. We are using a meta-level
description of structures of nested and interconnected JavaBeans components (for
components that are not really “activity aware”) and Enterprise JavaBeans like
components (for co-operative “activity aware” components), this using an XML
extension close to the Bean Mark-up language provided by IBM [33].

During the following months, DARE is going to be used for experimentation in
CSCL domain. The main idea is to provide to users (students and teachers) a
bootstrap CSCL activity and to study how they use DARE reflective properties to
adapt, evolve and co-construct this CSCL environment. This possibility allowing self-
organisation inside a learner group and co-construction of the collaborative learning
activities [1] is seen for us as an important contribution to self reflection activities.
This is really valuable for the development of the learner meta-cognitive skills [34].
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Abstract. Our research objectives include constructing a collaborative

learning support system that detects appropriate situation for a learner

to join in a collaborative learning session, and forms a collaborative learn-

ing group appropriate for the situation dynamically. In this paper, we

describe a system of concepts concerning learning goals expected to at-

tain by learners through collaborative learning process with justi�cation

by the learning theories. With the ontology, it will be possible to compare

and synthesize the learning theories to design the collaborative learning

settings.

1 Introduction

Many researchers on educational technology have extended the �eld of study

from stand-alone learning environment to group collaborative learning environ-

ment. Although advantages of collaborative learning over individual learning

are well known, the collaborative learning is not always e�ective for a learner.

Educational bene�t that a learner gets through the collaborative learning pro-

cess depends mainly on interaction among learners. The interaction is partly

in
uenced by relations among members of learning group, which suggests that

how to form an e�ective group for the collaborative learning is critical to ensure

educational bene�t to the members.

Our research objectives include constructing a collaborative learning support

system that detects appropriate situation for a learner to join in a collaborative

learning session, and forms a collaborative learning group appropriate for the

situation dynamically. To ful�ll these objectives, we have to consider the follow-

ing:

1. How to detect the appropriate situation to start a collaborative learning

session and to set up the learning goal,

2. How to form an e�ective group which ensures educational bene�ts to the

members of the group, and

3. How to facilitate desired interaction among learners in the learning group.
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We have discussed item 1 in our previous papers[11, 12], and this paper fo-
cuses on item 2. When we have clari�ed item 2 and extracted the desired inter-
action in the group, we would consider item 3.

There are many theories to support the advantage of collaborative learn-
ing. For instance, Observational learning[2], Constructivism[18], Self-regulated
learning[10], Situated learning[15], Cognitive apprenticeship[6], Distributed cog-
nition[20], Cognitive 
exibility theory[21, 22], Sociocultural Theory[24, 25], Zone
of proximal development[24,25], and so on. If we select a theory from these and
form a learning group based on the theory, we can expect e�ective collaborative
learning with the strong support of the theory. However, it is di�cult to under-
stand all theories because these theories are derived from a wide research area
including pedagogy, sociology and psychology. Moreover, we can expect di�erent
educational bene�ts based on these learning theories, and observe various kinds
of interaction between learners through collaborative learning process. Due to
the diversity, it is di�cult to list the learning theories e�ective to gain a speci�c
educational bene�t for a learner, and to compare the theories to form a suitable
collaborative learning group for the learner.

Therefore, we have been constructing a system of concepts to represent col-
laborative learning sessions mentioned in these learning theories[12, 23]. We call
the system of concepts \Collaborative Learning Ontology". In this paper, we fo-
cus on \Learning Goal Ontology" which is a part of the Collaborative Learning
Ontology. The concept \Learning Goal" is one of the most important concepts
for forming a learning group because each learner joins in a collaborative learn-
ing session to attain a learning goal. The Ontology will be able to make it easier
to form an e�ective learning setting and to analyze the educational functions of
a learning group.[16, 17]

2 Structure of Collaborative Learning Ontology

There are many factors to characterize a collaborative learning session. When
should the learners start a collaborative learning session? What subject matter
should they learn in the session? How should the session progress? Who should
join in the session? What educational bene�t should be expected for each learner
through the session?
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We picked up concepts to represent a collaborative learning session through
a survey of learning theories and studies on collaborative learning. As a result,
we set up �ve primitive concepts to characterize the session: trigger, learning
material, learning scenario, learning group, and learning goal. Fig. 1 shows the
conceptual structure of collaborative learning ontology.1 The concept \trigger"
means the desired situation for each learner to start a collaborative learning ses-
sion. The concept \learning material" means the subject matter, learning topics,
and problems to be addressed in the session. The concept \learning scenario"
means how the collaborative learning session progresses; for example, a learner
demonstrates how to solve a problem and another learner observes it, and then
they exchange their roles. The concept \learning group" means a group type
and each learner's role in the session. Here, we focus on the concept \learning
goal". The concept \learning goal" can be speci�ed as two kinds of goals: \com-
mon goal" as a whole group and \personal goal" for each learner. The concept
\personal goal" can be speci�ed as two kinds: the goal represented as a change
of a learner's knowledge/ cognitive states, and the goal attained by interaction
with other learners.

3 Learning Goal Ontology

As Fig. 1 shows, the collaborative learning ontology has three kinds of goals: one
common goal and two kinds of each member's personal goals. In this section, we
distinguish among the three goals and identify the goals with justi�cation based
on learning theories.

3.1 Classi�cation of Goals for Collaborative Learning

C

B
A

G:Y(LB)<=I(LA)
G:Y(LA)<=I(LB)

G:I(LA)

G:I(LB)

G:I(LC)

G:W({LA,LB})

G:W({LA,LB,LC})

Fig. 2. Learning Goal Ontology

A learner will join in a collaborative learn-
ing session to attain learning goals. We clas-
sify the goal of the �rst person (I), that of the
�rst person to interact with the second person
(You), and that of the whole group as I-goal,
Y(I-goal, and W-goal, respectively. I-goal,
which is described as G:I, represents what a
learner is expected to acquire through the col-
laborative learning session. Y(I-goal, which
is described as G:Y(I, represents the means
to attain I-goals. Both I-goals and Y(I-goals
are personal goals for a learner. W-goal expresses the situation being set up to

1 Notation: the schemata de�ne the W-concept and the U-concept. The W-concept
has entity a, which is an instance of the concept P-concept, as a part. The entity
a plays a speci�c role (Role-name) in the W-concept. The concept P-concept has a
semicircle on the right sides. It means the concept is de�ned in other schema. The
L-concept is a speci�cation of the U-concept, and the U-concept is a generalization
of the L-concept.
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Table 1. I-goals

I-goal De�nition Src.
Acquisition of Content-Speci�c
Knowledge

Accretion
Tuning
Restructuring

To add new knowledge concerning the tar-
get domain to existing schemata, to under-
stand it, and then to (re) construct knowl-
edge structure.

[2,
4, 5,
7, 8,
19]

Development of Cognitive Skill
Cognitive stage
Associative stage
Autonomous stage

To get knowledge concerning cognitive
skills such as diagnosing and monitoring,
to practice them, and then to re�ne them.

[3,
18,
20]

Development of Metacognitive
Skill

Cognitive stage
Associative stage
Autonomous stage

To get knowledge concerning metacogni-
tive skills for observing self-thinking pro-
cess, diagnosing it and regulating or con-
trolling of self-activity, to practice them,
and then to re�ne them.

[10,
18]

Development of Skill for Self-
Expression

Cognitive stage
Associative stage
Autonomous stage

To get knowledge concerning the skills for
externalizing self-thinking process and pre-
senting the learner's self-perspectives, to
practice them, and then to re�ne them.

[4,
21,
22]

attain Y(I-goals and we describe the goal as G:W. W-goal is a common goal
characterizing the whole group.

Fig. 2 represents learning goals in a group where three learners: LA, LBand
LCare participating. Learner LAhas an I-goal which is attained through this
collaborative learning session and this goal is described in the Fig. 2 as G:I(LA).
Both LBand LChave I-goals, and they are represented as G:I(LB) and G:I(LC)
respectively. G:Y(LB)(I(LA) is a Y(I-goal between LAand LBobserved from
LA's viewpoint. In other words, it means the reason why LAinteracts with LB .
Concerning this interaction between LAand LB, there is also a Y(I-goal ob-
served from LB 's viewpoint. That is, it is the reason why LBinteracts with LA.
This Y(I-goal is represented as G:Y(LA)(I(LB). Both G:I(LA) and G:Y(LB)(I(LA)
are personal goals of LA. G:W(LA, LB) is a W-goal of the learning group (LA,
LB). G:W(LA,LB ,LC) is a W-goal of the learning group (LA, LB , LC).

3.2 Identi�cation of Learning Goals

In this section, we identify goals for collaborative learning for each of the three
categories based on learning theories. Tab.1 shows the I-goals. We can expect
learners to acquire not only new knowledge concerning problems they solve, but
also cognitive skills, meta-cognitive skills, and skills for self-expression through
the collaborative learning session. The process to acquire a speci�c knowledge
includes three qualitatively di�erent kinds of learning[19]: Accretion, Tuning,
and Restructuring. Accretion is to add new information to a learner's preexist-
ing schemata, and to interpret the information in terms of relevant preexisting
schemata. Tuning is to understand the knowledge through applying the knowl-
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edge to a speci�c situation. Restructuring is to reconstruct the learner's knowl-
edge structure. Concerning development of skills, there are also three phases of
learning: Cognitive stage, Associative stage, and Autonomous stage[1, 9]. Cog-
nitive stage involves an initial encoding of a target skill into a form su�cient to
permit a learner to generate the desired behavior to at least some crude approx-
imation. Associative stage is to tune the target skill through practice. Errors in
the initial understanding of the skill are gradually detected and eliminated. Au-
tonomous stage is one of the gradual continued improvements in the performance
of the skill.

The learner is expected to achieve these I-goals through interaction with
other learners. Tab.2 shows the Y(I-goals. For example, to achieve the I-goal
\Acquisition of Content-Speci�c Knowledge (Accretion)", some learners could
take the Y(I-goal \Learning by being Taught[7, 8]", while some learners could
take another Y(I-goal \Learning by Observation[2]".

Tab.3 shows the W-goals. The W-goals are classi�ed into three kinds (i.e., M-
PR, M-SR, and PR=SR) and one exceptional W-goal (CW) according to their
structures. Next section, we describe the conceptual structure of a W-goal and
each kind of W-goals.

4 Conceptual Structure of W-goal

To form a learning group means to pick up learners who join in the group as
members and to assign a speci�c role in the group to each member. The formation
should have rationale supported by learning theories. The structure of learning
goals expresses the rationality. A W-goal, which is a learning goal as a whole
group, provides the rationale for the interaction among the members. It means
that a W-goal speci�es a rational arrangement of Y(I-goals. Fig. 3 shows a
typical representation for the structure of a W-goal. It would be more easily to
understand a learning theory by preparing the structure to represent the theory
and �lling in each component of the structure with suitable concepts according
to the theory.

To describe the speci�cation, we classify the members into two kinds of role-
holders: the members who play Principal Role (PR-members) and the members
who play Secondary Role (SR-members). Each role is de�ned as follows:

Principal Role (PR): the most important role in a collaborative learning ses-
sion. A PR-member is expected to gain main educational bene�t through
the session. PR is usually played by the learner who �rst proposed to have
the collaborative learning.

Secondary Role (SR): a supporting role for the PR. A SR-member helps the
PR-member attains his/her I-goal. The body of speci�cation of a W-goal is
the rational arrangement of the goals for interaction among the PR-members
and the SR-members. A W-goal has two kinds of goals of interaction as
follows:

SR(PR-goal: a Y(I-goal which means how and for what purpose the PR-
member interacts with the SR-member.
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?x = ?a = ?d
?y = ?b = ?c :

Role:

Y<=I-goal:

Behavior:
You

:p/o

G:I ( I )
:p/o

p/o

knowledge/cognitive state:

p/o

I 
?a 

?b Behavior

I-goal

knowledge/cognitive state:
goal state

initial state

W-goal

p/o

p/o
?x 

?y 

Principal Role 

Secondary Role 
Role

SR<=PR-goal

Y<=I-goal:

Behavior:
You

:p/o

G:I ( I )
:p/o

p/o

knowledge/cognitive state:

p/o PR<=SR-goal

I 

Behavior

I-goal

knowledge/cognitive state:
goal state

initial state

?c 

?d 

Fig. 3. Conceptual Structure of a W-goal

PR(SR-goal: a Y(I-goal which means how and for what purpose the SR-
member interacts with the PR-member. In the collaborative learning session,
all members of learning group are expected to get some educational bene-
�ts. So, the SR-member also has an I-goal, and the PR(SR-goal should be
e�ective to attain the I-goal.

The entities of these goals refer to the concepts de�ned in the Y(I-goal
Ontology. The conditions, which are proper to each W-goal, can be added to the
concepts, if necessary. Each of the Y(I-goals referred to by SR(PR-goal and
PR(SR-goal consists of three components as follows:

I: a role to attain the Y(I-goal. A member who plays \I role" (I-member) is
expected to attain his/her I-goal by attaining the Y(I-goal.

You: a role as a partner for the I-member.
G:I: an I-goal which means what the I-member attains.

We classify the W-goals into three kinds of W-goals and an exceptional W-
goal: M-PR, M-SR, PR=SR, and CW. The following classi�cation of the W-goals
depends on the number of the components PR and SR.

M-PR: The W-goals of M-PR type can have plural PR-members and single
SR-member.

M-SR: The W-goals of M-SR type can have plural SR-members and single
PR-member.

PR=SR: The W-goals of PR=SR type have only one role for members. In this
type W-goal, each member joins in a collaborative learning session on an
equal footing: they have the same I-goal, and the same Y(I-goal is expected
for among the members. So we can regard each member as either PR-member
or SR-member.
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? x = ? b = ? c
? y = ? a = ? d 

? y p/o
PR

Peer Tutor:

? x 
p/o SR
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:
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:
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Knowledge (Tuning)
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Peer Tutor

Peer Tutee

Peer Tutee
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Notation
 * : the component can be plural
    : they appear together (co-occurance)

Fig. 4. PT

Fig. 4 represents the W-
goal \Setting up the situa-
tion for Peer Tutoring (PT)"
as an example of the M-PR
type W-goal using the struc-
ture shown in Fig. 3. Accord-
ing to the theory of Peer Tu-
toring, main educational ben-
e�t by Peer Tutoring is that a
learner understands a knowl-
edge more deeply by explain-
ing the knowledge to another
learner[7, 8]. A learner, who
explains the knowledge, is ex-
pected to gain the main ben-
e�t, and the bene�t corre-

sponds to the I-goal \Acquisition of Content-Speci�c Knowledge (Tuning)[19]".
So, the PR is \Peer Tutor", SR(PR-goal is \Learning by Teaching", and
G:I(Peer Tutor) is \Acquisition of Content-Speci�c Knowledge (Tuning)" in Fig.
4. On the other hand, \Peer Tutee", who is the partner of \Peer Tutor", is ex-
pected to acquire a new knowledge by being taught from the member who plays
\Peer Tutor". The SR is \Peer Tutee", PR(SR-goal is \Learning by being
Taught", and G:I(Peer Tutee) is \Acquisition of Content-Speci�c Knowledge
(Accretion)".

? x = ? b
? a = ? c 

? x p/o
PR

Peripheral Participant:

p/o
SR

Group:

G:I(Peripheral Participant)
? b 

? c 

p/o

p/o
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Learning by Practice

Problem Solving

Problem Solving

SR<=PR-goal

LPP

:

:

:

:

Metacognitive Skill (Assoc.)

Peripheral Participant

Full Participant

p/o

? a 
p/o

p/o

Full Participant

:

:
Member

W-goal

DC or CC

Fig. 5. LPP

The members solve prob-
lems and perform assigned
tasks in the collaborative
learning session. They are
expected to get a few ed-
ucational bene�ts as sec-
ondary e�ects through the
session[14]. For example, a
member could develop his/her
cognitive skills (i.e., educational
bene�t), while he/she solves
a problem in physics (i.e., assigned
task) with other members.
In the M-PR type W-goal,
the SR-member mainly solves
a problem with the PR-
member's help. The PR-member is expected to gain an educational bene�t from
the experience of helping other member. On the other hand, the PR-member
mainly solves a problem with the SR-member's help in the M-SR type W-goal.
The role of main problem-solver should be assigned to single member, and the
role of helper can be assigned to multiple members. For example, in the situation
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of Peer Tutoring we mentioned above, the role of main problem-solver is \Peer
Tutee" (SR) who wants to get a new knowledge to perform assigned tasks, while
the role of helper is \Peer Tutor" (PR)[7, 8]. So, the number of members who
play \Peer Tutee" should be single, the number of members who play \Peer
Tutor" can be multiple, and the W-goal \PT" is identi�ed as the M-PR type.

A W-goal(Wi) can have a group, which has another W-goal(Wj), as the
component SR of the W-goal(Wi). We call the W-goal(Wi) \CW-goal" which
means a composite W-goal. Fig. 5 shows the structure of the CW-goal \Setting
up the situation for Observational Learning (OL)[2]" as an example. A learning
group to attain the CW-goal \OL" has a member as an observer (i.e., its com-
ponent PR). The observer requires a group as an object to observe meaningful
interaction. The group is identi�ed as SR.

Each W-goal can be expressed by a set of Y(I-goals and I-goals. We can
identify a group formation to start an e�ective collaborative learning session
with these goals.

5 Conclusion

We have discussed learning goal ontology which will be able to make it easier
to form an e�ective learning setting and to analyze the educational functions
for a learning group. By considering the personal and common goals, we have
identi�ed three kinds of learning goals; I-goal, Y(I-goal and W-goal. In this
paper, we described each learning goal ontology, and the conceptual structure
of a W-goal. With the ontology, it is possible to compare and synthesize the
learning theories to design the collaborative learning settings.

We have been developing a multi-agent system, which we call \FITS/CL", to
support collaborative learning dynamically based on the idea of \Opportunistic
Group Formation (OGF)"[11, 12, 23]:

Opportunistic Group Formation is a function to form a collaborative learn-
ing group dynamically. When it detects the situation for a learner to shift
from individual learning mode to collaborative learning mode, it forms a
learning group each of whose members is assigned a reasonable learning goal
and a social role which are consistent with the goal for the whole group.

In FITS/CL, each agent should have an ability to realize the following functions:

1. Setting up appropriate learning goal for a learner,
2. Forming learning group to enable the learner to attain the learning goal, and
3. Negotiating with other agents to reach an agreement: a formation of collab-

orative learning group that each member of the group can get educational
bene�t.

It is hard to realize the function 2 for the agents, even if each agent can realize the
function 1 based on its learner model. Our learning goal ontology is useful for the
function 2. By representing group formation suggested by many learning theories
using the learning goal ontology, the agents can form a learning group according
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to learning theories. The agents only look for the W-goals which include a speci�c

I-goal as their component. Concerning the function 3, the agents cannot negotiate

or reach an agreement if there is no criterion for the educational bene�t. Our

learning goal ontology enables the agents to infer educational bene�t before the

collaborative learning session starts, and justi�es the agent's proposal by learning

theories.

Future work includes identi�cation of learner's role appeared in collaborative

learning session and description of conditions to select a learner appropriate for

each role.
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Abstract Intelligent tutoring systems often emphasize learner control: They let
the students decide when and how to use the system's intelligent and
unintelligent help facilities. This means that students must judge when help is
needed and which form of help is appropriate. Data about students’ use of the
help facilities of the PACT Geometry Tutor, a cognitive tutor for high school
geometry, suggest that students do not always have these metacognitive skills.
Students rarely used the tutor’s on-line Glossary of geometry knowledge. They
tended to wait long before asking for hints, and tended to focus only on the
most specific hints, ignoring the higher hint levels. This suggests that
intelligent tutoring systems should support students in learning these skills, just
as they support students in learning domain-specific skills and knowledge.
Within the framework of cognitive tutors, this requires creating a cognitive
model of the metacognitive help-seeking strategies, in the form of production
rules. The tutor then can use the model to monitor students’ metacognitive
strategies and provide feedback.

1 Introduction

Intelligent tutoring systems would not be that if_they did not provide intelligent help
and feedback to learners. The intelligent hint messages and feedback help students
reduce unproductive time and thereby to learn more efficiently [Anderson, et al.,
1989; McKendree, 1990]. Also, the tutor's explanations, if read carefully, may help
students to bridge gaps in their knowledge. Some systems also provide unintelligent,
or low cost help, in the form of on-line dictionaries [Shute and Gluck, 1996], or a
Glossary [Aleven, et al., 1999].

The common wisdom in the field of intelligent tutoring systems holds that by and
large, the system should let students control and organize their own learning
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processes; the system should intervene as little as possible [Burton and Brown, 1982]
and help should be given on request only. The underlying assumption is that the
student herself is a better judge of when help is needed than the system, which does
not have much bandwidth to access a students’ thoughts, and may not have a
complete enough domain model to account for all observed strategies. Thus, in many
systems, the help messages are given primarily when the student requests help, for
example in Belvedere [Paolucci, et al, 1996] and Sherlock [Katz, et al, 1998].

Recognizing the need for help is a (metacognitive) skill in its own right. It requires
that students monitor their own progress and understanding. For example, it requires
that students judge whether an error is just a slip and easily repairable, and when an
error is due to a lack of knowledge or the result of guessing. Such metacognitive
skills are very important, for example, they mediate learning from examples
[VanLehn, et al., 1992]. There is evidence that such skills are not mastered by all.
There are individual differences with respect to students' metacognitive skills, for
example, the abilty to explain examples [Chi et al, 1989] or the ability to make
productive use of optional on-line tools in a computer tutor [Shute and Gluck, 1996].
Therefore, it is not clear that placing control in the hands of the learner is always the
best strategy. There is evidence that higher-ability students do better in (non-
intelligent) computer-based environments that offer a greater  degree of learner
control, whereas lower-ability students do better in more structured environments
[Recker and Pirolli, 1992]. Also, students with higher prior ability are better able to
judge their need for help after errors than students with lower prior ability, in an
intelligent tutoring system with on-demand help [Wood and Wood, in press]. These
studies suggest that higher-ability students have better metacognitive skills. This
means that emphasizing learner control in intelligent tutoring systems may lead to the
unfortunate situation that those who need help the most, are the least likely to receive
it in time.

Thus, there is ample reason further to study whether the users of intelligent
tutoring systems have the metacognitive skills necessary to take advantage of the help
facilities that these systems offer. We studied students' use of two types of help
facilities of the PACT Geometry Tutor. In this paper, we discuss our findings and the
implications for the design of intelligent tutoring systems.

2 Intelligent and Unintelligent Help in the PACT Geometry
      Tutor

The PACT Geometry tutor is an integrated part of a complete high school course for
geometry, developed with guidance from a mathematics teacher. This curriculum
emphasizes geometry problem solving (as opposed to proof), including the use of
geometry for real-world problems, following guidelines from the National Council of
Teachers of Mathematics [NCTM, 1989].

The PACT Geometry Tutor is a cognitive tutor [Anderson, et al., 1995]. It supports
guided learning by doing: It monitors students as they solve geometry problems, and
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provides hints and feedback. It employs a cognitive model of the skills of an ideal
student, represented as production rules. The tutor uses the model, in a process called
model tracing, to assess students' solutions and to generate hints. The cognitive model
is also the basis for student modeling. The tutor maintains estimates of the probability
that the student masters each skill in the model, using a Bayesian algorithm called
knowledge tracing. The information in the student model is used to select appropriate
problems and to advance the student to the next section of the curriculum at
appropriate times.

In most problems in the PACT Geometry Tutor, students are given a description
and a diagram, and are asked to calculate unknown quantities, such as angle measures
or segment measures (see Figure 1, window top left). In addition, students must
provide an explanation of each solution step, by indicating which geometry theorem
or definition justifies it. They can select “reasons” from the tutor's Glossary window,
which lists important geometry theorems and definitions, shown in the middle in
Figure 1. When students enter a numeric answer or explanation, the tutor tells them
whether it is correct or not.

Fig. 1: The PACT Geometry Tutor

The tutor provides intelligent help in the form of on-demand hints and
unintelligent, or low-cost, help in the form of a Glossary of geometry knowledge. For
each relevant geometry rule, the Glossary contains a description and a short example,
as can be seen in Figure 1. Students can search and peruse the Glossary at will. The
Glossary was introduced in the PACT Geometry tutor in an attempt to get students to
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pay more attention to the rules of geometry (as the reasons behind their actions) and
thereby improve their understanding [Aleven, et al., 1999]. Also, the Glossary is
much like low-cost sources of information that students are likely to encounter in the
real world, such as their own bookshelf, the library, the world-wide web, etc.
Teaching students to take advantage of such resources is an important goal in its own
right.
The tutor provides intelligent help in the form of on-demand hints. The hints usually
have multiple levels, each with increasingly more specific advice. The hints are
designed to encourage a general metacognitive strategy: When you do not know
something, use an available resource, such as the Glossary, to look it up. Look at
what kind of problem you are dealing with, and then look at Glossary rules that are
relevant to that kind of problem. For example, if the problem involves a triangle, such
as the problem shown in Figure 1, look for rules dealing with triangles (see Table 1,
level 1). The next hint highlights a small number of relevant geometry rules the
Glossary (Table 1, level 2). Further hints explain which Glossary rule could be used
and how it applies to the problem. The last hint of each sequence (the “bottom out
hint”) makes it clear what the unknown quantity is, usually by stating an expression,
or an equation, (Table 1, level 7).
When students request a hint, this counts as an error, with respect to the tutor's
knowledge tracing. That is, the tutor's estimate of the student's mastery of the relevant
skill
1. In this problem, you have Triangle OUT.  What do you know about triangles that enables

you to find the measure of Angle OUT?

2. Some rules dealing with triangles are highlighted in the Glossary. Which of these reasons is
appropriate?

You can click on each reason in the Glossary to find out more.

3. The sum of the measures of the three interior angles of a triangle is 180 degrees.

Angle OUT is an interior angle in a triangle.  You know the measures of the other two
interior angles: Angles UOT and OTU.

4. Can you write an equation that helps you find the measure of Angle OUT?

5. The sum of the measures of Angles OUT, UOT, and OTU equals 180°.  So you have:
    m—OUT + m—UOT + m—OTU = 180

6. In the previous hint, you saw that:
    m—OUT + m—UOT + m—OTU = 180
You can replace m—UOT by 79 and m—OTU by 79. Also, you can use a variable (say, x)
instead of m—OUT.  This gives:

    x + 79 + 79 = 180

7. Find the measure of Angle OUT by solving for x:

    x + 79 + 79 = 180

You can use the Equation Solver.

Table 1: A hint sequence generated by the PACT Geometry Tutor.

is debited. This was done for two reasons: The theory behind knowledge tracing
requires that a hint request is treated as evidence that the student has not mastered the
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given skill. Also, debiting the skill estimate makes it less likely that students complete
problems simply by asking for a hint on each step.

 Given these tutor facilities, a rational help-seeking strategy may be to try to avoid
the penalty that results from errors or hints, and use the Glossary as a first line of
defense:

For a step that has not been worked on previously:

If one can find the answer or reason with reasonable certainty (relying on one’s
memory, not the tutor’s help), then enter it.

If one is not sure, use the Glossary: extract a search cue, type the search term into the
Glossary, evaluate the rules that are listed.

If all else fails, ask for intelligent help.

After an error:

If one understands what went wrong, then correct the error, without using help.

If one is not sure, use intelligent help.

3 Evaluation Study

In the Spring of 1998, we conducted a study to evaluate the PACT Geometry tutor.
The study took place in a suburban school in the Pittsburgh area, in the context of a
geometry course based on the PACT Geometry curriculum. Thus, the data pertain to
normal use of the tutor in a school. Since the goal of the study was to evaluate the
effect of reason-giving, two versions of the PACT Geometry tutor were used: a
reason version, which is

Rate of Glossary use Rate of Glossary use prior
to first attempt

Success rate

All use Deliberate
use only

All use Deliberate
use only

Answer Steps 2.7% 2.0% 1.4% 0.8% 54%
Reason Steps 43% 15% 36% 12% 55%

Table 2: Rate of Glossary use, as compared to the success rate. The rate of Glossary use is the
percentage of steps for which the Glossary was used. The success rate is the percentage of steps
where students got the answer right, without errors or hints.

the version described above, and an answer only version, in which students were not
required to provide reasons for their answers. In this paper, however, we present the
data for both groups of students together.

The study involved 53 students, enrolled in the course, 41 of whom completed the
study. All students participated in four activities: they had classroom instruction, they
solved problems on the tutor (they spent 500 minutes, on the average, working on the
tutor unit that deals with the geometric properties of angles), and they took a pre-test,
and a post-test. The pre-test took place before students started to work on the tutor,
the post-test afterwards. The tests involved problems of the same type as those in the
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tutor curriculum, and included transfer problems as well. The results indicate that
there was a significant improvement in students' test score, attributable to their work
on the tutor, in combination with classroom instruction [Aleven, et al., 1999].

4 Use of Unintelligent Help

We analyzed the protocols of students' sessions with the tutor, in order to learn more
about their strategies for help use. The protocols, collected automatically by the tutor,
contain detailed information about the students' and tutor's actions. We were
interested in finding out whether the students followed the strategy for help use,
outlined above. We found the following:

• Students used the Glossary on 43% of the explanation steps and used it on 2.7%
of the numeric steps (see Table 2). By “step” we mean a subgoal in the problem,
or (equivalently) an entry in the tutor's answer sheet, shown on the top-left in
Figure 1.

• On numeric answer steps, students used the Glossary about as often in response
to errors as they used it before a first attempt at entering a solution (1.3% v. 1.4%
of all steps, see Table 2).

• There is little evidence that the students used the Glossary for the more difficult
skills, at least not prior to their first attempt at entering a numeric answer. For
numeric answer steps, the correlation between Glossary use (prior to first
attempt) and skill difficulty was 0.29. Skill difficulty was measured as the
success rate for the skill, a measure of performance with the tutor.

• On 0.33% of steps (47 out of 14094), students were apparently able to take
advantage of the Glossary to find a correct numeric answer, without errors or
hints. In these steps, students went to the Glossary before a first attempt at
answering, looked at a Glossary rule that could be applied to solve the step, and
perhaps looked at other Glossary items, and then entered a correct answer.

Thus, for numeric steps, the evidence is that students did not follow the strategy
for help seeking outlined above. If students followed this strategy, they would consult
the Glossary when they anticipated that a step was beyond their capability. They
would therefore not make many errors without first consulting the Glossary. But
students did not use the Glossary much at all on numeric steps (2.7%) and correctly
completed only 0.33% of answer steps with apparent help from the Glossary. They
made many errors without first consulting the Glossary: The rate of Glossary use is
far below the error rate (see Table 2). The rate of Glossary use is even lower when we
count only the steps where the students used the Glossary in a deliberate manner. We
defined deliberate use as meaning that the student inspected at least one Glossary item
for more than 1 second. It is obviously not possible to read and interpret a complete
Glossary item in such a short time. However, one second might be enough to
recognize as relevant a description that one has read before.
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Fig. 2: Frequency of help use after N errors without help—that is, given that a student had
made N errors on a step without asking for help, how often was the next action on that step a
help request and not another attempt at answering?

Further, if students followed the desired help-seeking strategy, the bulk of
Glossary use would occur before a first attempt at entering a step. After that attempt,
students could use intelligent help without penalty. Also, students would use the
Glossary primarily for more difficult skills. These predictions were not borne out by
the data, as shown above. Students used the Glossary primarily to enter explanations
(43% of steps). This can in part be explained by the fact that students  could enter
explanations by selecting from the Glossary. Much of the Glossary use for
explanation-giving appears to be rapid selection, but we also saw a considerable
amount of deliberate use (see Table 2).

5 Use of Intelligent Help

We also analyzed the student protocols with respect to students' use of the tutor's on-
request hints. We found that:

• The students used the intelligent help facility on 29% of the answer steps and
22% of the explanation steps.
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Fig. 3: Subsequent errors on a step, given that the student had already made 1 or 2 errors on
that step without asking for a hint, and then attempted another solution (“solution attempt”) or
asked for a hint (“hint request”).

• Students used help before their first attempt at answering on 12% of the answer
steps and 9% of the explanation steps.

• When the students requested help, they requested to see all hint levels (i.e., they
asked for more help until they had seen the bottom out hint) on 82% of answer
steps and 89% of explanation steps.

• When students made an error, and if they have not asked for help already, then it
is was more likely that they would attempt another answer than that they would
ask for help, as Figure 2 indicates. This is so regardless of how many errors the
student had made already. For example, after making three errors on a numeric
step without asking for a hint, students asked for a hint only 34% of the time.

 As before, we ask to what extent students followed the help-seeking strategy
described above. If students followed the strategy, they would ask for intelligent help
in two kinds of situations: when they made an error that they could not fix quickly,
and on steps where they had little idea how to proceed. The overall rate of hint use,
(29% for numeric steps, 22% for explanation steps), is consistent with this. A close up
view of the data reveals however that students often waited too long before requesting
a hint, that is, they made too many errors without asking for a hint. According to the
desired strategy for help use, students should not make more than one or two errors
on a step, before asking for a hint. However, if this was what really happened, the
help use graph in Figure 2 would be (close to) 100% after 2 or 3 errors without a hint.
Clearly it is not. Further, the fact that students requested to see the bottom out hint in
82% or 89% of all steps with help, indicates that the intermediate-level hint messages
were not effective. In short, while there is some evidence that students follow the
desired help-seeking strategy, there is significant room for improvement.

We also investigated the immediate effects of the tutor's hints. We found that after
one or two errors were made on a step, asking for a hint helped to reduce both the
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number of subsequent errors on the same step (see Figure 3) and the amount of time
spent to complete the step (see Figure 4). This is evidence that intelligent help aids
performance, as was found also in other studies [Wood and Wood, in press;
Anderson, et al., 1989; McKendree, 1990].

Fig. 4: Time to complete the step, given that the student had already done one of the following
four things: made 1 or 2 errors without asking for a hint, and then either asked for a hint (“hint
request”) or entered another solution (“solution attempt”).

6 Discussion and Conclusion

Student control is often regarded as a good thing in intelligent tutoring systems. Many
systems provide help only on students' request. Thus, the students must decide when
and how to use the help facilities, which requires that they make judgments about
their own knowledge (self-monitoring) and that they are able to judge when they can
benefit from help. But are they able to do so? In order to evaluate the assumption that
student control is beneficial, we assessed students' help-seeking strategies in a
representative intelligent tutoring system, the PACT Geometry tutor. This tutor
provides intelligent help in the form of on-demand hints, and unintelligent help in the
form of a Glossary.

The data indicate that students did not use the Glossary very much, contrary to our
expectation that they would use it regularly to help with difficult steps. This is
surprising, especially if one considers that the students may have been able to avoid
errors by using the Glossary and generally seem to be quite aware that the more errors
they make, the more problems the tutor will assign. So why would they pass up a
source of free help?

This probably says something about the metacognitive skills of the given student
population, ninth graders (15-year olds) in a suburban high school. They may not
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have sufficient metacognitive skills to judge when they can benefit from Glossary
lookup. They may not be very good in judging the difficulty of steps, or at monitoring
their own knowledge and understanding. Also, they may not have learned the general
strategy to look up things that they do not know. Further, students may lack the
mathematical reading ability to interpret the information in the Glossary: statements
of definitions and theorems, illustrated with examples. It takes considerable effort to
read a rule (even one that has been discussed in class before) and evaluate how it can
be applied to the problem at hand.

Students used the tutor's intelligent help facilities far more frequently than they
used the Glossary. But they often waited long before asking for a hint, not taking
multiple errors on a step as a signal that it is time to ask for a hint. Also, they did not
seem to benefit much from the intermediate hint levels. In the vast majority of cases
in which they asked for help (82% of numeric steps, 89% of explanation steps),
students repeated their help request until they reached the bottom out hint. It may be
that in most of these cases, students quite deliberately did not read the intermediate
hint levels and read only the bottom out message, which as mentioned pretty much
hands them the correct answer. Such hint abuse is undesirable. Learning from being
given only the right answer (i.e., the bottom out hint), just as learning from examples,
requires that the student constructs an explanation of why the right answer is right.
[Anderson, et al., 1989]. The intermediate hint levels may be helpful in this regard.
An alternative explanation for the high percentage of bottom out hints is that students
find it difficult to read and interpret the tutor's hint messages, just as they seem to find
it difficult to interpret the information in the Glossary. In sum, the data indicate that
students do not have the necessary metacognitive skills, nor the required
mathematical reading ability, to take maximum advantage of on-request help, or the
tutor's on-line Glossary.

The tutor should provide more support. It should not always leave it up to the
students to judge when they can benefit from using the tutor's on-line help facilities.
Rather, the tutor should help students to learn to develop effective metacognitive
help-seeking strategies (see also [Wood & Wood, in press; Recker and Pirolli, 1992;
Conati and VanLehn, 1999]). Further, it should provide support for the interpretation
and application of mathematical rules listed in the Glossary.

In order to tutor at the metacognitive level, a cognitive tutor needs a model of the
metacognitive strategy to be taught. The model presented in this paper may serve as a
starting point, although further study may indicate that it needs to be refined. Within
the framework of cognitive tutors, the model could be implemented as a production
rule model and be used for model-tracing. It may be useful also to take into account
information in the student model to assess whether a student might be over-using or
under-using the help facilities, as suggested by Wood and Wood [in press].

For example, with a model of metacognitive strategy in place, the tutor could do
much more to help students learn to make effective use of the Glossary. As
mentioned, the Glossary is representative of many sources of low-cost help that
students will encounter in the real world. Glossary lookup skills learned with the tutor
may transfer to the use of the World-Wide Web, for example. Using a model of
metacognitive skill, the tutor will be able to help the students in finding relevant



302      Vincent Aleven and Kenneth R. Koedinger

information in the Glossary and evaluating how that information applies to the current
problem. When students type a search cue into the Glossary, the tutor could check
whether the search will be productive and if not, it could provide feedback and
advice. If the tutor is to help students evaluate how a rule in the Glossary applies to
the problem at hand, a mapping step needs to be added to the tutor interface, that lets
the student point out how a rule is instantiated in the current problem, that is, which
geometric objects in the problem (angles, etc.) correspond to objects mentioned in the
rule and what conclusions follow. The tutor could provide feedback.

Further, the metacognitive tutor could help students to use the tutor's on-demand
intelligent help more appropriately, like the strategy tutor agent proposed in [Ritter,
1997]. For example, it could help the student learn that it is often best to try to use a
low-cost source of help before using a source of high cost help. When a student asks
for a (high-cost) hint without first using the (low-cost) Glossary, the tutor could
interpret this as evidence that the student does not master the desired metacognitive
strategy. It could provide feedback saying “Instead of asking for a hint, you might use
the Glossary in order to figure this out. It is better to use the low cost help (the
Glossary) before you use high-cost help (the tutor's hint messages).” Similarly, if the
student did not ask for help when this would seem appropriate, (e.g., after making
two or more errors on a step), the tutor could provide feedback, saying: “Usually,
when the going gets tough like this, it means that there is a piece of geometry
knowledge that you have not mastered yet. It is good to ask for a hint.” (As a first
step, we have modified the PACT Geometry tutor so that it initiates help after two
errors. According to the data presented in this paper, this will reduce the number of
errors students make and save them some time.) Similarly, the tutor could protest
when a student abuses hints, going straight for the bottom out hint without paying
attention to the intermediate levels. When this happens, the tutor could for example
require that the student explain the bottom out hint, by constructing a mapping with a
Glossary rule. These forms of feedback at the metacognitive level may help students
to balance the use of help and errors, which in one study was shown to be an
important indicator of success, especially for lower-ability students [Wood and
Wood, in press].

To conclude, in order to for intelligent tutoring systems to be truly adaptive, they
should help students to develop effective metacognitive skills. The potential payoff is
great, since these skills will help students learn in other domains as well. They will
help them to become not just better geometrists, or mathematicians, but better
learners.
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Abstract 
We present further results on the educational effectiveness of an intelligent 

computer tutor that helps students learn effectively from examples by coaching 
self-explanation – the process of explaining to oneself an example worked-out 
solution. An earlier analysis of the results from a formative evaluation of the 
system provided suggestive evidence that it could improve students’ learning. 
In this paper, we present additional results derived from a more comprehensive 
analysis of the experimental data.  They provide a stronger indication of the 
system’s effectiveness and suggest general guidelines for effective support of 
self-explanation during example studying. 

1 Introduction 

The research presented in this paper represents a step toward exploring innovative 
ways in which computers can enhance education and learning. While most intelligent 
tutoring systems support students during problem solving and teach domain specific 
skills, we have devised a computational framework that supports learning from 
examples and that coaches the general learning skill known as self-explanation - 
generating explanations and justifications to oneself to clarify an example solution. 
Several studies show that self-explanation greatly improves learning from examples 
(for overviews of these studies see [4] and [10]) and that coaching self-explanation 
can extend these benefits ([3], [4]). Our framework, known as the SE-Coach, aims to 
provide the individualized monitoring and guidance to self-explanation that has been 
proven so beneficial when administered by human tutors. It has been implemented 
and tested within Andes [11], a tutoring system that helps students learn Newtonian 
physics through both example studying and problem solving.  
    Other tutoring systems rely on examples as instructional means, but they use them 
to support students as they solve problems, not as a specific learning phase prior to 
and complementary to problem solving. These systems present students with relevant 
examples as they are solving problems and help students understand the connection 
between the example and the problems [12], [7], [1]. However, none of these systems 
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monitor how students study and understand the presented examples. Moreover, the 
systems themselves, rather than the students, generate explanations to  help the 
students understand the examples. The Geometry Tutor [2] explicitly encourages 
students to explain the solution steps they have used to build geometry proofs, in 
terms of geometry axioms. However, the explanations are generated during problem 
solving and consist simply of selecting an item from a list of geometry axioms. The 
student does not have to explain the content of the axiom. Furthermore, the tutor 
makes the student explain each solution step, instead of trying to assess if some 
explanations may be more beneficial for the student than others. 
   Unlike the systems above, the SE-Coach includes an interface designed to 
encourage spontaneous, constructive self-explanation of examples. It also includes a 
help module that explicitly elicits further self-explanation tailored to a student’s 
needs, as assessed by the SE-Coach probabilistic student model, when the interface 
scaffolding is not sufficient to overcome the natural reticence to self-explain that 
many students show [4], [10].  
    Self-explanation is a learning process whose underlying mechanisms are still 
unclear and under investigation. Since the SE-Coach is built on existing hypotheses 
about the features that make self-explanation effective for learning, an accurate 
evaluation of its effectiveness may allow us to shed light on the validity of the 
hypotheses and possibly suggest new ones. In [6], we presented initial results of a 
formal evaluation that we performed to test the usability and effectiveness of the 
system. These results indicated that the SE-Coach’s interface is easy to use and 
generally effective in stimulating self-explanation. They also provided initial support 
on the SE-Coach’s educational effectiveness. In this paper, we present a more detailed 
analysis of the experimental data that reveals a significant interaction between 
experimental condition and the learning stage in which students used the system, and 
provides insights on how the SE-Coach can more effectively bring students to 
constructively learn from examples.  

2 Overview of the System 

The SE-Coach’s interface includes three different levels of scaffolding for self-
explanation, to accommodate the varied propensity to self-explain that different 
students have, so as to provide each student with the minimum intervention sufficient 
to trigger constructive self-explanation. 
   The first level of scaffolding is given by a masking interface that presents different 
parts of the example covered by grey boxes (see Figure 1). In order to read the text or 
graphics hidden under a box, the student must move the mouse pointer over it. The 
fact that not all the example parts are visible at once helps students focus attention and 
reflect on individual example parts, and allows the SE-Coach to track student’s 
attention [6].  The second level of scaffolding is provided by explicit prompts to self-
explain. These prompts go from a generic reminder to self-explain, that appears when 
a student uncovers an example part, to more specific prompts for self-explanations 
that have been shown to correlate with learning in the self-explanation studies: (a) 
justify solution steps in terms of domain principles;  (b) relate solution steps to goals  
in the underlying solution plan. 
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Figure 1: A physics example (left), as it is presented in the masking interface (right) 

    The third level of scaffolding consists of menu-based tools designed to provide 
constructive but controllable ways to generate the above self-explanations, to help 
those students that would be unable to properly self-explain if left to their own 
devices [10]. If a student selects the prompt to self-explain in terms of domain 
principles (”This is true because...”), a Rule Browser is displayed in the right half of 
the window (see Figure 2a), while if the student selects the prompt to self-explain in 
terms of the solution plan (”The purpose of this step is...”), a Plan Browser is 
activated instead. 

 
 

(a) 
(b) 

If we want to find 

Then we can  
choose that   
object as the 
 body 

 

Figure 2: (a) Selections in the Rule Browser and (b) Template filling 
 

    The rule browser contains a hierarchy of physics rules, reflecting the content of the 
SE-Coach’s knowledge base. The student can browse the rule hierarchy to find a rule 
that justifies the currently uncovered part. The SE-Coach will use a green check or a 
red cross to provide feedback on the correctness of the student’s selection (see Figure 
2a). To explain more about the actual content of a rule, the student can click on the 
”Template” button in the rule browser. A dialog box comes up (see Figure 2b) with a 
partial definition of the rule that the student can complete by selecting appropriate 
fillers from available pull down menus. The SE-Coach gives immediate feedback on 
the student’s selections.  
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   The plan browser is similar to the rule browser, but it displays a hierarchical tree 
representing the solution plan for a particular example instead of the SE-Coach’s 
physics rules. The student explains the role of the uncovered part by selecting in the 
plan hierarchy the step that most closely motivates the fact.  
   The SE-Coach includes a probabilistic student model based on a Bayesian network. 
The Bayesian network comprises a model of correct self-explanation for the current 
example, probabilities estimating the student’s physics knowledge and nodes 
representing the student’s reading and self-explanation actions. At any time during the 
interaction, probabilities in the Bayesian network assess how well the student 
understands the example solution and how the student’s knowledge changes as a 
result of the interaction with the system [5]. Using this assessment, the SE-Coach 
prompts the student to generate further self-explanation to fix gaps in the student’s 
example understanding.  
   Initially, self-explanation is voluntary.  However, if a student tries to close the 
example when the student model indicates that there are still some lines left to self-
explain, then the SE-Coach generates a warning and colors pink the corresponding 
masking interface boxes. It also provides more directive advice as of what interface 
tool should be used to better self-explain each line. The SE-Coach’s tutorial 
interventions represent a fourth, stronger level of scaffolding for self-explanation, 
directed to help those students that do not self-explain because they tend to 
overestimate their understanding [4]. 

3 Empirical Evaluation of the SE-Coach 

To test the system’s effectiveness for learning, we performed a formal study with 56 
college students. The SE-Coach does not provide any introductory physics 
instruction, because it is meant to complement regular classroom activities. Therefore, 
an evaluation of the SE-Coach requires subjects who have the right level of domain 
knowledge for using the system. Students generally benefit more from examples 
when they are studying a new topic, whereas as the students’ knowledge improves, 
problem solving becomes more effective for learning [8]. Hence, to evaluate the SE-
Coach adequately, subjects need to have enough knowledge to understand the topic of 
the examples, but not so much knowledge to find the examples not worthy of 
attention.   The ideal evaluation setting for the SE-Coach would be in the context of 
an introductory physics course, where it is possible to control when students are ready 
to study examples on a new topic.  Unfortunately, we could not coordinate the SE-
Coach’s evaluation with a specific physics course. Instead, we conducted the study in 
our laboratory, with students who were taking introductory physics classes at four 
different colleges: the University of Pittsburgh (20 students), Carnegie Mellon 
University (14 students), Community College of Allegheny County (5 students) and 
U.S. Naval Academy (17 students).  The best we could do to get subjects at 
comparable learning stages was to run the subjects after their first class on Newton’s 
Second Law and before they took a class test on the topic.  
   The one-session study comprised: 1) solving four pre-test problems on Newton’s 
Second Law; 2) studying examples on Newton’s Second Law with the system; 3) 
solving post-test problems equivalent but not identical to the pre-test ones; The study 
had two conditions. In the experimental (SE) condition, 29 students studied examples 
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with the complete SE-Coach. In the control condition, 27 students studied examples 
with the masking interface and Plan Browser only1.  They had no access to the Rule 
Browser and Templates, nor feedback or coaching.  

3.1. Effectiveness of the SE-Coach  

As we reported in [6], the analysis of the log data file from the study shows that the 
SE-Coach’s interface is easy to use and is quite successful at stimulating self-
explanation. The gains scores between post-test and pretest were higher for the SE 
condition, although the difference between gain scores of the two conditions was not 
statistically significant. Since then, we have sought to better understand the reason 
behind the above outcome by restricting the analysis to the subgroups of subjects 
coming from different colleges. We found that the SE condition of CMU (Carnegie 
Mellon) and CCAC (Community College of Allegheny County) students performed 
better than the control condition (see Figure 3). The performance difference, as 
measured by an Analysis of Covariance with post-test as dependent variable, pre-test 
as covariate and condition as main effect, was statistically significant for CMU 
students (p < 0.04) and nearly significant (p = 0.0576) for CCAC students. In contrast, 
in the Pitt (Univ. of Pittsburgh) and USNA (U.S. Naval Academy) subgroups, 
students in the control condition performed slightly better than students in the SE 
condition (see Figure 3), although the difference was not statistically significant 
 
 

                                                      
1 We let the control students access the Plan Browser because introductory physics courses usually do not 
address solution planning, therefore control students would have had too much of a disadvantage if they 
had not been able to see what a solution plan is through the Plan Browser. 

 
 
 
 
 
 
 
 
 
 
 

Figure 3: Gains scores for the four 
subgroups 

 
 
 
 
 
 
 
 
 
 

Figure 4: pretest scores for the four 
subgroups

 
   The commonality of behavior between CMU and CACC students is quite 
surprising, because CMU and CCAC are supposed to be, respectively, the best and 
the worst among the four colleges in the study. This ranking is confirmed by the 
pretest scores shown in Figure 4. The difference in pretest performance between 
CMU and CCAC is the only one that approaches significance (p = 0.0561), among the 
pretest performances of the four groups. 
   To understand what may have caused this different learning behavior, we collapsed 
and analyzed the data in two subgroups with the same learning outcome, CMU-
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CCAC and Pitt-USNA. Within the CMU-CCAC group, students in the SE condition 
performed significantly better than students in the control condition, after covarying 
out the pretest (p = 0.021). Pitt-USNA students in the control condition performed 
slightly better than those in the SE condition, but the difference is not statistically 
significant (p > 0.2). 

3.2.    Possible Differences in the Student Populations 

One possible explanation for the above results could be a difference in physics and 
background knowledge between the two subgroups of CMU-CCAC and Pitt-USNA 
students. However, an ANCOVA with post-test as dependent variable and subgroup 
and condition as main effects, shows that there is still a significant interaction (p < 
0.01) of subgroup with condition after covarying out  pretest only and both pretest and 
SAT scores. Although 10 subjects are excluded from the latter ANCOVA (we did not 
have these subjects’ SAT scores), these data still provide a strong indication that 
physics and background knowledge do not explain the different performance of the 
two subgroups.  
   A second explanation for the different learning behavior of the CMU-CCAC and 
Pitt-USNA subgroups could be that subjects in the two subgroups used the system 
differently. The one thing that CMU and CCAC have in common, and that 
distinguishes them from Pitt and USNA students, is that they start the semester more 
than a week later. Therefore, although all the subjects participated to the experiment 
after they had their lectures on Newton’s laws and before they took a class test on the 
topic, Pitt and USNA subjects were ahead in the course schedule and had likely spent 
more time on Newton’s laws than CMU and CCAC subjects when they participated to 
the study. Our data show that this did not significantly influence the pretest 

performance of the two subgroups. 
However, it may have caused the students 
in the two subgroups to have a different 
attitude toward the example study task we 
made them perform.      
   If we analyse the learning patterns of the 
two subgroups within each condition, we 
find that in the SE condition, CMU-CCAC 
students learned more than Pitt-USNA 
students (see figure 5), although the 
difference is not statistically significant (p 
> 0.1). In the Control condition, Pitt-

USNA students learned significantly more than CMU-CCAC students (p < 0.03). 
These outcomes could be due to two reasons: 
− In the SE condition, Pitt-USNA students did not use the SE-Coach as extensively 

and effectively as the CMU-CCAC students did. 
− In the Control condition, Pitt-USNA students self-explained spontaneously more 

that the CMU-CCAC students did. 
   We will now verify these two hypotheses by comparing tyhe log data of the two 
subgroups within the SE and the control condition. 
 

Figure 5: gains scores of the two subgroup 
in each condition 
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Log data analysis of the two subgroups within the SE condition 

To test whether CMU-CCAC students used the SE-Coach better than the Pitt-USNA 
students in the SE condition, we compared time on task, statistics describing how 
subjects used the interface self-explanation tools (Rule Browser, Plan Browser and 
Templates) and how they reacted to the SE-Coach’s advice to further self-explain. 

 

 

 

 
Table 1: Statistics on interface tools usage for CMU-CCAC and Pitt-USNA students 

 
Table 2:  SE-Coach prompts statistics for CMU-CCAC and Pitt-USNA students 

 
   For each interface tool, we computed the following data summaries (see Table 1): 
Initiated: percentage of the explanations that students initiated out of all the 
explanations that could be generated with that tool for the available examples. 
Correct: percentage of the initiated explanations that were generated correctly. 
Attempts before correct: average number of attempts the students made before 
achieving a correct self-explanation. An attempt is the submission of an incorrect self-
explanation. Max # attempts: average maximum number of attempts needed to 
achieve a correct self-explanation. Attempts before abandon: average number of 
attempts before abandoning a self-explanation. We also computed how many of the 
different prompts generated during the SE-Coach tutorial interventions (prompts to 
self-explain using the Rule Browser, the Plan Browser or by reading more carefully) 
the students actually followed (see Table 2).  There is no statistically significant 
difference in the average time on task for the two subgroups (p > 0.1). The only 

Rule Browser CMU-CCAC (12) Pitt-USNA (17) p 
Initiated 63.6% 61.4% 0.8 
Correct 88% 86% 0.6 
Attempts before correct 1.1 1.3 0.35 
Max # attempts 7.8 10.2 0.45 
Attempts before abandon 4.3 3.7 0.7 

Template CMU-CCAC (12) Pitt-USNA (17) p 
Initiated 57.6% 53.8% 0.7 
Correct 97.2% 96.8% 0.8 
Attempts before correct 0.47 0.51 0.8 
Max # attempts 2.2 2.7 0.3 
Attempts before abandon 3 0.15 0.011 

Plan Browser CMU-CCAC (12) Pitt-USNA (17) p 
Initiated 36.2% 45% 0.55 
Correct 92% 81% 0.15 
Attempts before correct 1 1 0.9 
Max # attempts 3.9 3.8 0.96 
Attempts before abandon 1.4 1.1 0.77 

 CMU-CCAC (12) Pitt-USNA (17) p 
Rule prompts followed 41% 37% 0.8 
Plan prompts followed 50% 36% 0.36 
Read prompts followed 31% 35% 0.88 
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significant difference in the way CMU-CCAC and Pitt-USNA students used the 
system in the SE condition is that CMU-CCAC students performed a significantly 
higher number of attempts before giving up on a Template explanation (see Table 1, 
Template data). This suggests that the CMU-CCAC students had a higher level of 
motivation to learn from the SE-Coach self-explanation tools, consistently with the 
fact that students in the CMU-CCAC group had started studying Newton’s Laws later 
than Pitt-USNA students and thus they were likely more willing to put substantial 
effort in learning from examples on the topic. 
   The CMU-CCAC students’ higher level of motivation can explain why they learned 
more from the SE-Coach than the Pitt-USNA students did, although in general they 
did not use the system more easily and extensively (as Table 1 and Table 2 show). 
Selecting items in the browsers and filling templates does not necessarily trigger 
constructive learning if students do not reflect on what they are doing. Indeed, if 
students are not motivated to put substantial effort in studying examples, the actions 
of browsing and Template filling may act as distracters from learning. Students may 
concentrate their attention on selecting items to get positive feedback on their 
interface actions, but not actually reflect on the physics behind the actions and behind 
the worked out solution. Thus, we argue that CMU-CCAC students in the SE 
condition learned more from the same self-explanation actions than Pitt-USNA 
students because, being more motivated, they reasoned more constructively on their 
self-explanation actions and on the physics underlying them. 
   This argument is supported by the correlation between post-test scores and the 
number of rules that reached high probability in the student model. The correlation is 
very low (r < 0.1) for Pitt-USNA students and it is higher (r = 0.33) for the CMU-
CCAC students.  Since the probabilities in the student model are driven upward by 
correct self-explanations conducted on the SE-Coach’s interface, the high correlation 
of the CMU-CCAC group suggests that their self-explanations drove their 
understanding upward just as they drove the model’s probabilities upward, whereas 
the low correlation of the Pitt-USNA group suggests that their learning was 
independent of their use of the SE-Coach’s self-explanation tools.   

Log data analysis of the two subgroups within the control condition 

The hypothesis that the learning of Pitt-USNA students in the control condition is due 
to spontaneous self-explanation is not easy to verify, because in this condition 
students could not express their self-explanation through the SE-Coach. The only log 
data file that could indirectly indicate self-explanation in the control condition are: (1) 
average number of multiple accesses to example lines; (2) standard deviation of the 
above measure; (3) average time spent on each example line; (4) standard deviation of 
the above; (5) time on task; (6) number of accesses to the Plan Browser; (7) number 
of selections in the Plan Browser. 
   We ran a regression analysis of post-test on the above variables for the Pitt-USNA 
control group and we found a marginally significant correlation of post-test scores 
with average and standard deviation of line accesses (p = 0.083 and p = 0.057 
respectively).  We found no significant correlations in the same regression analysis 
for the CMU-CCAC control group. These results support the hypothesis that Pitt-
USNA control students were selectively reviewing example lines because they were 
self-explaining specific example parts, while the CMU-CCAC control students’ 
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reviewing actions were not accompanied by effective self-explanation. The 
hypothesis that Pitt-USNA students self-explained more in the control condition is 
consistent with the fact that Pitt-USNA students had started studying Newton’s Laws 
earlier and had probably gained more knowledge on the topic.  This knowledge was 
not strong enough to make Pitt-USNA students perform better in problem solving 
tasks (their pretest performance was comparable to the CMU-CCAC students’ one). 
However, it was sufficient to enable Pitt-USNA control subjects to generate effective 
self-explanations under the minimal scaffolding provided by the masking interface. 
We argue that it is indeed the minimality of the scaffolding that allowed Pitt-CMU 
control students to bring to bear their knowledge at best. Because of their more 
advanced learning stage, spontaneous self-explanation triggered by the masking 
interface likely came quite effortlessly to Pitt-USNA control students and therefore 
was not suffocated by the lower level of motivation that prevented Pitt-USNA 
students in the SE condition to learn effectively from the SE-Coach self-explanation 
tools. 

4 Conclusions and Future Work 

In this paper, we discussed the results of a formal study to evaluate an intelligent 
computer tutor that coaches the meta-cognitive skill known as self-explanation – 
generating explanations to oneself to clarify an example worked out solution. The 
tutor provides different levels of tailored scaffolding for self-explanation, to provide 
each student with the minimum intervention sufficient to trigger self-explanation 
while maintaining the spontaneous, constructive nature of this learning strategy.   
   Formal studies are fundamental to assess why and how a computer tutor does or 
does not support learning. Understanding how students use and learn from the SE-
Coach is especially important, because the SE-Coach focuses on a learning process 
that no other tutoring system has tackled so far and whose underlying mechanisms are 
still unclear and under investigation. In particular, different studies have shown that 
both simple prompting [4] and more elaborate scaffolding [3] enhance self-
explanation and learning, but no study has yet addressed the explicit comparison of 
these different kinds of intervention. The study that we performed provides initial 
insights on this issue. In this paper, we have presented data analysis results indicating 
that the stage of learning in which the students use the system influences how much 
they benefit from versions of the system that provide different amounts of scaffolding 
for self-explanation. The data suggest the following conclusions on the SE-Coach 
effectiveness and, in general, on the effectiveness of support for self-explanation 
during example studying. 
• Rich scaffolding for self-explanation, like the one provided by the complete SE-

Coach in the experimental condition, can improve students’ performance at an early 
learning stage.  At this stage, students are still unfamiliar with the subject matter. 
Hence, they benefit more from structured help in using domain knowledge to 
generate effective self-explanations and are more motivated to put substantial effort 
in exploiting this help. 

• As students become more proficient in the subject matter, even minimal prompting, 
like the one provided by the masking interface in the control condition, can help 
improve their self-explanations. At this stage, more elaborate scaffolding can 
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actually be less effective, if it requires students to put too much effort in studying 
examples, because they may lack the motivation to do so. 

   Of course, more data is necessary to confirm these conclusions. We plan to gather 
the data by running a study in the context of classroom instruction, where it is easier 
to control at what stage of learning the students use the system. If the study confirms 
the results presented in this paper, it may be beneficial to add to the SE-Coach the 
capability to automatically tailor the available levels of scaffolding depending upon 
the student’s familiarity with the examples topic.   
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Abstract. This paper reports a formative analysis of a Math Modeling Tool in
the Algebra II Cognitive Tutor.  This tutor is designed to support algebraic
reasoning about real world problems.  This study focuses on reasoning about
situations that can be modeled with general linear form expressions (c = ax +
by).  Formative evaluations of an early general linear form lesson showed that it
helped students comprehend the underlying problem situations, but was less
successful in helping students construct symbolic models of the situations.
These evaluations guided design of a new tool to scaffold students’
understanding of the componential structure of these symbolic models and the
mapping of model components to the problem situation.  An empirical
evaluation shows that the new tool successfully helps students understand the
structure of these mathematical models and learn to construct them.

1 Introduction

This paper reports an empirical evaluation of a Math Modeling Tool recently
introduced into the Algebra II Cognitive Tutor [3].  The tool is intended to help
students learn to write general linear form models (ax + by = c) of problem situations.
The tool design was guided by formative evaluations of an initial general linear form
lesson and provides students the opportunity to both analyze and write such symbolic
models.  In the following sections we describe the Algebra II Cognitive Tutor and the
problem solving activities that introduce general linear form models.  We briefly
describe two formative evaluations of these activities and the consequent design of the
Math Modeling Tool.  We conclude with an empirical evaluation demonstrating the
effectiveness of the new tool and a brief discussion of design issues.

2 The  Algebra II Cognitive Tutor

The Algebra II Cognitive Tutor builds on a successful collaboration between the
Pittsburgh Urban Mathematics Project in the Pittsburgh School District and the
Pittsburgh Advanced Cognitive Tutor (PACT) Center at Carnegie Mellon.  This
collaboration previously yielded the Algebra I Cognitive Tutor  [4], now in use in
about 150 schools in the United States.  The Algebra II Tutor reflects the National
Council of Teachers of Mathematics [5] curriculum standards and its design is guided
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by three goals: (1) to support students in applying algebra to real-world problems, (2)
to support reasoning among multiple representations, (tables, graphs, symbolic
expressions, and natural language) and (3) to employ modern computational tools.

This study focuses on problems that can be modeled by general linear form
equations, c = ax + by.  This lesson presents problem statements such as:

You are selling ads for the school yearbook.  There are two types of ads,
full-page and half-page.  Full-page ads sell for $400 each and half-page ads
sell for $250 each.  We want to sell enough ads for a total income of
$15,000.

The dual lesson objectives are to help students learn to answer numerical questions
about these situations, such as: “If you sell 20 full-page ads, how many half-page ads
do you need to sell?” and to construct a general linear form model of the situation,
e.g., 250x + 400y = 15,000.  Such general linear form relationships pose an
interesting challenge because they are an early stumbling block for students in the
Algebra II curriculum and because they ultimately form the basis for linear
programming.

Fig. 1 displays two windows from a general linear form tutor problem.  The
problem statement in the upper window describes a problem situation and asks five
questions about the situation.  The worksheet in the lower window is blank at the
beginning of the problem (except for row labels on the left side) and students answer
the questions by completing the worksheet. Students (1) identify relevant quantities in
the problem and label the columns accordingly; (2) enter appropriate units in the first
row of the worksheet; (3) enter a symbolic formula for each quantity in the second
row; and (4) answer the questions in the successive table rows.  In Fig. 1 the student
has completed approximately 3/4 of the problem.

The problem situation displayed in Fig. 1 can be represented as an operator
hierarchy, as depicted in Fig. 2.  In both the equation and the hierarchical
representation in this figure, the variable x represents the number of half-page ads that
are sold, the product 250x represents the income from half-page ad sales, the variable
y represents the number of full-page ads that are sold and the product 400y represents
the full-page ad sales income.  The sum 250x + 400y represents total income and is
set to the constant 15,000 in this situation.

These worksheet problems are intended to help students understand the underlying
hierarchical structure of the problem situation and to learn to construct general linear
form math models.  Each question in Fig. 1 is formed by assigning a given value to
either a variable or product node in the hierarchy and asking students to compute the
value of another variable or product node.  For example,  Question 2 in Fig. 1 asks “If
the income from full-page ads [400y] is $4000, how many half-page ads [x] do we
need to sell?”  Students can answer the questions by traversing the operator hierarchy
and successively applying the operators (in moving up through the hierarchy) or the
operator inverses (in moving down through the hierarchy).  The worksheet formula
row requires students to write a symbolic model of the situation.  In specifying the
formula for “Total Income” in Fig. 1, the student is constructing one side of the
general linear form relationship 250x+400y.  The other four formula cells in the
worksheet essentially scaffold construction of this expression from its hierarchical
constituents,  x, y, 250x and 400y.  The five question values in the “Total Income”
column implicitly encode that this algebraic sum is equal to the constant 15,000.
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Fig. 1. The PACT Algebra II Tutor interface:  A general linear form problem statement and
worksheet.

The Algebra II Tutor is constructed around a cognitive model of the problem
solving knowledge students are acquiring.  The model reflects the ACT-R theory of
skill knowledge [1] in assuming that problem solving skills can be modeled as a set of
independent production rules. The cognitive model enables the tutor to trace the
student's solution path through a complex problem solving space, providing feedback
on each problem solving action and advice on problem solving as needed.  This model
tracing process ensures that students reach a successful conclusion to each problem
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and has been shown to speed learning by as much as a factor of three and to increase
achievement levels, in comparison to students solving problems on their own [2].

15,000 = 250X + 400Y

 (Full-Page Inco me)(Half-Page Income)

+

 (Total Income)

   250x  + 400y

       250x  400y

 250  x  400  y

* *

(Half-Page
Cost)

              (Number  of
           Half-Page s Sold)

(Full-Page
Cost)

 (Number of
Full-Pages Sold)

Fig. 2. Symbolic and hierarchical representation of the Fig. 1 problem situation.

The cognitive model for general linear form worksheet problems is tied to the
underlying hierarchical structure of the problem situation. In solving each question,
the model begins by identifying the given quantity.  If the quantity has not yet been
labeled, it finds and labels an open column, enters the unit, then enters the given value
in the appropriate row.  It then follows the hierarchical solution path through the
question.  For example, in question 2, the cognitive model recognizes it needs to
compute the product by , then chains forward to the sum (constant) term, then to the
ax product and finally finds the value of the variable quantity x.  Students are not
required to overtly follow these canonical solution paths.  The tutor can recognize
correct problem solving actions in any temporal order. However, if help is requested,
the student is guided along a canonical path as described above.

3 Formative Evaluations

We completed two formative evaluations of the general linear form worksheet lesson.
The first focused on students’ understanding of the underlying hierarchical problem
situations and the second focused on students’ success in modeling the situations with
a general linear form symbolic expression.
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3.1 Understanding the Problem Situation

The first study examined both test data and tutor performance data to evaluate
students’ understanding of the underlying problem situation.  In this study 19 students
completed paper-and-pencil tests before and after completing the cognitive tutor
lesson.  These tests consisted of a problem situation and five numerical computation
questions requiring students to traverse different paths through the underlying
situation hierarchy.  Students only wrote numerical answers. No worksheet was
provided, and no algebraic representation of the situation was provided by, or for, the
students.  Achievement gains from pretest to posttest confirmed the effectiveness of
the tutor lesson.  Students averaged 44% correct on the pretest and 72% correct on the
posttest.  This 64 percent achievement gain is significant (t = 3.08, p < .01).

     The order in which students filled in the worksheet cells in the tutor problems
provides further evidence on students’ understanding of the underlying hierarchical
problem structure.  The probability that the temporal order in which students fill the
worksheet cells follows the underlying hierarchichal pathways rises from 0.46 for the
first tutor problem to 0.76 for the final tutor problem.  This increase is significant, t =
2.81, p < .05 and provides compelling evidence that students are learning the
hierarchical relations in each problem situation.

3.2 Modeling the Problem Situation

A second study of the worksheet lesson examined how well students can generate
symbolic models of problem situations and how well they understand these models.
In this study 17 Cognitive Tutor Algebra II students completed two tests following
completion of the general linear form worksheet lesson.  One test presented a problem
situation and five numerical questions, as in the earlier formative study, but also
included a sixth question asking students to write a general equation that models the
situation, e.g.,

In this situation we need to earn $15,000 by selling half-page and full-page
ads. Please write a general equation that represents this problem situation.
Please use variables to represent the half-page ads and full-page ads and
write an equation that shows how many of each are required to earn $15,000

The second test examined students’ understanding of general linear form symbolic
models.  This test presented both a problem situation and a corresponding general
linear form inequality and asked students to write natural language descriptions of the
inequality components.  An example test is presented in Fig. 3 with some appropriate
answers displayed in italics.

Students in this study averaged 75% correct on the five numerical problem solving
questions in test 1, replicating performance posttest performance levels from the first
study.  More importantly, students only scored 35% correct in writing a mathematical
model of the situation, e.g., 250x + 400y = 15,000.  Accuracy rates for each of the
five questions on the second test are displayed in Fig. 3.  Students are very successful
in describing the two constants, averaging 83% correct on questions (a) and (d).
However, they are far less successful in describing any terms that include a variable,
averaging 41% correct across questions (b), (c) and (e).
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Suppose you have $10 to spend on refreshments at a movie theater.  A box of
popcorn costs $2.00 at the snack bar and a beverage costs $1.50.  We can use the
following inequality to represent the different snack combinations you can afford.

2x + 1.5 y • 10

Please describe in your own words what the following five parts of the inequality
represent in the snack bar situation.

(a) What does the number 1.5 represent in this situation?
          The price of a beverage

(b) What does the variable y represent in this situation?
          The number of beverages you purchase

(c) What does the term 2x represent in this situation?
          The total you spend on popcorn

(d) What does the number 10 represent in this situation?
          The amount of money you have to spend

(e) What does the sum 2x + 1.5y represent in this situation?
          The total you spend on popcorn and beverages

(85% correct)

(47% correct)

(41% correct)

(82% correct)

(35% correct)

Fig. 3.  A symbolic model analysis paper-and-pencil test.

To examine the relationship between success in describing each of the five
symbolic components on the second test and success in writing the full general linear
form equation in the first test, we computed five chi-square analyses.  Two of these
tests were at least marginally reliable.  Students who were able to describe the
variable (y) were more likely to be able to write the equation (c2 = 10.43, df = 3, p <
.05) and students that were able to describe the product (2x) were marginally more
likely to be able to write the equation (c2 = 6.80, df = 3, p < .10).

Although this pattern of results does not prove a causal relationship, it is consistent
with the hypothesis that helping students understand the mapping from the symbolic
expression components to the problem situation will help students learn to write these
symbolic models.  This hypothesis inspired the design of a mathematical modeling
tool, as described in the following section.

4 The Math Modeling Tool

We developed a Math Modeling Tool to scaffold students’ understanding of the
general linear form symbolic components and the mapping of these components to the
problem situation.  This tool is inspired by the analysis test described in the previous
section.  The tutor interface is displayed in Fig. 4.  The tool presents a problem
situation and a symbolic inequality that models the situation.  The tool contains 8
rows for describing the mapping between situation components and symbolic model
components.  In this figure the analysis tool is seeded with each component in a
hierarchical decomposition of the math model and the student fills in natural language
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descriptions of each component in the corresponding blank.  Students select these
natural language descriptions from a menu, as displayed in Fig. 5.

Fig. 4.  The Math Modeling Analysis Tool Interface

Fig. 4 displays just one possible initial configuration of the tool.  There are 17 slots
in the tool that can be seeded or left blank at the beginning of a problem.  The
problem description is always presented, but the inequality can be seeded (as in Fig.
4) or left blank, each of 8 inequality components can be seeded (as in Fig. 4) or left
blank and each of 8 component descriptions can be seeded or left blank (as in Fig. 4).
If the inequality is left blank, students are required to fill it first.  Students receive
immediate accuracy feedback on each action they perform in the modeling tool and
can request help in filling any slot.  This tool was evaluated in the following study.
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Fig. 5.  The natural language description menu.

5 The Study

The Math Modeling Tool was piloted in a 4-day period near the end of the academic
year.  Eight-three Cognitive Tutor Algebra II students participated in the study.  Fifty-
six were enrolled in a Pittsburgh high school and 27 were enrolled in a nearby
suburban high school.

5.1 Design

Lesson Design.  Students completed 8 problems in the lesson.  In the first and last
problem all 17 slots in the math modeling tool were left blank.  In these problems the
student was required to type the inequality first, then fill in the remaining 16 blanks (8
inequality components and 8 natural language descriptions) in any order.  In the
remaining six problems the inequality was seeded.  In two of these problems all 8
symbolic expression components were seeded and the student was required to provide
the 8 descriptions.  In two problems the 8 descriptions were provided and the student
was required to type the corresponding expression components.  In the other two
problems a mix of expression components and descriptions were seeded and the
student was required to fill in the missing blank in each pair.

Test Design.  The same two tests were employed in this study as in the second
formative evaluation described in Section 3.2.  A problem solving test presented a
problem situation description and students answered 5 numerical computation
questions and generated a general linear form symbolic model.  A model analysis test
presented a problem description and general linear form inequality model and asked
students to describe five hierarchical components of the model (as displayed in Fig.
3).  Two versions of each test were constructed.  Each version was completed as a
pretest by one half of the students and a posttest by the other half of the students.

Procedure.  Students completed the two pretests during an initial class period.
The problem solving test was completed and removed before the analysis test was
completed.  Students worked through the 8 math modeling tutor problems over the
next two days.  Students completed the two posttests on the fourth day of the study,
again completing the problem solving test before the analysis test.
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5.2 Results

Table 1 displays the students’ pretest and posttest performance in constructing  and in
describing components of general linear form symbolic models.

Mathematical Modeling and Numerical Computation (Test 1).  Table 1
displays two measures of student accuracy in writing the general linear form symbolic
model.  The strict criterion requires students to code both sides of the inequality
correctly and code the correct inequality relation between them, e.g., 1.5x+2y • 10.
The relaxed criterion requires students to code both sides of the relationship correctly,
e.g., 1.5x+2y and 10, irrespective of the relational operator coded (a correct
inequality, equation or incorrect inequality).  Student accuracy in writing the general
linear form model is reliably higher on the posttest than the pretest, both for the strict
criterion, z = 3.60, p < .001 and the relaxed criterion, z = 3.83, p < .001).

Table 1.  Student pretest and posttest performance (percent correct) in generating general linear
form mathematical models and in analyzing model components.

Test 1
Write a GLF

Symbolic Model

Test 2
Write Natural language Description of Symbolic

Model
Strict

Scoring
Relaxed
Scoring

Constants
a                 c

Variable Components
 x            ax          ax+by

%corr %corr %corr %corr %corr %corr %corr
Pretest 7% 40% 86% 47% 64% 54% 45%
Posttest 30% 68% 94% 57% 71% 49% 68%

The mathematical modeling tool did not affect student performance in completing
the five numerical computation problems.  Students averaged 64% correct on the
pretest and 68% correct on the posttest and this difference is not reliable.

Natural Language Descriptions (Test 2).  Table 1 also displays the impact of the
Math Modeling Tool on students’ descriptions of the symbolic expression
components.  The overall increase in correct descriptions from 59% on the pretest to
68% on the posttest is reliable, t(82) = 2.81, p < .01.  The improvement in describing
the sum expression (e.g., 1.5x+2y) is reliable, z = 3.34, p < .001.  The pretest to
posttest performance change for the other four individual questions is not significant.

6 Discussion

The Math Modeling Tool significantly improved student success in writing general
linear form mathematical models and significantly improved achievement in
describing symbolic model components, but did not affect achievement in solving
numerical computation problems.  This pattern is consistent with our preliminary
interpretation of the formative evaluations described in section 3.  Students’ success in
writing symbolic models in the earlier studies was primarily limited by their
understanding of the symbolic representations and their mapping to the problem
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situations, rather than their comprehension of the underlying problem situation.  This
study helps demonstrate the importance of ongoing formative evaluations and
iterative refinements of intelligent tutoring environments.

Note that after using the Math Modeling Tool, students are more successful in
generating the two sides of the symbolic inequalities than at encoding the inequality
sign relating them.  While the problem statements display the inequality sign in the
symbolic models, students are not required to actively process this component of the
models.  Hence this study demonstrates an important design principle:  declarative
presentation of information is not sufficient to support learning.  Students need to
actively engage with knowledge structures to learn how to use them.  However, this
study suggests that actually performing a skill (e.g., writing math models), is not the
only activity that supports learning the skill.  Other problem solving activities that
support understanding of a task can help scaffold performance of the task.
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Abstract. We discuss the design of an agent for coaching collaborative learn-
ing in a distance learning context. The learning domain is entity-relationship
modeling, a domain in which collaborative problem solving is regularly prac-
ticed, and for which there exist formally interpretable representations of prob-
lem solutions known as entity-relationship diagrams. The design of the coach
was based on socio-cognitive conflict theory, which states that collaborative
learning is effective to the extent that learners identify and discuss conflicts in
their beliefs. Students begin by constructing individual entity-relationship dia-
grams expressing their solution to a database modeling problem, and then work
in small groups to agree upon a group solution. The coaching agent leverages
learning opportunities by encouraging students to share and discuss solution
components that conflict with components of the group solution. Our work
shows one way to utilize domain specific knowledge in order to facilitate col-
laboration.

1 Introduction

Distance Learning has become a very popular educational paradigm due to recent
advances in computing and telecommunications, and shifts in the demographics of
student populations to include more working or geographically isolated individuals.
Unfortunately, distance learning has focused primarily on individual learning and has
given little emphasis to the development of collaborative skills. Although students
sometimes work in a group, there is little evaluation of the collaboration process and
the students’ collaborative skills. Yet, “with social and intellectual isolation, students
may fail to develop and refine those cognitive an interpersonal skills increasingly
necessary for business and professional careers" [1]. The development of these skills
should be promoted in distance learning environments.

Studies of collaborative learning in the classroom show that, properly designed,
collaborative learning improves students’ achievement, critical thinking and coopera-
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tive behavior [9, 13]. However, just as simple interaction in the classroom does not
equal collaboration [7], it is not sufficient to provide distance learners with only a
channel of communication. Individuals may not consider others' opinions, and may
give only a final solution without explaining how that solution was obtained [23].
Coaching in a computer-mediated collaborative environment may help distance stu-
dents to develop collaborative skills.

Several knowledge-based systems have been designed to support the development
of group skills. Some of them were developed for general discussion scenarios, typi-
cally comparing use of sentence openers to models of dialogue [14, 15, 18, 20]. Some
systems track both dialogue and domain actions [4], or provide individual domain
specific tutoring in a collaborative virtual environment [10]. Finally, other systems
have been developed to support collaboration by pairing students who need help with
those who can supply that help [2, 11]. The difference between our software coach
and the previous work discussed above is that our coach utilizes domain specific
knowledge in order to facilitate collaboration.

Our coach supports computer-mediated collaborative learning of database design.
It functions within a “groupware” environment in which students construct solutions
to database modeling problems using the Chen diagrammatic notation [8] for Entity-
Relationship (ER) Modeling. ER modeling is one of the most commonly used data
modeling formalisms for conceptual database design, a collaborative task in which
analysts and database users participate to produce a conceptual schema of their global
view of data [5, 10]. The performance of the final database system depends highly on
the correct design of the conceptual schema, yet data modeling is a difficult task for
novices [6, 19].

The coach identifies semantically important differences between students' ER dia-
grams and, based on neo-Piagetian theory concerning the role of conflict and its
resolution in learning, encourages students to address these differences in ways ex-
pected to lead to learning. According to Socio-Cognitive Conflict Theory, students
learn from controversies when they discuss their different viewpoints, pose alterna-
tives, and request and give explanations [24]. The value of the disagreement does not
depend as much on the correctness of the opposing position as on the attention,
thought processes and learning activities it induces [12]. Considering the utility of
cognitive conflicts, it is important that students confront and discuss their differences.
Unfortunately, this kind of interaction may not arise spontaneously [17, 24]. Collabo-
rative distance learning software should provide an environment where students are
encouraged to make their ideas explicit to others, be aware of and review their team-
mates participation, give and request explanations, and address conflicts. Our soft-
ware is intended to facilitate these kinds of interactions.

2 COLER

COLER is a World Wide Web (WWW)-based computer-mediated Collaborative
Learning environment for Entity Relationship modeling. The learning objectives are
to improve students’ performance in database design using the Entity-Relationship
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modeling formalism, and to help students develop collaborative and critical thinking
skills. The design objectives are to promote learning interactions via an intelligent
coach, to enable interaction between students from different places via a networked
environment, and to not be restricted to a specific platform.

2.1 COLER’s Interface

COLER provides four different modes of operation according to the type of user
(student/professor) and the selected type of session (individual/group). COLER’s
student/group interface is shown in Figure 1. The problem description window (upper
center) presents an entity-relationship modeling problem. Students construct their
individual solutions in the private workspace (upper right) using the Chen notation.
They use the shared workspace (lower center) to collaboratively construct ER dia-
grams while communicating largely via the chat window (lower right). They can use a
HELP button (upper left) to get information about Entity-Relationship Modeling. A
team panel (middle left) shows which teammates are already connected. Only one
student, the one who has the pencil, can update the shared workspace at a given time.
The floor control panel (bottom left) provides two buttons to control this workspace:
ASK/TAKE PENCIL and LEAVE PENCIL. Additionally, this panel shows the name of the
student who has the control of this area and the students waiting for a turn. An opin-
ion panel (middle right) shows teammates’ opinions on a current issue. This area
contains three buttons: OK: Total agreement, NOT: Total or Partial Disagreement, and
?: Not sure, Uncertainty. When a button is selected, students have the option of an-
notating their selection with a justification. Opinion button selections are displayed in
both the chat area and the opinion panel. We insert opinion selections (along with any

Figure 1. COLER Group Session Interface
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optional justifications) into the chat in order to correlate these opinion-expressing
actions with the chronology of the chat discourse. We display selections in the opin-
ion panel to provide students with a persistent summary of their teammates' current
opinions. A personal coach (upper left) gives advice in the chat area based on the
group dynamics: students participation and group diagram construction. Although
several suggestions may be computed at a certain time, only one is shown in the chat
area. The others may be given on demand by pressing the SUGGESTIONS button,
which is disabled if the coach does not have any advice to offer.

COLER is designed for sessions in which students first solve problems individu-
ally, and then join into small groups to develop group solutions. The initial problem
solving helps ensure individual participation, and provides the raw materials for the
negotiation of differences. The private workspace also enables students to try solu-
tions they are uncertain of without feeling they are being watched. When all of the
students have indicated readiness to work in the group, the shared workspace is acti-
vated, and they can begin to place components of their solutions in the workspace.
This may be done either with COPY/PASTE from private workspaces, or by making
new structures in the shared workspace. After each change to the workspace, the
changed object is highlighted in yellow; then, students are required to express their
opinions using the OK/NOT/? buttons before making subsequent use of the shared
workspace.

2.2 Implementation Architecture

COLER’s implementation is based on an architecture for intelligent collaborative
learning systems originally used for the implementation of the Belvedere software for
collaborative critical inquiry [22]. The COLER implementation architecture includes
Java 1.1 applets that are in charge of the different functions of the system, such as
chat, floor control, voting, private and shared ER modeling. It uses Belvedere’s dia-
grammatic classes and components for networking. COLER's applets as well as the
personal coach communicate with an mSQL database server via a JDBC Object Re-
quest Broker. This broker also informs the Connection Manager of user changes. The
Connection Manager is a process on the server that keeps track of the clients using
any diagram. It informs other clients via their Listener sockets of the changes to their
diagram for “what you see is what I see” updating.

2.3 Coach Modules

The main activity of the coach is to monitor participation and to identify and evaluate
differences between diagrams to encourage students to discuss them. Each student's
client contains a private coach, which monitors the private workspace of its student -
the "currently monitored student” or CMS. Each coach also monitors the shared
workspace, and records students’ selections of opinion buttons and their participation
in the shared workspace and in chat discussions. (No natural language interpretation
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is attempted.) The Coach utilizes four modules, each contributing distinct expertise,
and each implemented as a Java thread.

Differences Recognizer. Opportunities for students to collaborate are detected by
finding semantically significant differences between individual and group ER dia-
grams. The Differences Recognizer can either find differences specifically related to
the currently added object, or find all “extra work” that the student can contribute to
the group. The differences were identified through a review of database literature and
with the guidance of a database expert. A weight is assigned to each difference de-
pending on its impact on solution quality. This weight is considered by the coach to
decide when to give advice. Top-weighted differences include Missing entity, Extra
entity, Missing relationship, Extra relationship, Missing key attribute, Difference in
cardinality, and Difference in optionality.

Diagram Analyzer. This module detects ER diagram anomalies. Currently it is
only syntax-based. Later we will check for semantic anomalies.

Participation Monitor. The Participation Monitor attends to the activity in the
group diagram. If nobody has worked in the group diagram for a period of time, it
reports this event. It also monitors whether each student is participating too much or
too little. The monitor tracks each student's number of contributions, incrementing the
value each time a student adds something. To evaluate participation, a standard de-
viation (s.d.) is computed. If the s.d. exceeds a threshold of participation (e.g. 1.5) the
monitor assumes there is a problem in participation and individual students are
checked. If the difference between a given student's activity and the mean exceeds the
s.d., then it is assumed that the student is part of the problem, as follows: Student
Contributions - Mean > s.d.: Student has participated too much; Mean - Student Con-
tributions > s.d.: Student has not participated enough.

Personal Coach. The Differences Recognizer, Diagram Analyzer and Participation
Monitor communicate their results to the Personal Coach, which generates potentially
applicable advice and selects the advice to give, if any. This process is described in
detail below.

2.4 Generating Advice

Advice types were defined based on the collaborative learning literature and several
observatory studies summarized in a subsequent section. The types (and abbreviations
used in Figure 2) are: Group participation (encouraging participation and/or allowing
others to participate): Contributing to the group solution (GC), Contributing a specific
object to the group solution (SC), Giving teammates a chance to participate (LP, LM),
Listening to others (LO), Inviting others to participate (IP), Continue working on task
(not shown in Figure 2), General Participation (GP). Group discussion (suggestions
for chat): Ask for or Give explanations or justifications (AE, GE), Analyze alternative
solutions (AA), Express disagreement (ED), Express uncertainty (EU). Feedback
(suggestions for use of opinion buttons): Give feedback by voting (GF), Ask for
feedback (AF). Reflection: Reflect about a specific issue (RA). Checking Own Dis-
crepancies: Review one's contribution (CD). ER Modeling (diagram syntax): Connect
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a disconnected entity, define an entity’s key, add a relationship’s name, review
whether the diagram is complete (not shown in Figure 2).

The coach might generate several suggestions for any given event. For example, a
decision tree describing the coach's reasoning for the “Add Object” event is shown in
Figure 2. This is an and/or decision tree: as indicated by the "and" arcs, several leaves
may be reached at once. Also, each leaf may propose more than one advice type (AA,
EU, etc.). The tree has two main "or" branches, depending on who performed the
action.

If a teammate added the object (left hand branch of Figure 2), processes to evalu-
ate (1) participation, (2) feedback, and (3) discussion are executed (branches con-
nected by an "and" arc): (1) If the Participation Monitor indicates that the CMS has
not participated, the coach generates advice shown in the leftmost subtree: General
Contribution, General Participation, Reflection About an issue. Specific Contribution
suggestions are computed according to extra individual work done by CMS. ER

Figure 2. A portion of the coach’s decision tree
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Modeling suggestions correspond to syntax-based problems found in the group dia-
gram, according to a subtree, not shown, attached at the @ in Figure 2. (2) Feedback
evaluation simply checks whether the student has selected one of the OK/NOT/?
buttons. (3) The discussion evaluation process takes into account the number of dif-
ferences found, the type of differences and the student’s participation. Discussion
suggestions are generated by the evaluation of the differences found, as shown in the
large subtree in the center of the figure.

If the CMS added the object (right hand branch of Figure 2), processes to evaluate
(4) discrepancy checking, (5) received feedback and (6) participation are executed:
(4) A suggestion to Check Discrepancies is generated based on an evaluation of the
differences found. (5) If opinions from others (OK, NOT, ?) have not been received,
then Ask for Feedback is generated. (6) If the Participation Monitor indicates that the
CMS has done many consecutive contributions, it generates advice from the follow-
ing types: Listen to Others, Let Participate, Invite others to Participate.

2.5 Selecting Advice

Sets of advice can potentially be generated by many of the leaves of either the left or
right subtree of Figure 2, as well as by trees for other events. If the combined set
includes several types of advice for the same category, those that have been previ-
ously used are eliminated, implementing a preference to avoid giving the same kind
of advice twice. If there is no new type of advice, all the types of advice are consid-
ered. Then, for each selected type of advice an advice pattern is randomly chosen and
the corresponding text is generated by binding variables from the current situation
(e.g. student's name, object's type, object's name). Finally, a preferences-based sort
algorithm [21] is run if needed to choose between multiple advice instances. Exam-
ples of preferences are New Advice (don't repeat variable bindings), Many Instances
(prefer advice of a type that applies more than once), and Category Preferences (e.g.
Discussion, Participation). The order of the preferences may change during the col-
laborative session depending on the group's performance. If the group seems to need
more participation advice, this category of advice is promoted. Otherwise, discussion
is encouraged.

3. Empirical Studies

The design of both COLER's interface and coaching algorithms has been based on
numerous empirical studies, to be described in detail in a future publication. Initially
we observed small groups of students solving ER problems using pencil and paper, in
both laboratory and classroom settings, in some cases with a database expert moni-
toring and coaching their work. These studies helped us understand the range of
group dynamics and of responses to coach interventions. Once the COLER interface
became available, we conducted "Wizard of Oz" studies in which the expert could see
students’ individual diagrams and send chat messages to both individuals and the



A Coached Collaborative Learning Environment for Entity-Relationship Modeling      331

group. In these sessions we observed the types of advice given by the expert and
students' responsiveness to this advice. Students were usually cooperative, but we also
identified the need to enable the coach to take away the pencil from a student who is
not letting the others participate. Informed by these paper-based and Wizard of Oz
studies as well as by our literature review, COLER's coach was then implemented by
the first author.

The automated coach is currently undergoing testing. Five further sessions have
been conducted in order to evaluate usability and the coach algorithms. Teams of
three students participated in each of these sessions. Some of these students were
taking a database course at ITESM; others were graduate students who had already
taken this course. Students located in different rooms used COLER to solve a data-
base modeling problem first individually and later in a group. At the end of the two-
hour study they answered a survey regarding the performance of the coach.

Two of these sessions were conducted with the human expert present, who was
able to comment on the performance of the coach. These sessions helped us to detect
some problems in COLER's user interface and coach algorithms. The software coach
was pressing students too much to continue working when some time had passed and
they had not done any action in the group diagram. Some of these problems were
fixed by adjusting the values of parameters.

The other three sessions were conducted with the human coach not present. In-
stead, he is being shown the information available to the automated coach, and asked
to rank the advice types according to their reasonableness for each situation. These
judgements will be compared to the advice actually generated and selected by
COLER in order to evaluate the advice generation and selection algorithms. This
evaluation is underway at this writing.

From the surveys we learned that students think that the presence of a coach during
the session is important to motivate them to discuss and help others; that the coach
didn't interrupt them too much (after the adjustments); and that some of the advice
was useful while some was irrelevant or redundant. They asked for some group ad-
vice instead of just personal suggestions and to include some domain-advice. We are
conducting further studies to observe how students will use COLER's advice.

4. Conclusions and Future Work

The current version of the coach only has access to the student’s private workspace
and the shared workspace. If a portion of the student’s solution differs in a nontrivial
way from the group’s solution and the student has not disagreed with the group’s
solution this coach highlights the difference and suggests that the student discuss it
with the others. Thus, this version of the coach helps avoid “missed opportunities”
for collaborative learning [3]. A planned future version of the coach will differ pri-
marily in its ability to inspect all students’ private workspaces as well as the shared
workspace. This coach will notice when two students have conflicting solutions,
neither of which have been shared with the group. It will be able to suggest that one
of the students share his/her solution with the others. If the student does so, the con-
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flict situation that would result can be addressed by the first version of the coach.
Thus, this version of the coach will help to create opportunities for collaborative
learning. Each one of these versions can be improved by adding knowledge in the
form of a pre-stored “expert” or correct solution to the problem being solved. This
additional knowledge may improve the coach's selection of which collaboration ad-
vice to give and to whom, as well as to comment on correctness of solutions [16].

This work is part of a research agenda that seeks to characterize the knowledge
needed to facilitate collaborative learning processes. We focus on how domain spe-
cific reasoning can guide the coaching of collaborative interactions. (Other work has
either coached domain problem solving or provided generic support for collaborative
dialogues.) Specifically, we are investigating how much leverage can be gained by a
basic ability to detect semantically interesting differences between two representa-
tions of problem solutions. This approach is restricted to domains in which students
can construct formal representations of problem solutions. Once we have fine tuned
this approach for the ER domain and established the range and limits of its educa-
tional value, we will be able to test the value of the approach in other domains that
have this property.
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Abstract. We developed a distributed support model in an interface for dis-
tant learning. The support is integrated into the ExploraGraph navigator which
makes it possible to navigate through conceptual graphs of activities and
knowledge elements. The learner may specify goals using a Control Panel
(Explore the calendar, the content, Plan my activities). He may specify his de-
gree of completion of the elements of the course. These are used by the help
system to display contextual help, using hypertext, graphical cues, Ms Agents
avatars, voice, visual and force-feedback guiding.  The graphs are used to dis-
play the overlay model of the learner as a feedback to his progression. The
system is built in Visual Basic and operates under Windows. The support is de-
scribed as a rule-based system in the database.  A course on the design of
learning application was developed using the interface and the support model
was evaluated with it.

1 Introduction

The ExploraGraph interface was designed in the context of the Canadian TeleLearn-
ing Network of Center of Excellence to facilitate interaction in the distance learning
context. After studying learners in various distant learning situations,  it became
evident to us that existing interfaces were not sufficently supportive of  the interaction
and of the learning process. Distance learners have to navigate between pages of web
documents, search engines and text instructions; they must use various communication
tools and organize their activities with little support. They are isolated and asynchro-
nous help is not always efficient in supporting them on critical dimensions of
telelearning : technical proficiency, task management, content orientation, motivation
in achieving course objectives.

The ExploraGraph interface was developed as an alternative to simple web inter-
action, in order to increase flexibility, visibility, and structure in the learning environ-
ment. Inspired  by the Explora interface developed at LICEF [1] we tried to develop a
more dynamic and flexible interface for learner access to the Center for Virtual
Learning. Inspired by the MISA methodology on the structure of learning environ-
ments [2]. With the ExploraGraph interface, the learner navigates in graphic concep-
tual structures of tasks, knowledge elements and documents, that provide him with a
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schematic notion of what is to be learned and what he has to do.  In the conceptual
graphs, various types of nodes (concepts, actions, rules, etc..) and links (composition,
precedence, regulation, etc..) not only highlight the structure for the learner, but they
also allow an automatic arrangement of elements and facilitate  the support system.
Graphs may be browsed by the learner, who can either superficially read the descrip-
tion and instructions available at the nodes, or double-click on specific elements to
access  their content. This interface, which served as a front end to a web course, was
used to integrate adaptive support based on the progression of learners and their
actions in the environment.

2 Adaptive Interfaces in Support of Distance Learning

The need to integrate adaptive interfaces to learning environments has become an
important field of research [3,4,5] especially because of its importance in reducing
navigation disorientation and promoting exhaustive learning in hypertext systems, in
particular in web learning applications.  Adaptation may take many forms, based on
modifications of  content and/link access and annotations.

One of the main limitations of adaptive interfaces resides in  the information ob-
tained by the system  on the user’s activity and knowledge. In order for adaptive
interfaces to increase the salience of some elements, such as which are the next most
appropriate  elements to be learned, it is necessary to define elements such as  the
proposed learning structure, the elements already  seen, but also, what does the user
wish to learn next.

In a closed environment like the one mostly used in AI systems, interesting sup-
port systems may be developed to guide the user in the prescribed tasks. The more
immersive the simulation, the easier it is to follow and help the learner [6]. But in
open environments like in distance learning, it is difficult to know what the learner is
trying to do and to support and guide him into efficient learning strategies. In fact,
either the system takes control and guides the user in restrictive paths, or it is more
remote and the learner needs to have the initiative to fetch and find appropriate help.
Very often the support the learner would need is some orientation suggestion, some
reminders of how he could improve his strategy, for which he will not ask help.  Even
when he seeks help, he have trouble finding exactly what he needs and how to formu-
late it to the system.

If the structure of the content is encyclopedic and easy to chunk, then one can of-
fer direct manipulation, with the learner accessing a graph representative of the
structure of concepts to be learned, as  in ExploraGraph. Using the learner’s naviga-
tion path in the graph, an overlay model may be extracted and projected as a feedback:
What information has he/she read? For how long? How long ago? In that context the
annotation of adaptive links can suffice to support the user’s navigation and encourage
completion of exploration and understanding. Without such cueing users are more
disoriented in hypertextual content [7]. Cueing also makes the environment more
dynamic and interactive to the learner,  it may incite passive learners to be more active
in their exploration of the learning content [8].
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However, education and learning theories insist it is better that learning take
place in a more active, situated and collaborative setting. In this context, the content
has to be organized in a more complex way and this complicates possible support to
navigation. In our system, as in  the MISA model [2], learning activities are organized
around many structures, among others: knowledge structure, activity scenarios and
documents structure. In this context there may be many paths to access knowledge and
the user needs some coaching and adaptation at a more general level in order to best
assimilate content. Part of the activities take place outside the system, which then
serves only as a gateway and a guide. For this, a meta-level of support is needed: the
system must use strategic information on the structure of group activities, on the user’s
higher level of intentions and eventually on collaborative interdependence among
learners. The present project proposes a model and generic prototype designed to
integrate generic support in the telelearning context. Usability evaluations were made
at various stages of system development and raise interesting considerations and
suggestions for such a generic supportive interface.

3 Research Objectives

We were among the first to experiment with link annotations [9,10] where visited
links are generically modified, as the user finishes accessing the information they
contain. In the context of activities and distance education, our interest was more
proactive: we wanted to attract user attention to tasks or contents that were more
relevant at a specific point in time. We were interested in the pacing of the meta-level
of information attached to a learning content, in order to track the evolution of learner
expertise and to support learner motivation. We were also interested in using different
modalities of support (physical and visual guidance, feedback, triggering of shortcuts)
and in how to link and integrate those forms of support in context.

To achieve these goals, it proved necessary to enrich the structured representa-
tion of the content with a dynamic representation of the different contexts in which
help could be displayed, and to integrate both passive and more active forms of
support in the environment. We will briefly describe the ExploraGraph environment,
before discussing why and how its support system was built and what considerations
arose during its development and evaluation.

4 The ExploraGraph Environment

4.1 The ExploraGraph Editor and Navigator.

The ExploraGraph Editor is a generic environment where structures of activities,
knowledge elements, documents may be described. The elements used in the repre-
sentation (nodes, links, icons, shapes, etc.) may be changed easily. Rules for support
have to be described directly in the Access database using SQL queries and Forms.

The ExploraGraph Navigator [11] was designed to facilitate the visualization of
graphical structures (see figure 1). A physical model of nodes (mass and repulsion),
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links (elasticity) and of general organization (gravity and friction) is used to simulate
the relations between elements of the course. As the learner explores the nodes, these
zoom and rearrange themselves in order to maximize visibility and contextual rela-
tions, following the focus of interest. Nodes may have different shapes, icons or size.
Each one has an attached description and properties like “visited and completion
levels”, which may be displayed graphically (gage). Those properties and Importance
(size) may be set dynamically, to highlight areas of the information to be explored.
This corresponds to the concept of map adaptation [5].

A Control Panel is incorporated in the Navigator, where the learner may choose
a general intention: Explore, Plan, Revise his own progression, Adjust the system
(each with various options). Choosing a goal may trigger a set of actions in the system,
zooming on a specific graph, opening applications. It also triggers help, especially the
first time it is used. Help and actions may be adapted contextually.

Fig. 1 The ExploraGraph Navigator, showing the graphical structure, the Control Panel
and a MsAgent giving a contextual explanation.

In Figure 1 the user have asked what were his tasks. The agent zoom on the main activity
of the week and suggest him to consult the description using his right button.

4.2 Structure of the Support System

The support system was developed behind the ExploraGraph system as a rule-
based system in Visual Basic using the Access database. Figure 2 shows the functional
architecture of the system.
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Fig. 2. Structure of the support system: Input from the ExploraGraph Navigator Interface;
context recognition and trace analysis; rule-based system to display contextual support.

The learner’s model is based first on his navigation in the structured content.
Two properties are retained on each content node – was it visited?1, was it marked as
                                                          
1 At the present time, we only consider the number of times a node was visited and not the

duration of each visit (delay before another node is selected). Although it is difficult to
know whether consultation time can be considered a valid measure (user is active and un-
derstands); it would be interesting to add this to the learning model. We could calculate the
ratio of effective duration on prescribed duration in the task model (each element having a
duration property).
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completed? It also uses the goals and subgoals specified by the learner using the
Control Panel – “I want to explore (knowledge, tasks or calendar), to plan, to commu-
nicate (with others, technical questions, questions on the course, etc.)”. Other contex-
tual controls could be added when the learner selects a node – “More information on
that” “Who can help me with that ?”

The rule-based system is triggered by events in the manipulation of the interface
– such as the learner opening a graph, specifying an intention on the Control Panel,
clicking on a content, marking an event as completed, asking for more or less help, or
when the system displays a help message, etc. For each contextual event, specific rules
are examined and more specific conditions are examined – date, traces of user’s
navigation, earlier help messages. A rule is chosen and triggers a set of actions to
support the learner :
• Graphical highlight and links annotation [8], which give a general idea of the

structure and which are less intrusive than more formal guiding.
• Avatars animations which are used for graphical demonstrations (attention seek-

ing, pointing, etc.), but also for non-verbal communications and motivational pur-
poses.Avatars audio voices, used to attract attention and more easily combined
with visual demonstrations than text.

• Visual guiding to present users with procedures and actions which they may use
to realize their intentions.

• Force feedback guiding, which combined with visual demonstration, drag more
attention, takes less cognitive concentration, facilitates memorization [12] and en-
sures that the user gets the full demonstration.

Avatars where introduced in the environment partly “ to fulfill the need for social
context ” when no other learner is on line [13] but also to serve as the interface to the
advisory system. They were not presented as omniscient persona, but rather as assis-
tants having specific goals and limited competence. One agent was to support the user
in is use of the system, the other was to serve as the tutor assistant in carrying instruc-
tions and advice on the learning situation.

4.3 Implementation of the Support System

Support control and events methods are embedded in the objects of the generic inter-
face (Visual basic objects) : Opening of a graph, Control Panel choice.
Rules are described in the relational Access database (with the description of graphs),
each rule being an SQL query. The system uses different tables to describe elements
and relations of the help system: CONTEXTS, CONDITIONS, RULES, GROUP OF
ACTIONS, ACTIONS, TRACE. Events specify a context and, in the CONDITIONS
table, each SQL query associated with this context is executed until one is found true.
SQL queries use the properties of the tasks (structure of activities and knowledge
elements as described in the graphs) and of the learner model which are described in
the database tables.1 The RULES table then specify, for that condition, the GROUP

                                                          
1 For now the learner model is embedded in the task model, because the system is used as a

standalone, but it will be separate in the networked version.
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OF ACTIONS to be launched. The ACTIONS table describes the specific properties
of each actions.

5 Usability Evaluation

We experimented using the system for a period of 8 weeks, with 9 students taking a
course on the design of telelearning interface. All subjects had avatars explanations at
the beginning but for some students the avatars interventions became less frequent .
For those the support for activities was limited to the first sessions. The group was
also split for the modality of support: some learners had haptic guidance (with a force
feedback device) while others had only visual demonstrations.

Evaluation was based on the trace analysis of students and on evaluation ques-
tionnaires. We also observed and used grids to describe reactions of learners to the
support system. Results were used to qualify the usability of the support system
elements: what was appreciated, what appears to be efficient and what should be
improved. The visual and haptic conditions were also compared.
The qualitative results suggested that:
• Avatars were appreciated. Though their intervention were found too frequent at

the beginning, users were longing to see them more often later in their course.
• Users were asking to be able to review demonstrations and to control avatars

when they needed help.
• Users with the haptic guidance later reuse more the demonstrated procedures.
• The haptic guidance should be improved so transition and physical properties of

guidance would be easier to follow [14]
• Verbal explanations were too long, users were reading and acting faster than the

avatars could explain.
• Movement, gestures and non-verbal signals of avatars were appreciated.
Those are very general results, but we will now examine the model of support behind
the interface and discuss the considerations they were addressing and how the support
model should be improved.

5.1 The Control Panel – Empowering both Learner and Tutor

Although interfaces generally have menus, following a suggestion of [15], we added
to the ExploraGraph system a meta-level menu, where learners may choose among
generic intentions. As Norman [16] has shown, difficulties in systems arise because
users have complex goals, which are not easily translated into the system’s set of
actions. He writes about “the gulf of execution”:

I want to find what I have to do = Open calendar, find this week and next and
look for deadlines, compare to what you have already done, determine priorities,
find descriptions and documents linked to activities.
It is relatively easy to specify a set of plausible generic intentions that the learner

may choose from and to support them. The learner model, the task model defined in
the conceptual graphs and context may then be used to narrow possibilities: date,
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ranking and priorities among tasks, relation between tasks and concept elements,
degree of exploration and completion of activities, etc.

From the perspective of ITS, the Control Panel plays a very important role, not
only in enriching  the learner model, but in integrating shared control into the help
system. As Crampes [17] have shown, if the support system has too much control,
learners rely on the system’s intelligence; if more control is given to the learner (with
help not proactive but accessible), help is not used sufficiently. They suggest a gaming
type of shared control, where the learner may access help or proceed without it, but
loses points upon failure. This kind of economist model is interesting, but is not
always possible in an open environment such as distance learning.
With the Control Panel, help is not given in parallel to user activity: the latter triggers
and accompanies a shortcut to what the learner wants to do.

“You want to know what is more urgent ? Here it is, I open it and zoom it for
you and don’t forget that it counts for half of your evaluation”.

5.2 Conflicting Contexts and Support

The help system is triggered in different contexts, following actions of the user or of
the system. Though this tends to limit the help given, it was found natural for learners
to be offered help only when they voluntarily changed the context. Even then, pre-
experimentation showed that support should be spread out in time. For example,
during the usability evaluation, helping was first set at every third opening of a graph,
and this was found to be too frequent and disturbing. Delaying support to every fifth
opening, produced less negative comments.

As in every distributed support system, conflicts arise among rules when differ-
ent contexts are triggering actions. Priorities have to be assigned among different
types of context – users’ goal specifications (Control Panel) and actions are the first
priorities, then deadlines, followed by  learning the interface, interventions to support
motivation and social activities come next, when nothing else is more urgent.

5.3 Adjusting the Types and Sequence of Support Actions

Once a context and a specific condition are recognized, a set of actions is triggered.
Executing these actions may also cause problems. Since help is given at the level of
intentions and complex activities1, the sequence of explanation or guidance tends to be
lengthy, with control having to be shared with the user. In Norman’s model of action,
this is linked to “the gulf of evaluation”: How can the user understand and integrate
the system’s activity within his own?

“Why does the system show me that ? What does it mean ?”
Therefore, control has to be shared between the user and the system, especially for
demonstrations, where the system must turn over control to the learner.

                                                          
1  How should you plan your work ? Why and how should you communicate your questions ?
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“You should change the Completed control or select this option (do it) .  Now
look here (pointing), if completed activities have been checked, you can use
this Control Panel to find out what to do next. “

Some problems arose with this shared control. Although Johnson & al. [6] de-
scribe various AI techniques to control agents, they don’t seems to address problems
of control sharing with the user, as if 3D presence made intervention more natural and
accepted by users. Their pedagogical agents advise learners and complement their
actions, in a way that seems more continuous and accepted to them. But in an open
environment support is more difficult to integrate.

Surprisingly, the force feedback device (computer-controlled mouse) was found
less disturbing, even though it was more controlling. At any rate, there were less
ambiguities as to who was supposed to do something next. The user was either being
physically guided, or loose (completely in control). However, the transition between
states was found disturbing: learners found the device “surprising”. The guiding
linkage should be better calibrated in order to smoothen control transitions. They
could be proposed to the learner so he would be prepared for them.

5.4 Integrating User Preferences

It is easy to let the user interrupt support or to let him set preferences on its interven-
tion. But for the user caught up in the heat of action, adapting the interface might
prove a tedious and bothersome task, so we intend to integrate adaptive functions that
will streamline both global and individual users' feedback on the help system, in order
to adjust future help functions both in general and individually. Such a mixed adaptive
learning environment appears primordial in ensuring system adaptation to longer
learning situations, in conformity with his evolving choices [18]. The concept of
collaborative adaptation is a very important area of research [19].

Acknowledgement
This research was funded within the TeleLearning Network of Centres of Excellence, Canada.
The development of an application using ExploraGraph was funded by the Office of Learning
Technologies, Canada.

References

1. Paquette, G., Ricciardi-Rigault, C., Paquin, C., Liégeois, S., & Bleicher, E.
(1996).  Developing the Virtual Campus Environment. , ED-Media International
Conference,  Boston.

2. Paquette, G., Aubin, C., & Crevier, F. (1997).  Design and Implementation of
Interactive TeleLearning Scenarios. , ICDE’97  (International Council for Dis-
tance Education),  Penn State University, USA.

3. Browne, D., & Totterdell, P. (1990). Adaptive User Interfaces. London: Aca-
demic Press, 227p.



Model of an Adaptive Support Interface for Distance Learning      343

4. De La Passardière, B., & Dufresne, A. (1992). Adaptative Navigational Tools
for Educational Hypermedia. In I. Tomek (Ed.), Computer Assisted Learning
(pp. 555-567). Berlin, New York: Springer-Verlag.

5. Brusilovsky, P. (1996). Methods and Techniques of Adaptive Hypermedia. User
Modeling and User-Adapted Interaction, 6, 87-129.

6. Johnson, W. L., Rickel, J. W., & Lester, J. C. (2000). Animated Pedagogical
Agents: Face-to-Face Interaction in Interactive Learning Environments. Intern.
Journ. of Artificial Intelligence and Education, 11, in press.

7. Brusilovsky, P. (1997). Efficient Techniques for Adaptive Hypermedia. Intelli-
gent hypertext: Advanced technqiques for the World Wide Web. Lect. Notes in
Computer Science, 1326, 12-30.

8. Lee, Y. B., & Lehman, J. D. (1993). Instructional Cuing in Hypermedia: A Study
with Active and Passive learners. Journal of Educational Multimedia and Hy-
permedia, 2(1), 25-37.

9. Dufresne, A., & Tremblay, I. (1991). Modelling Distributed Knowledge to
Support Learning Environments in Physiology and Computer Science. Interna-
tional Conference on Simulation in Engineering Education. Simulation Series,
24(2), 185-189.

10. Dufresne, A. (1997).  From adaptable to adaptive interface for distance educa-
tion. , Workshop on Intelligent Educational Systems on the World Wide Web,
AIED’97,  Kobe, Japan(pp. 94-98).

11. Dufresne, A., Cosmova, V., LeTran, T., & Ramstein, C. (1999).  EXPLORA: An
interface to support the learner with dynamic graphs and multimodal goal driven
explanations. , AIED'99, IOS Press, Maine(pp. 660- 662).

12. Arcand, J.-F. (1995). An Artificial Neural Network for the Ergonomic Evalua-
tion of a Human-Computer Interface, International Conference on Tools with
Artificial Intelligence, IEEE, New Orleans, Louisiane (pp. 606-608).

13. Pentti, H., & Timo, N. (1998). The Comptence of Learning Companion Agents.
International Journal of Artificial Intelligence iin Education, 9, to be published.

14. Boucher S. (2000). Évaluation de l’impact des modalités visuelle, auditive et
haptique d’une interface comme support à la tâche dans un environnement hy-
permédia de téléformation. Mémoire de maîtrise. Université de Montréal.

15. Ruelland, D. (2000). Vers un modele d'autogestion de l'apprentissage dans un
environnement de tele-apprentissage. Ph.D thesis. Université de Montréal.

16. Norman, D. A., & Draper. (1986). User Centered System Design: New perspec-
tives on human-computer interaction. Hillsdale: Earlbaum, 536.

17. Crampes, M. (1999). User Controlled Adaptivity versus System Controlled
Adaptivity in Intelligent Tutoring systems. In S. P. Lajoie, & M. Vivet (Ed.),
Proceedings of the AIED'99 (pp. 173-180). Amsterdam: IOS Press.

19. Kay, J. (1995). The UM Toolkit for Cooperative user Models. User Modeling
and User-Adaptated Interaction, 4(3), 149-196.



      

G. Gauthier, C. Frasson, K. VanLehn (Eds.): ITS 2000, LNCS 1839, pp. 344-353, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000

Agent’s Contribution for an Asynchronous Virtual
Classroom

Kenji Matsuura, Hiroaki Ogata, and Yoneo Yano

Faculty of Engineering, Tokushima University
2-1, Minamijosanjima, Tokushima 770-8506, Japan

http://www-yano.is.tokushima-u.ac.jp/
(matsuura, ogata, yano)@is.tokushima-u.ac.jp

Abstract. This paper describes a new idea about the multi-agents that
act as classmates of learners in an asynchronous virtual classroom. The
environment of this virtual classroom is designed to support asynchro-
nous participants. Some agents in the system are based on learner-
model of the past learners, and others are on the educational strategy
the teacher has given in advance. In such situation, it is necessary for a
learner to filter classmates who are actually software agents in the user
interface. Furthermore, the actions of these agents are also to be de-
fined. Therefore, we propose two types of strategies to select well-fitted
classmates first things in this paper. Then, we define these agents’ ac-
tion in an agent-based asynchronous virtual classroom.

1 Introduction

It becomes more common for those who design a lifelong learning environment to
realize it on computers and networks as the virtual school/classroom [2][6]. These
movements make the ordinary learning environment, like classroom-based education
in a school, extend to the virtual one via the Internet [3][4][5].

However those environments could have some problems that the system has to
compel users to participate in at the same time [8]. Otherwise, if the system allows a
user to participate in anytime, all the things she/he can do in that environment is to
see static learning materials for the reason why she/he has no way to communicate
with others synchronously. The problem is that it is awfully difficult for an asynchro-
nous learner to communicate with others immediately when she/he wants to ask or to
make comments on the learning materials in the classroom. For example, concerned
with a supporting distance-lecture system, learners have to use the same learning
materials at the same time, otherwise the system cannot provide the collaboration
space among learners. On the other hand, the approaches to bind software agents to a
learner’s environment as a companion have been seen recently [1].
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The main purpose of the researches to support distance learning is to study how the
system provides a collaborative learning environment for learners or makes a learner
acquire new knowledge and refine it on network [7]. The learning environments of
some ordinary studies propose one-way communication in which the systems show a
learner teaching materials. On the other hand, if the system provides a collaborative
environment to learners, they have to participate in synchronously, or they may use
asynchronous communication tools without any utilization of past learners’ action.
Therefore, we have been developing AAVC (Agent-based Asynchronous Virtual
Classroom) to solve those problems.

AAVC system combines self-instruction with collaboration by agents. A learner in
AAVC system uses networked computers to learn or communicate with remote
learning resources, including teachers and other learners, but without the requirement
to be online at the same time. In the concrete, AAVC has the efficiently visualized
learning environment to support distance lecture that uses exposed video images of a
teacher and some virtual learners. A learner in this system is able to see some class-
mates and their actions in the environment. Some of them are software agents of past
lectured learners and the others are on behalf of prepared educational agents. In such
situation, a learner feels much presence that she/he shares time and space with a
teacher and other learners. A learner in this system may also collaborate with other
learners or a teacher by using agent communication, while the other real learners
don't participate in the same class at the same time. Hence this system links people as
well as machines across the time and place.

In this paper, we describe how to select these autonomous agents as classmates for
a learner first of all. Then, we also define their action in our AAVC system.

2 Agent-Based Asynchronous Virtual Classroom

2.1 Features of AAVC
It is important for those who learn in an asynchronous learning environment that

the system provides a virtual community space for teaching and learning. The envi-
ronment of AAVC has some comparable advantages shown as follows:

(1) Anytime/Anywhere learning
  The system enables a learner to request the resources at anytime on WWW, if the

classroom is opened to the public. Then the system sends its learning materials and
additional information about the classroom on the educational strategy. The informa-
tion are may be changed by means of the strategy every time a learner participates in
AAVC.

(2) Seamless Learning
  Other classrooms linked by the teacher are seen in an information space, and a

learner may moves to other classroom at anytime. Due to the teacher's educational
linking strategy, a learner can make his own knowledge amplify.

(3) Learning by observing others' interaction
  Watching the interaction among other learners or between a learner and the

teacher makes to construct effective discussing way for the learner and to be aware of
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various viewpoints. The system indicates other learners’ past action, especially their
statements in the past discussion.

(4) Learning through collaboration
  This system provides to learners a collaboration space with others. In such situa-

tion, a learner can refine his/her acquired knowledge through the discussion. The
system prepares synchronous / asynchronous collaborative environments for the con-
tinuous discussion.

Fig. 1. Time Flow

2.2 Time flow

Fig.1 shows the time flow in AAVC. At first, the lecture is recorded as the video
image, which is made into MPEG or simply RA file. When the other teaching materi-
als are ready for the class, the AAVC might be opened to the public on WWW. Then
the system enables learners to request to participate in. As we focus on certain learner,
she/he can see some agents of the other learners who have participated in at the past
time, and some additional agents in the user interface. As the learning time goes on,
she/he can also recognize the other learner D. At the beginning of a classroom, the
system organizes the classmates, actually agents, who are divided two groups: past
learners' agents and educational agents. When the learner D participates in the middle
of the classroom, the system indicates the existence of learner D, without any inter-
rupting the learner’s lecture.
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3 Agents Model

3.1 Types of Agents

Table 1. The types of agents in AAVC

Types Whose Agent? Each roles or explanations
My-agent Learner-self - Managing the learner’s individual knowledge
Simu-agent Other learner - Managing the other learner’s individual knowl-

edge
- Imitating other learner’s past action

Claque-agent Teacher
(as learner)

- Carrying out an action plan of the claque learner
that the teacher have given in advance

Helper-agent Teacher - Managing shared knowledge
- Answering the learner’s questions

Fig. 2. Agents’ conceptual model

The kinds of software agents are shown in Table.1, whose conceptual model is il-
lustrated with Fig.2. My-agent displays some action patterns according to the learner's
operation, e.g., clicking a mouse or typing a keyboard. This agent plays a role that

Learner A
(Current)

Learner B
(Past)

(2)Simu-Agent(1)My-Agent

B’s 
Knowledge

A’s 
Knowledge

Social 
Knowledge

AAVC System(4)Helper
-Agent

(3)Claque-Agent
Learning
Materials

User Interface

Question
/Examination

Action

Organization
/Answer
/Comment

Negotiation/
Communication

Question

Teacher



348      Kenji Matsuura, Hiroaki Ogata and Yoneo Yano

monitors the learner’s action and manages his/her individual knowledge. Simu-agent
acts on the past-attended learner's model, which is constituted by the learner's action
log. Simu-agent imitates the past learner’s actions and manages the learner’s individ-
ual knowledge. Claque -agent is a preset-typed educational agent that acts for the
learner to give him/her some advice. Since these actions make a learner have his/her
own opinion or want to ask some questions to others about shown statements, both
actions may also induce collaboration with others. Helper-agent acts on the pedagogi-
cal strategy given by the teacher and answer the learner’s question. In those types of
software agents, the number of claque-agents is adjusted by the system. Each agent
has its own action model, implemented on the server-side scripts, of which action is
generated on reaction-planning architecture.

3.2 Agent’s Action

In order to realize these agents’ action, we have defined what kinds of actions are
suitable in such environment at some points of view. Concerned with agents action on
the client side, two functions are necessary, of which agent simulates the other past
learner’s action to be aware of other’s view points and shoots some questions to the
learner to improve the acquired knowledge into stable one.

(1) Simu-agents’ simulation
This example of script shows how simu-agents imitate the past learner’s action

when a learner requests to show certain past discussion. Since AAVC system abbre-
viates the past discussion, each statement has to go to the tune to the relative time in
each lecture. The first statement in a discussion goes at the relative time (RT) from
the beginning of the lecture. As to other statements, the system calculates the start
time in the way to summate RT plus each statement’s calculated interval time.

In that environment, there are some cases that a learner wants to ask some ques-
tions or to comment on his/her opinion during watching a discussion. Of course,
she/he can, but without stopping its discussion and the statement is added at the end
of the discussion at the relative time. If she/he wants to cut into the discussion, she/he
must start new discussion with a new title.

(2) Claque-agent’s addressing
  It is important to fix the acquired knowledge in the lecture to the stable. So the

system enables a teacher to establish the claque-agent’s addressing with some attrib-
utes (relative time in the lecture, what statement to appear, and other flags). The
statement belongs to some kinds of question, comment, or a fixed form of an exami-
nation. When a learner attends at a lecture, claque addresses to the learner and brings
his/her answer to helper on the server-side.
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(3) Helper-agent’s advise
  Helper-agent plays two important roles. First role is that helper diagnoses the

learner’s answer of the claque’s question and replies it if a teacher establish the ac-
tion. The second role is to retrieve candidates to the question of a learner, which is
inputted during watching the past discussion, from the shared knowledge base. If
topics are not found, helper-agent retrieves from personal knowledge base. In that
case, only the candidates from personal knowledge base of which attribute is open to
public are shown to the learner.

3.3 Classroom formation

AAVC has two ways of classroom formation that are available in which a learner
requests to join the classroom. When the members in the classroom are few at the
beginning, the number of the displayed agents is large. But the number of participants
who have joined to a classroom increases as time goes on. Then the displayed class-
mates have to be filtered off on certain criterion as follows.

(1) Regard the communication among learners as important
The system selects simu-agents as classmates at first, who have participated in the

classroom and uttered in this model. The system gives high priority to be selected to
those who have uttered more times than others. In this way, the system attempt to
support an asynchronous encounter and to increase collaborations among learners.
(2) Regard the educational strategy of the teacher as important

The system selects claque-agents as classmates to be given the high priority of se-
lecting. While this type makes a learner collaborate with teacher rather than other

While (exists statements) {
  If (first statement of the discussion) {
    Then {
      Define the agents’ action as follows:

Start time: relative time (RT) of the Discussion
Interval time: calculate time fit for the statement length

       Display: parallel (statement 0) }
  } Else if (statement ID == N) {
    Then {
       Define the agents’ action as follows:

                Start time: relative time of the statement
Interval time: calculate time :(RT + summate later statements time)

       Display: parallel (statement N) }
  }
}
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learners, a learner may want to collaborate with other learners in order to answer the
question from claques.

AAVC changes how to select these criterions automatically. At the beginning of
the classroom, the system use (1) because many topics among learners are expected to
discuss then. Since the number of discussion occurred in the classroom decreases, the
system selects (2) to intervene the learner’s study.

 4 Implementation

4.1 System Configuration

Fig.3 shows the system configuration of AAVC. AAVC system is built on the
WWW with Java. As a fundamental rule, the server is to control and the clients to
request. While all available data/files are located on the server side, clients have only
viewer and don't have any data. Each data and Modules on the server side are shown
as follows:
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Fig. 3. System Configuration
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Video contents: Video images of the lectures, which can be edited by the teacher.
Action log: Action history log files of hold session, which will be processed and

made into a learner model, and then deleted when the learning finished. The AAVC
system makes into learner model by diagnosing these action logs, which is used for
another learner.

Shared Knowledge: Shared knowledge base is constructed of some tables. For ex-
ample, question and answer about prearranged keywords, monitoring the synchro-
nous communication with chat, and e-mail based asynchronous communication
among learners.

Personal Knowledge: Compared with shared knowledge, the AAVC system has
the personal knowledge base to storage individual memo. A learner can use memo
tool at anytime she/he wants, of which enables to write the memo text and some
drawings. They are processed into individual objects in the database on server-side.

Session/Time Manager: is to manage the session-ID, other session variables and
relative/absolute time of clients’ lecture

Agent Planning Manager: is to control the agent's activity as keep the time
Agent Actor: is to act each action thread in time order unless agent-planning man-

ager gives priority to another thread.
Action Monitor: is to monitor the clients interaction and to propose additional in-

formation to a learner

4.2 User interface

Fig. 4. An example of User Interface

There are two factors of technology to give learners the feeling of much presence.
One is video image frame, which shows a teacher's lecture with its teaching material,
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and the other is classmates frame, which shows the other learners' action. Fig.4 is an
image of main window.  When a learner requests a lecture to watch, she/he goes into
the virtual classroom of which mainly components are the lecture video image and
learners pictures. In addition, extra information is seen in another windows to show
the classroom's properties, real learners' information to participate in, and the other
classrooms' information. The video image is embedded at opposite side to the virtual
learners in the window. A learner can see the lecture in it and control the streaming as
the learner's occasion demands.

Some certain actions, which are carried on table 1, are brought to a learner by
clicking the virtual objects and selecting displayed menus. Those menus make learn-
ers collaborate with others, who are classified to a teacher, another learner, and the
system's educational agent. To collaborate with others, a learner inputs some ques-
tions or comments to the WWW server. In some cases, the server rapidly replies at
the actions of the learner, but it does not in other cases. That's depends on the
teacher's readiness for the classroom. If any candidates of answer-sentences are not
retrieved, the system sends a question-message to learners or a teacher by asynchro-
nous tools like e-mail.

5 Conclusion

 We proposed the agents contribution in an agent-based asynchronous virtual class-
room. Its architecture allows learners to learn anytime and anywhere. To realize that,
this paper specially emphasized on how the system selects multi-agents to construct
the classmates, when those agents acts, and what kind of actions of them is activated.

As the knowledge demands imposed upon those who teach and learn increase, new
technologies are making possible innovative approaches to educating students and
employees outside of the academic and corporate classroom. For learners who are
geographically remote from tutors and peer students, the AAVC system plays very
important role. Due to AAVC, teachers and learners are needless to share time and
place. While we have not referred to the membership in the same class, the teacher
may confine the member of the class, as she/he wants. However, the teacher has to
work hard for initial readiness. So our future work is to reduce the work of a teacher
and to evaluate the prototype system through its trial use.
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Abstract. This paper discusses the inherent goals and trade-offs involved in the
design of an efficient, robust Web tutor within the context of a working,
hypermedia framework. The focus is on the German Tutor, an Intelligent
Language Tutoring System (ILTS) that implements generality, interactivity, and
modularity as contrasted with more traditional computational constraints and
architectures. Design and pedagogical goals of Web-based delivery, such as
intelligence and efficiency, will also be addressed but again with an emphasis
on the special requirements of efficient, adaptive hypermedia systems.

1 Introduction

As Web technologies for adapting existing educational content converge with
increased bandwidth, more and more uniquely Web-based applications emerge. But
while the Internet’s convenient access, currency and variety of material, and
integrated multimedia can extend traditional instruction, it also requires a more
profound degree of adaptivity and interactivity.

The diversity of users alone, presents a challenge in design. First of all, the system
needs to be general enough to suit a variety of competencies, and backgrounds. For
example, Intelligent Language Tutoring Systems (ILTSs) have commonly based their
error analysis at least partly on the native language of the student [17]. An on-line
system, however, must adopt a more general scheme in order to accommodate
international access and cases where the native language of the user might not be
known.

System performance and efficiency are also central to interactive learning support
systems. Any interaction with a visible delay between the browser and the server
defeats the purpose of an interactive system and can, in the worst case, distract from
the problem solving activity [6]. While efficiency motivates most server arrangements
from form-based CGI interfaces [2], to Java technology [16], to a combination thereof
[7], we have adopted and will describe a heterogeneous three-tier architecture that
integrates multiple servers and several programming languages. A primary Web
server interacts with the client machine via CGI scripts and JAVA technology while

                                                          
1 This research was supported by PR Grant 13 871344.
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the intelligent and adaptive components reside on a separate server dedicated to
answer processing. This layered design has proven to be efficient and scalable.

Generally, we discuss an ILTS for German which forms the grammar practice
component of a Web-based introductory course for German. The German Tutor has
been specifically designed for Web-delivery emphasizing generality, modularity, and
efficiency.

Intelligence is imparted to the system by a grammar and a parser which analyzes
student input, and a student model that maintains learner profiles, displays
instructional feedback suited to learner expertise, and suggests remedial exercises.
Error analysis, however, is not restricted to the grammar and parser. The system
implements further answer checking modules to better accommodate multiple native
languages while, at the same time, distributing processing load in case of multiple,
simultaneous users. The system’s design is also highly modular. Answer processing
components are kept separate from learner feedback, user modeling, and the actual
student task. For example, student exercises are stored in a plain text file which the
JAVA code extracts and displays on a Web page. Exercises can be modified quickly,
or instructors can change feedback messages to suit their pedagogical needs, creating
a more flexible authoring environment.

In the following, we will describe the overall system architecture, the error
detecting mechanism, and the student model of the German Tutor. In all sections we
will make reference to design considerations emphasizing generality, modularity, and
efficiency. We will also provide results of a system trial and conclude with further
research suggestions.

2 System Description

2.1 System Architecture

The German Tutor relies on a three-tier architecture, illustrated in Figure 1. Actual
processing of student input is distributed over two computers for reasons of
efficiency. The intelligent and adaptive parts of the answer checking process reside on
a dedicated UNIX machine running Prolog while the Java and HTML serving and
preprocessing is handled by a Web server. The Web server has two main functions:

First, it handles the interaction between the client and Prolog application. JAVA
applets, rather than HTML, have proven to be more suitable in providing the student
exercises, while communicating reasonably efficiently with the Prolog server. While
JAVA applets require initial loading time, Web pages do not have to be reloaded for
each exercise.

In addition, navigation within the task is appropriately restricted. Stern [14:1], for
example, points to a problem with some hypermedia systems: “the built-in back
buttons of a Web browser allow students to see previous exercises which might not
always be desirable in a hypermedia system”.
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Figure 1: An Interactive Learning Support System
The second task of the Web server is to handle the preprocessing of student input.

Figure [2] illustrates the flow of a sentence through the various answer processing
modules. All modules except the spell and grammar check reside on the Web server
and are implemented in JAVA. These JAVA components, however, share preliminary
information from the Prolog server regarding the expected constraints of the exercise,
which is provided during the spell check stage detailed below.

Student input
|

Spell Check
|

Example Check
|

Missing Word Check
|

Extra Word Check
|

Grammar Check
|

Punctuation Check
|

Feedback Message to the Learner

Figure 2: Answer-Checking Modules

The system is organized in such a way that if any module detects an error, further
processing is blocked. As a result, only one error at a time will be displayed to the
learner which avoids overwhelming the student with extensive error reports in case of
multiple errors. Studies have shown [15] that displaying more than one feedback
message at a time makes the correction process too complex for the student. From a
computational point of view, interrupting the error processing mechanism also assists
in distributing the queue for each module in case of multiple, simultaneous users.

The first module in analyzing student input is a spell check for which we use the
International Ispell (Version 3.1.2) with our own dictionary. The current dictionary
contains approximately 3800 words. During the spell check we also extract the base
forms of each word in the user’s input. The uninflected words are needed later to
determine whether the learner followed the task, that is, whether the student answer
contained the words expected. The Example Check compares these base forms with
those in the student input.

Web Server
JAVA/HTML

and preprocessing

Prolog Server
NLP analysis and
Student Modeling

CLIENT
JAVA Applets
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When defining an exercise, we also pre-store all possible correct answers. For
example, for the task given in (5),

(5) Build a sentence with the following words:
 Er / hören / Musik
He / to listen to - to hear/ music

we store the possible answers, given in 6(a) – (d):
(6a) Er hört Musik.
(6b) Er hört die Musik.
(6c) Musik hört er.
(6d) Die Musik hört er.

Using a genetic algorithm2, the system then determines the most likely answer
(MLA) intended by the student. Storing multiple answers allows for freer student
input and, at an introductory level, involves little extra work.3

The Missing Word Check module matches the extracted base forms with those of
the MLA. If any of the words in the MLA are not contained in the student answer, the
system will report an error.

The following check, the Extra Word Check, handles additional or extraneous
words in the student answer. Errors in omission and insertion are commonly handled
by the grammar in other systems [4], [13], however, our initial testing showed that
system performance is higher if these two error types are treated outside the grammar.
Doing so avoids the exponential cost of each additional rule within a declarative
grammar, in particular, in accommodating multiple native languages.

The Grammar Check is the most elaborate stage. Here the sentence is sent from the
Web server to the PROLOG server, analyzed by the parser according to the rules and
lexical entries of the grammar component, and returned. Currently, the grammar
component covers the concepts of an introductory course.

The Punctuation Check performs a final string-match of the student answer with
the MLA. By this stage, other errors have been eliminated and any failure is reported
as an error in punctuation.

Each module is responsible for different error classes and operates independently.
This modular design has also advantages with respect to error coverage and
efficiency. The Missing and Extra Word Checks, for example, employ algorithms
which make no reference to the native language of the student. As a result, the system
achieves a wider error coverage by still providing informative feedback. System
performance is also improved because the processing load on the Prolog server is
reduced. These two error classes are handled by the Web server which, unlike the
Prolog server, handles multiple user requests simultaneously. The grammar and the
parser cover the remaining grammatical error classes. While the error analysis here is
highly detailed, the robustness of the system with respect to multiple native languages
remains to be determined.

The system also separates the answer checking mechanisms from the student tasks.
Student exercises are extracted from a separate text file. This modular design allows
for convenient authoring. Instructors can design their own exercises without any
specialized knowledge of the system’s sophisticated technology.

                                                          
2 The genetic algorithm was adapted from Huang and Miller [11].
3 At an advanced level where exercises become even less constrained, alternatives to pre-

storing correct answers can be considered (see also [8]).



358      Trude Heift and Devlan Nicholson

In the following section, we will briefly describe the student model of the German
Tutor.4

2.2 Student Model

A number of user modeling techniques have been employed in ILTSs over the past
decade [12], [5], [1], but the challenging task in hypermedia systems begins in
overcoming the statelessness of the HTTP protocol for identifying students and
maintaining user models adaptive to the individual [14]. A number of solutions have
been proposed which range from cookies, structured URLs, hidden fields to login
screens [14], [6], [17]. The choice depends primarily on the application.

The German Tutor keeps a database of users, each entry established by an initial
login. The student login and password is sufficient for the design of our system since
students do not navigate through different HTML pages during grammar tasks, but
access a consistent applet. The student identification is required by the Student Model
which has two main functions:

First, for each student the Student Model keeps score across a number of error
types, or, nodes such as grammar, vocabulary, punctuation, etc. The grammar node is
broken down into more fine-grained categories. For example, it will contain detailed
information on the student’s performance on subject-verb agreement, case
assignment, word order of past participles, etc. At the end of each exercise set,
students receive detailed information on the errors they have made. This information
is further being used for remediation.

Second, student performance history determines the specificity of the feedback
message displayed (see also [3]). The Student Model maintains the learner model
update by keeping score for each node. Depending on student input, the score for each
node will go up or down. The amount by which the scores of each node are adjusted
is specified in a master file and may be weighted to reflect different pedagogical
purposes, such as emphasis of an exercise, importance of an error, etc. The messages
are then selected according to the current learner level at each error node.

The main strength of the Student Model in the German Tutor is that a single
errorful message will not drastically change the overall assessment of the student. The
grammar nodes indicate precisely which grammatical violations occurred, allowing
for a fine-grained assessment of student competency. The consequence is that a
student can be at a different level for each given grammar constraint reflecting her
performance of each particular grammatical skill. This subtlety of evaluation is
desirable in a language teaching environment because as the student progresses
through a language course a single measure is not sufficient to capture the knowledge
attained and to distinguish among learners. The Student Model aids in directing each
student toward error-specific and individualized remediation.

In the final section, we will discuss some of the results of a recent system trial.

                                                          
4 For a detailed NLP analysis of the system, see [9].
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3 System Trial

The system was tested with 19 students during a one-hour class session in the fall
semester 1999. In addition, students were able to use the German Tutor during a
period of one week from their home computer. Students had a choice of working on
two different chapters and a total of 244 sentences were analyzed by the system.5 The
system kept a detailed log of user interactions and, in addition, students filled out a
questionnaire.

In the questionnaire, students responded that they liked the system for a number of
reasons: first, they felt that the immediate feedback and freer grammar practice was
very valuable. They stated that they would be using the system for general practice as
well as for quiz preparation. Second, in one of the questions students were asked
whether they noticed that the feedback adjusts to their level of expertise and whether
they prefer receiving feedback of varying specificity. 84% of the participants stated
that they noticed and preferred this scheme and found it useful to have feedback
messages adjust to their competence level. The remaining participants did not
particularly notice the change in feedback but expressed general approval.

3.1 Accuracy of the System

Out of the 244 sentences which were processed by the system, only one was analyzed
incorrectly by the parser and the grammar. For the sentence Ich kaufe Klaus eine neue
Krawatte, the student submitted the correct answer, however, the system incorrectly
identified an error with the direct object eine neue Krawatte. The problem was traced
to the algorithm which selects the desired parse and was subsequently fixed.6

The high accuracy of the system is due to at least three factors. First, the language
tasks, although allowing for freer input, nonetheless constrain the domain. The system
displays tasks in which students select from a given pool of vocabulary and
grammatical structures. Second, students’ language proficiency is still limited at an
introductory level and thus neither the grammatical constructions nor the vocabulary
are highly complex. Third, preprocessing the sentence for spelling, omission, and
insertion errors undoubtedly increases the accuracy of the grammar and the parser
because it eliminates much of the ambiguity of errorful natural language.7

                                                          
5 The total number of exercises students worked on during this time frame was higher.

However, for the purpose of this paper, only the data for the type of exercise displayed in
Example (5) will be considered. It contains the most elaborate answer checking mechanism
which thus requires the most processing time.

6 Due to lexical and syntactic ambiguities, a parser generates more than one interpretation for a
sentence. The system implements two strategies for selecting the desired parse. First, we take
into account pedagogical considerations in choosing a parse [10] and subsequently we scan
all generated parses for the least number of errors.

7 Allowing for free input would undoubtedly affect the accuracy of the system. However, the
purpose of the system is to provide a highly accurate, meaningful practice environment for
second language learners. The system thus takes advantage of the constrained domain given
by a beginner learner level.



360      Trude Heift and Devlan Nicholson

3.2 System Performance

During the period of the trial, students used the system in class as well as from their
home computers. In the questionnaire students were asked whether they thought that
the system speed from home or in class was either too slow, too fast, or appropriate.
Students were also asked to indicate their Internet connections. Interestingly, 79% of
the students felt that the system from home was fast enough despite modem
connections of 36k – 58k baud. However, 21% of the participants thought that the
system when used during in-class was too slow. Our subsequent investigation
revealed that unrelated user traffic on the Web server itself had caused excessive
delays during the trial.

Analyzing the time log, we discovered some slight fluctuation in the processing
time of sentences, in particular, in the processing time of incorrect vs. correct
sentences. For instance, for the incorrect sentence *Ich wohnst in Rom the processing
time of the grammar check was 2883 ms while for the correct sentence Ich wohne in
Rom it was 1980 ms. However, this response time also depends on the overall activity
of the server. For example, in another instance the incorrect sentence *Ich wohnt in
Rom took slightly less time (1947 ms). The overall log, however, suggests that while
exceptions occur as traffic varies, incorrect answers require more time.

Multiple users undoubtedly affect the performance of the system. However, in
analyzing the logs we did not discover excessive differences. For example, in one
instance there were 8 sentences sent within a minute, the processing time per
sentence, however differed only slightly (2174 ms, 2138ms, 2831ms, 3125ms,
2438ms, 926ms, 927ms, 513ms)8. This is partly because the sentence analysis
terminates if one of the modules discovers an error thus distributing the queue for
each module.

Again, however, the data and student responses suggest that significant time delay
can be caused by unrelated user traffic on the Web server itself. As mentioned, 21%
of the students thought that the system during class time was too slow although the
internal processing time did not seem to be affected by the number of trial
participants. The Web server of the system unfortunately handles a large amount of
university Web traffic which, at busy times, undoubtedly affects our results.

We are currently moving the JAVA technology to a dedicated Web server to avoid
unrelated user traffic. While the speed of the ILTS itself seems quite reasonable we
are, nonetheless, also working on performance improvements there. First, we are
making changes to the grammar within the lexical look-up which will speed up the
grammar check. With respect to system flow, we are also implementing an initial
string match. At the moment, the processing of a correct sentence passes through all
answer checking modules. However, the complete answer checking mechanism is
unnecessary if it can be quickly determined that the sentence is correct.

                                                          
8 For the last three processing times listed, the sentences failed with the spell check, i.e.

relatively early.
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4 Conclusions and Further Research

In this paper we discussed an ILTS which emphasizes generality, modularity, and
efficiency as essential design criteria for an adaptive and interactive Web-based tutor.
The ILTS consists of various answer checking modules to better accommodate
multiple native languages while, at the same time, distributing processing load in case
of multiple, simultaneous users. The system is highly modular allowing for
convenient authoring, as well as ease of maintenance and adaptability. Efficiency is
achieved with a three layer architecture: a Web server interacts with the client
machine via CGI scripts and JAVA technology and the intelligent and adaptive
components reside on a separate server dedicated to answer processing. Our further
research will focus on extending the exercise variety while continuing to improving
the system’s overall performance. With respect to further data collection and analysis,
we will also test the system with students of multiple native languages and investigate
the pedagogical impact of the system.
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Abstract. This paper  presents an Adaptive Multimedia Interface  embedded  in
an Intelligent Tutorial  System (ITS) for intellectual and cognitive handicapped
children.  There are many educational programs specifically designed for
helping students but in general they do not consider the adaptation of the
performed tasks to the individual characteristics of each one of the children.
The aim of this work  is designing  a computer-based environment for
supporting a teaching strategy where both the pedagogic aspects and  the
learning goals were adapted according to the  particularities of the pupil.  The
two fundamental problems that are approached in this paper are: designing the
interface that is embedded in an Intelligent Tutorial System and implementing
an efficient communication of knowledge.

1  Introduction

This paper describes the implementation of a multimedia interface that takes part in
an ITS. The goal of this interface is to adapt the presentation of the contents to the
individual needs of the students with intellectual and cognitive handicaps.

Most of the software packages available today do not take into account the
individual features of the final receptors of these contents. They do not change the
teaching strategies according to the requirements of each user. Another drawback is
that the proposed tasks are presented following a repetitive sequence. This fact limits
its application to students with learning problems: the motivation of the student along
the automatic tutoring is affected negatively and the uncertainty about what the
student is learning: the concept or the repetitive pattern showed by the software.

The first goal of this work is to implement a multimedia interface where the
presentation of the educational contents is adapted to the individual characteristics
and preferences of the children. The second goal is to provide the teachers with a tool
that helps them in checking the benefits of different strategies to approach the
teaching task of a particular concept. Finally, the multimedia interface gives an
important feedback to the ITS where the results of the presented tasks are included.

The benefits of using a tool as this one come from the individualised teaching of
the students. The system goes through the concepts of the domain according to the
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framework given by the Spanish Scholar Curriculum, but the teaching strategy
changes, following the particular features of each student (cognitive age,
chronological age, attention level, ...).

We have based our system in the frame of the General Law for the Spanish
Educational System. However, this study has been restricted to the Childhood
Educational Period (3 chronological years) in the subject of Physical and Social
Environment, more particularly to the theme “Objects from the Near World” and to
basic concepts  (Inside-Outside, Up-Down, Big-Small). This restriction makes the
analysis of the teaching strategies easier, allowing us to recognise common criteria in
these strategies. In this way, we can generalise the decision processes making possible
their application in other similar situations. It is important to remark that the teaching
strategies are used to build the logic flow of the activities presented to children, and
they are provided by domain experts.

The two most important problems approached in this paper are:
• The design of an interface that is embedded in an ITS.
• The design of an efficient strategy for knowledge transmission.

This paper has been organised as follows. Firstly, we described the design of an
interface embedded in an ITS. Then, we presented a methodology to build an efficient
way to transmit knowledge. This methodology takes into consideration the specific
contents, how they are taught  and the applied instruction model.

2 The Problem of Designing the Interface of an Intelligent
Tutorial System

The design of an ITS is closely related to how the ITS presents the domain knowledge
to the student. These strategies are given by a type of expert knowledge that considers
how  the teaching process should be, and how the specific problems that could arise
are diagnosed.

Following these goals, the fundamental parts of the ITS are [1]:
• A Knowledge Based System (KBS) where the knowledge of the Student Model,

Pedagogical Model and Didactic Model is represented.
• A Multimedia Interface, that is used to present and communicate the concepts to

the student. This communication process must be dynamic and fluent.

2.1 The Knowledge Based System

We have followed the KADS methodology for knowledge structuring [2]. This allows
us to build the KBS in a comprehensive and systematic way: the Pedagogic, the
Didactic and the Student Model are represented in the KBS.

One of the types of knowledge that has to be isolated  is  the domain knowledge
(static knowledge, composed of concepts, relation and facts that are necessary for
reasoning in a particular application).

The student model is composed of the student profile and the student record. The
profile contains those personal characteristics that are related to motor, cognitive and
psychosocial development. Variables considered in the profile are: chronological age,
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cognitive age, physical capacities (motor functions, ocular contact, auditory capacity),
cognitive development (short time memory, attention, capacity to form concepts,
capacity to group objects in significant categories, development of language and
vocabulary, word understanding, capacity of reaction and initiative), relation with the
environment (connection with the environment, level of adaptation, participation in
group activities, getting of information from the environment), personality (fear to
failure, dynamic - hyperactive or passive), patterns of behaviour (repetitive behaviour,
restricted behaviour, stereotyped activities), preferences (colours, personal interests).
The student profile will influence the learning style.

The pupil’s record comprises:  the variables related to concepts already learned by
the pupil and the tendencies followed in the learning process (repetition of the
exercises, tasks that have not been completed, rhythm of evolution between activities,
learning style, cognitive and motivational processes). The student record is
parametrised by a set of variables and a  function. The vp variables  describe progress
in learning a concept.  The fls functions(f: (vp. Style-Learning)=>R)  measure how
well the student achieved the learning goal for a particular learning style.

The concepts that have to be learned by the pupil are determined taking into
consideration the cognitive age.  Each concept is related to a set of learning goals.

In addition, it is necessary to provide the KBS with the pedagogic strategies
followed  by the teachers in the teaching process. Another fundamental part is the
pedagogic model, where both the learning goals and the way they are taught are
included. That is, for each student, the activities that are proposed to teach a particular
concept are specified taking into account the records of student.

In contrast with the domain knowledge, the control knowledge includes the
reasoning processes that are followed in solving specific problems. This control
knowledge is divided into knowledge about activities ( activities that are carried out to
reach the learning goals), and  inference knowledge ( elemental steps in the general
problem solving activity).

Therefore, the Problem Solving Method used by teachers consists of following a
planning process. In this process, the nodes of the tree search are the situations at
which the student can arrive during learning (they represent the level of achievement
of the objectives). Branches between nodes represent  the change from a situation to
another. A plan is  the  set of exercises that a pupil has to complete. The goal of  this
sequence of exercises is to reach a final node as near as possible to the objective node.

At each moment, the student situation can be derived from his record. As was
explained above, the learner record is parameterised by a set of progress variables vp
and by a function that measures the learning carried out with different sequences of
tasks. This sequence of tasks give us the learning style used. We have different types
of tasks: explanation, evaluation, motivation and reinforcement task.

Subsequently,  one specific sequence of task give us the learning style used. E.g.
Mot-Exp-Eval-Re, Mot-Exp-Mot- Re-Eval, Exp-Eval, Mot
The elements to take into account for designing the sequence of  activities  (plan)

are: characteristics of the pupil, objectives of learning and resources available.
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2.2 The Multimedia Interface

The interaction with the student is carried out through three different types of
activities: motivation, teaching explanation, evaluation and reinforcement [3]. These
activities are related to the previously introduced operation modes.

For instance, if the goal is “To identify an object from the near setting”, the general
features of the different activities are:
• Motivation activity: At the beginning and at the end of each session the system

presents a motivation task. The system selects a particular activity because it is
already known that the user can solve the task without great difficulties. Other
kind of motivations are also considered: feedbacks for the student that are
presented both previously to the task and when the task has been completed.

• Explanation activity: The physical attributes of the object (shape, dimension,
colour, etc ...) and another complements determined by its situation are presented.

• Evaluation activity: The object has to be recognised when it is embedded in
different scenarios. The object appears together with other related objects. In this
activity, recording the interaction of the student  with the application is a
fundamental operation.

• Reinforcement activity:  The same object is presented with variations of the
physical attributes and complements. Learning the concept under study can be
reinforced through describing other related concepts by its functionality or
physical appearance.

The individualised teaching process consists on determining, from the
characteristics of each pupil, which  the learning objectives are. Then the sequence of
activities that a pupil will have to do to acquire the contents set by the objectives must
be determined. Adapting means in many occasions, to eliminate the contents, and in
others to sequence. Sequencing means divide the objectives in  smaller sub-
objectives. The activities are designed according to the characteristics of the student,
the learning goals and the available teaching resources.

3 Knowledge Transmission

The problem of finding an efficient way to transmit the knowledge by means of
presentations adapted to the particular requirements of each subject is treated here.

The multimedia interface integrates both the verbal language and the visual and
sound language. We consider the multimedia communication as a particular type of
communication where several media  and languages or symbolic systems are taking
part. In this type of communication, the message is codified in different ways and
requires from the student perceiving through several senses.

In our case, knowledge transmission is carried out through different interactions
between the student and a system composed of a computer and all the necessary
complements that make possible the interactions. The complex task of achieving an
efficient knowledge communication using an intelligent system can be summarised in
the following sub-problems.
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• Which concepts are going to be taught and how are they going to be
represented?

• Which kind of interaction between the student and the computer is necessary
and how are these interactions going to be included in the system?

• Using the previously determined interactions, which strategy is going to be
followed to reach the proposed pedagogic goals?

3.1 Definition of the Specific Knowledge That Is Going to Be Transmitted

The contents that this kind of children must learn are defined in the Spanish
curriculum, the difference with the other children is that these learn slower, it takes
longer to pass from one state to another to them, they  have more regressions and they
need more individualization in teaching.

We have based our system in the General Law for the Spanish Educational System.
This study has been restricted to the Childhood Educational Period (3 chronological
years) in the subject of Physical and Social World, more particularly to the theme
“Objects from the Near World” and to basic concepts  (Inside-Outside, Up-Down,
Big-Small).

We start with concepts related with objects with the following characteristics. They
can be natural or artificial objects. They are common objects from the most
immediate world. They are involved in common and daily activities. The specific
goals are: 1-To identify the object ; 2-To learn the characteristics and functionality of
the object.

The analysis has been focused on the particular problem of teaching these
concepts. Experts provided us with the teaching strategies, in other words, they gave
us the logical flow of the tasks. Then, our work consisted extracting  common features
in these strategies (norms of didactic intervention). This generalisation process makes
possible designing systems where a larger number of similar situations could be
approached.

Several common objects from the “near world” where chosen. In an early age, the
proximity of  the object is in general related with  activities involved in feeding.
Therefore, all the objects where chosen from this area.

From these objects, we extracted the relations with other more basic concepts.
These related concepts can be grouped showing a distribution in areas, blocks,
subjects and concepts.

3.2 Design of  Interactions and Dynamics.

3.2.1 Interaction

We considered some previous studies of the diversity of human abilities,
backgrounds, motivations, personalities, and workstyles that affect the interactive-
system’s design. Understanding the physical, intellectual and personality differences
among users is vital [4].
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It is important for designers of interactive systems a good understanding of the
cognitive and perceptual abilities of the users [5,6]. The Journal of Ergonomics
proposed this classification of human cognitive processes: short-term memory, long-
term memory and learning, problem solving, decision making, attention and set
(scope of concern), search and scanning and finally  time perception. They also
suggest a set of factors affecting perceptual and motor performance:  perceptual
(mental) load, knowledge of results, monotony and boredom, sensory deprivation, ....

On the order hand, personality differences affect the design of systems. People may
have very different preferences for interaction styles, pace of interaction, graphics
versus tabular presentations, and so on. There is not a simple taxonomy of user
personality types. A popular technique is to use the Myers-Briggs Type Indicator
(MBTI), which is based on Carl Jung’s theories of personality types [7].

The learning-disabled children education can be positively influenced by designing
a  special courseware that avoids lengthy textual instructions, confusing graphics,
extensive typing, and difficult presentation formats [8]. Neuman’s advice to designers
of courseware for learning-disabled students is applicable to all users:

• Present procedures, directions, and verbal content at levels and formats that
make them accessible even to poor readers.

• Ensure that response requirements do not allow students to complete programs
without engaging with target concepts.

• Design feedback sequences that explain the reasons for student’s errors and
lead students though the processes necessary for responding correctly.

• Incorporate reinforcement techniques.
Shneiderman’s studies reinforce the need for direct-manipulation of visible objects

of interest [9]. Following these studies, we have selected an interaction style based on
direct manipulation of the visual representation of the objects and actions. This has
been described previously as the interface object-action model and it is specially
recommended for pupils that require a simpler and more immediate interface [10].

An important aspect in designing an interface is building an information tree.  The
educational contents are transmitted through an environment and a context. The
environment has a graphic and conceptual representation, i.e. the metaphor. The
events and their related contents are organised following a tree structure.  The
information tree is a way to represent the guidelines of a program both in its structural
and dynamic aspects. The metaphor, the structure, and the functioning dynamic make
a coherent universe both from the graphical and conceptual points of view.

Our universe is composed of objects that are representations of concepts. The
implementation of the relations among objects and concepts has been carried out
through object indexing. Each index represents the belonging of each object to a
particular subsets of the universe.

One of the requirements is to represent the object in its more common framework.
It is important to choose for each object the more adequate set of media. In addition,
we present each object together with a set of words that define the concept (spoken
and written).

An important source of stimuli, comes from the inclusion of animated agents. The
role of these elements in the presentation is to interact and co-operate with the pupil in
order to make more natural the way in that this interaction is performed. The animated
agents present the problem, they drive the execution of the presentation and they
answer in a positive or negative manner according to the obtained results(Fig. 1). A
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very important benefit of using this kind of animated agents is that the motivation of
the pupil is enhanced.

Other important requirement is to keep the attention of the student (Fig. 2). In order
to get this, we have to provide the system with a rich variety of alternatives (different
stimuli) for describing each concept. This allows the system to present the same
concept in many ways. In other words, it is important to avoid the tedious repetition
of presentation patterns because this goes against the attention and motivation of the
student.

Fig. 1. Positive stimulus Fig. 2. To keep the attention of the child

3.2.2. Dynamics

The dynamic of the presentation is specified in a stage called construction of the
presentation. This stage takes into consideration the characteristics and preferences of
the user. Therefore, given a concept to teach, the information about the student and
the learning goals, the presentation is composed identifying which media and styles
are the most adequate to communicate the concept.

We have systematised the construction of the presentation using a methodology
based in the formation of a sentence composed by a subject and a set of complements.
The subject is the object under study, and the complements are the external elements
related with the object such as the scenario where the object has been embedded or
other objects in the proximity. The complexity of the task for the pupil can be
controlled by changing these complements. This sentence is built dynamically
according to the known specific features of the child and the learning goals. The
particular object determines the media (static image, sound, video or animation).

In the dynamic construction of our presentation is necessary to define our
primitives (concepts=objects=stimuli) and the relations among them. We have defined
different categories in the universe of object that are going to be used to represent the
concepts. A category of objects is used to represent a thematic area and all the objects
belonging to this category are related with this area. It is necessary to determine
which objects are going to be used to teach a concept. It is also necessary to identify
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the category where these objects are included and the relations with other categories.
As a final stage, the system determines the relations between the different elements of
the category, the scenario where the object under study is going to be embedded (this
selection is carried out taking into account the desired complexity for the task) and the
complements that are going to be presented in the proximity of our object under
study.  Therefore,  an object in a presentation belongs to one of the following classes:
study object, scenario and object’s complements.

Other important feature of this interface is the application of a random mechanism.
This mechanism is used to present random positive and negative reinforcement, and
combination of different media to represent concepts.

3.3 Reaching the Proposed Pedagogical Objectives.

Designing an instructional system consists of sorting sequences of instructions in such
a way that they lead to reach a specific learning goal.

The learning goals are defined for a particular student and a sequence of actions to
reach these goals is considered. This is a search in a space of states, where only the
sequences that leads to reach the proposed goal can be considered.

One of the subsystems drives the sequence of instructions and operates with the
interface to guide the student through the set of tasks that are necessary to reach the
learning goal.

Following the Gagné’s theory [11] we have used in the teaching process the
following sequence of events:

Event 1: Calling the attention of the pupil.
Event 2: Giving some information to the student about the learning goals.
Event 3: Giving some information to the student about previously learned concepts.
Event 4: Presenting different stimuli. (images, animations, sounds, video).
Event 5: Guided learning.
Event 6: Reporting the result of the activity.
Event 7: Evaluation of the performance.

These events will be carried out according to the state of the pupil determined by
his profile and by his record. Both the sequence of activities and the presentation of
contents will vary depending on this state. For example, with a pupil who has as a
characteristic of his personality the fear to fail, we intensify the self-confidence using
tasks that he has previously made successfully, we lower the difficulty level and we
teach him again the concept in which he failed. We increase the maximum interaction
waiting time and we present fast tasks. If he is hyperactive, we use short steps, and
fast and effective tasks. We will also use this strategy to present a new concept, as a
motivating introductory task and every time we want to motivate. If he fails, we stop
teaching this concept, we give examples and we explain step by step how to solve it.
Then we teach him again but changing the way to do it: we use other activities, or the
same activity but changing the organisation and the stimulus. If he fails again, it can
be due to problems of previous learning, concepts that he has not acquired properly,
and therefore, the application present activities which allow the system to consolidate
those concepts.



Adaptive Multimedia Interface for Users with Intellectual and Cognitive Handicaps      371

If he fails another time, the process is stopped because it can cause frustration in
the child. It may happen that the difficulty and the handicap are the barriers that make
impossible to learn the concept.

Adapting the curriculum to make it suitable for this kind of children means
sequencing: divide the objectives in smaller sub-objectives. The learning objective
can be still reached, but in smaller steps, although many times this means eliminating
contents.

4- Conclusions

In this paper we have described a methodology to construct an adaptable presentation
that changes its contents according to the particular needs of each handicapped
student (pupils with learning difficulties). The KADS methodology has been chosen
for designing the KBS part of the ITS. This had given us a structured way to represent
the acquired knowledge.

The structure of the Universe of objects that are going to take part in the
presentation has been defined in a compatible way with the guidelines given by the
knowledge and functioning patterns included in the KBS. This process has been
included in a general methodology, allowing us to work from simpler to more
complex ITSs. We have followed the recommendations of previous works in the area
for deciding about specific components of the interface, for instance the interaction
style.  Additional elements as using agents to keep the attention of the children on the
proposed task have been included.

With this methodology, we have implemented several prototypes that have been
used in a preliminary experimental stage. Specific modules have been tested in the
Acaman Special School and in the Asociación de Trisómicos 21 both of them in
Tenerife. The presented multimedia interface has had a good acceptation both by
children and teachers. Children see the activities presented by the system as a game,
and the commentaries of the teachers were positive especially in relation with the
possibility of designing their own multimedia materials.

This first stage of the research has provided us with new results and observations
that are being used to refine our conceptual models. Especially we hope to improve
two models: the student model and the didactic model.

One of the most important problems that has arose is the extraction of the
pedagogic knowledge. This type of knowledge takes a fundamental role in deciding
the strategies that this interface is going to follow: the pedagogic, didactic and student
models can only be extracted using this knowledge. A promising way to refine these
important models is through  experimentation with the basic prototypes. From this
experimentation, we have found that there are other important characteristics that
should be included in the student model. For this reason, we are researching the
importance of additional features in the basic sets  “profile” and “record”  that
represent the student model.

Nowadays, we are designing software applications that help in the acquisition of
the expert knowledge. We have considered two simultaneous goals. a) To make easier
for teachers, the construction of their own learning activities. b) To register what
activities the teacher carries out in order to explain a particular concept to a specific
student, what goals he considers, what kind of media he utilises, and finally, what
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positive and negative reinforcements he applies after the result of the activity has been
obtained.  We have found a bigger difficulty in representing the didactic model, but
once the mentioned tools work properly the task to find  an adjusted didactic model
will be facilitated.
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Abstract. We described a formative evaluation of Tectonica Interactive, an
introductory geology hyper-book that was authored and delivered using the
MetaLinks software. MetaLinks is a framework and authoring tool for the
creation of adaptive hypermedia documents that support the learner's
exploration of richly interconnected material.  The formative evaluation
involved 19 subjects, and data was collected from navigation traces, a
questionnaire, focus-group discussions, and think-aloud interviews. We
interpret the results in terms of how the system addresses the issues of
disorientation, cognitive overload, discontinuous flow (poor narrative flow
or poor conceptual flow), and content non-readiness.  We were interested in
how features of the current implementation address these issues, and we
were looking for evidence for the need of more advanced (adaptive and/or
intelligent) features.

1. Introduction

The goal of the MetaLinks project is to provide a framework and authoring tools for
the creation of adaptive hypermedia documents (hyper-books) that support the user's
exploration of richly interconnected material.  Both the potential benefits and the
known difficulties with hyper-books have lead researchers to implement a number of
adaptive and intelligent software features ([1], [2]).  However, empirical evidence
informing the design of such software is sparse ([3], [4]), leaving open the question of
how much additional effectiveness results from a given infusion of technological
power (which adds significantly to the development cost and complexity of the
software).  After sketching out preliminary designs for a number of advanced or
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intelligent software features, our approach was to implement a less sophisticated
version of the software and evaluate it for evidence that learners would benefit from
the more advanced features.

A Hyper-book is a hypermedia document, such as an educational web-site or
CD-ROM, that contains a coherent body of subject matter organized and written for
educational purposes.  A number of potential benefits and problems have been
identified in the shift from traditional to electronic books, all stemming from the
ability to link (or "jump") from one "location" to another.  Hyper-books can be
authored to contain alternative structures, content, and navigation paths that
emphasize different goals, skill levels, or perspectives ([5], [6]).    Potential problems
with hyper-books include the following.  First is the problem of how the system can
best support the new capabilities, since users may become overwhelmed with the
options or fail to understand their significance or effect.  Second, the ability to jump
around in the information space can result in disorientation as to where one is located
or has been.  Third, navigational jumps can interrupt the narrative and conceptual
flow of the material, so that its reading can be disjointed or confusing.

Traditional hyper-books address the above issues in the design of their fixed
structure and navigation tools.  More advanced hyper-books are adaptive and/or
provide explicit guidance to the learner.  Adaptive hypermedia documents are
composed "on the fly," so that the content, style, and/or sequencing of the pages is
customized to the needs of the particular learner and situation ([7], [8], [9]).  Even
more sophisticated (or intelligent) systems provide guidance or feedback regarding
the learner's progress or planned learning trajectory.  Our software  development plan
has been to create a "non-intelligent," minimally adaptive framework, and then add
more sophisticated features based on the needs of users as measured in formative
evaluations.  Though the current version of MetaLinks is minimally adaptive, it does
include a number of innovative features (described later) and it is actually quite
sophisticated when compared to traditional hypermedia.  We have used the
MetaLinks framework to author a web based hyper-book called Tectonica Interactive
in the domain of introductory geology (based on [10]).  Tectonica Interactive, with
approximately 400 pages and 500 graphics, has undergone three rounds of formative
evaluation.  We will describe the second round in this paper.

In the remainder of this paper we will describe the options we considered for
adding more sophistication to the system.  Then we will describe the version of the
software as it is currently implemented.  Then we will describe a formative evaluation
study designed to inform further development of the system.  Finally we will describe
the results, which indicate that well designed interface features and non-intelligent
tools seem to satisfy many of the user needs that we expected we would have to
address by adding intelligent software components.

2. Potentials for Adaptation, Intelligence, and Coached Inquiry

Previous research has substantively documented the existence of three hypermedia
problems for which adaptivity might provide a solution: disorientation, cognitive
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overload, and discontinuous flow ([1], [11], [12], [13], [14]).  Disorientation refers
to users not knowing where they are, where they have been, or how to get to where
they want to go in hypermedia space. Cognitive overload refers to users being
overwhelmed or confused by the options available to them in multi-path, multi-tool
environments such as hypermedia documents.  We separate the problem of
discontinuous flow into two issues:  narrative flow and conceptual flow.  Narrative
flow refers to the didactic or dialogical flow of the text itself.  Conceptual flow refers
to the flow of ideas or concepts. To this list of issues we add content readiness,
which is the traditional intelligent tutoring systems goal of tailoring content so that
the learner is neither bored because it is too easy, nor overwhelmed because it is too
difficult (i.e. remaining within the learner's "zone of proximal development").

Learner's goals in navigating through hypermedia material vary along a
spectrum from convergent or "finding" goals through divergent or "exploratory"
goals ([15], [16]). Exploratory navigation is appropriate for open-ended questions
and/or learning in ill-structured domains in which the richness of the content suggests
multiple themes, perspectives, or learning paths [6].  Also, inquiry-based learning
methods involve initial stages of articulating and refining the driving question and
then exploring potential sources of information before narrowing down an
information search (17). To address these problems we considered a number of
software features which we list below (see [18] for a description of our interpretation
of each method): Adaptive navigation support using history-based and prerequisite-
based link annotation (similar to [7]); Adaptive content (using methods similar to
[19], [9]); Adaptive sequencing (as in [2]); Adaptive navigation maps (as in [20]);
and Coached inquiry (supporting learner goals of broadening, breadth and coverage,
completeness, efficiency, and readiness, using path analysis methods similar to those
used in [21]).

3. The MetaLinks/Tectonica Software

MetaLinks content is stored in a relational database (using web-enabled FileMaker
Pro) and requires only a web browser for delivery (we make heavy use of JavaScript
and Dynamic HTML in the implementation). However, before implementing most of
the features mentioned above, we decided to implement a less intelligent version of
the software that was rich with pragmatic and usability features, and evaluate the
software to help us decide which additional intelligent or adaptive features were
warranted. We wanted to leave the locus of control and intelligence with the user as
much as possible, and supplement this with machine control or intelligence if a need
was seen in our users.

MetaLinks has a "full-featured" user interface.  Early observations (see [23])
indicated that learners had quite a variety of styles and needs, and that a similar
variety of features was needed. In addition to its navigation and orientation features,
MetaLinks pages are adapted using features called stretch-text and narrative
smoothing.  Below we explain the features that are relevant to the issues of
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disorientation, cognitive overload, discontinuous flow, and content readiness.  Figure
1 shows a page from Tectonica Interactive.

Figure 1: Tectonica Interactive page T.2.4, with a picture showing two
geologists running from a lava flow.

1. Annotated Table of Contents.  Content in MetaLinks hyper-books has a
primarily hierarchical organization.  The disorientation issue is addressed by
providing a hierarchical TOC page that shows where learners have visited, and where
the current page is.  In addition each page lists its "children" pages at the bottom.

2. Stretch Text.  Non-essential text such as examples and footnotes can be
hidden inside "stretch text." We also use stretch-text to imbed the glossary definitions
of all glossary terms. This feature addresses the content readiness issue.  It also helps
with the cognitive overload issue by reducing the amount of content visible on the
page.

3. Glossary base pages.  The terse definitions that pop up in the stretch text of
glossary terms may not be enough to alleviate the learner's ignorance about a concept.
If the user clicks on a glossary term they navigate to its "base page," which is the page
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in the hyper-book that best explains that concept. This feature addresses the content
readiness issue. It also addresses the conceptual flow issues by allowing learners to
easily learn about prerequisite concepts.

4. Custom Depth Control. The default narrative flow  in MetaLinks hyper-
books differs from text books and other hyper-books --  it is breadth-first rather than
depth-first, and organized for "horizontal reading."  The default "next" page is the
sibling page.  Thus the default is to continue reading at the same level of generality.
Horizontal reading sets the stage for an innovation called "custom depth control,"
which addresses the problem of cognitive overload.  In MetaLinks the Next and
Back buttons in traditional hyper-books are replaced with Explain More and Next
buttons. Thus, the user has continuous control over whether they want to continue at
the same level or delve into more detail on the current topic.

5. Narrative smoothing.  We have a simple but elegant partial solution to the
narrative flow problem. Each page has associated with it an "intro text" paragraph.
This paragraph eases the reader into the subject of the page, giving a little background
or introduction.  If the user jumps to that page in a non-standard way, the intro-text is
pre-pended to the main text of the page.

6. Typed Non-hierarchical Links.  As mentioned, the primary
organizational structure for MetaLinks hyper-books is the hierarchy, as reified by the
TOC.  However, hierarchies do not capture the conceptual richness of most domains.
MetaLinks includes (non-hierarchical) links called Related Links in addition to the
hierarchical child and parent links between pages.  These links are "typed" or
categorized to indicate the type of relationship they represent.  Here are some of the
approximately 20 link types we use in Techtonica Interactive:  Where in the world?,
Are scientists sure?, Famous catastrophes!, Historical Background,  How is it
measured?  Related Links address the issue of Conceptual Flow.

4. Formative Evaluation Method

The MetaLinks software was used to author and deliver Tectonica Interactive (or
"Tectonica"), an introductory geology hyper-book.  The contents of the text Modern
Physical Geology (Thompson & Turk 1996) were obtained in digital form from the
publisher, and part of it was significantly transformed and extended to create
Tectonica.  Tectonica is an incomplete prototype hyper-book.  Containing about 400
hypermedia pages, 500 graphics, and 750 glossary items, its content corresponds to
one third (about 200 pages) of the contents in the original text book.

At the most general level, the questions we hoped to answer in the formative
evaluation were "how well do the current features work?" and "what evidence can we
find to support the need for the more sophisticated features?"  In addition to the
question of additional features we were particularly interested in the use and usability
of the unique and innovative features of MetaLinks, including narrative smoothing,
custom depth control, and some aspects of our related links feature.

A total of 19 students from an undergraduate introductory Oceanography course
participated in the study. They were compensated $15 upon completing the study.
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Subjects received one hour of training in a practice session that took place two to
seven days before the main trial.  In this practice session they were given instruction
in the tools and navigation concepts of Tectonica.

Subjects had both an open-task and a closed-task session in which they used
Tectonica to answer a question.  Their goal was to satisfy their curiosity and be able
to explain what they learned to a peer.  Closed task questions asked subjects to
investigate specific geological phenomenon.   For the open task subjects were asked
to conceive of a question or topic in geology that interested them and to explore it
using Tectonica.  Nine subjects were given an open task then a closed one, and 10
were given a closed task then an open one.  We collected data from program traces, a
post-questionnaire, focus group interviews, and think-aloud interviews.  In this paper
we summarize the portion of the data and analysis relevant to the success of some
features and the need for additional features (see Murray et al. 2000 for more details).

5. Evaluation Results

The evaluation trial was done for formative purposes, not to generate  statistically
significant or confidently generalizable results.  Still, definite trends did emerge, and
the data from the various sources (program trace, questionnaire, focus-groups, and
think aloud interviews) show significant correspondence.  To give a general idea of
navigation activity, there were an average of 81 moves per subject in the two task
sessions, or an average of 1.1 moves per minute.  "Moves" includes going to and
from TOC, search, and glossary pages, as well as navigating to content pages.  Below
we will summarize the results by issue.

Disorientation. Below are the questionnaire questions related to disorientation,
along with the average and standard deviations of the answers (n=19):

• #10: Did you visit and learn about topics that were not directly related to your
main question? 15 of the subjects answered "yes."  This indicates that subjects
did in general "explore" the material rather than go directly to an "answer."

• #20: If I diverged from a topic/page of interest, it was easy for me to  return to
that information.  AGREE (ave 2.2 SD .9).

• #63: I felt lost as I navigated through Tectonica. RARELY (ave 3.2 SD .8)

• #87: Which question did you ask yourself most frequently: "Where am I? What
should I look for next? How do I go there?  Where have I been?"  12 answered
"what should I look for next?" and 3 indicated they did not ask themselves any of
these questions.  This indicates that subjects were predominantly focused on the
content rather than trying to figure out the system or the task.
In the focus-groups subjects were also explicitly asked questions about

disorientation.   Interviews and focus-group data confirm the finding that the great
majority of users felt that they knew where they were,  where to go next, and how to
get there.

Cognitive Overload.  Below are the questionnaire questions related to cognitive
overload, along with the average and standard deviations of the answers:
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• #5: Do you feel that you were able to answer the questions thoroughly?  AGREE
(ave. 1.8 SD .9)

• #13: There was NOT an appropriate amount of material on each page.
DISAGREE (ave. 3.8 SD .9)

• #15: The time needed to use Tectonica was adequate for the material learned.
AGREE (ave. 1.9 SD .6)
These answers mostly relate to overload in terms of the content and task, and

indicate that students were not overwhelmed or confused with the content or task.
Focus-group and interview data did not show significant evidence of cognitive
overload regarding use of the MetaLinks features.  Answers to question #87 above
("Which question did you ask yourself most frequently") also indicate that users were
not overly confused by the software.

Narrative Flow. Below are the questionnaire questions related to narrative
flow:

• #84: The text flowed nicely from one page to another.  AGREE (ave 1.9 SD .7)

• #85 The presence of introductory text facilitated my understanding of the
material on the page.  The average was OFTEN (1.9) but this question was
confusing and 5 subjects left it blank.
Narrative flow was explicitly addressed in the focus-groups and, in agreement

with the questionnaire data above, there was no evidence of narrative choppyness or
unevenness.

Conceptual flow and Content Readiness. We neglected to include a
questionnaire item that directly addressed these issues.  But in focus-groups we did
ask whether students ever felt that they had navigated to a page for which they were
lacking the prerequisite knowledge and therefore could not understand it.  We found
no evidence of frustration over the lack of prerequisite knowledge.

Overall Enjoyment and Perceived Learning. There were 10 questions related
to overall enjoyment and perceived learning effectiveness.  Despite the fact that most
learners indicated that they were not particularly interested in geology, the answers to
these questions indicated overwhelmingly that subjects found Tectonica enjoyable,
easy to use, and productive.  Significantly, the two questions that compared Tectonica
with book learning favored the hyper-book (standard deviations of about 1, two of the
19 subjects would prefer a text book).

Areas where 3 to 5 subjects expressed frustration included (from focus-group
data): not finding content they wanted because the book was incomplete; the TOC,
showing all of the 400 pages listed with hierarchical nesting, was overwhelming;
subjects were sometimes surprised to find themselves back at a page they had
previously been (the software does not provide the classic "Back" button as in most
hypermedia); and several subjects were confused with the parent/child/sibling
metaphor used for the hierarchical structure of the hyper-book.  These will be
addressed in future software versions.

Navigation Tool Use. The major disappointment of the trial is that subjects did
not use either the Custom Navigation or the Related Links as much as we had hoped.
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Since these are potentially the most complex features to understand, the low use
likely contributed to the positive findings noted above.  Of the 18 types of navigation
moves tracked, the most common over all subjects were: Go To Child (19% of the
total moves), Return (17%), Search (13%), Custom Depth feature (10%), TOC (9%),
and History (6%).  Navigation using Related Links occurred in just 1% of the moves
(it was used a total of 10 times).

Subjects did navigate through the hierarchical content space, maintaining or
deepening/expanding topics of interest, but usually they selected particular children
rather than selecting Explain More to visit all of the children.  Also, they did exhibit
exploratory, non-hierarchical navigation, but chose to use the TOC and search engine
as jumping off points for their tangential explorations rather than Related links.  Use
of the Custom Depth feature was, though less then hoped for, respectable, while use
of Related links was almost non-existent, in sharp contrast with use of the direct-to-
child links.  We strongly suspect that the visual salience of these two features effected
their frequency of use.  A list of a page's children appears at the bottom of each page,
while the "Related Info" tab has to be clicked to pull out the Related Pages list.  In a
future study we will switch the location of these features to measure the effect of
salience on use.

6. Conclusions

We have described a formative evaluation of Tectonica Interactive, an introductory
geology hyper-book that was authored and delivered using the MetaLinks software.
MetaLinks is designed to provide a framework and authoring tools for the creation of
adaptive hypermedia documents that support the learner's exploration of richly
interconnected material.  The formative evaluation involved 19 subjects, and data was
collected from navigation traces, a questionnaire, focus-group discussions, and think-
aloud interviews. The data (some of which is still being analyzed) is leading to
conclusions in several areas, including: differences between open and closed tasks,
differences between the first and second sessions due to increased familiarity with the
software; the importance of feature salience; factors effecting hierarchical vs.
tangential navigation patterns; identifying a set of stereotypical navigation styles; as
well as numerous feature improvements indicated from the data.   In this paper we
focused on the issues of disorientation, cognitive overload, discontinuous flow (poor
narrative flow or poor conceptual flow), and content non-readiness.  We were
interested in how features of the current implementation address these issues, and we
were looking for evidence for the need of more advanced (adaptive and/or intelligent)
features.  We discovered that the current set of features, which leave the locus of
control and intelligence solidly with the learner, in general avoid all of these potential
problem issues.  Learners responded positively to questions regarding the usability
and usefulness of MetaLinks.  90% said they would prefer using the hyper-book to a
text book.  No individual feature stood out as being confusing, but the Related (non-
hierarchical) Links and the Custom Depth Control features did not get as much use as
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we had intended. At this point we have not found any strong evidence for the need of
additional adaptivity or intelligence. In particular, by issue:

Content readiness and conceptual flow.  Adaptive content has been used in
other systems to customize page content to the learner's readiness and goals.  With
MetaLinks we found that stretch-text for footnotes and details allowed the learner to
obtain more elaborate information as needed. Adaptive sequencing has been used
elsewhere to ensure that prerequisite pages are given first.  In MetaLinks stretch-text
glossary word definitions, and the ability to click to go to a glossary word's "base
page" enabled learners to easily fill in missing prerequisite knowledge.

Narrative flow.  While others have designed sophisticated methods for creating
narrative transitions between arbitrary chunks of content, we found that the relatively
simple narrative smoothing feature worked to ensure a smooth narrative flow.

Disorientation and cognitive overload.  The MetaLinks Annotated TOC and
Annotated History features, along with other cues for where each page was situated in
the hierarchy, seemed adequate to keep users oriented. There was little evidence of
learners loosing track of where they were or how to get where they wanted to go.
The design of the user interface and navigation tools seemed to avoid problems with
cognitive overload.  However, the two most complex features were not used very
often.

It is important to note that generalizations from these results are limited in
several ways, including: small sample size, possible idiosyncraticies of the geology
domain, and  the sparse use of the Related Links and Custom Depth Traversal
features.

This work supports the notion that good interface design and passive but
powerful user features can sometimes provide the benefits that are ascribed to more
sophisticated or intelligent features (which can be more presumptive, controlling, or
intrusive than passive features).  A corollary to this notion, which we did not test but
has been proven out in numerous projects, is that no matter how intelligent or
sophisticated educational software is, inadequacies in the interface or usability of the
software will surely overshadow the benefits of the intelligence. We by no means
intend to indicate that sophisticated modeling and intelligence is of no benefit, but
rather that non-intelligent, yet full-featured, base-line software should be developed
and evaluated before adding intelligence, in order to determine the most effective
applications of intelligence.

Our future work will take us in several directions.  We will soon be using
MetaLinks to author hyper-books in other domains.  We will be studying design
issues in the process of authoring hyper-books.  We will be trying to determine
whether Related Links and Custom Depth Control can be made more useful.
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Abstract. Constraint-based models [7] represent the domain by describing
states into which a solution may fall, and testing that solutions in a state are
consistent with the problem being solved. Constraints have a relevance
condition (which defines the state) and a satisfaction condition (which tests the
integrity of the solution.) In this paper we present a purely pattern-based
representation for constraints, and describe a method for using it to generate
correct solutions based on students’ incorrect answers. This method will be
used to tailor feedback, by presenting the student with correct examples that
most closely match their attempts.

1   Introduction

Constraint-based modeling (CBM) [7] represents the domain as a set of states, where
all solutions that are a member of a constraint's relevance state must also be a member
of its satisfaction state. This approach is only interested in states that are considered to
be pedagogically significant: it is not concerned with any other states the solution may
be in, nor in the path used to arrive at the solution. This dramatically reduces the
amount of information required in the model, overcoming the problem of general
student model intractability [10]. The definition of constraints in constraint-based
modeling in [6] specifies the minimum requirements of a constraint, but leaves open
the representation of the constraint conditions. Ohlsson suggests that a variety of
methods might be employed, including pattern matching: the important point is that
each state constraint is a pair of (possibly complex) tests on problem states.

This work is based upon SQL-Tutor [4], an Intelligent Tutoring System based on
CBM, which teaches the SQL database language to second and third year University
students. The system has taken four years to build, and now contains around 500
constraints. CBM is used for two purposes: to diagnose student answers, and as a
student model. Ohlsson does not describe using CBM for long-term modeling. SQL-
Tutor uses an overlay model [1]. Constraints are encoded in LISP, where state
definitions are fragments of LISP code. In this paper, we propose an alternative
representation for constraint-based models, which allows constraints to be used to
generate solutions. We use this feature to build correct solutions to problems that the
student has answered incorrectly, where the generated solution is as close as possible
to the student’s original answer.



384      Brent Martin and Antonija Mitrovic

We first describe CBM in more detail. Section 3 presents the strengths and
weaknesses of SQL-Tutor. Our new representation is introduced, and its features
described in section 4. We then explore one of the potential added uses for the new
representation, namely tailoring feedback by correcting the students’ wrong answers.
Finally we draw conclusions about the new representation and feedback generation,
and indicate further research areas we are pursuing.

2   Constraint-Based Modeling

CBM is a method that arose from experiments in learning from performance errors
[8]. Ohlsson proposes that we often make mistakes when performing a task, even
when we have been taught the correct way to do it. He asserts that this is because the
declarative knowledge we have learned has not been internalised in our procedural
knowledge, and so the number of decisions we must make while performing the
procedure is sufficiently large that we make mistakes. By practicing the task,
however, and catching ourselves (or being caught by a mentor) making mistakes, we
modify our procedure to incorporate the appropriate rule that we have violated. Over
time, we internalise all of the declarative knowledge about the task, and so the
number of mistakes we make is reduced.

Procedure-tracing domain models [1] check whether or not the student is
performing correctly by comparing the students procedure directly with one or more
“correct” ones. In CBM, we are not interested in what the student has done, but in
what state they are currently in. As long as the student never reaches a state that is
known to be wrong, they are free to perform whatever actions they please. The
domain model is therefore a collection of state descriptions, of the form:

“If <relevance condition> is true, then <satisfaction condition>
had better also be true, otherwise something has gone wrong.”

In other words, if the student solution falls into the state defined by the relevance
condition, it must also be in the state defined by the satisfaction condition.

3   Motivation

In SQL-Tutor, constraints are encoded in LISP (as is the rest of the system,) where a
constraint is checked for violation by evaluating the code fragment for the relevance
condition, and if true, evaluating the code for the satisfaction condition. The domain
model is a flat set of around 500 modular constraint definitions. A student answer is
diagnosed by testing each constraint in turn. The student model is an overlay of the
domain model, containing a tally of the number of times each constraint has been
used, and how many times it has been violated. Another student model has been
explored, which takes into account the evolution of each constraint over time, and
superimposes a structure over the flat constraint set to allow decisions based on the
student model to look more generally at student performance [2]. A probabilistic
model has also been proposed [3].
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Feedback in SQL-Tutor is applied directly to each constraint in the domain model:
when a constraint is violated, it produces a message that describes the underlying
domain principle that has been failed. In addition, the student may be shown all or
part of a correct solution. Problems are chosen based on the student model: the
constraints which are relevant to each question are compared to the student model, to
see how they match the student’s performance on those constraints. The problem that
best matches the currently targeted constraints wins.

SQL-Tutor has been successful in the classroom, and is well liked by the students
who use it [5]. However, there are two areas that might be improved if the constraint
set could be used to generate SQL. These are now described.

3.1   Feedback Can Be Misleading

SQL-Tutor selects problems from an authored set of examples. Each problem consists
of the problem text, and an “ideal” solution to the problem. In SQL, usually there is
more than one correct query for any problem, so the ideal solution represents just one
of a (possibly large) set of correct solutions. Because the domain model is state-based,
it is able to cope with differences between the student and ideal solutions.

Problems arise, however, when the ideal student solution is presented to the student
as feedback. Through a series of in-class evaluations of SQL-Tutor, we have
measured the apparent speed of learning while pupils interact with the system.
Analysis of the data obtained indicates that differences in the feedback given have a
significant effect on the speed of learning. Further, one of the most successful modes
of feedback is "partial solution", where the pupil is presented with the fragment from
the ideal solution for one of the SQL clauses in which they have made mistakes. The
drawback with this approach is that the fragment may sometimes be correct within the
context of the ideal solution, but incorrect within the context of the student solution.
Consider the following example:

Problem:
List the titles of all movies directed by Stanley Kubrick.

Ideal Solution:
SELECT title
FROM movie
WHERE director=(select number from director
   where fname='Stanley' and lname='Kubrick')

Student Solution:
SELECT title
FROM movie join director on number = director
WHERE fname='Stanley' and lname='Kubrick'

Submitting this attempt (correctly) yields the following result:
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"You have used an attribute in the FROM clause which appears in several
tables you specified in the FROM clause. Qualify the attribute name with the
table name to eliminate ambiguities."

However, when prompted for a partial solution for the FROM clause, the system
returns “FROM movie” which is not correct within the context of the student solution.

3.2   Limited Problem Set

SQL-Tutor contains a set of 82 problems, from which each problem to be presented to
the student is chosen. A selection is made based on the best fit between the constraints
relevant to each problem, and the target constraints suggested by the student model.
Two problems may arise when doing this: (1) there may not be an example which is a
good fit for the student’s current state, and (2) we may run out of problems to set the
student.

4   Constraint Representation

In the new representation, constraints are encoded purely as pattern matches. Each
pattern may be compared either against the ideal or student solutions (via a MATCH
function) or against a variable (via a TEST function) whose value has been
determined in a prior match. An example of a constraint in SQL-Tutor using this
representation is:

(34
"If there is an ANY or ALL predicate in the WHERE
clause, then the attribute in question must be of the
same type as the only expression of the SELECT clause of
the subquery."

(match SS SELECT '(?* ?a1
  ("<" ">" "=" "!=" "<>" "<=" ">=")
  ("ANY" "ALL") "(" "SELECT" ?a2 "FROM" ?* ")" ?*))

(and (test SS (!type (?a1 ?type))
     (test SS (!type (?a2 ?type))))

"WHERE"
)

This constraint tests that if an attribute is compared to the result of a nested
SELECT, the attribute being compared and that which the SELECT returns have the
same type. The syntax of the MATCH function is:

(MATCH <solution name> <clause name> (pattern list))

where <solution name> is either SS (student solution) or IS (ideal solution) and
<clause name> is the name of the SQL clause to which the pattern applies. The



Tailoring Feedback by Correcting Student Answers      387

pattern list is a set of terms, which match to individual elements in the solution being
tested. The following constructs are supported:

• ?* - wildcard, matches zero or more terms that we are not interested in
• ?var - variable, matches a single term
• "str" - literal string
• (lit1, lit2, lit3…) - list of possible allowed values for a single term

Variables and literals (or lists of literals) may be combined to give a variable
whose allowed value is restricted. For example, ((“ANY” “ALL”) ?what) means that
the term that the variable ?what matches to must have a value of “ANY or “ALL”.
Subsequent tests of the value of a variable may be carried out using the TEST
function, which is a special form of MATCH that accepts a single pattern term and
one or more variables.

In the previous section we stated that SQL-Tutor uses domain-specific functions to
extract features of the solutions, and to make special comparisons between them. In
the new representation, this is no longer required. For example, comparisons which
test for a relationship between two variables are accomplished using a list of tuples,
which enumerates the relationship. The type of an attribute is obtained in this fashion
by testing the attribute variable against a list, i.e.

(TEST SS ((("director" "INTEGER")
           ("lname" "STRING")…)(?attribute ?type)))

Describing all constraints fully in the above format leads to much repetition. Match
templates are used to reduce the effort of encoding the constraints. For example, the
match template for !type used previously is:

(!type (??a ??t) = (test ((("director" "INTEGER")
                    ("lname" "STRING")…)(??a ??t)))

When the constraint set is compiled, the template names are expanded into their
corresponding pattern matches. The constraints that are used for evaluation are,
therefore, purely pattern matches with no sub functions. It is this property that
facilitates generating SQL from the constraint set.

5   Solution Generation

In the new representation, the (expanded) constraints make explicit all of the encoded
domain knowledge: for any given constraint, all requirements of the ideal and student
solutions are encapsulated in the MATCH and TEST pattern lists, and the logical
connectives between them. This means that the relevant constraints plus the variable
bindings for each describes all that we know about the solution relevant to the
problem, given our current domain knowledge.

Consequently, given a complete domain model, we can rebuild the solution from
just the relevant constraints and their bindings. In the following example, we list the
match patterns resulting from the evaluation of a correct student solution. Only
matches related to the student solution are listed, with variable bindings substituted
back in to give bound fragments of the student solution. The resulting list contains
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many fragments that subsume others, i.e. they are a more specific version of one or
more other fragments. In this case, the subsumed fragments are deleted.

Ideal Solution
SELECT title
FROM  movie
WHERE  director=(select number from director

where fname='Stanley' and lname='Kubrick')

Student Solution
SELECT title
FROM movie join director on director = director.number
WHERE lname = 'Kubrick’ and fname = 'Stanley'

Bound Matches (with subsumed fragments omitted)
SELECT (title ?*)
FROM (?* movie JOIN director ON director = director.number ?*)
WHERE (?* lname = 'Kubrick' and ?*) (?* = 'Kubrick' and fname ?*)
        (?* 'Kubrick' and fname = ?*) (?* and fname = 'Stanley' ?*)

The WHERE clause contains more than one fragment. These are “spliced” together
by joining overlapping fragments. Removing the wildcards yields:

SELECT (title)
FROM (movie JOIN director ON director = director.number)
WHERE (lname = 'Kubrick' and fname = 'Stanley')

which is the same as the student solution.

6   Correcting an Erroneous Solution

To provide tailored feedback, we produce a correct solution that is as close as possible
to the student’s attempt, based on pattern matches from the relevant constraints. The
previous example illustrates that the constraints may contain sufficient information
about a correct solution to rebuild it. In the case of an incorrect solution, the
fragments obtained from satisfied constraints tells us about the correct parts of the
solution, while violated constraints indicate parts of the solution that must be
corrected. To build a correct solution from a mal-formed one, we correct each
violated constraint, and add the resulting fragments to those obtained from the
satisfied constraints.

There are three types of constraint violation that may occur: a MATCH against the
student solution fails; a MATCH against the ideal solution fails; and a TEST fails.
The first failure type indicates that one or more terms are missing from the student
solution. This is corrected by adding the fragment for the failed MATCH. The second
failure indicates that there are one or more extraneous terms in the student solution,
which can be corrected by omitting the match fragment. Finally, a failed TEST
indicates that one or more variables in a previous match fragment are incorrect. These
are corrected by substituting the expected value for those variables.
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The correct solution is built by beginning with the set of solution fragments created
by the satisfied constraints, and passing it through a modified version of the constraint
evaluator, which accepts bound matches (including wildcards) as valid input. Each
time a constraint is violated, action is taken (as indicated above) to remove the
violation. The fragment set is then checked for subsumed fragments, and these are
removed. The cycle then repeats until no constraints are violated. At this stage the
fragments are spliced together, as in the previous section, and wildcards removed,
yielding a corrected solution.

7   Example of Solution Correction

SQL-Tutor has been subjected to three evaluation studies [5] where, as well as
collecting general statistics about the performance of the system, we logged the
students’ attempts. There were many cases where the student solution was
fundamentally different to the ideal solution, and so the feedback given for a partial
solution was not relevant to their answer: Of all partial or full solutions presented to a
student, 22 percent were either fundamentally different to the student solution, or
differed such that the student made unnecessary alterations to their solution. We now
examine the performance of solution generation in one such situation. As detailed in
the previous section, generating the correct solution involves testing the solution
against the constraints, extracting solution fragments from satisfied constraints, and
adding, removing, or modifying fragments for violated constraints. This process is
repeated until all fragments are valid, and none are missing. The solution is then built
by splicing together the remaining fragments.

In the following example, the student has made one minor mistake: they have
omitted a quote. This, however, has several consequences: the expected quoted string
is missing (and an incorrect one is instead observed;) the construct of the rest of the
clause is rendered syntactically incorrect; and the mal-formed string is identified as an
erroneous attribute name. The ideal and student solutions are:

Problem:
List the titles of all movies directed by Stanley Kubrick.

Ideal Solution:
SELECT title
FROM movie
WHERE director=(select number from director

where fname='Stanley' and lname='Kubrick')

Student Solution:
SELECT title
FROM movie  join director on number = director
WHERE lname='Kubrick and fname='Stanley'

On the first assessment, the student solution is passed to the constraint evaluator,
which returns the set of correct fragments, and the action list for violated constraints.
The fragments returned are:
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SELECT (?* title ?*)
FROM (?* movie JOIN director ON director = director.number ?*)
WHERE (?* lname = ?*) (?* 'Kubrick and fname  = ?*) (?* = 'Stanley' ?*)

The action list indicates how to correct the violated constraints. Table 1 depicts the
actions carried out on this fragment set.

Reason Failed binding Remedy Result
Constants used in
comparisons must
be compared to an
attribute

Where ?*
‘Kubrick and
fname =
‘Stanley’ ?*

Replace (‘Kubrick and
fname) with a valid
attribute

The failed match is
replaced with a term of
the form (?* ~attribute =
‘Stanley’ ?*)

String constants
appearing in the
ideal solution must
appear in the
student solution

Where ?*
‘Kubrick’ ?*

Add the missing match Fragment added

Table 1. actions carried out after initial assessment

At this stage the incorrect term (‘Kubrick and fname) has been removed from the
fragment list, and the missing string ‘Kubrick’ added, along with a placeholder for the
missing attribute. This is a consequence of the modularity of the constraints: a
constraint that tests that an attribute is valid and/or present does not know which
attribute is the required one. An interim solution is now built from the fragments, and
resubmitted. This continues until the solution no longer violates any constraints. At
this stage, the WHERE clause consists of two fragments. These are spliced together,
and the result retested, until it too does not violate any constraints. At this point
wildcards are removed, and the solution is complete. It is a corrected version of the
student solution:

SELECT (title)
FROM (movie JOIN director ON director = director.number)
WHERE (lname = 'Kubrick' AND fname = 'Stanley')

8   Discussion

In the example described in the previous section, we generated a corrected version of
an incorrect student answer, despite the student and ideal solutions being
fundamentally different: the ideal solution has used a nested SELECT, while the
student solution includes a JOIN. This suggests that the new representation is
sufficient for the domain model to be generative. However, there is room for
improving efficiency. First, the algorithm described is greedy, in that it performs
actions for all failed constraints and their bindings, even though they may be undone
by actions for later constraints. In particular, it may generate new fragments that are
later deleted again. This is inefficient, and we need to explore ways to reduce the
amount of redundant work performed, without adding unnecessary complexity.
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Second, each failed constraint results in just one action, based on the first item in
the condition that failed. Some constraints are encoded as a MATCH, with either
unrestricted or partially restricted variable terms, which are then further restricted by
other tests. If the initial MATCH fails, it will generate an action that adds a fragment
containing similarly general terms. These terms will remain until they are picked up
by another constraint failure (possibly for this same constraint) in a subsequent
processing step. It may be possible to perform more work at each action, by
incorporating more than just the first failed step in the condition, thereby reducing the
number of iterations overall.

Finally, there is no guarantee that the solution being built will converge. Often,
there are multiple ways to satisfy a failed constraint, some of which may lead to
extraneous constructs being added to the solution. It is important that these are
removed, and that the solution does not “oscillate” between two or more solutions.
We are currently investigating this behaviour.

9   Conclusion and Further Work

Constraint-based modeling is an “innocent until proven guilty” approach to domain
modeling, for which the representation of the constraints has not previously been
explicitly designed. We presented a pattern-based representation that can be used to
fully encode the required domain knowledge without supporting functions. We have
shown that by using this representation, the SQL-Tutor constraint-based model can
generate valid SQL queries. We have demonstrated one benefit of this feature: that we
can generate corrected versions of student answers, for use as feedback. We now need
to verify the approach, by further testing with SQL-Tutor, and by exploring other
domains, to see whether the approach can be applied to constraint-based models in
general. We are also investigating the following areas.

9.1   Problem Generation

We previously described the limitations of using a fixed problem set. When correcting
student solutions we began with bound fragments obtained from the relevant
constraints. An extension of this is to generate an ideal solution from unbound
fragments, obtained from the set of target constraints. In many cases, potential values
for unbound variables in the fragments will be enumerated in the constraints
themselves (e.g. all valid values for a table name are enumerated in constraints which
check that a table name is valid,) while others (such as literals) will need to be
provided externally.

9.2   Constraint Authoring

The new representation is a concise language, with a simple structure and few
constructs. We intend to produce an editor that facilitates the writing of constraints
and match templates.
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9.3   Constraint Induction

We have shown that examples can be generated from constraints. An interesting
possibility is whether constraints can be induced from examples. Much human
intervention would still be required, because: the feedback for each constraint would
need to be input; the inducer is unlikely to induce all desired constraints; and some of
the induced constraints may be fortuitous or incorrect generalisations. We are
currently investigating using the MARVIN algorithm [9] to induce constraints in
partnership with a teacher.
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Abstract.  This paper presents an approach to the design of a learning environment in a
mathematical domain (elementary combinatorics) where problem solving is based more on
modelling than on deduction or calculation. In this approach, we want to provide the student
with a presentation which is close to the natural language formulations that she tends to give
spontaneously, while ensuring a rigorous mathematical reasoning.  To do so, we have
introduced three modelling levels : first a mathematical formalisation of the students’ intuitive
process, then a conceptual and computational model allowing mathematical reasoning as well
as communication with the student, and finally a presentation consisting in several interfaces,
each one grouping problems of some class.  These interfaces are viewed as nondeterministic
“machines” that the student uses to build a configuration satisfying some constraints.

1 Introduction

Classically, the activities offered by an intelligent tutoring system (ITS) are
centred on problem solving.  In the domain of mathematics, proposed problems are
often solvable by a deductive method: starting from the given facts, considered as a
set of axioms, the learner can apply inference rules to get new facts and so find a way
to the property to prove or to the result of the requested calculation.  While this kind
of process is promoted in such domains as transformation of algebraic expressions
[9] and proof of geometric properties, it is not suitable to all domains.  In other
domains such as combinatorics (counting the number of ways of arranging given
objects in a prescribed way), this unsuitability is apparent in the pupils’ reactions to
the problems: “I can’t represent the problem”, “I understand the solution given by the
teacher but I don’t understand why mine is wrong”, “I’m proposing a solution but I
have no way of finding out if it is right or wrong”.  We interpret these reactions as
representational difficulties: the main part of the solving process does not come from
a clever chaining of inferences or calculations, but from the elaboration of a suitable
representation and from the transformation of one representation into another
equivalent one.  The importance of representations in problem solving is studied for
example in [1], [3], [11].

We are particularly interested in these domains because they offer a good
opportunity to acquire some important abilities, such as the ability to elaborate
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models.  But because of the difficulties they present and of the particular processes
they require, they are not given much attention to in the official curriculum.  In
France, combinatorial mathematics in secondary school is very little developed.
There is a deficiency here and we think that an ITS approach can help to fill the gap.

This paper presents an approach to the design of a learning environment in
elementary combinatorics at secondary school level (final year), taking into account
the characteristics of this kind of domain.  We first present the “COMBIEN?” project
within which this approach takes place, then we describe the activities proposed to
the learner and the related interaction mode: the interfaces are viewed as
nondeterministic “machines” that the student uses to build a configuration satisfying
some constraints.  We then discuss the modelling choices we made to offer the
student a presentation close to the natural language formulations that she tends to
give spontaneously, while ensuring a rigorous mathematical reasoning.

2. The COMBIEN? Project

Our project, called “COMBIEN?” (“how many?” in French) is to design and
implement a learning environment allowing a student to familiarize herself with the
mathematical concepts necessary to rigorously solve combinatorics problems.

2.1 Project Review

Since the beginning of the “COMBIEN?” project, we have carried on
simultaneously theoretical reflections and implementation experiments.  From our
experience of teaching combinatorics in the classroom, we have defined the
mathematical bases of a solving method, which we will call “the constructive
method” in the rest of this paper.  It is adapted to the usual student’s conceptions and
gives access to the mathematical theory of the domain [8].  We have defined a
classification of the domain problems and solution schemata associated with the
different classes.  This classification has been used as a basis for an IA system that
solves combinatorics problems [7].  We have defined a language to represent a
problem and a solution according to the constructive method and we have
implemented an IA system that can verify a solution written in this language.  This
language proved difficult to use because of its generality and abstraction, so we have
defined a conceptual object-oriented model better suited to an interactive use.  This
model has been implemented in experimental data input interfaces [2].  In the same
time, we have implemented different interface prototypes to explore various
interaction possibilities [5].   From this, we selected a certain kind of interface that
we called “configuration building machines” [8].

The paper presents the design principles that lie at the basis of these machines.

2.2 Pedagogic Objective

The combinatorics problems that we consider have all an analogous form: given a
set or sets (e.g.  a pack of 32 cards), count within some “universe” of configurations
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(e.g.  the set of all possible five-card hands) the elements satisfying some constraints
(e.g.  including two spades and two hearts).  Rigorously solving this kind of problem
requires an appropriate, often abstract and complex representation using the concepts
of set theory (e.g.  sets, mappings, sets of sets).  For a beginner, this approach is
inaccessible because the representation is very different from the usual mental image.

However, some students are able to solve these problems [6].  Their answer,
though correct, is not a real mathematical proof and they are generally unable to
justify every aspect of it.  Our objective is to introduce some basic concepts (e.g.
sets, lists, mappings from a set to another, equality of sets defined by constraints) and
some reasoning schemata that can be applied to them.  The point is to acquire
representations and practices of the domain in order to prepare a subsequent
theoretical course, so that abstract theorems become understandable and can be
effectively used.  To reach this goal without excessive formalisation, we give the
learner the possibility to express herself in terms similar to those of the usual
student’s answer.

To achieve our project, we first carried out a theoretical study of the domain in
order to specify what we wanted the student to learn and what activities could help
her to reach this goal.  We have elaborated a mathematical formalisation of the
method corresponding to the typical answer given by students [8].  We have called
this method “a constructive method for counting”, as it is based on a dynamic
perspective describing a sequence of actions.  Let us start from what the learner
knows to bring her progressively to the awareness of the underlying abstract
structures and of the rigorous methods of mathematical reasoning that apply to these
structures.

The aim is not so much to make counting experts, as to train students to a
modelling task and to make them able to represent a situation by a complex structure.
This ability is essential in modelling and design activities, as shown by the increasing
importance attributed to modelling methods in software engineering.  We think that
counting problems are a good starting point for that and that similar processes can be
found in other domains like probabilities and algorithmics.  Moreover, solving
counting problems does not request only to know how to describe a structure, but
also to reason about such a description.

3 The Student’s Activities

The activities that we offer to the learner do not consist in counting but in
describing.  Before asking “how many?”, it is necessary to first ask “what?”, in order
to give a precise representation of the configurations that must be counted.  In the
course of an activity, the student must fulfil three requirements, that we specify in
this section: she must produce some result, she must use some specific resources to
produce this result and the process that she follows must be generic.

The result that the student must produce at the end of each activity is an example
of a configuration satisfying some constraints.  For example, a five-letter word
including two occurrences of the letter A.  A possible answer is “ALPHA”.  But we
do not ask her to simply write an example, we force her to use certain resources to
build it, in order to make her aware of the structure of the configuration.
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The resources offered to the student look like a “machine” to which the student
must give instructions so that it produces the desired result.  We have chosen the
instruction set and the inner workings of such a machine to familiarise the learner
with the underlying representations and principles.  For example, an instruction can
be something like “select 3 positions and fill them with letters taken randomly in the
set of the letters different from A”.  The machine carries out this task and replies
something like: “I have selected the positions 2, 4 and 5.  At the position 2, I put an
L, at the position 4, I put a P, and at the position 5, I put an H”.  This presentation
suggests the mathematical concept of a mapping from the set of the possible
positions (1 to 5) into the set of letters.  In order to solve the above problem, the
learner will have to say something like:

1. I declare I am going to use 5 positions, from 1 to 5.
2. I declare I am going to use the usual alphabet with 26 letters.
3. At the start, all positions are free.
4. First, I want the machine to select 2 free positions and to fill them with “A”.
5. Next, I want the machine to select 3 free positions and to fill them with letters taken

randomly in the set of the letters different from A, with possible repetitions.
6. After that my work will be done: the generated word will be a solution.

The learner’s activity is thus a kind of programming, with declarations and
instructions.  But, unlike classical programming, programs here can include
nondeterministic instructions.  It is not the learner who selects positions or letters, it
is the machine that does it randomly, according to the specifications of the learner.

The process followed by the learner must be generic: she must write instructions
so that, if the machine executed them in all possible ways, it would produce all
solutions, nothing but solutions and each solution exactly once.  This rule is what we
call the basic principle of counting.  Note that the machine does not actually execute
the instructions in all possible ways, but only in one way, randomly chosen.

4 Interface and Interaction

A machine appears on the screen in a window like a form including interaction
elements (widgets) of a classical type: buttons, menus, fields.  Each machine
concerns a particular problem class, but all machines have the same use pattern: the
learner selects a problem to solve, she gives a model of this problem and then she
gives a construction of a solution, i.e.  a program.  Problems are stored inside each
machine not only as texts, but also in an internal representation.

The student selects the text of a problem in natural language by a selection device
(a menu and a text field).  She must then specify some elements in order to model the
problem.  For example, for the problems of the type “build a five-card hand with two
hearts and two spades”, she must specify how many elements she wants and in which
set the machine must select them.  The possible sets are predefined in a menu, each
answer being connected to her usual experience.  The student can for example ask: "I
want to build a set of [five] elements, taken from [a pack of 32-cards]" (the words in
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brackets are chosen from menus).  This first modelling stage is thus very short while
bringing an awareness of representation choices.

The student then describes her construction in the form of an instruction
sequence.  In this example, all instructions have the same type, like the following
example: "I want [two] elements whose [suit] [is] [spades]".

The presentation is like a text written in natural language, with blanks to fill in.
The syntax and the type of words suggest the role of each element, so it is not
necessary to label them with abstract concepts like “attribute”, “comparator”,
“value”.  In the internal representation, these labels exist and the elements that look
like strings are in fact composed objects (“suit” is an instance of an Attribute class,
and is related to its possible values and to the sets to which it can be applied).  The
menus’ item lists are dynamic: for example the last menu to the right (possible
values) has been updated when the student selected the attribute “suit”.

The learner then asks the machine to execute the instruction, which provides a set
of elements (for example a seven of spades and a queen of spades) that are
automatically added to the current configuration, which always stays visible on the
screen.  This automatic addition makes what would be the final instruction of the
construction implicit: form the reunion of all generated pieces.  The resulting
configuration could be for example: {seven of spades, queen of spades, ten of hearts,
eight of hearts, king of diamonds}.

The machine restricts the learner’s possibilities in order to guide her through her
progression and to prevent mistakes caused by inconsistencies or confusions without
pedagogic interest.  However, the machine leaves her the possibility to make
mistakes concerning combinatorics concepts and signals them.  But the most
interesting errors are the violations of the basic principle of counting: “I refuse to
execute the instruction ‘select two spades’ because you already asked ‘select three
spades’ in a preceding instruction.  If I accepted, certain configurations would be
generated more than once, for example …”.  The machine is specialised in a
particular program schema, so it possesses the necessary knowledge to make this
diagnostic.

5 Modelling Issues

The above interfaces are based on an internal representation implementing a
model of the domain and of the problems.  We discuss here modelling issues, the
choices we made and the lessons that can be learned.

5.1 Problem Classes and Program Schemata

As the learner’s activity is a kind of programming, it is necessary to define the
concepts involved in this type of programming as well as a language to express them.
We first defined a language based on basic set theory, which uses such concepts as
interval, cartesian product, reunion, complement, subset, combination, function,
injection, singleton and others.  A program to build a configuration is composed of a
sequence of declarations of set and declarations of mappings.  These mappings are
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nondeterministic instructions to build pieces of the result, the building of the result
being a reunion of pieces.  We implemented a prototype using this language, but it
became clear that it could not be proposed to a student.  Although all instructions are
elementary, it is not easy to understand how they are arranged to produce the result,
and it is even less easy to invent this arrangement from scratch.  The language is then
like an assembly language: powerful and general, but unstructured and at too low a
level.  This phenomenon is likely to happen in most of the domains where problem
solving relies on a modelling phase: a general mathematical theory that can represent
the problems may be unsuited as a communication mean with the student.  We then
abandoned this approach and introduced the idea of a program schema, which we
present below.

In fact the program has a structure: it first includes declarations of fixed sets
necessary to the construction, then non deterministic instructions  (mapping between
two sets) using auxiliary instructions for selecting subset of former sets and finally
the building of the result as a reunion of the pieces.  Moreover this structure naturally
results from a plan according to which it is possible to build a configuration as an
union of mappings.

But asking a beginner to invent such a plan from scratch is too demanding.  For
an expert, this structure and this plan correspond to a classical resolution schema
associated with a certain problem class.  An expert knows different classes and their
related resolution schemata, and this helps him to solve classical problems: he first
analyses the problem to identify its class and then, he applies an associated resolution
schema.  In fact, using a classification to solve problems is a general method.
J.G. Dubois [4] proposes a classification for simple combinatorial configurations, but
it does not exactly cover the problems that we consider and it was not conceived to
be used in a learning environment.  We have defined our own classification of the
problems of the domain allowing to solve the major part of the problems that are
posed at the considered level.  This classification served as a basis for Syrclad-
Combinatorics, a system that automatically solves combinatorics problems [7].

The existence of classes on the screen, is suggested by the existence of different
windows, each showing a “machine to build configurations”.  Each machine is
associated with a problem class and a resolution method (a program schema to build
a configuration).  Each machine proposes problems that can be modelled according
to the class and solved by the associated method.  The important idea is that this class
and this method are embedded in the look and the inner workings of the machine.

The program structure is predetermined: first declaration schemata, then a
sequence of instructions having all the same schema.  The learner does not have to
reinvent this structure, but she has still choices to make to reach her goal.

What can be remembered from this discussion is the idea to classify problems and
to present each class in an appropriate way, rather than to use a unique general
formalism.

5.2  Domain and Problem Modelling

A machine must build configurations according to the learner’s instructions and
reason about these instructions, for example to verify that they respect the basic
principle of counting cited above.  It must include a computational model of the
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domain that allows mathematical reasoning.  On this point, we agree with [9] when
he stresses the importance of models explicitly described at knowledge level, and the
necessity to elaborate a “resolution theory” of the domain.  Despite the anticipated
variety of the machines (about fifteen), this model must be the same for all machines
to reflect the internal consistency of the domain.  It must allow to represent not only
mathematical concepts, but also the problems and the learner’s activity, which is
centred on a specific method (our constructive counting method [8]).

We have defined such a model as an object-oriented conceptual model in the
sense of software engineering.  The higher level classes are Problem and
Construction, thus reflecting the learner’s activity: she is given a problem and she
must represent it and solve it by providing a construction (a program).  Each machine
represents a certain construction type associated with a problem type.  The definition
of the conceptual model is based not only on the logical structure of the main
concepts (problem, construction), but also on a concern that the student can use a
representation close to her usual language.  This has been made possible by the fact
that the underlying theoretical method (the constructive counting method) has been
itself elaborated from the students’ usual answers.

Fig. 1. The class "Referential" and the instance 32-card pack.

To compensate for the excessive generality of mathematical language, where
every structure can be assimilated to a set, we have assigned different roles to the
structures involved in counting, and namely to those involved in the constructive
method.  For example, the sets of objects (a pack of cards, the letters of the alphabet,
tokens) used to form configurations have been called “referentials” and the set of
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configurations in which the solutions are selected has been called “universe” (it is
similar to the possibility space in probability theory).  This vocabulary and these
concepts do not appear, to our knowledge, in usual courses on combinatorics, but
they have proved helpful.  A referential (Fig.1 above) is the union of subreferentials,
each of them being defined as a set of couples attribute-domain.  The "suit" attribute
(for a card-pack) derives its values from the domain composed of the values hearts,
spades, diamonds, clubs.  A domain is defined as an enumeration of values or as an
interval of numerical values or alphabetical values.  To each attribute, we can
associate predicates applying to values (for instance the "being red" predicate applies
to suits of cards).

There are 2 types of universe: PartUniverse (used to model a set of parts of a
referential, for instance the set of the 5-card hands from a 32-card pack) and
AssociationUniverse (used to model a set of mappings from a set into another, for
example the set of 5-letter words, each word seen as a mapping from the set of 5
places into the set of letters).

Some concepts do not concern directly mathematical objects (sets, elements,
universe) but the means of expression offered to the learner.  This introduces a
metalevel, which we discuss below.

5.3 Metamodelling

To communicate with the machine, the learner must speak of objects included in
referentials, such as playing cards and tokens that can be coloured and numbered.  It
is often heard that combinatorics does not require to know the nature or the
properties of the involved objects, because the only goal is to count them.  This is not
quite true.  In order to count configurations including playing cards, it is necessary to
know that each card has a suit and a value, and what the possible values of these
attributes are.  Likewise, it is necessary to know what an even number is or what it
means for a letter to be a vowel.  The interface must therefore offer the learner some
means of expression to refer to these objects, these attributes and these properties,
and the conceptual model must include the related concepts.

In fact, the only important aspects are that the objects have attributes, that these
attributes take their values in predefined lists and that it is not necessary to interpret
or decompose these values: they are merely atomic.  However, these values can have
unary properties (a number can be even, a letter can be a vowel) and can be
compared to each other.  We have restricted the representation of objects to these
modelling primitives, which are close to those of the relational model for databases.

To define a subset of a set of objects, the learner can use a declarative selection
formula.  The set of spades in the pack can be designated by: “the cards whose ‘suit’
attribute has the value ‘spades’”.  This concept of selection simplifies the
constructions that the learner must write.  Instead of defining in advance the auxiliary
sets that she will need for her construction (and to do it for example with cartesian
products, which is not very natural), she can introduce them only when she needs
them, as a selection and without naming them.  This comes close to a formulation in
natural language: “I want two cards whose suit is spades”.  The student can introduce
such a selection formula, called "filter" in the model.  It is a conjunction of
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properties, each of them being a comparison, (the suit = spades), a membership (the
suit is in {spades, clubs}) or an assertion using a predicate (the number being even).

Finally, our choice consists in introducing a metalevel: instead of including
predefined classes (e.g.  the Card class, the Token class), we explicitly represent a
representation formalism.  The model includes for example the classes Attribute,
Predicate, Domain, Comparison, Comparator.  One benefit of this approach is to
allow a teacher (or even a student) to introduce himself new types of objects without
having to modify the conceptual model or to program the computer.  Through the
interface, the student uses this formalism to express her solutions, but the
presentation hides the details of the formalism.

Problem Modelling: this formalism is used to model the problem.  For each
exercise, a wording in natural language is stored as well as an internal representation
(class Problem).  A problem is defined by a universe describing the type of
configurations (for instance: the set of all possible five-card hands) and a set of
constraints defining the relevant configurations (for example: the hands including
two spades and two hearts).  Three classes of constraints are defined:
NumberConstraint, RestrictionConstraint, DistributionConstraint.  An example of
NumberConstraint is "with exactly 2 elements whose suit is spades".  An example of
RestrictionConstraint is "the letters at the positions 1 and 3 are vowels".  An example
of DistributionConstraint is "with exactly 2 cards of the same card-value and 3 cards
of another card-value ".

Solution Modelling : In the constructive method, the solution of a problem is given
in the form of a program of construction (class Construction), as defined in Sections
5.1  and 5.2.  There are 2 types of constructions corresponding to the two types of
universe: PartConstruction and AssociationConstruction.  An example of
partConstruction is : "choose 2 cards whose suit is hearts and 3 cards whose suit is
spades".  An example of associationConstruction is: "choose 2 places,  fill them with
the letter A, then fill the other places with distinct letters all of them other than A".

A construction is composed of subconstructions, so that the final construction (a
5-card hand) is the union of the sets given by the subconstructions (2 hearts, 3
spades).  The constructive method demands that the constructions satisfy some
mathematical properties in order to be valid.  For example, for a part construction
(choose 2 hearts then 3 spades), the subsets from which the choices are made (hearts,
spades) must be disjoint.  For each exercise the system has a complete model of the
exercise (class Problem) and an associated solution (class Construction).

6 Conclusion

This paper shows the approach we are proposing within the “COMBIEN?” project
for elementary combinatorics, a mathematical domain where problem solving
presents difficulties that are more of a modelling and representation kind than of a
deduction or calculation kind.  The implementation of an ITS in such a domain must
take this specificity into account with regard to the activities offered to the student,
the conceptual model used by the system, the presentation of the interface and the
mode of interaction.  We propose activities that require the student to model the
problem and to carry out a construction with the help of nondeterministic machines.
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Two obstacles are avoided: the first is to be too abstract, with an excessive
mathematical technicity, and the second is to be too concrete and not to lead to a real
learning of mathematical concepts.  To reduce abstraction, we introduce several
machines associated with different problem classes and corresponding to methods
that are effectively used by students.  To link the student’s activities with a rigorous
mathematical reasoning, we have introduced two intermediary conceptual levels
between the basic combinatorics theory and the interface presentation: first a
constructive counting method and then a conceptual model that can be used in the
reasonings as well as in the interface presentation.

We have implemented several prototypes to test these ideas and we are now
beginning to integrate them in a running system.  In order to implement different
machines more easily, we have devised a general declarative formalism to specify
the interfaces [10], and we have implemented a code generator that generates most of
the interface code from specifications in this formalism.  Our next work will be to
specify and generate different machines with this generator, and to test them with
students.
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Abstract. In this paper, we compare different realizations of the hypotheses
testing approach in the IPSEs (Intelligent Problem Solving Environments)
ABSYNT, PETRI-HELP and MEDICUS and introduce the changes necessary
to transfer the hypotheses testing approach to the real world domain of patent
applications. Patent-IT is the first IPSE to overcome the limiting aspects of
fixed specifications and a black box oracle.

1 Hypothesis Testing and the IPSE Approach

The hypotheses testing approach is a core concept of what we call intelligent problem
solving environments (IPSE) ([8], [9]) and also gives a key qualification having a
beneficial influence on the student’s knowledge acquisition process. The learner
acquires knowledge by actively exploring a domain, creating solution proposals for
problems, testing hypotheses about their correctness, during which the system
analyzes the proposals and provides help and explanations, making use of an oracle or
an expert knowledge base. The IPSEs we developed initially had some limiting
aspects such as fixed specifications and a black box oracle. We now present the IPSE
Patent-IT, which does not exhibit these limitations. This has become necessary due to
the rather demanding domain of inventions and patents. The novice should learn how
to transform an inventive idea into a legal patent.
The IPSE approach is psychologically based on the ISP-DL theory of knowledge
acquisition and problem solving [8], which is influenced by theoretical assumptions
of van Lehn [13], Newell [11], Anderson [1] and Gollwitzer [5]. It briefly states that
new knowledge is acquired as a result of problem solving by applying weak heuristics
in response to impasses. Furthermore, existing knowledge is optimized if applied
successfully. The learner encounters four distinct problem solving phases namely
deliberation, resulting in marking a goal as an intention, planning how to satisfy the
intention, execution of the plan and evaluation of the result. Several design principles
for IPSEs [8] could be drawn from the following assumptions:
• The system should not interrupt the learner but offer help on demand. According to

the theory, the learner will look for and appreciate help at an impasse.
• Feedback and help information should be available on request at any time, taking

the actual problem solving phase of the learner into account.



404      Janine Willms and Claus Möbus

• Help should be tailored to the learner’s pre-knowledge as much as possible. The
best method to fulfill this requirement is to let the learner freely state hypotheses of
the solution.

1.1 The Scope of Our IPSEs so Far and What Is to Come

We have developed several IPSEs in variable application domains. The one common
characteristic is that, the hypothesis testing process is fixed and hidden in a black box.
The IPSEs ABSYNT and PETRI-HELP each define a closed world in which the
learner explores a domain. MEDICUS defines the next step towards a non-closed
world application, because real-world scenarios may act as a source for modeling.
The modeling task is left to the learner, and MEDICUS is able to evaluate the
equivalence of two different representations (specification, bayesian belief networks)
of the real world scenario by an internal and fixed diagnostic process.
Patent-IT is an IPSE, which supports the application of a patent by assessing critical
aspects. The learner needs evaluation, judgement and argumentation skills to perform
this task. He has to construct a model of his invention and is supported by the IPSE in
his critiquing process. In this connection, the domain of patents serves as a kind of
metadomain, which incorporates the hypothesis testing process. Neither a task
specification nor the model are fixed in Patent-IT. The patentability of an invention is
dependent on the state of the art. It is necessary that the model is not a derivative from
the state of the art. This differs from previous IPSEs, where the model was to be
equivalent to a specification or its logical conclusion. The state of the art for an
invention is a real world concept. It is defined by a research in real world patent and
literature databases and consists of a set of documents. By changing the model of the
invention the state of the art also changes. This dynamic behavior of the domain
makes a diagnostic process quite difficult and is realized in Patent-IT as a dialogue
based cooperation of the system and the learner, which makes the process transparent
and understandable for him. The critical dialogue depends on the modeled invention,
the domain ontology known to the system, the results of the search for the state of the
art and the user’s statements and arguments. By defending his invention, the learner
may use his pre-knowledge as much as possible. In impasse situations where he needs
support, Patent-IT is able to control the evaluation process, direct the learner and offer
argumentative hints. Patent-IT is therefore the next consequent step on the
evolutionary line of IPSEs.

1.2 ABSYNT (”Abstract Syntax Trees”)

The ABSYNT [8] problem solving environment supports learners by offering help
and proposals for functional programming in a graphical tree representation of pure
LISP. The learner is given a fixed set of tasks. The programming task is internally
represented as a symbolic goal, which triggers a set of transformation rules developed
in the Munich CIP project ([2], [12]). In a diagnosic, hypotheses and help
environment, the learner may visually state the hypothesis in a tree-like
representation, that his solution proposal (or a boldly marked part of that proposal) to
a programming task is correct. The system then analyzes this part of the solution
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proposal. One reason for the hypotheses testing approach is that, in programs, bugs
cannot be absolutely localized. Therefore, the decision, which parts of a buggy

solution proposal are to be kept, is left to the
learner. This results in the system giving
help and error feedback on the
implementation level by synthesizing
complete solutions, starting from the
learner’s hypothesis. If the hypothesis is
embeddable within a complete solution, the
learner may ask for completion proposals.
The hypotheses testing is a hidden process,
based on a set of hundreds of diagnostic
rules, defining a ”goals-means-relation”,
which analyzes and synthesizes several
millions of solution proposals for 40
programming tasks. The rules, which are not

shown to the user, generate complete solutions, recognize and complete incomplete
proposals. The learner works in a closed world, defined by the tasks and the internal
rules of the IPSE.

1.3 PETRI-HELP

PETRI-HELP [8] supports novices in
learning to model dynamic systems with
condition-event petri nets. Tasks are stated
as a set of temporal logic formulas, which
describe the behaviour of a dynamic
system. The learner is asked to construct a
petri-net model that fulfills the given
formulas. He may test hypotheses based on
his solution by selecting those formulas he
believes to be fulfilled by his model. The
system checks the hypotheses through
model checking ([3],[7]) by interpreting the
temporal logic formulas on the case graph
of the learner’s petri net. This model

checking mechanism is a domain-independent method for dynamic systems. We
adapted it for an IPSE in the domain of pneumatic (PULSE) [14] and electronic
circuits (MSAFE). The model checking process is normally hidden from the learner.

1.4 MEDICUS

MEDICUS [4], [9] is designed as a problem solving tool for modeling uncertain
domains. Diagnosis in domains of complex, fragile and uncertain knowledge is quite
a difficult reasoning and problem solving task. Therefore, the training of diagnostic
strategies will be supported by the system qualitatively (i.e., what information is
necessary to support or differentiate between given hypotheses?) as well as
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quantitatively (i.e., how does information gathered affect my diagnostic hypotheses?
Which information should be acquired next?). The learner may state hypothetical

conclusions of a given situation and the
resulting strategic actions.
The learner may construct bayesian belief
networks (BBN) as explanatory models,
evaluate their consequences qualitatively
and quantitatively and revise the models
with support from the system. The learner
asserts the dependence or independence of
multiple variables in a diagnostic dialog.
He then states the hypothesis that his BBN

is consistent with this information. The system analyzes this hypothesis using the d-
separation criterion. If the dependence and independence assertions are not given by
the modeled BBN, a new BBN is constructed internally from the dependence and
independence assertions and compared to the modeller´s graph. The hypotheses
testing method is a mathematical method, external to the ”learn domain”. It always
leads to a correct answer and allows explanations for a redesign of the modeled BBN.
This may lead to the result that edges have to be removed from and/or added to the
graph in order to be consistent with the dependencies and independencies.

2 Elaboration of a Taxonomy of Different Hypotheses Used in
Our Prior IPSEs

On a high level viewpoint all those IPSEs share the characteristic, which enables the
learner explore a domain, state hypotheses after which the system assesses the
correctness of the solution proposal by a domain-independend diagnostic process.
Even in those systems, different types of hypotheses can be found depending on task
formulation and solution proposal. On taking a closer look, at least two different
dimensions of hypotheses are used in the initial IPSEs. In ABSYNT, a hypothesis is
actually (a part of) the solution proposal, whereas in PETRI-HELP, the hypothesis is
a selection of the task specification. For many domains it is possible to offer those
two dimensions of hypotheses.
MEDICUS is slightly different, because no specific task is given. Instead, the learner
himself models two different representations (dependence/independence statements
and BBNs) of the same domain with the hypothesis that both representations are
equivalent. The independence statements play the role of a specification and the
BBNs, the role of the solution model.
We will show that hypotheses testing in Patent-IT still allows another approach. Like
in MEDICUS, there is no task given, but several criteria mentioned in the patent law
must be fulfilled by the learner’s invention.
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true. This is a hypothesis testing approach, which was not available in the initial
IPSEs, due to the diagnostic process being hidden in a black box.
We can see that the hypotheses testing approach may be applied in many different
domains leading to different forms of realization (Fig. 1). In the next section, we will
describe the IPSE Patent-IT in greater detail.

3 Patent-IT

Patent-IT is designed to help an inventor to evaluate the acceptability of his invention
as a patent. The goals of Patent-IT are to:
-  explain basic concepts of the patent domain ”just in time”,
-  introduce the judgement criteria and judgement processes which are applied by the

patent researchers and patent examiners,
-  lower the inhibition level of applying for a patent by offering simulated trial

applications,
-  gain more detailed information before an expensive patent application process is

started,
-  stimulate the systematic structuring of the invention,
-  discover a strategic combination of invention features,
-  help the inventor search for the state of the art,
-  offer an argumentation testing ground to defend the patentibility of his invention,
-  find and emphasize the critical aspects of his patent application.
In this case, the evaluation process is difficult because many undefined factors are
influencing the result. Usually, the inventor is unable to tell if his invention is
patentable or not. Moreover, the details of the current state of the art are unknown to
him. One of the most important steps in the evaluation process is therefore to find the
relevant state of the art. The inventor does not even know the best level of abstraction
to describe his invention and which linguistic form he should use. The use of natural
language texts to describe an invention is another factor of uncertainty. Usually,
words, terms or phrases can be understood differently. Many words have two or more
meanings and misunderstandings are normal. Even if two people agree on the same
meaning of a concept, they may have a different ontology, leading to the fact that, one
says that the invention is not novel compared to a document of the state of the art
whereas the other rejects this point of view.
We designed a new cooperative form of the hypotheses testing method as a result of
these uncertainties. The user, in this case the inventor, is included in the evaluation
process. The evaluation process itself is not domain independent any more but a
simulation of the processes in the patent organization.
The examination process can be divided into several subtasks (Fig. 2). Usually, the
inventor prepares the application for patent with or without the help of a patent
attorney, after which the application is examined by the patent organization. The
initial step involves the classification of the invention according to the International
Patent Classification (IPC). The application is then transferred to a research
department, where the search for the state of the art is performed resulting in a search
report which is transferred to the patent applicant.
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The search report is the foundation for further examination. A patent examiner
compares the documents in the state of the art with the invention. At the EPA he

decides the novelty and inventiveness of
the patent application in a process called
the ”Problem-Solution-Approach”.
According to the patent law a condition
to be fulfilled by the invention is its
technical character. This is difficult to
decide especially if the application
refers to a software-related invention.
Patent-IT is designed to assess the
patentability of an invention before the
application process is started and before
the actual features to be claimed are
determined by writing down the
application for a patent. This means that
the whole process of examination must
be simulated by the system. The system
acts as classifier, researcher and
examiner and represents the public by
attacking the user’s invention but at the
same time it supports the user when
necessary. Unfortunately, the method to
evaluate the users inventive idea has
become domain-specific and uncertain.

Fig. 2. A model of the evaluation process

We will now describe the cooperative process of evaluation between the inventor and
the IPSE Patent-IT. As stated earlier, the evaluation process heavily depends on
environmental factors, heuristics and ontological knowledge.
When Patent-IT is started, the user is asked in a html-based dialogue to describe his
invention, i.e. the topic, a title, features and special characteristics of features, effects
and advantages as well as disadvantages of the invention. These phrases are analyzed
to extract keywords to be searched for, and stopwords which are neglected. The
system is designed to allow easy access to a common but limited ontological network
called Wordnet [15] in order to expand each keyword to a set of synonyms, super-
and sub-terms. The search is performed in the IBM-Patentserver [6] and the results
are presented to the user. Now it is the user’s task to select the most relevant
documents. These documents define the state of the art for this special invention. The
next step is to generate the table of differences. Usually, the inventor is convinced that
his invention is novel and inventive. It is now important to assess the similarities of
the invention and the state of the art in the most objective way. In a critical dialogue,
the system tries to find a justification for the belief that the feature in focus is already
given in the state of the art. The inventor has to defend his invention. This dialogue
game results in a filled table of differences, in which an indication is made for each
feature or effect of the invention found in each of the documents of the state of the art.
This table is used by the system to trigger empirical rules about novelty and
inventiveness. In spite of the inventiveness of the user’s idea, it could be rejected
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because of the lack of technical character. It is therefore necessary to assess the
technical character of the invention. Patent-IT uses a database of arguments on the
technical character of several inventions taken from legal proceedings in order to
attack the user’s invention or to give him advice on how to present his case.
As already stated, the user engages in a cooperative process with the system, both
having distinct tasks and skills. Two parts are needed in order to assess the
patentability of the invention in this dialogue based evaluation process: a) The user’s
knowledge about the domain of the invention, his ability to understand the content of
documents and to generate arguments and b) the system’s knowledge about how to
perform searches and how to decide whether an invention defined by a set of features
and effects is inventive or not.

3.1 Hypothesis Testing in Patent-IT

Hypothesis testing is made possible by choosing a set of features as defining elements
for the invention.  If the result of the evaluation process poses a question of the
novelty and inventiveness of the application, the user may adjust his hypothesis by
adding more detailed features and therefore reducing the claimed scope of the
protection.
Furthermore, it is possible to state a hypothesis based on certain judgement criteria.
For example, the user may state that his invention is patentable according to the
criteria novelty and inventiveness under the assumption that the technical character of
the invention is given.
Due to the stepwise process of evaluation, a third kind of hypothesis is possible. The
user is able to define an entry point and a stopping point for the evaluation process.
This allows partial tests of the invention, which are not directly related to the
judgement criteria. One example may be the evaluation of an invention given a set of
predefined documents as the state of the art.
The methods used by Patent-IT to perform the evaluation processes are based on a
cooperative dialogue between the system and the user. Patent-IT makes use of
multiple knowledge bases in order to find justifications for a critical dialogue. The
user is however always able to state that the system’s conclusions are wrong in this
special case. The knowledge bases are adapted according to the user’s statements.
New synonyms and ontological relationships are saved in a separate user-wordnet.
They may be transferred to the original wordnet after review. New legal proceedings
may be integrated into the case base in order to introduce new arguments. Incorrect
results of the hypothesis testing are possible, because a user is able to tell lies to the
system or to define meaningless inventions. But Patent-IT is designed as a system to
support the applicant by providing a testing ground for a real patent application.
Therefore telling lies to the system would not make sense.
Even though the dialogue based evaluation process may still produce incorrect results
because Patent-IT is an open system, and the evaluation process depends on the
chosen state of the art. In reality, even if two different examiners examine the same
application resulting in a different state of the art, the overall result concerning the
patentability of the application is mainly the same. We are therefore confident that the
systematic process simulated by the system will be able to at least give hints about
critical aspects concerning the patent application.
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desire to improve evaluation skills in a real world domain with all its uncertainties.
Supported by the IPSE, the learner develops a model of his invention and searches for
the relevant state of the art. The next step is for the learner and the system to engage
in a critical dialogue in order to cooperatively find clues that the invention was
derivable from the state of the art and therefore is not patentable. This conclusion
would make it necessary to adjust the model and to restart the process.
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Abstract.  Graphical representations have long been associated with more
efficient problem solving.  More recently, researchers have begun looking at
how representation may affect the information that students attend to and what
they learn.  In this paper we report on a study of how graphical representation
may influence interaction between a human coach and a student engaged in
analyzing argument texts.  We compared coaching interaction with subjects
working with a predefined graphical representation to subjects who developed
their own representation.  The predefined representation, with a better
“cognitive fit”, to the task, allowed subjects to do more work on their own.
Coaching was more systematic and both more efficient and more effective.

1 Introduction

Understanding scientific arguments and scientific controversies is an important aspect
of science education even for the non-scientist, and one that has largely been
neglected in science school curricula.  The Belvedere project, at the University of
Pittsburgh’s Learning Research and Development Center, sought to develop a
computational environment in which students could analyze and construct arguments
using a database of short texts drawn from selected scientific debates [1, 2].
Significant attention was devoted to constructing graphical representation for
arguments [3] and research was conducted on the use of coaching strategies to help
students generate their own arguments [4, 5].   More recently, Suthers [6] began
investigating how representations may bias the information attended to, the
knowledge expressed, and the learning outcomes in collaborative critical inquiry.

Using an early version of the Belvedere environment, we examined how choice of
graphical representation impacts learning of target argument concepts and coaching
interaction between a human coach and learners engaged in an argument analysis
task.  The graphical representations, experimental design, and overall results of the
study are discussed in [7].  Here, after briefly reviewing the design and results of that
study, we present a detailed analysis of the impact of representation on coaching and
conclude by discussing the relevance of the findings to intelligent tutoring systems.

mailto:violetta@cbmi.upmc.edu
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2 Study Design and General Results

Four subjects, non-science major college undergraduates, participated in an extended
experiment in which they studied several concepts pertaining to the description,
support and critique of causal theories.  They analyzed short texts drawn from a
historical scientific debate.  They drew diagrams representing the information in the
texts, either the description of a causal theory or arguments in support of and/or
against such a theory.  They received coaching from the experimenter throughout
diagram construction.

Two subjects (in the FIXED condition) used a predefined box-and-arrow graphical
representation that specifically encoded important concepts of scientific argument.
Distinct shapes, enclosing text, represented scientific propositions with different
statuses (e.g., rectangle = observation, rounded rectangle = explanation).  Links with
specific names, directionality, and arrowheads provided different types of
relationships between propositions and/or other links.  The remaining two subjects (in
the FREE condition) had similar graphical primitives available but could use them
and label them at will, thereby effectively constructing their own graphical
representation.  FIXED condition subjects studied sample analyses of texts that used
the predefined graphical representation.  FREE condition subjects viewed the same
analyses through a schematic text-based representation in which sentences were
labeled by their role (e.g., “premises”, “conclusion”, “claim”, “grounds”, and
“warrant”).

Subjects in the FIXED condition adapted rather easily to the representation they
were given.  Subjects in the FREE condition went down very different
representational paths.  One subject (Free-1) developed, rather laboriously, a
representation similar to that used in the FIXED condition, although it remained
plagued by inconsistencies and other problems throughout the experiment.  The other
subject (Free-2) drew the causal theory diagrams using a curious mix of analogical
and abstract representation (e.g., using 7 shapes to represent 7 continents).  Since the
chosen representation could not be easily extended to express more abstract content,
for texts containing primarily arguments Free-2 fell back on a labeled text strategy
similar to the one used in the instructional materials.

Consonant with Suthers’ [6] hypotheses, only subjects who used a box-and-arrow
abstract representation, (Free-1 and FIXED condition subjects) expressed in their
diagrams some of the more complex relational concepts (e.g., multi-step support,
dialectical argument patterns), which were realized with distinctive linkage patterns.
There was also a link between subjects’ use of the concept in the diagram and the
ability to give a good definition.  The crucial factor underlying these results appeared
to be whether the representation used by subjects was relation-centered, as box-and-
arrow representations are, or role-centered, as the labeled-text schema adopted by
Free-2 is.  These findings point out that it is risky to let students develop their own
representation for a task, though it may lead to deeper processing.  At best, like Free-
1, students will develop a sufficiently expressive representation, but at a significant
cost in time, clarity of the resulting work, and attention that could be focused on target
instructional concepts.  At worst, like Free-2, they may fail to find an adequate
representation and consequently may not learn to apply the target concepts.
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The second finding of the study, and the focus of this paper, was that a predefined
task-appropriate representation, in addition to emphasizing and supporting important
instructional concepts, also significantly facilitates coaching.  We begin by describing
the general coaching approach and the methodology used to code the interaction data
for five diagrams, roughly one fourth of the diagrams that subjects drew.  We then
present results from quantitative and qualitative analyses of coaching, pointing out the
key differences between interaction with subjects in the two representation conditions.

3 Coaching Approach

Coaching was provided by the experimenter based on a general mental model of the
argument contained in the texts being analyzed.  Because there was usually more than
one way of representing ¾ and sometimes even interpreting ¾ the content of the
text, this approach was deemed more flexible and appropriate than comparing a
subject’s work to a specific “expert” diagram.  For similar reasons, we applied a
generally non-interventionist coaching philosophy.  The coach waited for the subject
to produce at least a partial draft of the analysis before beginning to comment on it,
unless the subject appeared to need assistance or specifically requested it.  Working
from a model was particularly effective with FIXED condition subjects, whose
diagrams showed significant overlap with a model that used the same concepts
expressed in Belvedere’s graphical primitives.  With FREE condition subjects, the
model had to be even more flexible, in order to allow the coach to map between the
subject’s representation and the desired analysis and to avoid overly influencing the
subject to represent things in a specific way.  As a consequence, some of the final
FREE condition diagrams deviated more from an ideal analysis than the final
diagrams of FIXED condition subjects.

Scaffolding Strategies (SS) Coaching Strategies (CS)
• Remind subject of goal and progress (L)*
• Ask question about a step in the solution (L)
• Suggest a high-level solution plan. (M)
• Provide a limited number of choices (M)
• Give hint(s) about solution path(s) (M)
• Suggest crucial step(s) in solution (H)
• Perform parts of the solution plan (H)
• Lead subject through plan steps by asking

questions (H)
• Model task for the student (VH)

Positive (+): Praise subject’s work (L)
Negative (-): Critique subject’s work:
• Signal potential problem (L)
• Suggest information to consider / Signal

missing information (M)
• Criticize subject’s work (tell what’s wrong) (H)
• Correct subject’s work (give right answer) (H)
• Explain correction to subject (VH)
• Argue with subject (VH)

* Level of Coach Engagement/Knowledge Required (L – low; M – medium; H – high; VH - very high)

Fig. 1. Summary of scaffolding and coaching strategies

Two classes of strategies were used in providing assistance.  Scaffolding strategies
were applied when the subject seemed unable to proceed on a task without receiving
assistance.  Coaching strategies were applied after the subject had produced a (partial)
analysis.  The strategies employed are shown in Figure 1. The application of
scaffolding and coaching strategies was interwoven.  For example, a coaching
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strategy would be used to evaluate the subject’s analysis, which would lead the
subject to attempt improving the analysis.  This would call for a scaffolding strategy
to help the subject carry out the improvement.  Within the two general classes,
individual strategies differ in the amount and type of knowledge required, as well as
in the degree of coach engagement in the task.  The coach always attempted to begin
with low engagement/low knowledge strategies, which require the subject to do more
work, and to progress to more demanding strategies only when necessary.

4 Analysis and Coding Methodology

Our approach to analyzing the coaching interaction data overlaps with those
developed by Pilkington [8] and Katz et al. [9], but reflects the needs of our
application.  For each diagram, the raw protocol of the interaction (transcribed from
videotapes and indexed to the diagrams) was synthesized into an interaction
summary. First, the protocol was segmented into groups of related utterances by the
subject and/or the coach.  Each utterance group represents a self-contained thought by
one person and abstracts away interruptions and simultaneous speech by the other
person that were not extending the original thought in a significant way.  The
utterance group was then summarized into a summary utterance, a single statement
that reflects the essential content of the utterance group.  One or two summary
utterances, taken together, form one interaction unit.  An interaction unit can include:

• a summary utterance by the subject and one that represents the coach's response
• a summary utterance by the coach with a verbal response or action by the subject
• a summary utterance by the coach alone, for example a comment praising the

subject's work.
An example of an interaction unit composed of two summary utterances

corresponding to the protocol excerpt in Figure 2 is the following:

S: I'll use an *and* to show the relation between items 1, 2, 3.
C: You should be more specific than *and*.  It has to do with time sequence.

S: Okay huh (thinks)   Okay now I wanna say that this (points to shapes 1, 2, and 3) broke up, do I
just well okay I guess I’ll just do another *and*.

C: The fact that the c- the big c- supercontinent broke up   S: Hm hm
C: Right and how to link it to the previous one?   S: Hm hm
C: Huh is there huh there is yeah there can be an ‘and’ relationship and I think in this case there can

be something a little more specific huh that has to do with the with the time sequence in which
the two events happened in which the time relative to…(subject interrupts)

Fig. 2. Protocol fragment corresponding to an interaction unit

The summary utterance for the coach abstracts away the two intermediate
utterances by the coach, which are only making sure that the coach knows what the
subject is referring to. Although the subject is speaking in terms of graphical links
(e.g. *and*), the coach is hinting that simple conjunction is not the correct
relationship among the statements..
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Several interaction units may be grouped into a single interaction group to indicate
that they all pertain to a specific issue or topic of discussion.  Interaction groups may
be nested to show the overall structure of the interaction. The top-level group has a
heading describing the main topic of the interaction, with nested interaction group
headings giving the various subtopics addressed.

Each interaction unit was also classified on the basis of the primary content as well
as the communicative form of the interaction.  The content categories include:
rhetorical structure (Cs), representation (Cr), scientific domain (Cd), graphical
interface (Cg), and meta-topics (Cm, mostly concerning general ways of carrying out
a task).  An interaction unit dealing primarily with the interrelationship of two
statements in the domain text was coded as rhetorical structure; an interaction unit
dealing primarily with the appropriate link, link name, or linkage pattern to use to
represent that relationship in the graph was coded as representation.  For example, the
interaction unit corresponding to Figure 2 was analyzed as having content “rhetorical
structure” and form “hint”.  The communicative form categories represent different
communicative actions used by the coach to help the subject improve his or her
graphical analysis of a text.  A partial list of categories used is shown in Figure 3.

Fd: remind of prior action
Fe: explain why
Fh: hint at characteristics of answer
Fi: draw attention to
Fn: criticize by saying no/bad/wrong
Fp:  praising, agreeing

Fq: ask question
Fr:  review (progress, definition, etc.)
Fs: suggest what, how
Ft: tell what, how
Fv: verify what subject /diagram means
Q : question (information seeking, not coaching)

Fig. 3. Coding of Communicative Form of Interaction

5 Quantitative Analysis of Coaching Interaction

The goal of the quantitative analysis of coaching interaction was to characterize
differences in the content and form of coaching interventions required by subjects in
the two experimental conditions.  Differences were noted in both the content and the
communicative form of the interaction.

5.1   Content of the Interaction

Table 1 shows the distribution of interaction units over content categories.  For each
subject, the first row gives the absolute number of interaction units in each category.
In the second row, in italics, the TOTAL column shows the partial total of interaction
units over the three most salient categories: rhetorical structure, representation, and
domain.  The remaining columns show the percentage of interaction units in each of
the three categories with respect to this partial total. There is significant variation
among subjects in the number and proportion of interaction units.
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Table 1. Distribution of Interaction Units Over Content Types

Subject Structure Representation Domain Belvedere Meta TOTAL
Free-1 81

57.0%
47

33.1%
14

9.9%
18
—

6
—

166
142

Free-2 101
79.5%

24
18.9%

2
1.6%

17
—

15
—

159
127

Fixed-1 66
77.6%

11
12.9%

8
9.4%

17
—

7
—

109
85

Fixed-2 83
81.4%

17
16.7%

2
1.9%

24
—

1
—

127
102

TOTAL 331
72.6%

99
21.7%

26
5.7%

76
—

29
—

561
456

The proportion of interaction units for rhetorical structure is similar for all subjects
except Free-1, for whom it is lowest, since it competes with other content categories
and especially representation.  The proportion of interaction units concerned with
representation is higher for subjects in the FREE condition than subjects in the
FIXED condition.  In particular, the number of interaction units is significantly above
expected for Free-1, who was actively developing a graphical representation, and
below expected for Fixed-1 who, with few exceptions, adapted well to the use of the
FIXED representation conventions.  Free-2 also has a sizeable proportion of
interaction units on the topic of representation, although given the total number of
interaction units it is actually below expected value.  The results for this subject are
skewed by the large number of interaction for one diagram, which account for about
one third of the total interaction units, are mostly in the rhetorical structure category,
and are caused by an unsuccessful coaching interaction.  If that diagram is
disregarded, the percentage of interaction units on representation climbs to 32.9% of
interactions (23 interactions) in the three main categories.

5.2 Form of the Interaction

Table 2 gives a summary of the interaction units for each subject grouped by form of
communicative action and content.  The numbers are not large, but this data suggests
a number of differences across subjects and conditions.

Subjects in the FREE condition were asked many more questions by the coach
(category Fq) in the course of coaching, in order to elicit from them the relationships
in the rhetorical structure of the text they were trying to represent.  Questions in this
category were usually related to the implementation of one of the scaffolding
strategies.  In addition, the coach needed to ask Free-2 a number of questions in order
to understand what the diagrams meant (Q).  Subjects in the FREE condition were
also told what to do (Ft) more often than subjects in the FIXED condition, who
received suggestions (Fs) more often.  Both are examples of scaffolding strategies.
Subjects in the FREE condition received more reminders (Fd) about their previous
work, mostly regarding the use of the representation.  Reminders implemented both
coaching (criticizing) and scaffolding (hinting) strategies.
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Table 2. Interaction Unit By Subject, Content and Communicative Action

Encoding Fr-1 Fr-2 Fx-1 Fx-2 Tot
Cs Cr Cd Cs Cr Cd Cs Cr Cd Cs Cr Cd

Fd 1 4 1 6
Fe 3 6 6 7 3 3 9 1 38
Fh 2 1 6 3 1 7 1 21
Fi 8 5 2 4 6 1 2 8 1 37
Fr 3 9 1 2 15
Fq 22 2 5 23 2 7 10 1 72
Fs 4 9 1 3 4 1 7 4 33
Ft 7 4 9 2 1 3 1 1 1 2 31
Fv 2 6 4 7 9 28
Q 3 3 10 5 4 1 4 30

Tot 81 47 14 101 24 2 66 11 8 83 17 2 456

LEGEND: Cs = rhetorical structure, Cr = representation, Cd = domain

The coach verified (Fv, coaching) subjects’ intentions more often in the FIXED
condition, asking the subjects if what they drew was really what they meant and
signaling, in a non-directive low-engagement way, that there was a problem with the
diagram.  A similarly low-engagement way of signaling a problem was just to draw
attention to a point in the diagram (Fi, coaching).  It was often sufficient to get the
subject to correct the problem, and was used more frequently and successfully with
subjects who had drawn detailed diagrams (Free-1, Fixed-1, and Fixed-2).

The general picture painted by Tables 1 and 2 is that the FIXED representation
required less interaction, allowed subject and coach to focus on rhetorical structure,
and resulted in more coaching of subject work and less scaffolding to get the work
done.  Both scaffolding and coaching strategies used with subjects in the FIXED
condition were less directive and required lower coach engagement.  This conclusion
was supported by a qualitative analysis of the coaching interaction.

6 Qualitative Analysis of Coaching Interaction

In addition to the detailed quantitative analysis of coaching actions described above,
we examined more qualitatively the interaction over a larger number of diagrams and
compared the characteristics of the interaction between subjects in the same
experimental condition and between experimental conditions.

6.1   Coaching in the FIXED Condition

Although not all the final diagrams for subjects in the FIXED representation condition
were error-free, the diagrams were mostly quite good.  The fault for lingering
imperfections rested with the coach who either forgot to or chose not to pursue
problems further.  One feature of the coaching interaction that was striking and
common to FIXED subjects was the overall efficiency of the communication,
especially when compared to the interaction with Free-1.  In all but one instance for
each subject, diagrams had only very localized problems, requiring changes to
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individual elements of the diagram and little coaching. The coach could usually just
point out that there was a problem, or indicate the general nature of the problem (is
that shape right, should the link start there?), and the subject could fix the problem
quickly, often without further help.  In some cases, subjects found the problem on
their own simply by reading over the diagram.  If further coaching was needed, it
mostly required hinting.

The interaction with Fixed-1 was very synthetic and to the point.  Coaching tended
to be very non-directive, hinting at the existence and nature of a problem but leaving
most of the changes up to the subject.  Fixed-2 was a little more hesitant and exhibited
more trouble with applying some of the instructional concepts.  However, although
the interaction with this subject was somewhat longer, it was characterized by the
same overall efficiency and effectiveness.

6.2   Coaching in the FREE Condition

Subjects in the FREE condition differed from each other as much as, if not more than,
they differed from Fixed-1 and Fixed-2.  They were, however, similar in that they
both required significant interaction to clarify the representation they were
developing.  Unstable and insufficiently expressive representations made coaching
more difficult and not always effective.

For Free-1, the coaching interaction was less clearly separable into short distinct
episodes and mostly occurred during construction of the initial diagram.  Although
Free-1, like the FIXED condition subjects, used a box-and-arrow type of
representation, many of the links did not correspond to FIXED representation links
(especially in causal theory diagrams), nor were shapes used in the same way.  This
subject was not always explicit or consistent in his use of the representation, so the
coach could not always evaluate and correct the diagrams by referring to a canonical
model. Free-1 encountered substantial difficulties in choosing the level of
representation (choosing the primary objects to represent as shapes), especially in
diagramming causal theories, and appeared to be resistant to coaching.  On several
occasions, when the coach was trying to explain or suggest something, Free-1
interrupted to propose one or more alternative solutions, disregarded interventions
from the coach or insisted on a particular way of doing things, and read the diagram
over and over to check the representation.  As a result, the coaching process was less
effective, the protocols were very extensive, and each diagram took a relatively long
time to construct.  Protracted interactions were, at times, extremely frustrating for the
coach, although the subject did seem to genuinely enjoy the task.

Free-2 mixed direct and abstract representations in diagrams describing a causal
theory.  In these diagrams, interaction often concerned representation and was
necessary in order for the coach to understand the representation and verify that the
diagram correctly represented the content of the text.  In diagrams of texts containing
primarily arguments, Free-2 stopped using box-and-arrow graphics altogether and
coaching addressed rhetorical structure almost exclusively.  With two notable
exceptions, coaching interactions with Free-2 tended to be brief; this was due, in large
part, to the low level of detail in this subject’s analysis of texts.  Free-2’s diagrams
were very synthetic relative to the ones drawn by other subjects.  The coach attempted
to induce this subject to show information at a greater level of detail, especially
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information that showed the relationship of different texts and portions of texts to
each other.  In some cases, however, Free-2 had difficulty diagramming rhetorical
relationships due to the limitations of the representation.

FREE condition subjects ran into serious problems only at a few points in the
construction of their diagrams.  However, unlike for FIXED condition subjects,
coaching was not always successful.  For Free-1, a coaching failure occurred while
trying to develop a representation for describing causal theories; for Free-2, coaching
failed catastrophically when this subject was unable to capture the argument structure
of a text by applying and extending the representation.

7 Summary and Conclusions

In the last few years computational environments for teaching argumentation and
critical inquiry skills have been developed (e.g., [3, 10, 11]).  In some of these
environments, the argument is represented in an external artifact, using a graph or
some other type of representational scheme (e.g., containers, matrix).  Suthers [6]
hypothesizes that these external abstractions provide: 1) cognitive support, by helping
learners “see”, internalize, and keep track of complex relations; 2) collaborative
support, by providing shared objects of perception that coordinate group work by
serving as referential objects and status reminders; and 3) evaluative support for
mentors, by giving a basis for assessing learners’ understanding of scientific inquiry,
as well as of subject matter.  He further proposes that representation may bias the
information attended to, the knowledge expressed, and learning outcomes.

In this paper, we have presented some findings concerning the impact of
representation choice on coaching argument analysis.  Our findings support Suthers’
hypotheses.  Representations with a good “cognitive fit” for the task provide cognitive
support, resulting in analyses of arguments that apply instructional concepts, are
clearer and more correct, and express information at the right level of detail for the
task.  They provide collaborative and evaluative support, even when the collaborators
are a learner and a coach, by supporting a more efficient and effective coaching
interaction, allowing the learner to do more of the work and requiring less
engagement from the coach.  Such representations are also not easy to develop, and
the deeper understanding that learners may gain by trying to develop a suitable
representation is likely to be offset by the increased difficulty in communicating with
another agent, be it another learner or a coach, a human being or a machine.

These findings are important for computer-assisted coaching of argumentation,
since the capabilities of automated coaches, especially in complex and hard-to-
formalize domains, are still well behind those of a human coach.  Even an automated
coach, with limited domain knowledge but with a good knowledge of argument and
communicating with a learner through an adequately expressive and mutually well-
understood representation, has some chance of providing useful advice.  In contrast, a
computer coach that shares with a learner a poorly understood or inadequate
representation, be it natural language or a diagrammatic representation, is even less
likely than a human coach to achieve a successful coaching interaction.
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Abstract. There is considerable appeal in using adaptive hypertext for
teaching. It should provide the teacher with the possibility of creating
teaching materials which can be customised to match the individual stu-
dent’s background and preferences.
This paper describes ADAPT-Tutor, a scrutable adaptive hypertext sys-
tem. This enables the learner to scrutinise the system to determine how
the document was adapted. They are also able to control the adaptation
by altering the student model at any time in the interaction. The stu-
dent can see which parts of the student model have been used to control
aspects which appear in the document.
The system has three major parts: ADAPT for authoring; Tutor for the
student interface; and ATML is the language used for adaptive hyper-
text source documents. This paper describes the student view, in Tutor,
especially the scrutability support.
We describe the use of ADAPT-Tutor in a large first year course. The
paper discusses the use made of the scrutability support.

1 Introduction

There has been considerable interest in using adaptive hypertext for teaching,
for example [2] [17]. There are many dimensions of individualisation in adaptive
hypertexts [4] since they can be individualised in content as well as navigation.
There have also been some positive evaluations of their teaching e�ectiveness
[9].

From the point of view of a teacher creating hypertext material, the appeal of
adaptivity is that one can provide material that is well suited to some students
but not to others. At the same time the multiple paths for di�erent students
are managed within a single framework. For example, consider the case where
we teach the programming language C. If some students know Pascal, we might
wish to point out, and build upon, the similarities between the two languages.
Importantly, we might point out conceptual clashes between the languages and
particular problems for Pascal programmers learning C. On a quite di�erent
level, some students may prefer to learn C in terms of mathematical examples,
while others would prefer text handling examples and yet others might like exam-
ples relating to unix system internals. The author of an adaptive hypertext can
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take advantage of all these possibilities. Moreover, system support for building
adaptive documents makes this more manageable and elegant than conventional
hypertext can be [13]. In particular, we may wish to perform adaptations at any
level of granularity from the word or link up to larger blocks of a document.

Previous work on adaptive hypertext has provided learners with customised
learning materials. However, when the learner sees an arbitrary page of the
hypertext, they have no way of knowing how it was customised. This paper
addresses the learner’s question,

– How was this teaching material adapted to me?

Continuing our example, above, the detailed set of questions a student might
ask includes:

– Which aspects are based on my knowing Pascal?
– How would the teaching material look if the system believed I did not know

Pascal?
– What other things might it have shown me, but it did not because it treated

them as irrelevant to me?

We describe a hypertext as scrutable if the learner can explore the interface
to �nd answers to questions such as these.

Why bother with scrutability? There are several reasons which motivate us
to explore ways to build scrutable systems. First, there is merit making systems
available to the user. As Fischer argues, there is good reason to make complex
systems comprehensible [10]. In a teaching context, it has been argued that this
can give the learner a greater sense of control [11]. It is also closely related
to the arguments for making a learner model accessible to student. This has
been discussed by many researchers including, for example, Self [16], Bull and
colleagues [1], and others [8] [6] [15].

Our focus on scrutability of adaptive hypertext is a logical extension of our
work on um, a toolkit for scrutable user and student modelling [12]. In um, we
took care to represent the learner model in a form which enables the learner to
scrutinise it, seeing what the system believes about them and how those beliefs
were derived.

The ADAPT-Tutor system is an exploration of scrutable adaptive hyper-
text. The hypertext author uses ADAPT-Tutor’s editing tools to create adaptive
lessons. The ADAPT editor supports the author creating hypertext pages in the
language ATML, a markup to HTML 4.0 which conforms to XML 1.0. Later
the student can use the Tutor interface to make use of the teaching materials.
The ADAPT-Tutor tools and the teaching materials implemented by Czarkowski
are described in more detail in [7]. The work, especially the interface design, has
been strongly influenced by the ELM-ART system [17] [3] which teaches LISP.

2 Addition of Adaptive Elements

As a �rst stage in exploring scrutable adaptive hypertext, ADAPT-Tutor was used
to create an enhanced form of a single chapter of material used for a �rst year
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computer science course [14]. Since the author of that chapter had to commit
to paper, they had to settle for a single form of the material. The material was
important for one of the two major practical tasks of the semester. The main
sections from the �rst part of the material are shown in Fig. 1, a course map
which we will discuss in the next section.

Fig. 1. Course map

This paper describes our experiments in creating an interesting class of adap-
tive hypertext document. This is the translation of paper-based teaching materi-
als to hypertext, with enhancements based on the possibility of adding optional
parts to the text. The original author of the text had to decide on their com-
promise audience. This is based upon their own model of the ‘average’ student’s
background and preferences. With an adaptive hypertext, we could accommo-
date a broader range of students, catering to their di�erences. The material had
the following adaptive enhancements:

– self-test questions;
– suggestions for exercises;
– gentler lead in material for each of the major ideas;
– customisation based on which of the practical tasks the student was doing

(the course o�ered some choice);
– additional references or background.

These represent a very interesting range of optional additions which char-
acterise classes of adaptivity that seem promising for improved teaching. Some
allow for gentler presentations. Others support students in doing self-assessment
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as they read material: these could well feed into a student model. The customi-
sation to the student’s task means that examples and text can be made to �t the
student’s learning context better. Also, the student’s choice of task may reflect a
preference to learn within the domain of that task: this is the reason for o�ering
students such as choice of tasks. Fortunately, our level of adaptivity has quite
modest student modelling requirements. In fact, we decided to keep the current
series of experiments simple, by making use of a student model which was purely
based on user answers to a small set of questions about these factors.

3 Overview of ADAPT-Tutor

Students interact with the Tutor interface of ADAPT-Tutor. They �rst register
with Tutor and they can work through a familiarisation tutorial which explains
the facilities of Tutor. On starting a new teaching unit, they are asked questions
which establish their initial student model (pro�le). The questions asked are
determined by the de�nitions created by the hypertext author, who provides
questions like: Would you like to be asked questions to test your understanding?
and corresponding the possible answers, in this case, Yes or No.

Next, students see an interface with teaching material like that shown in
Fig. 2. The icons across the top o�er various facilities, including the course map
shown in Fig. 1. The others give a teacher’s news page, a notes editor, glossary,
the personal pro�le, discussion room, log out and, at the far right, help.

The bulk of the material on the page is the text of the section that the
student has just accessed, which is Section 16.2 in the example of Fig. 2.

3.1 Navigation

The user can proceed through the material by selecting the right arrow at the
end of each page. This takes the student through the default route. Alternately,
the student can select the course map and then click on any of the topics to
move to it. This follows the general approach of systems like ELM-ART [5] by
using colour to indicate recommended parts of the hypertext. Green is used to
code pages which the student is ready to read and red for those the student is
not ready for. The di�erence is determined by preconditions for each page. Pages
which have already been visited are shown in black. Since the map appears in
its own window, the student can keep it on the screen while they work through
the hypertext document.

3.2 Explanation of Adaptation

At the very bottom of each page of teaching material is a link, How was this
page adapted to you?. As in Fig. 2 this is below the navigation arrows and a
horizontal line. The message appears in blue, distinguishing it from other links
on the page. When the student selects it, the bottom of the page expands to
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Fig. 2. Example of adapted teaching material

summarise the adaptations on that page. If there has been no adaptation, this
is indicated with the message There was no adaptation of this page.

Where there has been adaptation, the bottom of the screen expands to show
a screen like that in Fig. 3. In this case, there are two sets of adaptation on the
page. The �rst caused material to be excluded because the student answered no
to the question Would you like to see suggestions for exercise questions?. The
second caused material to be included because the student had answered yes to
the question Would you like to be asked question to test your understanding?.
The line Inclusion value indicates the answer that was required for a part of the
material to be included. The next line, with Your value, shows what the student
answered. In general, each adapted aspect of the page causes a separate entry
in the adaptation explanation section.

If the user clicks on the text [highlight] the interface indicates the part of the
page controlled. If the adaptation involved omission of material, as in the �rst
case in Fig. 3, Tutor moves the display to the point where the additional mate-
rial might have been placed and shows the message ...content removed here....
Although it would have been quite feasible to show the actual content that had
been omitted, this was not necessary: it is easy for the user to alter their pro�le
and see how that a�ects the document. If the user selected [highlight] for an
aspect that was included, as in the second case in Fig. 3, Tutor highlights the
background of the relevant material in yellow. (This has been done in Fig. 3 - it
appears as the subtle, hatched grey background in this paper.)



428 Marek Czarkowski and Judy Kay

Fig. 3. Example of adaptation explanations expanded

Once the user has examined the explanations of the adaptations, they can
select [hide explanation] at the bottom of the screen, causing the display to revert
to the usual form as in Fig. 2. This reduces the clutter of the explanations and
the distraction from the main learning task.

At any stage, the user can see their pro�le and alter it via a screen like that
in Fig. 4.

Fig. 4. Example of a profile display
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4 Trials with ADAPT-Tutor

The main trial of ADAPT-Tutor has been in the second semester of a large �rst
year course. The whole class of about 600 students was mailed an invitation to
try Tutor. The system encouraged them to use their system login name for Tutor
but there was no checking possible. In all 113 users registered, ostensibly 108
as students in the course and 6 as teaching sta�. Note that the web interface
suggested that students use their normal login name. We had no way to check if
they did so and some certainly chose humorous and other odd names that were
not those for any account. It mat be that they wanted to maintain anonymity.

A summary of log data is shown in Table 1. The �rst row indicates that
the average number of logins per user was 3.5, with the median being 2 and the
standard deviation 3.4. The range of logins was 0 to 18 and 65% of users used it
more than once. Inspection of the log indicates some of this activity was due to
problems with the browser where cookies were not enabled. Also, some students
were regularly checking the Discussion Room. The zero values correspond to
users who registered but never logged in (mainly because of browser problems
or disabled cookies). The second row of the table shows corresponding levels of
use for the course map.

Table 1. Summary of log data

Average Median STD range %age of larger use
logins 3.5 2 3.4 0 - 18 65 > once
use course map 4.8 0 17.2 0 - 125 34 > once
open profile 1.4 1 1.1 0 - 7 28 > once
expand adapted 1.0 1 3.0 0 - 22 29 >= 1

The third row shows the number of accesses to the student model. Entry to
a Tutor teaching document takes the student to this page. So all students who
made use of the teaching material had at least one access to it. The log indicates
that 28% of users returned to the pro�le at least once more. Analysis of the
student pro�les indicates that 84% answered yes to the question, Would you like
to be asked questions to test your understanding of the material?, 85% answered
yes to the question, Would you like to be shown easy/lead up material?, and
to Would you like to see suggestions for exercise questions? and 80% answered
yes to the question, Would you like to see references to background material or
other teaching resources?. Overall the picture that emerged was of two types
of student: the majority matched a stereotype which preferred all the optional
material, while a minority stereotype elected for the basic minimum form of the
material. So, although in theory, there were 48 (2 x 2 x 2 x 2 x 3) di�erent
models, these two stereotypes dominated.

The �nal row of the table shows the level of use of the explanations of the
adaptation. This facility was clearly not used heavily. However, 29% of users
made at least once use of it. Examining the logs, it turns out that many of
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these selections were for pages which had no adaptation. Even so, of those who
sought explanations, 27% went on to select a [highlight] link to see what had
been adapted.

The Tutor interface also allowed users to leave free-form comments. Over-
all, these were few but very positive about Tutor, the teaching materials, the
adaptivity and the support for scrutability.

5 Discussion and Conclusions

Adaptive hypertext is a promising teaching medium because it o�ers the author
a chance to cater for the di�erent needs of students. It means that an author
can create a single meta-hypertext which will be combined with an individual
student model to produce an individualised hypertext learning document.

Our trials of Tutor indicate that a substantial minority of students explored
the explanations of adaptation: 29% examined the adaptivity and 27% of these
users went further, checking the actual parts of the hypertext page a�ected by
the adaptation. This level of interest is quite high, given that the students saw
Tutor as o�ering additional assistance for a challenging part of the current course
work. Their focus was, naturally, on learning. Any time devoted to exploring the
adaptation was a distraction from that main task.

The student model in our trial was quite modest. It had just �ve components.
Even, so, this is actually an interesting model. It includes components which se-
lect optional extra material: questions to test understanding; suggestions for
exercises; easy/lead up material; and additional references. It also includes al-
ternate material, based upon which of the tasks the student is doing. For the
material in the lesson of the trial, we did not feel the need for di�erent material
based upon the student’s previous knowledge. Even so, this would operate in the
same ways: either as optional additional material or as a set of alternate versions
of the material. Perhaps more important, the author of a meta-hypertext has
a challenging task in managing the intellectual load of the many possible ver-
sions of their hypertext. We can expect that in any small but coherent teaching
document, it will be possible to achieve interesting and useful adaptation with
a quite modest student model.

One simpli�ed element in our trial was that the system only de�ned the
student model values from the actual input given by the student. This means that
the student is in very strict control of the student model. It may be interesting to
update the student model on the basis of the student’s answers to self-assessment
questions. This option would have violated the spirit of other self-assessment
material in the course. In future, we will explore including this source of student
modelling information, perhaps optionally.

The Tutor interface adapts at several levels:

– The course map uses colour to indicate parts of the hypertext that the stu-
dent has visited (black), parts they are deemed ready to visit (green) and
parts that involve concepts the student seems not to have met yet (red). As
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the student moves through the hypertext document, the map dynamically
changes to reflect the current situation.

– Parts of the text are hidden from the student, based on the values in the
student pro�le.

– Parts can be displayed under the control of the student pro�le.
– Links from the current material can also be displayed or not, on the basis of

the student pro�le.
– Alternative teaching material can be set up (in our case, this was done to

make the text mesh with the task the student had selected).

The granularity of adaptation can operate at the �nest details, such as a word
or phrase, up to large blocks of teaching material.

The student cannot scrutinise the red-green de�nitions in the course map:
the current implementation does not enable the student to see the conditions
which control the colour selection. However, the simple highlighting mechanism
does enable the student to scrutinise all the other adaptations listed above. It is
mainly useful for the scrutiny of adaptation at the �ne-grain.

Tutor also allows the student control these adaptations by altering the student
pro�le. This approach can be used for what-if experiments, enabling the student
to see what Tutor would do if they answered questions di�erently. When a student
does this, they can scrutinise the e�ect of the large grain-size.

The notion of scrutable, adaptive hypertext has considerable appeal. It o�ers
learner control well beyond that available in conventional hypertext. At the
same time, it o�ers the advantages of adaptivity, where the learner can set their
student model and see a consistent set of hypertext teaching resources, generated
from that model. It also makes the learner aware of the adaptation, at a global
and detailed level. It o�ers a coherent and elegant structure for the author of the
adaptive, individualised teaching material. The current trial of ADAPT-Tutor
demonstrates interesting, useful, though modest adaptation and represents a
foundation for continuing work in supporting and delivering scrutable, adaptive
hypertext.
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Abstract. The goal of the Atlas project is to increase the opportunities
for students to construct their own knowledge by conversing (in typed
form) with a natural language-based ITS. In this paper we describe two
components of Atlas—APE, the integrated planning and execution sys-
tem at the heart of Atlas, and CARMEL, the natural language under-
standing component. These components have been designed as domain-
independent rule-based software, with the goal of making them both
extensible and reusable. We illustrate the use of CARMEL and APE
by describing Atlas-Andes, a prototype ITS built with Atlas using the
Andes physics tutor as the host.

1 Motivation

The goal of the Atlas project is to enable the involvement of students in a more
active style of learning by engaging them in a typed dialogue with an ITS. This
dialogue can include both natural language and GUI actions. In this paper we
motivate the use of dialogue in intelligent tutoring. We also describe resources
developed on the Atlas project that are available for use on tutoring projects
interested in including dialogue capabilities in their applications. The two key
domain-independent components described here are APE, the Atlas Planning
Engine, and CARMEL, the natural language understanding component. APE is
a \just-in-time" planner specialized for easy construction and rapid generation
of hierarchically organized dialogues. CARMEL is a general purpose engine for
language understanding composed of robust and e�cient algorithms for parsing,
semantic interpretation, and repair. We explain how we used these components
to build a prototype for a new tutor, Atlas-Andes, that adds a dialogue capability
to the existing Andes physics tutor.
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Collaborative dialogue between student and tutor is a well-documented promi-
nent component of e�ective human tutoring [1,2,3]. A recent corpus study of re-
flective follow-up dialogues [4] demonstrates the potential for natural language
dialogue to enhance the ability of tutoring systems to e�ectively diagnose stu-
dent misconceptions. Furthermore, recent research on student self-explanations
supports the view that when students express their thinking in words it en-
hances their learning [5,6]. Students learn more e�ectively when they are forced
to construct knowledge for themselves.

Without natural language dialogue, the best remediation tools available to
tutoring systems are hint sequences. Hints are a unidirectional form of natural
language: the student can’t take the initiative or ask a question. In addition, there
is no way for the system to lead the student through a multi-step directed line of
reasoning or to ask the student a question, except via a list of pre-coded answers.
As a result, there is no way to use some of the e�ective rhetorical methods used
by skilled human tutors, such as analogy and reductio ad absurdum. Thus, the
use of natural language dialogue allows us to extend the tutor’s repertoire to
include the types of remediation subdialogues seen in corpus studies.

An elevator slows to a stop from an
initial downward velocity of 10 ms in
2 sec. A passenger in the elevator is
holding a 3 kg package by a string.
What is the tension in the string?

v

a

x

y

Fig. 1. Sample problem from the Andes physics tutor

2 Natural Language Dialogue in Atlas-Andes

Atlas-Andes is a dialogue-extended version of the Andes [7] tutoring system using
the capabilities o�ered by the Atlas tool set. Andes is an ITS whose domain is
�rst-year college physics. It tracks the student as the latter attempts to solve
a problem. If the student gets stuck or deviates too far from a correct solution
path, it provides hints and other assistance. The left-hand side of Fig. 1 shows
a typical Andes problem with its accompanying drawing. On the right is seen
the student’s partially completed free-body diagram, or sketch of the vectors
involved.

In this example, the elevator is decelerating, so the acceleration vector should
face the opposite direction from the velocity vector.1 Andes responds to this
frequent student error by turning the incorrect item red. If requested, it will

1 If the acceleration vector went in the same direction as the velocity vector, the
elevator would speed up and smash into the ground.
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provide the �rst hint of a sequence, in this case \Think about the direction of
the acceleration vector." Follow-up hints include further information about the
direction of acceleration and, eventually, the answer. The prototype Atlas-Andes
system replaces these hints by a choice of generated subdialogues, such as the
one shown in Fig. 2.

S: <draws acceleration vector in same direction as velocity>
T: What is the definition of acceleration?
S: I don’t have any clue.
T: OK, let’s try this. If a car was driving along east, which way would

you have to push on it to make it stop?
S: West.
T: Exactly, the opposite direction. What does that tell you about the

direction of acceleration?
S: It goes west too.
T: Right. The net force goes the opposite direction, and so does the

acceleration. Try to draw the acceleration vector again now.
S: <draws acceleration vector correctly>

Fig. 2. Example of generated dialogue

This example shows some prominent features of both APE and CARMEL.
From the planning point of view, after the student’s initial response, Atlas-
Andes was able to drop an unpromising line of attack and try a di�erent one.
Later, it was able to give speci�c responses to statements by the student. From
the language understanding point of view, we can see that Andes-Atlas can
e�ectively interpret student responses, even idioms like \I don’t have a clue."

3 Implementation of a Prototype Tutor

In this section we describe how a pre-existing tutoring system can be extended to
o�er dialogue capabilities using Atlas. Figure 3 illustrates the architecture of the
resulting extended system. While we focus our discussion on the prototype Atlas-
Andes system, the same approach could be used to add dialogue capabilities to
a wide range of tutoring systems. In Fig. 3 we see that students interact with the
dialogue-extended system through the User Interface Manager, which interprets
mouse clicks and key presses. GUI actions are then channeled through the GUI
Interpreter which interprets them and stores a representation of the interpreted
input for the Tutorial Planner (APE), described in Section 4. Natural language
input is channeled through the Input Understander (CARMEL), which interprets
the student’s input. Just as the GUI Interpreter does, it stores a representation
of the interpreted natural language input for the Tutorial Planner. The Tutorial
Planner then uses the input representation, as well as data from the host system
(in this case Andes) and other sources, to formulate a response which it sends
back to the student via the User Interface Manager.
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 Tutorial Agenda

 Tutorial History

 Plan Library

User Interface
Manager

Language
Understanding

(CARMEL)

Tutorial Planner
(APE)

GUI Interpreter
(Andes)

Host Tutor
(Andes)

 Grammar

 Lexicon

 Semantic Rules

 Tutor’s Response

Fig. 3. Architecture of Atlas-Andes

Two domain-speci�c knowledge sources are required to apply the Atlas tools
(APE and CARMEL) to a new domain, namely a plan library to guide the
Tutorial Planner and semantic mapping rules to guide the Input Understander.
A corpus of transcribed, spoken human-human dialogues using two experienced
tutors and 20 students attempting to solve physics problems informed the devel-
opment of the prototype Atlas-Andes system. The prototype system contains 21
semantic mapping rules and a plan library of approximately 100 plan operators,
including roughly equal numbers of operators for dialogue creation, responding
to speci�c student misconceptions, and handling domain-independent dialogue
issues. In addition to API and GUI handling, the latter category includes gen-
eral tutoring policies such as whether the student should be allowed to take
the initiative and return to the GUI without �nishing a subdialogue in process.
With this knowledge the system can generate a large number of variations of
the dialogue in Fig. 2 as well as selected examples of other ways of teaching
about the direction of acceleration, such as the mini-reductio in Fig. 4. Thus
the resulting system has the ability to tailor its approach to a wide variety of
student inputs. Operators are selected based on historical information gathered
by the tutor (discourse/interaction history), information about the current sit-
uation (the tutor’s current goal and the student’s latest response), and domain
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knowledge. As an example of the latter, if a student draws an acceleration vector
which is incorrect but not opposite to the velocity vector, a di�erent response
will be generated.

In the remainder of the paper, we will discuss the APE tutorial planner and
the CARMEL input understander in greater depth.

4 APE: The Atlas Tutorial Planner

Planning is required in dialogue-based ITSs in order to ensure that a coherent
conversation ensues as the tutor’s pedagogical goals are accomplished. If the
system just responds to student actions, the resulting conversation will not nec-
essarily be coherent, and the tutor has no way to ensure that its own teaching
goals are met. Although Wenger [8] wrote in 1987 that using a global planner to
control an ITS would be too ine�cient, developments in reactive planning have
made this goal a realistic possibility.

One cannot plan a conversation in advance unless the student’s responses are
classi�ed into a small number of categories, and even then it would be wasteful.
Furthermore, depending on the quality of the student’s answers, one might need
to change the plan during the conversation. For these reasons we work with
partial plans that are expanded and re�ned only as needed. This style of planning
is often called reactive planning [9,10].

For adding dialogue to ITSs, we have developed a reactive planner called
APE (Atlas Planning Engine) that is specialized for dialogue. In a previous
study [11], we showed how modeling human-human tutorial dialogues accord-
ing to the hierarchical structure of task-oriented dialogues [12] can make them
tractable for plan-based generation. In the tutoring dialogues we have studied,
a main building block of the discourse hierarchy, corresponding to the transac-
tion level in Conversation Analysis [13], matches the tutoring episode de�ned
by VanLehn [14]. A tutoring episode consists of the turns necessary to help the
student accomplish one correct problem-solving step, e. g. to make one correct
entry on a graphical interface. Our planner makes it convenient to satisfy local
goals without disturbing the basic hierarchical structure.

Figure 4 shows a sample plan operator from Atlas-Andes. For legibility, we
have shown the key elements in English instead of in Lisp.

To initiate a planning session, the user invokes the planner with an initial
goal. The system searches its operator library to �nd all operators whose goal
�eld matches the next goal on the agenda and whose �lter conditions and precon-
ditions are satis�ed. Goals are represented by �rst-order logic without quanti�ers
and are matched using full uni�cation. Since APE is intended especially for the
generation of hierarchically organized task-oriented discourse, operators have
multi-step recipes. When a match is found, the matching goal is removed from
the agenda and replaced by the steps in the recipe. This operation is repeated
until a primitive (non-decomposable) step is reached. If the primitive step cor-
responds to a question, the tutor asks the question and ends its turn. If the
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(def-operator handle-same-direction
:goal (...)
:filter (...)
:precond (...)

; We have asked a question about acceleration
; ... and the student has given an answer
; ... from which we can deduce that he/she thinks acceleration and

velocity go in the same direction
; and we have not given the explanation below yet

:recipe (...)
; Tell the student: "But if the acceleration went the same direction

as the velocity, then the elevator would be speeding up."
; Mark that we are giving this explanation
; Tell the student that the tutor is requesting another answer
; ("Try again.")
; Edit the agenda so that tutor is ready to receive another answer

:hiercx ())

Fig. 4. Sample plan operator

primitive step corresponds to a statement, the tutor utters the statement but
continues to plan, allowing the generation of multi-sentence turns.

To tailor the tutor’s responses to the student as much as possible, one needs
the ability to change plans during a conversation. This ability is provided in
APE through the use of three types of recipe steps that can update the agenda.
APE can skip the remainder of a strategy if circumstances have changed; it
can replace a strategy with another strategy that has the same goal; and it can
replace a sequence of goals at the top of the agenda. The last type is especially
useful for responding to a student utterance without disturbing the global plan.
In this way our approach di�ers from that of Vassileva [15]. Her work, based on
and-or graphs, uses a separate set of rules for reacting to unexpected events.

A second way to tailor the tutor’s response to the student is to take context
into account before choosing a response. APE provides this ability in two ways.
The \hierarchical context" or hiercx slot of an operator, shown in the last line
of Fig. 4, provides a way for the planner to be aware of the goal hierarchy in
which a decomposition is proposed. Additionally, operators can update and test
predicates in a dynamic knowledge base.

APE communicates with the host system via an API. It obtains information
from the world|the GUI interface, the natural language understanding compo-
nent (CARMEL), and the host tutoring system|through preconditions on its
plan operators. It returns information and action requests through recipe steps
that update its knowledge base and execute external actions. Further details
about the APE planner can be found in [16], and a deeper treatment of the role
of reactive planning in dialogue generation can be found in [17].

Many previous dialogue-based ITSs have been implemented with �nite-state
machines, either simple or augmented. In the most common �nite-state model,
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each time the human user issues an utterance, the processor reduces it to one of
a small number of categories. These categories represent the possible transitions
between states. There are several problems with this approach. First, it limits
the richness of the student’s input that can be appreciated. With APE, on the
other hand, the author can write arbitrarily complex predicates, evaluable at run
time, to de�ne a class of input. Second, one can only take history and context
into account by expanding the number of states, putting an arbitrary restriction
on the amount of context or depth of conversational nesting that can be consid-
ered. Third, the �nite-state approach misses the signi�cant generalization that
tutorial dialogues are hierarchical: larger units contain repeated instances of the
same smaller units in di�erent sequences and instantiated with di�erent values.
Finally, the �nite-state machine approach does not allow the author to drop
one line of attack and replace it by another without hard-coding every possible
transition, thus limiting the tutor’s ability to tailor its responses.

The prototype Atlas-Andes system described above shows that APE permits
one not only to build more sophisticated ITSs but to build them faster. Since
the domain-speci�c tutorial strategies are built from a small vocabulary of lower-
level operators, there is a considerable economy of scale when expanding such
a prototype to a full-scale tutoring system. Additionally, many of the operators
that express general tutoring policies and conversational strategies are domain-
independent and do not need to be repeated when expanding domain coverage.

5 CARMEL: The Atlas Input Understander

The task of the Atlas input understander is to extract relevant information from
student explanations and other natural language input to pass back to the plan-
ner. This information can take the form of single atomic values or collections of
flat propositional clauses, depending upon what the planner requires in speci�c
contexts. In either case, CARMEL, the Core component for Assessing the Mean-
ing of Explanatory Language, is used to parse the student input onto a feature
structure representation that contains both syntactic and semantic information.
Domain speci�c pattern matchers called semantic mapping rules are then used
to match against particular patterns of features in order to identify and extract
the needed information.

The overarching goal behind the design of the Atlas input understander is to
facilitate the rapid development of robust natural language understanding inter-
faces for multiple domains. While interest in language understanding interfaces
for tutoring systems has grown in recent years, progress towards making such in-
terfaces commonplace has been greatly hindered by the tremendous time, e�ort,
and expertise that is normally required for such an endeavor. Our long term goal
is to build a tool set to semi-automate the process by applying machine learning
techniques that require system developers only to annotate corpora with infor-
mation pertinent to tutoring, thus insulating them from the underlying linguistic
aspects of the development. At the heart of our design is the CARMEL core lan-
guage understanding component, which is available for use on other tutoring
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projects.2 Its underlying robust understanding technology [18,19,20] has already
proven successful in the context of a large scale multi-lingual speech-to-speech
translation system [21,22].

CARMEL provides a broad foundation for language understanding. It is com-
posed of a broad coverage English syntactic parsing grammar and lexicon; robust
and e�cient algorithms for parsing, semantic interpretation, and repair; and a
formalism for entering idiomatic and domain-speci�c semantic knowledge. Cur-
rent dialogue-based tutoring systems, such as Circsim-Tutor [23] and AutoTutor
[24], rely on shallow processing strategies to handle student input. This technol-
ogy has so far proven e�ective for e�ciently processing short student answers
and for evaluating content based on inclusion of relevant vocabulary. In contrast,
the goal of CARMEL is to support a deeper level of analysis in order to iden-
tify arbitrarily complex relationships between concepts within longer student
answers.

Our approach is to achieve the most complete deep analysis possible within
practical limits by relaxing constraints only as needed. CARMEL �rst attempts
to construct analyses that satisfy both syntactic and semantic well-formedness
conditions. A spelling corrector [25] is integrated with the lexical look-up mech-
anism in order to robustly recognize the student’s intended input in the face of
typos and spelling errors. The robust parser [19] has the ability to e�ciently
relax syntactic constraints as needed and as allowed by parameterized flexibility
settings. For sentences remaining beyond the coverage of its syntactic knowledge,
a repair stage [18], relying solely on semantic constraints compiled from a mean-
ing representation speci�cation, is used to assemble the pieces of a fragmentary
parse. Thus, robustness techniques are applied at each stage in processing stu-
dent input in order to address the wide variety of phenomena that make language
understanding challenging.

In a recent evaluation of CARMEL’s syntactic coverage, we measured the
parser’s ability to robustly analyze student input by testing it on a subset of
our corpus of tutoring dialogues that had not been used for development of the
prototype. The test corpus contained 50 student sentences and 50 multi-sentence
student turns randomly extracted from the full corpus. The utterances ranged
in length from 1 to 20 words, with an average length of 8 words per utterance.
The parser was able to construct analyses covering 87% of the corpus when a
high flexibility setting was used, taking on average .1 seconds per sentence.

When the parser is unable to construct an analysis of a sentence that deviates
too far from the grammar’s coverage, a fragmentary analysis is passed on to the
repair module that quickly assembles the fragments [18]. Our approach to repair
is unique in that no hand-coded repair rules are required as in other approaches
to recovery from parser failure [26,27]. A recent evaluation demonstrates that
CARMEL’s repair stage can increase the number of acceptable interpretations
produced by between 3% (when using a high flexibility setting) and 9% (when
a restricted flexibility setting is used), taking on average only .3 seconds per
sentence.

2 Interested parties should contact Carolyn Rosé at rosecp@pitt.edu.
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6 Conclusions

One goal of the Atlas project is to develop reusable software for implementing
natural-language based ITSs. In this paper we described CARMEL and APE,
the parser and planner, respectively, for Atlas. We illustrated this work with
an example from Atlas-Andes, a prototype physics tutor built using the Atlas
framework. We showed how using these components could enable not only better
tutoring but reduced authoring time as well.
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Abstract : This paper presents the earlier results of the CMOS project including
an embedded multi-agents ITS to efficiently help the learner faced with
troubleshooting maintenance tasks. This environment carry on dedicated
responses for aeronautical training sessions according to a three-step principle :
first «introduce», next «convince» and at least «get to do». We emphasize on two
main characteristics : a real-time full simulation of the technical domain, and it
works with an tutoring multi-agents architecture, ASITS. ASITS is supplied with
reactive and cognitive agents to track the learner performance, detect inherent
negative effects (the learner’s "cognitive gaps"), and as a feedback issue, to
identify some deficiencies that current training simulator lack. Therefore, as
measuring gap values with quantitative rules keeps sometimes hazardous, the
concept of simulation has to be extended to a Qualitative Simulation approach.
Key Words: Interactive Learning Environments, Real-time Simulation, Intelligent
Tutoring Systems, Multi-agentss Systems, Graphical Interface, Diagnostic
Reasoning.

1. Introduction

 This paper describes why « intelligent » desktop simulators for individual learning
and/or team training rely on social aspects of distributed artificial intelligence. This
reflection leads us to study computationally intelligent behavior using specifically
tailored architecture for multi-agents ITS (ASITS, Actor System for ITS). This
architecture has been applied in a simulation-based learning environment in order to
allow the instructors to perform anytime assessment [2] by tracking the learner in real
time (Progressive Assessment). As a feedback issue, we show how specialized
cognitive agents can contribute to model the interaction design of a learning session
in an Intelligent Desktop Trainer. Such systems are dedicated to train the learner in
immersive condition  not only by adding of Virtual Reality interface but mainly by
anytime merging of «introducing the learner» sequences in CBT mode, combined
with FBS procedure operations to «convince» and «get to do» with FFS to confirm.
We have also begun to identify some crucial points that current training desktop
simulator lack in order to detect inherent negative effects (i.e. the learner’s"cognitive
gaps" ) brought into the learning process both by imperfect or incomplete immersion
in simulation and by insufficient learner expertise for pedagogical strategy in ITS[6].
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By introducing new key concepts from Degani & Wiener in the design [4] of task-
oriented activities, we have shown that the learner cannot be considered as a simple
"executant". He has to be trained to take real time decisions from concurrent
activities: understanding of checklists and correct execution of prescribed operations.
They have to be mastered in reverse mode as a dual control of each other by a
specific ITS strategy,  the “reverse assessment” : free learner’s interaction with the
real time kernel of the simulator in fact, is tightly coupled with an evolutive checklist
window which traces and monitors the learner in ITS mode (and vice versa).
To verify these assumptions, we have developed a prototype1 as a fully runnable
maintenance simulator [11]. In this system, the "full-simulation" principle is supported
by an embedded architecture built on three simulation layers: Real-time Kernel (free-
play mode), distributed simulation (individual or team teaching of procedure) and
qualitative simulation (evaluating cognitive gaps from the learner). Consequently,
software agents within the ASITS architecture have to support learner and instructor
inter-activity,  traceability  and ITS strategy through the three layers.
This architecture outperforms simply guessing the advantages of traceability of both
the knowledge evolution in ITS and the simultaneous detection of change in the
cognitive profile of the learner. This aspect can be estimated (positively or no)
depending on three learning mode identified as a, b, c mechanisms (§4.3) and with a
primitive cognitive gaps typology (tunnel effect, dropping or context gaps), we have
shown what aspects of a user's behavior can be monitored by a gap evaluator agent.

2. New Concepts for Simulation Training in Aeronautics

2.1. Key Concepts for the Design of Task-Oriented Activities
Degani & Wiener [4] have focused on the manner in which pilots use checklists in
normal situations. In addition. Boy [3] has completed this research by studying the use
of the checklists in abnormal and emergency situations both carrying out an
exhaustive analysis of pilots’ cognitive activity. As new research issues from this
previous work we emphasize on first, the search for tools more adapted to human
operators, destined to improve the reliability of the human-system tandem and second,
if users do not apply procedures as expected, it is important to ask if it should be
considered as an error (i) if the non application is an attempt to adapt procedures
because the operational situation is rarely identical to the expected situation or (ii) if
the non application is a result of improper procedure design.
In these conditions, the human operator cannot be considered as a simple "executant"
and he has to be trained to take real time decisions from both concurrent activities for
anytime assessing of (i) the valid understanding of checklists, (ii) the correct execution
of prescribed operations. This is why classical desktop simulators have to be changed
for more realistic and intelligent ones.

                               
1 CMOS (Cockpit Maintenance Operation Simulator) supported by  Airbus Training.
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2.2. Different Approaches for Training Simulation
At Rolls Royce, the initial stage of maintenance training is made with an Active
Mock-Up which simulates the control boards of a Turbine Engine according to the
ALARP process (As Low As reasonably Possible). This strategy consists, using the
case-based slow down in functioning, of initiating, understand and “get to do” in the
same environment. On the other hand, at Delta AirLines, each training stage has
dedicated simulation devices: FFS (Full Flight Simulators), FBS (Fixed based
simulator) et CBT (Computer Based Training). The practice courses begin by using
the CBT then passing on the FBS where low level tasks are integrated in the
operations and, finally, learners access to the FFS where they practice the flight
procedures and manoeuvres. The philosophy consists in having always an instructor
behind the learner in order to validate the three stages on CBT, FBS and FFS. In fact,
the role of instructor is paramount in the training as he plans the activities for each
learner, chooses strategies for linking the simulator’s using with the procedures’
follow-up (and vice versa). Finally, he establishes an evaluation protocol for
certification exam assessment. These pedagogical activities aren’t automated at all in
the cabin simulators. However, they have been developed and largely automated in
traditional learning environments and, particularly, in the intelligent tutoring systems
(ITS) [7].  A fair model of classical ITS simulator is Sherlock II, a learning-by-doing
system for electric fault diagnosis for F15 fighter aircraft [8]. Nothing in Sherlock
architecture depended upon an assessment of the student. This was made intentionally
because of the many ways a problem can be solved and the lack of any body of
expertise that was complete and closed. But in a debriefing session, an expert coach
can always take what the student has done so far and give advice on how to proceed
toward a solution, but it cannot always decide that a student's approach was wrong.
Today, most of ITS systems for training are similar to Sherlock and lack of the
progressive assessment of learner's competency . In order to solve this problem, we
have first introduced the concept of "full-simulation" which has integrated the last
performances in desktop trainers [11] by merging the following three paradigms:
- Full Fidelity Simulation targets at a quality insurance given by a very fine grain for
represented knowledge issued from simulation modules, each one is devoted to a
specific aircraft system (Hydraulics, Engines, Electricity ...) and they act together as
reactive agents in the Real Time Kernel of the simulator,
- Distributed Simulation dynamically split on different stations zooms processes of the
previous modules allowing the learner to focus on precise point with an important
cognitive unballasting,
- Qualitative Simulation monitors interactions between the learner and the simulator in
terms of positive or negative effects when assessing the learner’s performance.
When the previous functions act together, the issued realistic feed-back can be
qualified of “Full-Simulation” in spite of the lack of an effective immersive interface.

3. A Prototype for “Full-Simulation”

The CMOS prototype is a learning environment advanced prototype (fully runnable)
dedicated to aeronautical maintenance operators (Airbus A340). The constitutive
characteristic of this learning environment is the "full-simulation" principle supported
by en embedded architecture built on three simulation layers:
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• First layer – Real-time kernel, as in FFS2.
• Second layer – knowledge base of prescribed tasks. Aeronautical procedures are

composed of strictly defined tasks.
• Third layer – reasoning analysis on tasks performed by tutoring system –

Qualitative Simulation
Equipped with software agents, that support traceability of interactivity through the
three layers, this prototype intends to cope with cabin simulator efficiency.

3.1. Human Factors in Aeronautical Training
Trainers’ developers usually seek to minimize human information processing and
cognitive demands on the user when they work for learning on simulators, and more
often in safety-critical sequences or procedures. However, the way of achieving this
goal differs greatly with respect to avoid different classes of cognitive difficulty (task
load, cognitive gaps…). For this primary work, we have used a reduced framework for
classifying the different cognitive task loads:
1. Concurrent mastering of three layers of simulation: kernel, checklists, ITS
2. Splitting learner activity into two alternate but equivalent interactions between
hypertext document and window simulation; and
3. Possibility of joint interaction from multiple learners acting on networked station
as in the simulator.
The methods we used to perform task analysis in # 1 are HCI related ones adapted to
man-machine interaction [3], in which reactive agents for detecting cognitive task
loads and learner’s misses will be paramount. Detecting gaps into task analysis for # 2
needs methods for recording the distributed design process and replaying portions of it
if necessary. This will require creation of novel methods and interfaces for real-time
tracking of learner’s activity with adaptive agents operating at any time.
For  # 3 we have developed tools and techniques to assess how users will work and
perform with cognitive agents in distributed engineering environments [7].

3.2. Qualitative Monitoring of the Learner’s Operations
The learner can operate in free-play mode (as in an immersive FFS) but the real-time
kernel of the simulator cannot assume a quantitative comparison of the value of expert
solution with the value of student solution. It can just signalize if «cockpit»
equipments and indicators run properly or not. This is why the qualitative simulation
is necessary (but not sufficient) to monitor the progressive assessment of the learner.

4. Multi-agent ITS

In multi-agent based ITS, this perspective raises three major problems: (i) the
definition of the communication standards for exchanging real-time information
between the agents, (ii) the indexing of expertise to facilitate 'know-how' tracking
within all the relevant domains and (iii) the cognitive interaction design.

                               
2 Full Flight Simulator –simulators which are used in the aircraft companies like
Boeing or Airbus to train pilots. These devices are real scale 1-cabin simulators.
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In order to resolve the problems raised before, agents must integrate adaptable
strategies to monitor the user's actions when mastering two concurrent activities:
understanding of checklists and correct execution of prescribed operations. This two
basic activities has to be managed in reverse mode as a dual control of each other by a
specific ITS strategy, the “reverse assessment” : a- free learner’s interaction with the
real time kernel (pseudo free play) in fact, it is tightly coupled with b- an evolutive
checklist window (aeronautical procedures) which monitors the learner in ITS mode.
This strategy must be applied to study maintenance procedures (AMM tasks) together
with the practice of tracking and troubleshooting procedures (TSM tasks). A relevant
selection of significant procedures is based on their frequency of use or on their
specific structure. Consequently, defining the curriculum consists mainly in choosing
a precise set of "key-tasks" in order to give the learner a general knowledge of the
structure of the complete course and a documentation handling experience. The
structure of the meta-help window is an hypertext active document identical to the
AMM paper form (see “Layer2” fig. 1). The content is enhanced with graphical icons,
and underlined texts are links to other hypertext documents.

Figure 1. Three-layered learner’s interaction during a maintenance task

The interaction between the three layers is not strictly planned before. During the
practice of the task, the trainee could choose between acting directly on a flight-deck
pushbutton (layer 1, fig. 1), checking an item on the checklist (top left window layer 2,
in fig. 1) or even ask the ITS to trace step by step this task (layer 3).
Problem can occur when analyzing conflicts in reasoning steps and attempts to track
possible issues to bridge the gap between the ITS and learner reasoning. In agent-
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based simulation, different agents play specific roles to achieve these goals [7]: at a
first level, pedagogical agents (learner, tutor…) play simulated learning scenarios, at a
second level, gap detector agents trace their reasoning and at a third level, cognitive
and evaluator agents detect and solve conflicts to improve new strategy.

4.1. General Presentation of Multi-Agent ITS
Three main components of an ITS (the student model, the knowledge model, and the
pedagogical model) have been formerly built in the form of intelligent agent
architecture as in the Actor's agent [6]. It is possible to limit the number of actors and
the casting of roles by (i) viewing learning as a reactive process involving several
partners (human, simulated functions, pedagogical agents…), (ii) adapting each
advising agent to various learning strategies co-learner, advisor,…[7].

4.2. Typology of Pedagogical Agents in the Simulation-Based Multi-Agent ITS
According to the “users in the loop” concept [7], general characteristics of different
agents used are following:
- Cognitive Agents: consider different strategies and learning styles, establish learning

objectives, create, locate, track and review learning materials, e.g., diagnostic and
assessment instruments, learning modules, mastery tests, etc...,

- Adaptive Agents: register changes and review/track students' progress and manage
student-tutors communications both asynchronously and synchronously,

- Reactive Agents: assign appropriate materials to students, manage student-ITS
communications synchronously (when desired/required),evaluate student needs.

The remaining problem is how to classify cognitive interactions amongst a society of
cognitive agent acting together in shared initiative (or not) with the learner(s).

4.3. Classification of Cognitive Interactions
We need to have agents which mimic human behavior in learning situations. From
previous multi-agent ITS experiments, we have emphasized on the potential of agent
to carry on end-user’s mechanisms. We have classified three levels of abstraction
depending on the functional aspects of  learner’s practice:

- (a-mechanism): learning as replication, where agents can provide instructional data,
representation of pedagogical strategy, and one of them, the Tutor, is devoted to mimic the
teacher acting in the classroom (learning can be embedded as a reactive mechanism),

- (b-mechanism): learning by tautology, where demonstrations can be designed to guide the
learner through the learning process with the help of specialized agents as Tutor, Companion,
Adviser... (learning process can be embedded as an adaptive mechanism),

- (c-mechanism): learning by dynamic interactions and shared initiative, where the
computer is more active and information is not only provided by the courseware, but can be
modified and generated by the learner (learning can be embedded as a cognitive mechanism).
At a second stage, which is the related current phase of the work, the ASITS
architecture allows to detect in real-time the emergence of deviant behaviors and
cognitive misses from the learner. What we call cognitive gaps of the learner.

4.4. Cognitive Gaps Typology: Dropping Gap & Context Gap
However, the success of pure multi-agent based tutoring system depends on a
learner's motivation and self-discipline. We intend to profile such behavior by just
using three types of cognitive gaps: -the 'context gap' at the points of divergence
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between the purpose of the tasks performed within an ITS and the purpose of the
predicted solutions expected by the pedagogue (that needs a b-mechanism - the
'dropping gap' (i.e., the rate of renunciation due to the lack of motivation and help)
which implies a c-mechanism approach. Thereby, this method for weakening the
"dropping gap" inevitably introduces the 'context gap' restraint jointly with the shared
initiative problem between the learner and the system. The solution to reduce the
dropping gap by agents’ auto-adaptation introduces often the context gap, which
brakes the initiative share between the learner and the system. Such conflict limitation
needs a specialized type of actor - the gap evaluator agent.

4.5. Cognitive Agents as Gap Evaluators:
The “instructor assistant” plays the role of a collaborator and his helps are more and
more useful because he observes, captures and generalizes decision helps made by
other agents. The learning of activities by agents was limited to two simple
mechanisms: (i) learning by needs satisfaction (individual), such as the agents of two
levels (reactive and planned) [2] with the planner agent for beliefs and presupposes,
(ii) learning by satisfaction of contradictions (collective), which uses a genetic
algorithm in the aim to resolve antagonist constraints between the evolution of each
agent and the operation of the whole system.

5. Architecture of the Multi-agent System

The following scheme displays the organization of different agents, which form all
together the general architecture based on ASITS principles. This learning
environment evolves permanently and independently from agents’ objectives.

Figure 2: Cognitive agents managing interactions with the learner
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5.1. Human Agents
The Learner and Instructor agents are the two human agents of the system and they are
absolutely free in their interactions. All interactions of the learner and of the instructor
are mediated by a graphical interface.

5.2. Cognitive Agents Role
Cognitive agents are present permanently in the environment: They are created at the
launch of application and “live” until its end. It is represented by one exemplaire.
Learner’s gap detector agent supervises the interactions of the learner with the system.
It is based on the know-how model in order to detect each gap of the learner. This gap
detection does not evaluate the gap (severity level of the error).
Curriculum agent controls the progression of the learner in the whole course.
Synthesizing different problems encountered by the learner, he is responsible of
organizing learning sessions and of individualizing the progression in difficulties.
After recognizing learner’s profile, it proposes the sessions of activities.
Depositor of Instructor’s Experience agent collects preferences in order to guide the
learner according to the personal instructor’s style. It must, by the demand of Gap
Evaluator agent, analyze this gap and propose a heiristical qualification.

5.3. Reactive Agents Role
Reactive agents are the different lifetime. They are created by another agent (cognitive
or reactive) and are killed after their objective is completed. Depending on situation,
each type of reactive agents is represented by 0 to n exemplaires.
Gap evaluator agent is created by Learner’s gap Detector agent in order to find the
real signification of the gap (negligible gap, notable, important, major error…)
Learner Assistant agent offers the requested help when the learner demands it. The
only interaction of this agent with the environment is produced when the learner, after
numerous indexes or helps, can not correct his/her error. In this case, Assistant agent
realizes, step-by-step, a demonstration of the correction.
Observator of Instructor’s Heuristics agent is created by the Learner’s Gap Evaluator
agent. It uses machine learning techniques in order to collect the precise and
heuristical interventions of the instructor but it stores also the acquired knowledge.

6. Experimenting with KQML and CIAgent Agents [1]

6.1. Agent Classes
The ASITS architecture support autonomous agents by the definition of a generic
class of agent-supervisor named CIAgent3 which monitors six principal agents:
- Ag.I: initialization agent (not presented in fig.2) because it is not permanent
- Ag. LGD: Learner's Gap Detector
- Ag.DRM : Didactical Ressources Manager
- Ag.IA : Instructor's Assistant
- Ag.C : Curriculum
- Ag.GE#n : Gap Evaluator

                               
3 CIAgent = Constructing Intelligent Agent.
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In addition, these five agent types are cognitive, they are represented by an unique
instance. The last agent is reactive, the whole system can have dynamically from 0 up
to n agents of this type, and it perish (Dead state) at the end of their script.

6.2. Results

At the beginning, the only initialization agent (Ag.I) is awake. Its only task consists in
arousing other agents (LGD, DRM, IA et C) before going to slep itself. A series of creations
is performed by the agent I. In response to each message of the agent I, the agents
concerned receive the «Wake up !» signal :
Ag.I:   Create Ag.LGD
Ag.LGD: Wake up !
Ag.I:   Create Ag.DRM
Ag.DRM: Wake up !
Ag.DRM: Didactical ressource chosen = AMM page
Ag.I:   Create Ag.IA
Ag.IA:  Wake up !
Ag.IA:  Run mode = learner's mode
Ag.I:   Create Ag.C
Ag.C:   Wake up !
Ag.C:   Storing 'the learner is starting a new exercise'
Ag.I:   Falling asleep
New procedure 24-24-00-710-801
6 0: Action:                  EXT A                  IMPULSED
Ag.LGD: Learner's interaction detected
10 0: Action:                  BAT 1                  PUSHED
Ag.LGD: Learner's interaction detected
10 2: Action:                  APU BAT                PUSHED
Ag.LGD: Learner's interaction detected
6 0: Action:                  EXT A                  IMPULSED
Ag.LGD: Learner's interaction detected
Ag.LGD: Gap detected
Ag.LGD: Create Ag.GE
Ag.GE:  Wake up !
Ag.GE:  Gap evaluation
Ag.GE:  Gap = Learner's error
Ag.GE:  Notifying learner's error to Curriculum Agent
Ag.C:   Storing learner's error
Ag.GE:  Dead
6 0: Action:                  EXT A                  IMPULSED
Ag.LGD: Learner's interaction detected
Ag.LGD: Gap detected
Ag.LGD: Create Ag.GE
Ag.GE:  Wake up !
Ag.GE:  Gap evaluation
Ag.GE:  Gap = Learner's correction of the error
Ag.GE:  Notifying learner's correction to Curriculum Agent
Ag.C:   Storing learner's correction
Ag.GE:  Dead
10 1: Action:                  BAT 2                  PUSHED
Ag.LGD: Learner's interaction detected
2 2: Action:                  UPPER potentiometer    Superieur a Zero
Ag.LGD: Learner's interaction detected
2 3: Action:                  LOWER potentiometer    Superieur a Zero
Ag.LGD: Learner's interaction detected
4 2: Action:                  HYD/GREEN/ELEC         IMPULSED
Ag.LGD: Learner's interaction detected
Ag.LGD: Gap detected

$FWLRQV � GLGDFWLFDO UHVVRXUFHV
PDQDJHU �'50� FKRRVHV DQ $00
WDVN� ZKLFK ZLOO SRLQW WR WKH
DVVRFLDWHG GLGDFWLFDO UHVVRXUFH LQ
RUGHU WR SURSRVH WKLV H[HUFLVH WR WKH
OHDUQHU�
,QVWUXFWRU¶V $VVLVWDQW �,$� LGHQWLILHV
WKH FXUUHQW PRGH RI IXQFWLRQLQJ ±
© OHDUQHU PRGH ª�
&XUULFXOXP �&� UHFRUGV WKDW WKH
OHDUQHU EHJLQV WKH QHZ H[HUFLVH RQ
WKH DFWLYH GRFXPHQW �
$00 ����������������

1RUPDO OHDUQHU¶V SURJUHVVLRQ LQ WKH FXUUHQW WDVN�
2QO\ WKH /HDUQHU¶V *DS 'HWHFWRU DJHQW �/*'�
SURGXFHV LQWHUQDO QRWLILFDWLRQV DW HDFK OHDUQHU¶V
DFWLRQ �LW VKRZV FOHDUO\ WKH WUDQVSDUHQW UHDO�WLPH
OHDUQHU¶V IROORZ�XS�� %XW LQ ���� WKH OHDUQHU
PDNHV D JDS UHODWHG WR WKH QRUPDO SURFHGXUH�

�/*' UHPDUNV LW� DQG WKHQ FUHDWHV D *DS
(YDOXDWRU DJHQW �*(�� *( TXDOLILHV WKH JDS DV D
OHDUQHU¶V PLVWDNH� *( QRWLILHV FXUULFXOXP RQ LW�

,PPHGLDWHO\ DIWHU PDNLQJ D PLVWDNH� WKH
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FRUUHFW WKLV HUURU DW RQFH

7KH UHVW RI WKLV FKURQLFOH VKRZV WKH
QRUPDO SURJUHVVLRQ RI OHDUQHU
EHIRUH PDNLQJ D QHZ PLVWDNH LQ ���
�SXVKLQJ VWDUW EXWWRQ RI K\GUDXOLF
SXPS +<'�*5((1�(/(&� ZKLFK
DFWLRQ LV RXWUXQ E\ WKH OHDUQHU�� 7KH
K\SRWKHVLV WR YHULI\ LI WKLV LV D
FRQWH[W JDS
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Ag.LGD: Create Ag.GE
Ag.GE:  Wake up !
Ag.GE:  Gap evaluation
Ag.GE:  Gap = Learner's error
Ag.GE:  Notifying learner's error to Curriculum Agent
Ag.C:   Storing learner's error
Ag.GE:  Dead
4 2: Action:                  HYD/GREEN/ELEC         IMPULSED
Ag.LGD: Learner's interaction detected
Ag.LGD: Gap detected
Ag.LGD: Create Ag.GE
Ag.GE:  Wake up !
Ag.GE:  Gap evaluation
Ag.GE:  Gap = Learner's correction of the error
Ag.GE:  Notifying learner's correction to Curriculum Agent
Ag.C:   Storing learner's correction
Ag.GE:  Dead

1 0: Action:                  Ecam                   C/B
Ag.LGD: Learner's interaction detected
3 2: Action:                  Ecam                   C/B
Ag.LGD: Learner's interaction detected
2 0: Action:                  Ecam                   HYD
Ag.LGD: Learner's interaction detected
0 0: Action:                  Low air press BLUE     Non affiche
Ag.LGD: Learner's interaction detected
0 1: Action:                  Low air press GREEN    Non affiche
Ag.LGD: Learner's interaction detected
0 2: Action:                  Low air press YELLOW   Non affiche
Ag.LGD: Learner's interaction detected
4 2: Action:                  HYD/GREEN/ELEC         IMPULSED
Ag.LGD: Learner's interaction detected
4 2: Action:                  AC ESS BUS SHED
Ag.LGD: Learner's interaction detected

7. Conclusion

We have begun different experiments using this prototype, previously with senior
engineers and instructors all along the development cycle and nowadays with novice
learners: students from the Institut de de Maintenance Aéronautique at Bordeaux and
others from the Institut Universitaire de Technologie at Bayonne with the aim of
classifying the different cognitive tasks load during learner’s interactivity.
Depending on three functional aspects of learning identified as a, b, c mechanisms
and with a rather primitive cognitive gaps typology (Tunnel Effect, Dropping, and
Context Gaps), we have shown what aspects of a user's behavior can be monitored by
a gap evaluator agent.
Implemented with a Java repository of agents (CIAgent), the deliberately limited
actor’s architecture, the Gap Evaluator agent. This Gap Evaluator agent is responsible
for qualifying the gap: from "nothing important" to "major misunderstanding" for a
given type of gap – dropping, context or tunnel – in a, b, c mechanism).
the major scientific obstacle consists in identifying behavioral aspects of the learner
which can be captured, controlled and learned by different cognitive (or not) agents in
shared initiative between learner and system.

7KH VDPH PHFDQLVPV DV LQ WKH
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DOZD\V JXLGH WKH OHDUQHU DV
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WKH OHDUQHU WULHV WR PDNH D VHULHV

RI DFWLRQV ���� ���� ���� � ZKLFK

JXLGHV KLP WR D QHZ DWWHPSW E\

WU\LQJ ��� DIWHU �� DQG« WKLV WLPH�

LW LV FRUUHFW� EXV DFFHVV LV WUXVWHG

�$&&(6 %86 6&+('� EHFDXVH
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LQVWUXFWRU GXULQJ WKH GHEULHILQJ�



Cooperative Agents to Track Learner’s Cognitive Gap      453

Our plan is to extend the rather poor capabilities of learning within the current
cognitive agents. Another promising way to investigate is the improvement of man-
machine interaction by immersing the learner in virtual reality interfaces. This may
originate a new spread of influent cognitive discrepancies or shifts that need to
identify new types of distinctive gaps.
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Abstract. This paper focuses on the problem of language transfer in foreign
language learning. The transfer caused by the difference between learner’s
mother language and target language, often leads a communicative gap. This
paper first analyzes the semantic relations between learner’s mother language
and target language. Then proposes a CGM (Communicative Gap Model) due
to language difference. We have developed a communicative language-learning
environment called Neckle (Network-based Communicative Kanji Learning
Environment) to support foreign language learning through communication
with native speakers. Neckle has a software agent that observes the
conversation between the learner and the native speaker, checks up the
communicative gap according to CGM, and notices the gap for the support of
language learning congenial to each learner. Learners can not only be aware of
the language difference but also acquire its cultural background from the native
speakers.

1  Introduction

With the fast development of computer networking, people around the world have
more chances to communicate directly. By applying computer networking to language
learning, it is now possible for learners to communicate with native speakers in
foreign languages. In fact, many approaches, which are intended to improve exchange
among different cultures and language learning by e-mail, have been proposed
[7,17,16]. Hanson et al. [7] used the Internet for improving international cooperation
and comprehension among university students around the world. Through the
exchange of e-mail, the learner’s ability to comprehend and express themselves in
foreign languages has been highly improved. Saita et al [16] examined the variation
of learners' language misuse and corrected usages while learners communicated with
native speakers by e-mail. Saita et al. reported that through the exchange of e-mail,
the percentage of language misuse gradually declined, learners came to use sentences
with more complicated structure, and the ability of the learner to use the language was
improved. They also pointed out that to communicate directly with native speaker was
very important for foreign language learning. These approaches that emphasize the
foreign language study through communication, are known as a communicative
approach [11, 14]. A communicative approach is a foreign language learning method,
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which emphasize communication primarily. Grammatical rules and vocabularies are
secondly. Recently, it has attracted much interest in CALL (Computer Assisted
Language Learning). We apply this approach to support the acquisition of Japanese
Kanji meaning with communication tools [12].

Cross-linguistic influences have also been identified as important factors
influencing second language acquisition [15]. Language transfer means that one’s
mother language previously learnt tends to influence the learning a foreign language
and have both negative and positive effects. It can be observed in conversation,
semantics and phonemics. If a transfer takes place with no difference between the
mother language and target language resulted it is called “positive transfer”. If a
transfer happens with different results it is called a “negative transfer”. The “negative
transfer” is a serious problem on foreign language learning usually causes a
communicative gap [13, 15, 18]. Therefore, it is necessary to focus on the language
difference in foreign language learning. In this paper, the system supports Chinese
learners to study Japanese Kanji focusing on the meaning difference between
Japanese Kanji and Chinese Kanji.

As for related researches, an intelligent CALL system called Mr.Collins [4, 5] was
developed. It focused on language transfer that is caused by the grammatical
difference between learner’s mother language and target language. The system
facilitated the acquisition of pronoun placement in Portuguese learning. ‘Cross Talk’
[10] is a CALL environment using multimedia based on cross-cultural pragmatics. It
tackles on the issues of pragmatic transfer in the conversation between learner and
native speaker. However, there are few approaches focusing on communicative gaps
in CALL.

This paper proposes an agent-mediated language-learning environment called
Neckle (Network-based Communicative Kanji Learning Environment) that focuses on
the meaning difference between learner’s ML (Mother Language) and TL (Target
Language). In Neckle, a software agent that supports Chinese people learning
Japanese Kanji is named Ankle (Agent for Kanji Learning).

2  Languages Difference and Communication

The “negative transfer”(hereafter sited as transfer) often leads communicative gaps.
Contrastive linguistics is worthwhile work for predicting and preventing language
transfer [20]. In this section, first, we analyze the relation of vocabulary meaning
between learner’s ML and TL. Then we consider the communicative gap due to the
meaning difference.

2.1 Meaning Relation between ML and TL

The research of contrastive linguistics has been carried out on the relation between
language’s vocabulary meanings. Andou [1] classified the relation into 3 groups. (1)
“Same”, (2) “Overlap”, (3) “Different”. In this study, we furthermore subdivided the
“(2)Overlap” into “Inclusion” and “Overlap-different” from the point of view of
foreign language learning. Figure 1 shows the relationship and some examples
between Japanese and other languages.
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(I) Same: both of learner’s ML and TL are signify the same or have common

meaning. e.g., in Japanese, “  (Haru)” means “Spring” only.

(II) Inclusive: (IIa): The meaning scope of ML is a subset of TL;  (IIb): The meaning

scope of ML is wider than that of TL. e.g., in Japanese, “ (Kiru)” means “put

the clothes on ”only such as coats , jacket, not including such as pants, skirt , so

“ (Kiru)” belongs to (IIa). One the other hand, “ (Kyodai)” in Japanese

means not only brothers, but also sisters. So “ (Kyodai)” belongs to (IIb).

(III) Overlap-different: while ML and TL have common meaning, they also have

different meaning. For instance, in Chinese, “ (Tan’i)” has no meaning of

“credit” like Japanese, it means “place of employment” instead. However, a

common meaning of “a unit” exists, so “ (Tan’i)” belongs to (III).

(IV) Different: The vocabularies of ML and TL hav no common meaning

because of different culture. For example, “ (Torii)” is a symbol of

Japanese culture. So the “ (Torii)” is peculiar to Japanese language.

Fig. 1.  Meaning relation between mother language and target language.

2.2 CGM (Communication Gap Model)

We have analyzed the factors of communicative gaps in conversation as follows:
(1) Difference in meaning between learner’s ML and TL: Learners may make

misunderstanding of a word of TL because of the difference between ML and TL
language[15]. When the meaning relationship is (II)“inclusion” or (III) “ they
have common meaning and different meaning each other, a communicative gap
may occur to learners.

(2) Learner’s position of the communication: Two positions exist in communication,
one is a “sender” and the other is a “receiver”. Even if meaning is different, a
communicative gap might not occur depending on the learner’s positions (sender
or receiver).
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(3) Written form of learner’s ML and TL (characters or letters): this system provides
a text-based communication, therefore, it is possible that language transfer may
occur even with the same written form. For example, if written form was
different, there would be no gap. But, if the written form was the same, gap will
occur. For example, “ ” means “walking” ” in Chinese, but it means “running”
in Japanese.

Considering the three above factors, we propose CGM (Communicative Gap Model)
based on the different meaning (see Table 1).
- In (I), because the meaning is same, there will be no gap.
- In (IIa), when the student’s position is a receiver, the student will take the TL’s

meaning with a narrower view than the TL, so a gap will occur. When the
student’s position is a sender, a gap will not occur because the native speaker is
able to understand the meaning by the context.

- In (IIb), when the student is a receiver, it is not easy to understand native speaker
intentions. When the student is a sender, a gap can occur if the native speaker
takes the student’s meaning into a narrower scope than the student intended.

- In (III), depending on a common meaning, a gap can occur at both student and
the native speaker.

- In (•), if the written form is different, a gap caused by language transfer will not
occur. However, if written form is the same, a gap can occur at both the sender
and the receiver.

3 Communicative Foreign Language Learning Environment

In this section, we present an agent-oriented framework, which focuses on the
difference in the meaning between learner’s ML and TL.

3.1 Design Strategies of Learning Environment

The design strategies of the framework are as follows:
(1)  Communicative approach: learners study TL through communication with native

speakers.
(2)  Focusing on the language difference: this system mainly supports to acquire the

knowledge where there is a difference between learner’s ML and TL.
(3)  Learner-centered design: knowledge of TL is based on learners’ needs and

depends on the contents of the conversation. An agent supports language
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learning according to the communication contents and the status of student’s
understanding.

3.2 Diagram of Agent’s Support

The agent’s behaviors are as follows:
(1)  Agent observes the communication between learners and the native speaker.
(2)  Agent analyzes the conversation at real time using the “Dictionary of

knowledge", and looks for the difference between learner’s ML and TL.
(3)  Agent judges the communicative gap according to the CGM.
(4)  Agent notifies the knowledge difference according to the student model.
(5)  Agent constructs the intervening timing asking whether the student has already

understood.
(6)  Agent decides the “teaching strategy” according to the response of learners. If a

student’s answer was wrong, the agent would notice the difference of knowledge
according to certain teaching strategies.

3.3 Student Model and Intervention, Teaching Strategies

This study applies a communicative approach and supports students to learn foreign
language through communication with a native speaker. The principles are as follows:
(1) To avoid interrupting communication, the agent doesn’t frequently intervene in

the conversation.
(2) Knowledge teaching does not interrupt conversation for a long.
We suggest the strategies of the system intervention and teaching based on the above
principles.

    Fig. 2. Relation of intervention, student model and teaching strategies.

3.3.1 Student Model
In this system, we examined the state of student’s knowledge by question. We
classified the state of knowledge into “understanding” and “misunderstanding”, then
divide it further into “temporary understanding” and “temporary misunderstanding.”
 The status of student’s understanding changes as in Figure 2.
(i) Initial: Agent has not checked any Kanji words for meaning difference.

(I) Always (i) Initial

(ii) Temporary misunderstanding
(iii) Misunderstanding

(v) Understanding

State

(iv)Temporary understanding

(II) Sometimes
(III) Never

Intervention Teaching strategies

(1) Simple

(2) Detail
(3) Not teaching

Student model, intervention and teaching strategiesIntervention

Teaching
strategy

(I) (III)(II)(I)(I)

(1)(2) (3) (3)

State (ii)(iii) (v)(iv)(i)

Wrong Correct With time
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(ii)Temporary misunderstanding: Learner’s answer to a question was wrong, but only
once.
(iii)Temporary understanding: Learner’s answer to a question was correct once.
(iv)Misunderstanding: Learner’s answer to a question was wrong again.
(v)Understanding: Learner’s answer to a question was correct again.
Each knowledge state will change acording to the following rules.It will change to the
state in writen inside the < >symbols. when learer’s answer was wrong.(see Figure2)
(i)•(iv) <(ii)> :“Initial” moves to “Temprary understanding” if learer’s answer was
right. Otherwise, it moves to “Temprary misunderstanding”.
(ii)•(iv) <(iii)>: “Temprary misunderstanding” moves to “Temprary understanding” if

learer’s answer was right. Otherwise it moves to “misunderstanding”.

(iii)•(iv) <(iii)>: “Misunderstanding” moves to “Temprary understanding” if learner’s

answer was right. Otherwise, “misunderstanding”is repeated.

(iv)•(v) <(ii)>: “Temprary understanding” moves to “Understanding” if learner’s

answer was right. Otherwise, it moves to “Temprary misunderstanding”.

(v)•(iv): don’t intervene in conversation if state is “Understanding”. However,

“Understanding” moves to “Temporary understanding” with time.

3.3.2 Intervention Strategies
If there is any gap, the agent will intervene into the conversation as following,
according to the student’s model.
(1) Always: The agent always intervenes if student’s knowledge state was “initial”,

“temporary misunderstanding”, or “misunderstanding”.
(2) Not always: Agent intervenes when “temporary understanding” appears several

times.
(3) Never: Agent does not intervene when the knowledge state is “understanding”.

3.3.3 Teaching Strategies
In order to do not interrupt the communication for along time, we propose teaching
strategies into “simple” and “detail” (See Table 2).
(1) Simple: showing the diagram of relation between learner’s ML and TL intended

for “temporary not-understanding ”.
(2) Detailed: teaching knowledge of meaning, spelling, grammar, and usage, etc.

about TL intended for “misunderstanding”.

Simple teaching Detailed teaching
Relation among the ML & TL
Meaning of the TL

Relation among the ML & TL
Meaning of the TL
Meaning of the ML
Relevant Knowledge of TL

Table 2. Teaching strategy.
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4. Neckle

A system called Neckle (Network-based Communicative Kanji Learning
Environment Focusing on the Difference between Japanese and Chinese Kanji
Meaning) has been developed. Neckle has an agent interface called Ankle (Agent for
Kanji Learning). In this environment, learners whose ML is Chinese learn Japanese
Kanji through conversations with Japanese native speakers. This section we explain
the development and user interface of Neckle.

4.1 System Architecture

Neckle has three parts: communication tool, Ankle and server. Communication tool
uses text-based chat.

4.1.1 Ankle
Ankle always stays in learner’s environment, supporting Kanji learning. It is
composed of modules as following.
(1) Monitor: it is used for recording a dialogue between the learner and the native

speakers. It finds Kanji in the conversation and then, determines whether these
Kanji have meaning difference consulting the “Dictionary of knowledge”

(2) Agent interface: it is used for supporting knowledge learning.
(3) Student model: it is used for recording the learners’ status of knowledge, last

attending date and attending times.
(4) Mechanism of intervention strategy: if Kanji with meaning difference was used

in conversation, the agent checks the gap existence according to CGM, notices a
gap based on the learner model, and then determines intervention timing.

(5) Mechanism of teaching strategies: Ankle intervened in the conversation with
question. If the learner’s answer was wrong, the agent will decide the teaching
strategy by referring to the student model.

4.1.2 Server
The server is composed of the following modules.
(1) Morpheme analyzer: a Japanese morpheme analyzer system. It analyzes the

morphemes in a conversation and replays the result to Ankle.
(2) Dictionary server: the Kanji knowledge of Chinese and Japanese is recorded in

this base. It is used for Ankle to judge any difference and teach the Kanji
knowledge.

4.2 User interface

The user interface is shown in Figure 3. It has five windows: “chat”, “Ankle”,

“question”, “teaching” and “dictionary”.

a) Chat window: the learner can engage in a real time dialogue with a native

speaker through the Chat system. For example, a Chinese learner “YU” and a
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Japanese student “MORI” talk about a major at the University. Their

conversation is as follows:

YU:Hi. I’m yu. Are you ready?

MORI:Ok. Let us talk about our study! What’s your major?

YU:My major is Japanese literature.

MORI:Are you interested in Japanese language?

YU:Yes . I want to be a Japanese translator ( )

“ ” in Japanese means “Translator” only. However in Chinese, its meaning is

not only “Translator” but also “Interpreter”. Therefore, Japanese people might

understand into “Translator” only. So communicative gap might occur.

b) Agent window: the agent Ankle has an interface of personification, which starts

with the Chat window. It monitors the dialogue and intervenes when different

knowledge is involved in the dialogue. Ankle provides the learner with the

message and transmits the intention to the learner using a prepared dialogue

template.

Fig. 3. User interface of Neckle.

c) Question window: Ankle provides learner with a question. Checks the answer

and informs leaner about its correctness, with sound. Learner chooses from the

choices. For example, about Japanese “ (honyaku)”, it is correct if learner

chooses “Translator”, and the conversation can continue without Ankle’s
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intervention. However it is not correct if leaner chooses “Interpreter”, then

window (d-1) or (d-2) appears for teaching correct knowledge.

d) Teaching window:

(d-1) Simply teaching window: for “temporary misunderstanding”, the system

gives operates with a diagram of the relationship of the Japanese-Chinese

Kanji meanings. When the learner clicks a Japanese area, the meaning

window will be popped up.

(d-2) Detailed teaching window: for “misunderstanding”, the system compares the

learner’s Chinese with the Japanese meaning to support the understanding

of Japanese meaning. If the student requests to know other knowledge, a

dictionary window will be showed.

e)   Dictionary window: in addition to the Kanji meaning, Grammar, spelling and so

on are also provided.

5. Conclusions and Future Work

This paper deals with the problem of language transfer in foreign language learning
and analyzes the meaning relation between learner’s ML and TL. We propose a
communicative gap model based on meaning difference and suggest an environment
for foreign language learning called Neckle. We also described an agent support that
is a different approach from [2, 3]. Finally, we present the development of Neckle,
which uses the agent Ankle, and show the experimentation about Neckle. Neckle was
developed on the Windows NT using Visual Basic 6.0. Access 97 was used for the
Database. Chasen [8] is the morpheme analyzer of Japanese, and the Microsoft Agent
[9] was used as our agent interface. In the future work, we will make Ankle to
consider more learners’ state of knowledge understanding, especially for advanced
learners, and let the agent take part in conversation between learner and native
speaker in a natural way. Secondly, we will try to apply Neckle to other languages.
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Abstract. This paper describes TEATRIX; a learning environment designed to
help children, and their teachers, in the whole process of collaborative story
creation. TEATRIX provides an environment where both drama and story
creation are merged into one medium providing a form of collaborative make-
believe for children. While creating a story TEATRIX allows the children to
interact with each other in a distributed 3D environment, by means of their
chosen characters. Each character is an intelligent software agent living in the
world of the story: the theatre stage.  Characters that are not controlled by
children act autonomously according to the actions and goals set up by their
role in the story. The roles in the story are based on the work by Vladimir Propp
on folk tales and can be chosen from a set that includes a villain, a hero, a
princess, a helper, etc. Children not only set up the scene for the development
of the play and its characters, but also do the whole performance. TEATRIX is
being evaluated in a Computer Integrated Classroom (CiC) environment which
is part of an EU funded project (the NIMIS project).

1. Introduction

Drama is part of our lives since early childhood. Children as young as three engage in
the art of make-believe exploring the boundaries of the real and the fantastic [13].
One of the most important aspects of drama is that it provides a type of activity where
children engage in the play actively, with several senses. Aristotle refers to this as
“enactment”: which means to act rather than to read. Enacted representations involve
direct sensing as well as cognition [5].

However, due to its physical grounding, acting is often seen as activity done
separately from the creation of stories and the writing process. Merging acting,
reading and writing into one single environment, and supporting it, was one of the
main goals of the research here presented.  Such environment aimed at providing
effective support for children developing: their notions of narrative, through the
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dramatization of several situations; and, their ability to take a 2nd and 3rd person
perspective across the experience of a wide range of situations.

To achieve such pedagogical goals, we relied strongly on the experiences that a
school (O Nosso Sonho2) has with their “Dramatic room”. The “Dramatic room” is a
special room where children choose to go to play dramatic games. There, they dress
up, choose their story, choose their characters and act.

Based on this experience and evaluations conducted in the school [8] we designed
TEATRIX, which is like a game where children, collaboratively, create their own
stories, by choosing the scenes, the characters, acting and writing.   In TEATRIX
children create the stories using a set of pre-defined scenes and a set of pre-defined
characters. These characters may act on behalf of the children or autonomously. Each
child will expect the story to evolve in reaction to her character’s actions. So, their
characters must act in a believable way, in order for the story creation environment to
engage the children in an entertaining experience, which can meet the child cognitive
needs to interpret, understand and interact with the world in term of stories [1].

In this paper we will describe TEATRIX, its underlying architecture, and the role
of the autonomous agents (as synthetic characters in the stories) and present some
steps taken in the evaluation process.

This paper is organized as follows: first we will provide a description of what is
TEATRIX, describing the several phases in the story creation process. Then, we will
present the architecture used for the story creation environment and the agents there
embedded. We show how such architecture fulfils the needs of TEATRIX story
creation aims. Finally we will present the evaluation set up where TEATRIX is being
used and tested.

2. Teatrix: General Description

TEATRIX is part of a large project NIMIS (Networked Interactive Media In Schools)
[4], an ESE (Experimental Schools Environments) project in the i3 (Intelligent
Information Interfaces) area. The main goal of the NIMIS project is to develop a
virtual classroom where the current activities, as well as new ones, can be carried out
by children and teachers. TEATRIX is one of the applications within NIMIS. Others
include “Today’s Talking Typewriter”[15] and “T’rrific Tales”. The first step in the
development of TEATRIX was to experience and to gather information from
collaborative story creation situations in real classrooms by children of target ages.
The findings have shown that these activities are performed in well-defined phases
[9]. In the first place the teacher together with his pupils chooses the story to be
played, then each child chooses which character he wants to play. When everybody is
happy with his role in the story, the stage set-up and the characterization of the young
actors is made. The class is ready for the performance and the play begins.
Aiming at the recreation and expansion of this activity in a virtual interactive learning
environment. TEATRIX transposes the story creation process of a real classroom into
                                                          
2 O Nosso Sonho is a school in the suburbs of Lisbon situated in a deprived area. The school’s

pedagogical approach, since it is not a curricular school, aims at promoting free choice and
mature decisions by the children. So, everyday children have the freedom to choose which
“room” to go, either, the drama room, the intellectual room or the studio room. The CiC
environment is set up in one side of the intellectual room.
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a virtual classroom and merges the writing with the playing. We’ve recognized from
the real world experience that the whole process can be divided into three different
phases, for each we’ve defined a different module: story set-up, story creation and
story writing.

2.1 Phase 1: Story Set-up - Backstage

In this module a child can shape the story to be created by describing its main
components: scenes, characters and items.

A scene is a spatial location where the characters can perform and interact; it has
some décor objects that enrich its definition and has several exits, which allow the
connection of different scenes. The characters can use these exits to move between
scenes. For instance, in Hansel and Gretel possible scenes are: the house of the
children, through the forest, a path in the forest, the wicked witch house, etc.

Fig. 1. Story set-up. On the left is the scenes set-up and on the right is the characters set-up.

Characters are defined by their name, their type, which defines their social stereotype
(e.g. a little girl, an old lay, etc.), and their role in the story. A role, according to
Barbara Hayes Roth [3], is the class of individuals, whose prototypical behaviours,
relationships, and interactions are known both to the actors and to the audience.
TEATRIX only allow six different roles for its characters: villain, hero, helper,
magician, beloved one and beloved relatives. The choice of these roles is based on the
seminal work done by the Propp [11] on folk and fairy tales. Our Hansel and Gretel
example will have four actors: a boy, a girl, an old lady and a bird. The boy will be
“Hansel” and he’ll be a hero, the little girl will be “Gretel” and also a hero, the old
lady will be a “wicked witch” and will be the villain and the bird will be the helper.

Throughout the play characters may need some items to support their performance.
Items extend the base behaviour of a character as they give it new forms of interaction
(e.g. with a magic wand a wicked witch can bewitch the little boy Hansel).

The story set-up is only completed when every character and item is placed on its
starting scene (the place where they will first appear when the story creation starts)
and the desired connections between the scenes as established. Figure 1 shows two
application snapshots of the backstage module.

Finaly, the whole set-up is saved for future use or used immediately for a
performance.
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2.2. Phase 2: Story Creation - On stage

Once the initial set up is done, children can then play the prepared story. Note that
one story set-up can be used for creating many different stories. The set-up only
defines the initial situation (scenes, charcters and items), and it is not difficult to see
that from the same starting point several stories may emerge.

This story creation module is a multi-user module where several children can work
together on the same story giving life to the characters. A child may have two roles in
this phase: to be the owner of the story or just be one of its players. The owner is the
one who took the initiative of the story creation. He chooses the story he wants to
create from the set of stored set-ups and then waits for other children to join in. The
owner sees every character that is chosen and has the power to initiate the story
performance.

When everything is ready, the curtain is raised. The initial situation is narrated and
a three-dimensional representation of the story world will appear (see figure 2 that
shows a scene in a forest featuring a witch, a girl and a big cooking pot). Each child
gets a view of the scene where his character was first placed. The child can control his
character by choosing a specific action chosen from set of defined actions, which can
change according to the character’s type and role.

All characters that were not chosen by any child are system controlled and act in a
goal oriented manner based on their type and role. For example, a villain will have the
major goal to harm the hero.

Fig. 2. Creating a story. The central area show a 3D representation of the scene our controlled
character is currently in, we can see other characters and items that are also there.

The children interact with each other and with the world, by means of their characters,
being able to talk to the others, pick up and use items. The story emerges from this
interaction. However, not all interactions lead to a coherent story. Thus, to support the
achievement of a coherent structure in the performance, guaranteeing that the
characters perform according to their roles a director may be put in charge.  We will
discuss this element in more detail later in this paper.
When the story is considered finished, usually by the director (can also be finished by
some children giving up), it will be stored for future replay or writing.
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2.3 Phase 3: Story Writing - The audience

In this module children can see the stories they’ve performed as a recorded movie and
reflect upon the work done. The movie can be stopped at any time, rewound or
forwarded as desired. A montage process can also be done on the original story. As a
child watches the movie she can write about it or even criticize it. A child can write
more than once about the same story. All written stories are stored to be read later or
shared with other children.

3. The Agents in the Fantasy Worlds of TEATRIX

When the play starts all characters in the story creation environment must act in order
for a story to emerge. To achieve that, they were built as intelligent agents living in a
synthetic 3D world. The use of intelligent agents as synthetic characters has had an
increase of interest in the past few years. Works such as [2], [6], [12], [14] are good
examples of how intelligent agents can improve the communication between learning
environments and learners. Such agents can have life-like properties in order to help
the learner, explain concepts, and demonstrate tasks. But the use of synthetic
characters in learning situations does not necessarily fall into a tutor or a companion
role. For example, recently a synthetic character was used as a learner avatar in a 3D
world to teach microprocessor concepts [7]. In TEATRIX the intelligent agents will
be the actors in a play.

To support the development of these agents we’ve elaborated an architecture with
two main concepts: the world and the agents.

3.1 The World

The world is the space where objects and agents exist. In TEATRIX the world is a
three-dimensional stage divided into several locales (the scenes referred in section
2.1). The world objects are classed according to an ontology that divides the world
entities into animated, that can change the world (e.g. agents), and inanimated. The
inanimated entities can be portable and/or usable. The usable entities that are portable
are items. Each different story will have a different ontology, based on the previous
definition, depending on the world objects it may have. E.g. a story that takes place in
a forest scene and has a magic wand on it needs a magic wand class and other classes
that describe the décor objects in a forest (e.g. a tree class) in the ontology.

3.2 The Agents

The characters in the story are implemented as agents “living” in the world of the
story, its stage.

The agent architecture has five components (see figure 3): (1) the mind,
responsible for the agent’s behaviour; (2) the body, responsible for the representation
of the agent in the world; (3) the effectors, responsible for the execution the agent
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actions in the world; (4) the sensors, responsible for the information acquisition; and
(5) the inventory which keeps track of the agent’s possessions.

Not every component is needed in a TEATRIX agent. For example, the body and
the inventory can be undefined, which means that the agent can not be placed in a
world locale, because it’s “physical” representation is defined in his body, and cannot
pick up items from the world (since it does not have a way of keeping them). The
mind, sensors and effectors are essential.

Agent

M i n d

B o d yS e n s o r s

Ef fec to rs

Inventory

Wor ld

Fig. 3. Agent Components.

Next, we present a more detailed description of each agent component.

Mind. The mind keeps the agent’s knowledge about the world (the world model) and
about himself: the actions he can perform, their consequences, his goals and his
emotional state. The decision-making process is based on this knowledge. The agent
can react to a perception or just act because it wants to change the world to according
to its goals. Figure 4 shows the mind components and the links between them.

Five components manipulate the mind information: (1) the Perception Filter
determines if a perception received from a sensor is relevant to the agent at that
particular moment (similarly to [10]); (2) the World Model Update assures that the
internal World Model is coherent with the perceptions received; (3) the Emotional
Reaction change the Emotional State as the World Model or agent Goals change; (4)
the Goal Update revise the agent Goals as his World Model or Emotional State
change; (5) the Action Planning is responsible for the planning of the agents’ actions.
Planning takes into account the current Goals, World State, the Actions that can be
performed and the Emotional State. The Emotional State allows the agent to have
preferences between Actions in certain circumstances.
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Fig. 4. Mind Components. Boxes represent mind processes and ellipses mind knowledge.

When the mind decides which action to perform it informs the corresponding effector
to start the execution of that action. However, the agent’s behaviour is conditioned by
the its type and role. Two agents of the same type act differently if they have different
roles and two agents with different types perform differently the same role. The
character role defines some goals for the agent. For instance a “hero” has a predefined
goal that is defeating the “villain” [9].

When a child controls a character, the mind of such agent has a passive role. The
agent will not act by itself and therefore the action planning will be inactive.
However, all other components will still be active as the agent will continue to have
an emotional state and its own goals. For example, the child may force her character
to do something against its current goals, and although it performs such behaviour, its
emotional state will change into a more negative one.

Body. The body represents the agent in the world. Such representation is not only the
agent’s appearance to others, but also its “physical” state, which includes properties
such as height, weight, position in the world, etc.

Characters are represented in the world as “sprites” which means they don’t have
3D representations but animated 2D representations. For every action there is an
animated sequence of images that represents it in the world. The character type
reflects its “physical” appearance so the animations vary according to a character
type. The emotional state also changes the way the actions are represented.

Effectors. An effector is the component that contains all the information of how to
perform an action. The performance is divided in three phases. In the first phase the
effector verifies if all preconditions are fulfilled. This verification is necessary
because the world model of the agent can be different from the real world, and thus,
although the agent believes he can perform an action, that may not possible in the real
world. After such verification the action execution starts. Each step in the execution
has a partial effect in the world and must be represented; this representation is
achieved through the body. When the execution ends, the effector makes sure the
action is finalized, performing the correct changes on the world. When an action
needs an item to be performed the effector can use the inventory contents for that. In
TEATRIX there are some basic actions that are common for all agents: walk, get
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item, drop item, use item, activate item, interact and talk. The agent can have some
specific type and role actions that will enrich this basic set.

Sensors. Sensors are the information translators that gather information from the
world changes and inform the mind about such changes. An agent knows the effects
of his own actions by means of his sensors. A sensor can filter a world event and not
deliver it to the mind. This process simulates the “physical” limitations of the agent.
This is different from the perception filtering process of the mind, in that case the
process verifies if the agent is interested in the event and not if he is able to “see” it.

Inventory. The inventory can be seen as a backpack where the agent keeps all its
possessions. The agent may also have an item in his hand, and it can switch that item
with any other in his backpack, only that item (in the hand) can be used.

3.3 Director Agent

The director agent is the one responsible for narrative control of the story. Having no
“physical” representation in the world, he has no body or inventory. However, he has
some God-like privileges, this means, he can sensor in all world locales, insert some
new items or characters in any world locale and is able to know about every action
occurring in the world. Further, the director agent can talk to the other agents, giving
them performance directives, even control them if need (in behalf of the story
coherence). It is the director agent who decides when the story is over. A child can
also control this agent and thus becomes the director of the play.

3.4 Distributed Architecture

Since TEATRIX is a co-operative environment we needed to distribute the
architecture defined above. As we’ve mentioned before there is one child who takes
the initiative of creating the story. This child will have specific competencies that the
other ones don’t. The module associated with that child is named the story server.

In each story creation process there will be a story server and zero or more others
client modules. The server module is responsible for resolving synchronization
conflicts for shared resources (e.g. two characters try to get the same item) and for
controlling the system time. The server also controls the director agent and all
character agents that were not chosen by any child (system controlled).

The other modules, as well as the server, have complete information about the
world and its locales. Each module controls the agent chosen by its child user, but
only has clones of the other characters in the world. These clones don’t have
capability of reasoning (e.g. don’t have a mind) and thus only repeat the actions that
the agents they clone perform.

The director agent can not be cloned and only acts in the server world. Its actions
are then transferred from world to world.
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4. Evaluation

To ground the development of TEATRIX we’ve performed some studies on how
stories arise and are developed in the dramatic room of the school “O Nosso Sonho”.
These results will, in the future, be used for the evaluation that is being carried out at
the different schools within the project. The NIMIS classroom [15] (see Figures 5) is
already in use in three different schools: one in Duisburg, Germany, one in the Leeds,
UK, and one in Lisbon, Portugal. A first prototype of TEATRIX is installed in the
Portuguese school and has started to be used by the children and the teachers.

Our plans for evaluation include the study of the conditions where the NIMIS
classroom and its applications lead to the improvement of literacy, narrative skills and
the ease of collaboration between children.

Fig. 5. NIMIS Classroom. Photos taken in the German school during a lesson where the NIMIS
software was in use.

5. Conclusions

In this paper we have described TEATRIX a learning environment designed to help
children, and their teachers, in the whole process of collaborative story creation.
TEATRIX provides an environment where both drama and story creation are merged
into one medium providing a form of collaborative make-believe for children. We’ve
described the underlying architecture of TEATRIX focusing on the role of the
autonomous agents (as synthetic characters in the stories). We’ve discussed the
diverse elements that form part of the agent’s architecture showing how these
elements are combined to achieve the behaviour of the characters playing roles in the
story.

TEATRIX is already in use in the school integrated in a Computer Integrated
Classroom Scenario (CiC) developed within the NIMIS project. The next step is to
evaluate its use and find out how the system is helping the students and the teachers in
their learning activity, in particular in literacy.



TEATRIX: Virtual Environment for Story Creation      473

References

1.  Dautenhahn, K.: “Story-Telling in Virtual Environments”. Working Notes Intelligent Virtual
Environments, Workshop at the 13th biennial European Conference on Artificial
Intelligence, Brighton, UK, 1998.

2.  Frasson, C., Mengelle, T. and Aimeur, E.: “Using pedagogical agents in a multi-strategic
intelligent tutoring system”, in Proceedings of the AI-ED workshop on Pedagogical Agents,
Kobe, 1997.

3.  Hayes-Roth, B.: “Acting in Character”, in Creating Personalities for Synthetic Actors, Eds
R. Trappl and P. Petta, Springer, 1997

4.  Hoppe U. et al: “The NIMIS Project” technical report, The NIMIS project, 1999.
5.  Laurel, B. Computers as Theatre, Addison-Wesley, 1993.
6.  Lester, J., Converse, S., Kahler, S., Barlow, S., Stone, B. and Bhoga, R.: The Persona effect:

Affective Impact of Animated Pedagogical Agents. In CHI'97 Electronic Publications, 1997
7. Lester, J., Zettlemoyer, L., Gregoire, J. and Bares, W.: “Explanatory Lifelike Avatars:

Performing User Centered Tasks in 3D Learning Environments, in Autonomous Agents’99,
ACM Press, 1999

8.  Machado, I., Martinho, C. and Paiva, A.: Once upon a time… In Proceedings of the AAAI
Symposium on Narrative Intelligence, Ed. P. Sengers and M. Matheas, AAAI Press, 1999.

9.  Machado, I. and Paiva A.: “Heroes Villains, Magicians…: Believable Characters in a Story
Creation Environment”. In Proceeding of the AIED workshop on Life-like Pedagogical
Agents, Le Mans 1999.

10. Martinho, C. and Paiva, A.: “Pathematic Agents: Rapid development of Believable
Emotional Agents in Intelligent Virtual Environments”, in Autonomous Agents’99, ACM
Press, 1999.

11. Propp, V.: Morphology of the folktale. Austin: University of Texas Press, 1968.
12. Rickel, J. and Johnson, L.: Integrating Pedagogical Capabilities in a Virtual Environment

Agent. In W.L. Johnson & B. Hayes-Roth  (ed.): Autonomous Agents´97, ACM Press
(1997).

13. Singer, D and Singer, J.: The House of Make-Believe, Harvard University Press, 1990.
14. Swan, E., Johnson, L. and Ganesham, R.: Pedagogical Agents on the Web.  In Autonomous

Agents’99, ACM Press, 1999.
15. Tewiseen, F., Lingnau, A. and Hoppe,U.: “Today’s Talking Typewriter” Supporting Early

Literacy in a Classroom Environment. To be published in the proceedings of Intelligent
Tutoring Systems 2000 Conference.



      

G. Gauthier, C. Frasson, K. VanLehn (Eds.): ITS 2000, LNCS 1839, pp. 474-483, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000

Fading and Deepening: The Next Steps for Andes
and Other Model-Tracing Tutors

Kurt VanLehn1, Reva Freedman1, Pamela Jordan1, Charles Murray1, Remus Osan1,
Michael Ringenberg1, Carolyn Rosé1, Kay Schulze3, Robert Shelby2, Donald Treacy2,

Anders Weinstein1, and  Mary Wintersgill2

Abstract. Model tracing tutors have been quite successful in teaching cognitive
skills; however, they still are not as competent as expert human tutors.  We
propose two ways to improve model tracing tutors and in particular the Andes
physics tutor.  First, tutors should fade their scaffolding.  Although most model
tracing tutors have scaffolding that needs to be gradually removed (faded),
Andes’ scaffolding is already “faded,” and that causes student modeling
difficulties that adversely impact its tutoring.  A proposed solution to this
problem is presented.  Second, tutors should integrate the knowledge they
currently teach with other important knowledge in the task domain in order to
promote deeper learning.  Several types of deep learning are discussed, and it is
argued that natural language processing is necessary for encouraging such
learning.  A new project, Atlas, is developing natural language based
enhancements to model tracing tutors that are intended to encourage deeper
learning.
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1  Model Tracing Tutors

This paper considers how to improve an already successful type of intelligent tutoring
system, the model-tracing tutor (MTT).  Although Anderson, Boyle and Reiser (1985)
coined the term, MTT refers to a relatively broad class of intelligent tutoring systems,
namely those that contain a model of the cognition that one would like students to
engage in and a means of encouraging students to reason in that fashion.  An MTT
usually has three modules: an expert model, a graphical user interface and a
pedagogical module.  After describing these modules below, we describe in the
following sections the two main problems that MTT face and our proposed solutions
to them.  We conclude with a short comparison of the proposed MTT and human
tutors.

An MTT contains an expert model which models how the designers would like
students to reason.  It has problem solving strategies that are coherent, precise,
complete, and often quite simple. Sometimes the strategies are designed to enhance
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learning rather then accurately replicate expert strategies.  They may require doing
steps that students and even some instructors do not usually do, such as solving
algebra word problems by writing arithmetic equations before writing algebraic ones
(Aleven, Koedinger, Sinclair, & Snyder, 1998).

Most MTT have a high bandwidth graphical user interface (GUI).  A GUI has
high bandwidth if it has students display most of their reasoning, typically by
requiring them to enter more information than they would if they were working as
normal on a sheet of paper (VanLehn, 1988).  For instance, students might have to
define variables, as in the Andes physics tutor (Gertner & VanLehn, 2000), or provide
coherent labels for columns in tables and axes in graphs (Aleven, Koedinger, &
Cross, 1999; Aleven et al., 1998).  Some GUI even have students maintain a goal tree
(e.g., Koedinger & Anderson, 1993; Reiser, Beekelaar, Tyle, & Merrill, 1991;
Singley, 1990).  Many MTT designers claim that explicating such information
increases learning, and there is some evidence for that claim (e.g., Merrill & Reiser,
1994; Singley, 1990).

An MTT also contains a pedagogical module that can provide immediate feedback
and hints.  Feedback is given whenever the student’s action does not match the expert
model’s action. Help is usually provided via a hint sequence.  A hint sequence starts
with a general hint, then allows the student to try again.  If the student’s new action is
also incorrect or the student ask for more help, then the tutor gives the next hint in the
sequence, which provides more information about what the target action should be.
The hints become more specific until the student enters the target action correctly.  If
the tutor runs out of hints, it either tells the student exactly what to enter or does the
action for the student.  Clearly, the pedagogical module is based on the hypothesis
that immediate feedback and hint sequences facilitate learning.  There have been
several studies of this hypothesis (e.g., Anderson, Corbett, Koedinger, & Pelletier,
1995; Mark & Greer, 1995).

2 Fading

Although MTTs have an enviable track record (e.g., Anderson et al., 1995;
Koedinger, Anderson, Hadley, & Mark, 1995; McKendree, Radlinski, & Atwood,
1992; Reiser, Copen, Ranney, Hamid, & Kimberg, in press; Shelby et al., in prep.),
they are sometimes criticized as being too rigid.  Below, we review such claims then
discuss “fading,” which is an obvious solution to the rigidity problems.  However, the
bulk of this section concerns some non-obvious problems that fading causes, how
they emerged in the Andes tutoring system, and what we propose to do about them.

MTTs are sometimes criticized for allowing only one strategy for problem solving
when many are possible.  For instance, Anderson and Corbett’s Lisp tutor has been
criticized for forcing students to enter code top-down (e.g., Reiser, Kimberg, Lovett,
& Ranney, 1992).  The critics argue that when the tutor keeps students on the solution
path of a single strategy, it prevents the students from inventing their own strategies,
testing them and refining them.

A second complaint is that the tutor often forces students to enter information that
they often try to hold in their working memory.  This could prevent students from
learning how to manage their use of memory.  For instance, when solving complex
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algebra equations, some students try to write down fewer intermediate steps then
expert mathematicians (Lewis, 1981).  Such students need to learn to write more
down and trust their memory less, but the rigid scaffolding of MTT GUIs thwarts
such learning because it controls how much they must write down.

 A third criticism is that the tutor provides too much scaffolding of error handling.
Because the tutor detects errors for the student and hints at how to correct them, when
students of MTTs are tested with the tutor absent, they are often worse at detecting
and correcting their own errors than students who covered the same material without
the tutor (Reiser et al., in press).

As Collins, Brown and Newman (1989), McArthur (1990) and others have noted,
expert human tutors often start with large amounts of scaffolding, then fade it as
students exhibit more competence.  Similarly, MTTs should fade the procedural
restrictions on problem solving, thus allowing students to solve problems any way
they want, to experiment with strategies and to manage their use of memory.  MTTs
should also fade their support for error handling, thus allowing student to learn how to
detect and correct errors by themselves.

2.1 Andes is Already Partially Faded

Although most MTTs should fade their scaffolding, our MTT, Andes (Gertner &
VanLehn, 2000; VanLehn, 1996) has the opposite problem.  It has turned out to have
too little scaffolding.  Although Andes flags incorrect entries by turning them red, it
allows students to enter steps in any order and to omit almost any step.   This gives
Andes’ students the freedom to discover strategies and manage their use of memory.
On the other hand, the lack of procedural restrictions has caused 2 pedagogical
problems.

First, some students failed to develop effective problem solving strategies, and
Andes’ hints about what step to do next only frustrated and confused them.  The log
files indicate that many Andes students do not follow a single strategy.  They often
mix steps from multiple strategies, probably without knowing that they are doing so.
When a student asks for advice on what to do next, Andes uses probabilistic reasoning
to guess the step the student might be trying to do next and construct a hint sequence
leading up to it (Gertner, Conati, & VanLehn, 1998; Gertner, 1998).  The students
sometimes can’t figure out why that step should be next.  Indeed, there usually is no
good explanation because their strategy wasn’t coherent.  Some students felt quite
frustrated by the apparent randomness of Andes’ advice, not realizing that it was
caused by their own random behavior.

Second, when students received hints on errors, they often could not fix the errors
themselves.  Instead, they proceeded all the way to the last hint in the sequence,
which would tell them exactly what to enter.  Andes hint sequences are no different in
design from those used successfully by other MTT, which suggests that it is the
context of the hints which is causing them to fail.  For instance, a common error was
to omit a negative sign that was introduced by projecting a vector.  Andes’ first hint
on a sign error is to “check your signs.”  If the student has drawn the appropriate
vector and is working on projecting it (e.g., entering an equation such as
VX=-V*cosq), then this hint would probably work fine.  However, the students who
make this error have often skipped both drawing the vector and writing the projection
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equation down.  When they receive the “check signs” hint, they can’t figure out where
the negative sign should have come from because they did the calculations in their
head.  Many hints fail not because they are bad hints, but because Andes let student
do so many critical steps in their head that the students cannot reconstruct their
reasoning in order to find the error.

From these observations during formative evaluations, it has become clear that
although Andes’ faded scaffolding allows students to invent their own strategies,
repair their own errors, and manage their use of memory, some students seem to need
more scaffolding.  They should be constrained to use a single strategy and to not skip
key steps.   That is, some students need the rigid, procedural scaffolding that most
MTT have but Andes lacks.

2.2 Micro-adaptive Fading

A straightforward approach to fading is to equip the MTT with different levels of
scaffolding.  Novice students start with a high level of scaffolding.  As their
competence increases, the tutor reduces (fades) the level of scaffolding.  This is a
macro-adaptive approach to fading  (cf. Shute, 1993).   The tutor changes its level of
scaffolding in between problems, but during a problem’s solution, the level remains
the same.  Inspired by our analysis of human tutors, we are revising Andes to use a
micro-adaptive approach to fading.  The scaffolding only occurs at the moment the
student seems to need it.

The key idea is that although Andes will be able to recognize a wide variety of
strategies, skipped steps, etc., it will only give advice and help on a single strategy.
The strategy to (a) select a quantity whose value is sought, (b) decide which major
physics principle is appropriate for finding it, (c) execute the procedure for that
principle, (d) figure out which quantities still need to be found, then repeat the cycle
from step (a).  This strategy is well known in physics, and the procedures often appear
in textbooks.  Some tutoring systems (e.g., Reif & Scott, 1999) constrain students to
follow this strategy.  The physicists on the Andes project have designed the specific
strategy to be taught by determining which physics principles are the major ones and
designing procedures for them.  For instance, Newton’s second law (F=m*a) is a
major principle, but the weight law (W=m*g) is not.  Instead, it is included in the
Newton’s law procedure.   The physicists also determined which steps in the
procedures must be entered by student on the Andes GUI, and which can be done
mentally if the student wishes.

The new Andes will not constrain students to follow the strategy.  Just as before,
students can enter steps in any order, skipping as many as they like.   As long as they
enter a correct step, it will turn green.   Moreover, if they can fix their incorrect (red)
steps without help, then they will see no signs of the target strategy.  However, if they
ask for help, then Andes will try to get them to follow the target strategy.

More specifically, if they are stuck and ask for a hint on what step to do next,
Andes will start by asking them, “What quantities are you seeking?” and offering a
menu.  Incorrect menu selections evoke feedback and a hint sequence.  When the
student has selected a quantity that is actually sought in this problem, then Andes
asks, “What principle should be used to find it?” and offers a menu.  Again students
get feedback and  hints until they have chosen a principle appropriate for the problem
and the sought quantity.  Andes then matches the principle’s procedure to the
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student’s entries and determines the first step that the student has not yet done.  It
gives hints on that step.  When the student finally does the target step, this help
episode is over, and the student resumes solving the problem.  If the student
immediately asks for another hint on what to do next, then Andes may skip some of
the dialog and just give hints on the next step in the principle’s procedure.  In other
words, the procedural scaffolding is there if the student wants it, but they have to ask
for it.

When the student asks “what’s wrong?” with an incorrect step, then the new Andes
will not always given them help on that step.  If the student has skipped some critical
steps, then Andes will identify which one should be done first and hint it by saying,
“Your errors are probably caused by skipping <step>.  If you do it, you’ll probably
figure out what your errors are.  If not, ask me for help again.”  If the student does ask
for help again, they will get it in a context which allows the hints to succeed.  For
instance, they won’t actually get hints on fixing a sign error until they have first
drawn the relevant vector.

This approach to fading is micro-adaptive in that scaffolding is done only on the
part of the strategy whose absence is causing errors or confusion.  As students become
more competent, they ask for less help and thus receive less scaffolding.  Thus, Andes
fades the scaffolding without even maintaining a student model.

Andes’ micro-adaptive fading should cause more transfer than macro-adaptive
fading.  If students are forced to follow a specific procedure, then they will only learn
how to do the procedure.  They won’t learn about the errors and confusions that
happen if they don’t follow it.  With Andes’ micro-adaptive fading, students learn the
value of the procedure the hard way, by making errors and getting lost.   This
increases the chance that they will use the target strategy when working on their own,
thus increasing transfer.

3 Deep Learning

MTTs have sometimes been criticized for failing to encourage deep learning. The
following are probably only a few of the criticisms that fall under this category, but
they are certainly enough to set a challenging research agenda:
1. If students don’t reflect on the tutor’s hints, but merely keep guessing until they

find an action that gets positive feedback, they can learn to do the right thing for
the wrong reasons, and the tutor will never know such shallow learning occurred
(Aleven et al., 1999; Aleven et al., 1998).

2. Since the tutor does not ask students to explain their actions, students may not
learn the domain’s language.  Our verbal protocols are replete with domain
language misuse.  Educators have become increasingly concerned that students
learn to “talk science,” as that appears to be part of a deep understanding of the
science, as well as facilitating scientific writing, working collaboratively in
groups, and beginning to participate in the culture of science.

3. The high bandwidth GUI, which asks students to display many of the details of
their reasoning, doesn’t promote stepping back to see the “basic approach” one
has used to solve a problem.  Even students who have gotten high grades in a
physics course can seldom describe their basic approaches, nor tell when two
problems have similar basic approaches (Chi, Feltovich, & Glaser, 1981).
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4. Students of quantitative skills, such as algebra or physics problem solving, are
usually not encouraged to see their work from a qualitative, semantic perspective,
so they fail to induce versions of the skills that can be used to solve qualitative
problems and to check quantitative ones for reasonableness.  Even physics
students with high grades often score poorly on tests of qualitative physics (e.g.,
Hestenes, Wells, & Swackhamer, 1992).

Many of these objections can be made to just about any form of instruction.  Even
expert tutors and teachers have difficulty getting student to learn deeply.  Therefore,
these criticisms of MTT should only encourage us to improve them, not reject them.

There are two common themes in the list above.  First, all four involve integrating
problem-solving knowledge with other knowledge, namely: (1) principles or
rationales, (2) domain language, (3) abstract, basic approaches and (4) qualitative
rules of inference.  Second, the kinds of instructional activities that are currently used
to tap these other kinds of knowledge make critical use of natural language.  Although
one can invent graphical or formal notations to teach these kinds of knowledge on a
computer, they might be more confusing to the students and instructors than the
knowledge that they are trying to convey.   Moreover, students and instructors are
likely to resist learning a new formalism, even a graphical one, if  they will only use
temporarily.

3.1 Atlas: A Natural-Language Enhancement for Model-Tracing Tutors

We believe that if MTTs are to become more effective at encouraging deep learning,
they must use natural language.  Therefore, we have begun building Atlas, a module
that can be added to Andes or other MTT in order to conduct natural language dialogs
that will promote deep learning.  Atlas uses natural-language generation technology
originally developed for CIRCSIM tutor (Freedman & Evens, 1996), the LC-FLEX
parser (Rose & Lavie, in press), and the COCONUT model of collaborative dialog
(DiEugenio, Jordan, Thomason, & Moore, in press).  See (Freedman, Rose,
Ringenberg, & VanLehn, 2000) for a description of the system architecture.

Initially, Atlas will support only a simple form of interaction.  Most of the time, the
students interact with Andes just as they ordinarily would.  However, if Atlas notices
an opportunity to promote deep learning, it takes control of the interaction and begins
a natural language dialog.  Although Atlas can ask students to make Andes actions as
part of the dialog (e.g., it might have the student draw a single vector), most of the
dialog is conducted in a scrolling text window.  When Atlas decides the dialog is
complete, it signs off and lets the student return to solving the problem with Andes.

The dialogs are called knowledge construction dialogs, because they are designed
to encourage students to infer or construct the target knowledge.  Like a Socratic tutor
(Collins & Stevens, 1982), Atlas tries to avoid telling the student what the student
needs to know, but it may do so as a last resort.

3.2 Knowledge Construction Dialogs to Teach Principles

So far, Atlas conducts just one kind of knowledge construction dialog.  The dialogs
are designed to teach a domain principle.  They occur when the student has made an
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error or gotten stuck, and has asked Andes for help.  Atlas takes over when Andes
would have given its final hint.  Instead of telling the student the target principle, it
conducts a dialog designed to teach the principle in a Socratic fashion.

The specific dialogs we are implementing were observed in transcripts of human
tutors (VanLehn, Siler, Murray, & Baggett, 1998; VanLehn, Siler, Murray,
Yamauchi, & Baggett, in press).  For instance, consider the target principle “When an
object is moving in a straight line and slowing down, its acceleration is opposite its
velocity.”  VanLehn et al. (in press) observed 15 knowledge construction dialogs for
this rule.  However, they can be reduced to three basic types.  One derives the target
principle from the definition of acceleration, another uses analogy, and a third shows
that the students’ belief (that acceleration is in the same direction as velocity) leads to
contradictory and absurd conclusions.

Knowledge construction dialogs are often nested.  For example, suppose the tutor
starts by asking the student for the definition of acceleration.  Most students will say,
“velocity divided by time,” which is almost right, so the tutor corrects it in a subtle
way (Graesser, Person, & Magliano, 1995) by splicing in the missing information
“Yes, it’s the change in velocity divided by time.”  However, if the student’s response
indicates greater confusion than that (e.g., “It’s the derivative of time.”), then the tutor
may drop into a knowledge construction dialog on the definition of acceleration.
Empirically, human tutors seldom nest knowledge construction dialogs more than two
deep.  If the student seems hopelessly confused, then the tutor may abandon the top
level knowledge construction dialog and start a different one by saying, e.g., “Well,
forget about the definition of acceleration.  Let’s try an analogy.  Suppose....”

Implementing even one knowledge construction dialog strategy is a major
endeavor.  Not only must the dialog strategy itself by developed, but types of student
responses must be anticipated, each with an appropriate tutorial response.  Moreover,
the knowledge mentioned in the dialogs must be represented in such a way that the
natural language processing modules can both recognize it in the students’
contributions to the dialog and render it as fluent, easily understood text for the tutor’s
contributions.  Our progress has been slow thus far, but should pick up as we develop
more and more knowledge construction dialog strategies, because we expect them to
share many parts.

3.3 Other Knowledge Construction Dialogs

We are in the process of collecting examples of other types of knowledge construction
dialogs from a public archive of tutorial dialogs (see
http://www.pitt.edu/~circle/Archive.htm) and designing Atlas dialog strategies to
encourage deep learning of several different kinds.  The following list indicates our
plans and is numbered to correspond to the list of deep learning types mentioned
earlier:
1. Avoiding superficial learning. Critics say that MTT students often learn how to

do the right thing for the wrong reasons.  That is, they induce conditions for their
operators that have roughly the same extension as the correct conditions.  To
detect such shallow learning, Andes-Atlas should periodically ask students to
describe and justify their actions.  For instance, if the student enters F–
W-m*a=0, Atlas-Andes should ask, “What are you doing here?”  Hopefully, the
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student will answer, “I’m applying Newton’s law along the vertical axis.”
However, if they say, “I’m solving  F-W=m*a,” then the tutor should probe
deeper to see if there is any knowledge behind the algebra.

2. Using the domain language.  Critics say that MTTs should teach students how to
use the language of the domain.  For example, if the students, when asked the
question above, fail to give a recognizable answer, they should be coached on
how to use physics language more accurately.  For instance, the tutor might say,
“I didn’t understand your explanation.  Could you say something like, ‘I applied
<a principle> to <objects> because I wanted <goal>.’?  For example, you might
say, ‘I applied Newton’s Second Law to the car because I wanted to find its
acceleration.’”

3. Inducing and using abstract plans.  Critics say that MTTs should encourage
students to see the basic approach behind their problem solving and abstract plans
from the details.  For instance, after students have finished the classic Atwood’s
machine problem (two blocks hung from either end of a string that is draped over
a massless, frictionless pulley), Atlas-Andes could ask them: “What was your
basic approach to this problem?”  They will hopefully say something like, “I
applied Newton’s law twice, once for each block.”

4. Connecting qualitative and quantitative reasoning.  MTTs should teach students
how to reason qualitatively and how to connect that qualitative reasoning with
their quantitative reasoning.  For example, the tutor could interject qualitative
questions into the student’s work, such as “If the acceleration and the tension
force are both upward, then increasing the tension should increase the
acceleration, right?  Is your equation consistent with that fact?”  After the
problem is solved, the tutor can ask the student to indicate what will happen
under other conditions specified qualitatively.  For instance, a common question
that textbooks ask after students have solved the Atwood’s pulley system is,
“What would you expect to happen if the two blocks had the same mass?  What
do your equations say?  What would happen if the left block’s mass were zero?
What do your equations say?”

Andes-Atlas is intended to close the gap between human tutors and MTTs.  It
provides enrichments to the usual MTT dialog in the form of knowledge construction
dialogs.  Although it might be possible to provide these enrichments with a GUI
solution, the nature of the enrichments makes that unlikely.  They clearly call for a
language-based solution and that is what Andes-Atlas will provide.
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Abstract. This paper describes an intelligent learning environment for novice
users of a GUI. The learning environment allows users to work in a protected
way; it monitors their actions and reasons about them so that it can make
hypotheses about what their real intentions have been and examine whether
these have been met. In case the system believes that the user has made an error
it informs him/her about the error and suggests alternative actions that would
have met his/her real intentions. In this way, a novice user can learn from
his/her mistakes. The system performs student modelling which is based on an
adaptation and implementation of a cognitive theory called Human Plausible
Reasoning. The theory is used to simulate a novice user’s correct or incorrect
thinking as long as this is plausible according to the theory.

1 Overview

Novice users of software products lack the experience and knowledge about how to
use a software product. Therefore they often experience problems while interacting
with the product even if the user interface is considered user friendly, as is the case
for Graphical User Interfaces. For example, McGraw [1] points out that even
graphical user interfaces may prove difficult to traverse and use.

In this paper we describe an intelligent learning environment for novice users of a
GUI that manipulates files, such as the Windows 95 Explorer [2]. The learning
environment allows students to work in an uninterrupted way as they would in a
standard explorer. However, it constantly reasons about their actions and intervenes to
offer advice when it diagnoses an error. Therefore, if a user makes a mistake s/he will
see the system’s advice and thus learn from this mistake without having to suffer the
consequences of it. An example of a possible mistake could be clicking the mouse on
the command “copy” twice instead of clicking on “copy” and then on “paste”.

The system needs to perform diagnostic reasoning in order to generate hypotheses
about the students’ incorrect actions. As Cerri and Loia [3] point out diagnostic
reasoning is complex since intermediate states may be uncertain and human reasoning
is influenced by many variables. Therefore, they suggest that a diagnosis of incorrect
task performance by humans can only be achieved via a model of the human
reasoning that gave rise to that performance.
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For the diagnostic reasoning, which is part of the student modelling of the
intelligent learning environment, we have adapted and implemented a part of a theory
called Human Plausible Reasoning theory [4]. Human Plausible Reasoning theory
(henceforth referred to as HPR) is a domain-independent theory originally based on a
corpus of people’s answers to everyday questions. HPR formalises the plausible
inferences based on similarities, dissimilarities, generalisations and specialisations
that people often use to make plausible guesses about matters that they only know
partially.

One problem associated with the application of HPR to student modelling for the
GUI is that there may be many plausible explanations about user’s errors. The
selection of a plausible explanation among the hypotheses generated can be improved
if the context of a user’s command is taken into account. Therefore, we have
introduced the notion of  “instability”, which is used to imply the initiation of a user
goal. For example, a user may create a new folder. This would add an instability to
the file store because the system would expect the user to put some content to the new
folder. Later, if the user issues a command that assigns content to this folder the
instability introduced earlier is removed and the system considers the command as
expected.

2 Related Work

2.1 Human Plausible Reasoning

HPR is based on analysis of people’s answers to everyday questions about the world
[4; 5; 6]. The theory consists of a formal representation of plausible inference patterns
that are frequently employed in answering everyday questions, a set of parameters
that affect the certainty of people’s answers to such questions and a system relating
the different plausible inference patterns and the different certainty parameters.

The theory represents an attempt in formalising plausible inferences that occur in
people’s responses to different questions. For example, if the question asked was
whether coffee is grown in Llanos region in Colombia, the answer would depend on
the knowledge retrieved from memory. If the subject knew that Llanos was in
savanna region similar to that where coffee grows, this would trigger an inductive,
analogical inference, and generate the answer yes [7].

According to the theory a large part of human knowledge is represented in
“dynamic hierarchies”, which are always being updated, modified or expanded. In
this way the reasoning of people with patchy knowledge can be modelled. Table 1
illustrates an example of the patchy knowledge a person may have. The matrix
illustrated in Table 1 is a collection of statements about geographic data. An example
of a statement is: precipitation(Egypt) = very-light, which means that the precipitation
of Egypt is very light. Precipitation is the descriptor, Egypt is the argument and very-
light the referent. A descriptor is applied to an argument and together they form a
term. For example, precipitation applies to Egypt and they form the term
precipitation(Egypt). Descriptors, arguments and referents are organised into isa and
ispart type hierarchies.   
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Table 1. Experimental Matrix of Geographic Data [6]

Locat ion Cl imate Water  supp ly Has
r iver?

Prec ipi ta t ion

Angola ? Modera te  or
Abundant

Yes Abundant

Egypt Dry c l imate Modera te Yes Very l igh t
Flor ida Subtrop ica l ? ? Modera te
I taly Medi terranean Modera te Yes ?

There are four kinds of relation between objects in hierarchies: generalisation
(GEN), specialisation (SPEC), similarity (SIM) and dissimilarity (DIS). Statement
transforms, the simplest class of inference patterns, exploit the 4 possible relations
among arguments and among referents to yield 8 types of statement transform.
Statement transforms can be affected by certainty parameters. For example the degree
of similarity (•) affects the certainty of any SIM or DIS inference.

2.2 Intelligent Tutoring Systems and Intelligent Help

The intelligent learning environment for a GUI has the architecture of Intelligent
Tutoring Systems. It is widely agreed that the major functional components of an ITS
architecture are the domain knowledge, the student modeller, the advice generator and
the user interface [8; 9; 10].

However, the system itself is based on previous systems developed for providing
intelligent help. One of them is called RESCUER [11; 12]. RESCUER is meant to
operate on top of a UNIX shell and it silently monitors users interacting with UNIX.
In case the system diagnoses an error of a user, it provides spontaneous help. The
reasoning mechanisms of RESCUER are very similar to those of the system described
in the present paper. However, the domain of UNIX commands is very different from
the domain of a GUI where user actions are associated with mouse events and
similarities of actions may involve the geographical position of objects on the screen.

A first attempt of adapting the reasoning mechanisms of RESCUER into a GUI
resulted in a system called IFM [13]. This system served as a first prototype that
could be evaluated by real users. Indeed the evaluation of IFM together with an
empirical study conducted on users of a standard explorer resulted in the specification
of major improvements, which are incorporated in the present work. In addition,
further research has resulted in extending the adaptation and implementation of HPR
to a much larger extent than IFM.

A similar approach to the student modelling of the intelligent learning environment
is that of Calistri – Yeh [14], who has developed a model of plan recognition that
addresses plan-based misconceptions. However, Calistri – Yeh assumes that the user
must have explicitly stated his/her goal whereas in our case the system infers users’
goals through monitoring and interpreting their actions. Another difference is that we
use HPR transforms to provide a classification of misconceptions, instead of causal
logic.

Finally, Eller and Carberry [15] describe a similar approach in a different domain
(natural-language dialogues). They present meta-rules for hypothesising the cause of
dialogue ill-formedness and for relaxing the plan inference process. Our approach of
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transforming a user’s action can be considered close to the relaxation of the semantic
interpretation of a user’s utterance. However, in our case such “relaxation” of a user
action can be achieved by the HPR statement transforms. The advantage of our
method is that it provides a relatively domain-independent method of relaxation.
Indeed, we have used HPR transforms in a different domain, such as UNIX, which is
different from the domain of a GUI.

3 Operation of the System

The intelligent learning environment for novice users allows them to issue commands
as they would in a standard explorer. The user issues a command (e.g. selects an icon
or a command from a menu) and then the system reasons about it in order to
categorise it in one of four categories, namely “expected”, “neutral”, “suspect”,
“erroneous”. A command is categorised as expected if it is compatible with the user’s
hypothesised goals. It is considered suspect if it contradicts the system’s hypotheses
about the user’s goals and erroneous if the command is wrong with respect to the user
interface formalities. The command is considered neutral if it cannot be assigned to
one of the former categories.

If the action is categorised as expected or neutral, it is executed normally.
However, if the action is categorised as suspect or erroneous then it is transformed
based on HPR.

The transformation of the given action is done so that similar alternatives can be
found, which would not be suspect or erroneous. Therefore, the system reasons about
every alternative action found so that it can categorise it in one of the four categories
in a similar way as the actual command issued by the user. If an alternative action is
categorised as neutral or expected then it is added to the list of alternatives to be
presented to the user. As Mitrovic et al. [16] point out there may be different
explanations of observed incorrect user’s actions. Therefore, there is a need to attach
priorities to different explanations so that some may be preferred over others.
Expected actions have priority over neutral ones. There is also a degree of certainty
associated with each command so that these may be sorted in a priority order. If no
better alternative can be found, then the user is only notified about the diagnosed
problem but s/he is not given any further advice.

An example of an interaction of a novice user with the intelligent learning
environment is the following: The user’s initial file store state is shown in Fig.1.
Folders are represented as boxes and files in plain text.

The user intends to move A:\program1.pas into A:\project1\. However, s/he
accidentally attempts to move A:\program1.pas into A:\project2\. In this case, not
only does s/he move the file into the wrong folder but s/he also runs the risk of
overwriting the file A:\project2\program1.pas, which is a destructive action.

The intelligent learning environment would suggest the user to move the file into
A:\project1\ instead of A:\project2\ for two reasons:

1. A:\project1\ is empty whereas A:\project2 is not.
2. If the command issued by the user is executed it will result in the destruction of an

existing file.
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Fig. 1. Initial file store state of a novice user.

4 Domain Representation

Domain representation is one of the most important components of the system, since
HPR transforms are based on hierarchies of objects. Domain Representation consists
of two kinds of knowledge: knowledge about the file store and knowledge about GUI
operators. The first part of the domain representation constitutes knowledge about
objects of the file store, the file store itself and its properties, and the second one
constitutes knowledge about commands: how they affect the file store as well as their
other properties.

In order to identify the commands, which the system expects to be issued for the
completion or the continuation of a plan, we introduce instabilities. Instabilities are
important properties of the file store, since they are used for recognising the users’
goals.

4.1 Instabilities for Goal Recognition

The system tries to assign meaning to command sequences by keeping track of the
user’s actions. A meaning to command sequences can be assigned by checking
whether the user’s goal of removing instabilities is satisfied.

Instabilities are introduced in order to check how stable the file store is. They are
used extensively by the system for the comparison of alternative commands,
generated to serve as possible corrections of the given command. The existence of a
property such as instability implies a transition of the current state of the file store to
another file store state (e.g. from a file store state that contains multiple copies of a
certain file to the file store state that some of those copies are deleted).

In the current implementation, a file store is considered to be absolutely stable if it
does not contain:

1. empty directories
2. directories with only one child
3. multiple copies of a certain file
4. folders with the name ‘New Folder’
5. files with the name ‘New File’
6. a file placed in clipboard by a cut or copy command but not used since.
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Empty directories are considered to render the file store unstable because they do
not have any purpose of existence if they have no contents. One would expect the user
to fill the folder with some other objects or delete it. Similarly, a directory with only a
child, is expected to either have more contents or to be deleted and its contents to be
moved to its parent directory. There is no use for someone to have multiple copies of
a certain file. People tend to have at most two identical copies of a certain file, so in
any other case we expect them to delete or modify them. When someone creates a
new folder we expect him/her to give it a name different from the one given by the
computer. In case the user keeps the original name, s/he will end up having a disk full
of folders with the same name. This situation is similar for files. Finally, an instability
is introduced when a cut or copy command is executed and is not followed by a paste
command. There is no purpose for placing a file or folder in the clipboard if not for
pasting it somewhere on the disk.

Of course, there may be a case that one has a good reason for doing one of the
actions described above, such as having a folder with only one object. Instabilities are
only used to indicate the users’ goal. An action that leads to an unstable file store
cannot be considered as erroneous but that it may be in a middle of a plan. The system
expects actions that remove an instability and is alerted by actions that only add new
instabilities, when there are still others pending.

4.2 HPR in the System

When applying HPR to the domain of a GUI, certain problems arise, such as the fact
that no explicit question is asked to the user. HPR presumes that explicit questions are
asked to the user. Therefore, the system makes the assumption that users ask
questions to themselves. The questions a user asks himself/herself are relevant to
his/her effort to form the command, so that it would be acceptable by the GUI and the
result of the action would meet his/her goal.

When a user performs an action we assume that the user believes that the action is
acceptable by the GUI and that it meets his/her goal. This assumption is called the
basic principle. The particular questions that the user is assumed to have asked
himself/herself are:

What is the syntactic structure of the command?
Is the execution of the command acceptable to Windows?

The HPR terms that correspond to the above questions are the following:

internal-pattern(action)=typed-pattern

Windows-acceptable(typed-pattern)=yes

One of the main problems identified during the evaluation of the first prototype
was that sometimes the system produced too many alternative commands to show
them to the user. However, novice users could not choose the command they really
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wanted to execute and they ended up executing a command different from the one
they intended. In order to solve this problem, alternative commands should be
presented in some order of priority. One way for ordering the alternatives was to
enhance the Student Modeller by adding a calculation of the degree of certainty for
each alternative. This degree was calculated by using the certainty parameters of
HPR.

We have used five certainty parameters: degree of certainty (g), degree of typicality
of an error set in the set of all errors (t), degree of similarity of a set to another set
(s), frequency of an error set in the set of all errors (j) and dominance of a subset in a
set (d).

The first certainty parameter described is the degree of similarity. This parameter is
used to calculate the similarity of two commands or two objects. The similarity
between two commands of the hierarchy is pre – calculated. The value of similarity is
based on the result of the commands, for example cut and copy command that have a
similar result, have high similarity where as cut and paste command have lower
degree of similarity. Moreover, the degree of similarity is based on the relative
distance of the two commands in the user actions hierarchy. Two commands that are
neighbours in the user actions hierarchy, such as mktxt and mkdoc, have greater
similarity than those having a long distance between them. Finally, similarity depends
on the relative geographical position of two commands in the screen, because novice
users tend to entangle such commands. The degree of similarity is used not only for
the commands but for the objects as well. The similarity between two objects is
dynamically calculated. The value of similarity depends on how similar their names
are and if they are neighbouring files or folders.

Another certainty parameter used is the degree of typicality. The value of the
typicality of a command is based on the frequency of execution of the command,
estimated by the user model and the estimated frequency of execution of the particular
command by all users in general.

It has been observed that users tend to repeat the same errors. In order to recognise
those errors we keep the user model. The categorisation of user’s errors is not enough;
one has to know how often a user makes a particular error. The degree of frequency of
an error, represents the frequency the user had done the specific error.

All users have a weak point. This point can be recognised by the dominance of an
error in the set of all errors. This parameter shows the percentage of a category of
errors in the set of all errors. For example, if the dominance of the deletion errors is
0,7, we can easily conclude the particular user does mainly deletion errors. All
parameters are combined in order to calculate the probability of each alternative
command. This probability is called degree of certainty and determines whether this
command is to be proposed to the user and in what priority.

4.3 The System’s Algorithmic Approach

In this section we present the algorithmic approach of the intelligent learning
environment in pseudocode.
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PROCEDURE ADVICE GENERATOR
  Initialise model-of-file-store to current file store
  FOR EACH user-action DO
    Set add-instability FALSE
    Set delete-instability FALSE
    Update copy of model-of-file-store with effect of
     user-action
    initialise alternatives to nil
    argument_transformation(user_action)
    FOR each alternative DO
      CATEGORISE alternative
      IF (alternative is EXPECTED) OR (alternative is
          NEUTRAL) THEN add_to_alternatives
      FOR EACH alternative DO
        Calculate certainty parameters
      ENDFOR
      Sort alternatives -> sorted-alternatives
    ENDFOR
  ENDFOR
ENDFUNCTION

5 Evaluation

The intelligent learning environment was evaluated in terms of how useful it was for
novice users and how successful it was in reproducing advice similar to human
experts. Therefore, during the evaluation, 8 novice users were video recorded while
working with a standard manipulation program, such as Windows 98/NT Explorer.
The protocols collected were given to 10 human experts to comment them. All of the
human experts possessed a higher degree in Computer Science and had teaching
experience in file manipulation programs.

The comments were studied carefully and served as a usability testing of a standard
explorer. It was found that novice users have indeed a lot of problems while
interacting with such a program [17]. Furthermore, the protocols collected were also
given as input to the intelligent learning environment. In this way we could compare
the comments of the human experts to the reactions of the learning environment. The
results of the evaluation showed that the learning environment was quite successful at
achieving a high degree of compatibility with the majority of the experts’ advice.
However, some problems were also identified. For example, sometimes it generated a
lot of alternative commands.

6 Conclusions

In this paper we have described an intelligent learning environment for novice users
of a GUI. Users are monitored while working in a protected mode. The system tries to
identify problematic situations and diagnose the cause of the problem, so that it can
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offer appropriate advice. Novice users can benefit from the system’s advice and thus
they may learn from their own errors.

The system combines two reasoning mechanisms; a simulator of human error
generation, which is based on HPR that is a domain independent cognitive theory, and
a limited goal recognition mechanism. These mechanisms have proved quite
successful at producing advice similar to human experts. However, what is most
important is that these mechanisms are quite domain independent and can be used in
similar intelligent environments. Indeed, the domain of GUI described in the current
research served as a second case study for the adaptation of the underlying
mechanisms; the first one was for the domain of UNIX command-language shell,
which is very different from a GUI.

However, the evaluation of the learning environment also showed some limitations
of it, such as the generation of many alternative commands. Addressing these
limitations is among the future plans of this research. This can be done by extending
the adaptation and implementation of HPR in order to include more features that may
be quite useful.
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Abstract. We present teaching concerns, a domain-independent mechanism for
controlling the content and form of automated teaching interactions. Concerns rep-
resent commonsense teaching requirements such as challenging a student. Con-
cerns have been implemented in Tapper, a new system for musical ear training. We
describe and give real examples of concerns in action within Tapper. We claim
that this approach produces sensible and explicable individualised interactions
within a loosely structured curriculum.

1 Introduction and Overview

In this paper, we describe the teaching strategy applied in Tapper, a new system for
musical ear training, and give examples of teaching in progress in experimental sessions
with children.

A particular contribution of this work is the inclusion in Tapper’s control mechanism
of the notion of teaching concern. A teaching concern is a particular governing aspect
of the teaching process, on which a teacher might be focussed at a particular time. For
example, teaching concerns implemented in the current system include boosting the
confidence of a beginner and broadening the coverage of the student’s knowledge. Not
all concerns are active at all times, and their changing strengths interact to control the
behaviour of the system. Tapper chooses a path through the curriculum based on the
teaching concerns and on the performance of the student, giving a more natural and
precisely tailored learning experience than would be otherwise possible.

2 Related Work

Our work is set in context of several well-known ITS architectures, all of which encode
a notion of teaching strategy, though none of these is exactly the same as that in Tapper.

Sokolonicki [2] gives a good survey of ITS architectures; there is little point in
reiterating his work here. In summary, many existing ITSs support reasoning systems of
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some kind which guide the teaching process in terms of strategy. In most cases in this
survey, a strategy is a high-level decision to which an ITS strictly adheres, often for an
extended period. For example, the decision to use the Socratic method, or choosing the
balance between teaching and assessment, is the level of strategy discussed. However,
Major [1] cites evidence that in human teaching situations, strategy is also continually
reassessed at a lower level, adjusting individual aspects of a lesson when appropriate, so
that “a complete strategy change would happen gradually in a series of smaller steps”
(p. 121). This view is corroborated by our education consultant, Joanne Armstrong
(personal communication).

DOMINIE [3] also features explicit reasoning for teaching strategy selection. It has
strategies at the level of (e.g.,) “cognitive apprenticeship” and “practice”. DOMINIE
makes its strategic decisions according to several heuristic factors, such as “achieving a
balance between teaching and assessment”. These heuristic factors do not, as they stand,
encode a teaching behaviour – rather, they ensure that whatever strategy is chosen is used
coherently. DOMINIE was the first system to automate selection from several different
strategies, and Spensley et al. note that “It is not clear what theoretical basis exists for
this choice because current teaching practices do not often involve extended one to one
interactions” (p. 199). Our work addresses this issue: musical ear training is an example
of one to one interaction; and we are studying the emergent properties of just such a
multi-objective strategy selection procedure.

GTE [5] and PEPE [6] also reason about instructional strategy. Further, Van Marke,
quoted by Wasson (p. 301), notes that teachers’ “instructional knowledge” allows them
to “adapt their teaching strategy according to the situation”, and both systems are very
knowledge-rich in this respect. However, as with DOMINIE, their knowledge is ex-
pressed in terms of how to teach a given curriculum, or particular aspects of it, rather
than in terms of an over-arching, on-going detailed analysis of the student’s behaviour
within that curriculum.

The work to which ours owes most is that of Major [1], who has designed an ITS
construction system, COCA. COCA constructs multiple-strategy systems, and the user
specifies the strategy selection reasoning. COCA-built systems have a fixed operating
cycle: decide which concept to teach next; decide which tutorial activity and style to
use; choose the content of the next interaction; and act on student assessment. COCA
has two levels of strategy, high, as above, and low level, which decides what kind of
concept (e.g., easier, harder or new) to proceed to next. COCA uses a set of rules to
make these decisions, which are hard-wired by the ITS designer. The rules may encode
heuristics, but apparently do not have a mutually coordinated response to the current
situation: they respond only disparately to data in the student model, and there is no
means of describing a unified response mechanism. It is this gap that the present work
aims to fill.

3 Architecture

To set the context in which concerns are applied, we describe the architecture of Tapper,
as illustrated in Figure 1. The blocks in the diagram are explained below. In a paper of
this length, we cannot give the full detail of a complex system such as this; readers
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needing more detail are referred to [4]. However, this overview is enough for the reader
to understand §4, which introduces our central topic: using teaching concerns to direct
the student’s course of study.

Didactic

Planning

Assessment

Course

Specification

Student

Model

Library

Method

User Interface

Graphical & Audio Student

Ear Training System

Fig. 1. The Architecture of the Experimental System, Tapper

Course Specification The course specification is a logical description of the material to
be taught in the ear training course. Each section of the material is associated with an
indication of which methods (see below) the system could use to teach it, and how the
material maps on to the variables in the method.

The curriculum is specified in terms of topics, examples and questions to use in teach-
ing the topics. The current curriculum, biassed towards musical ear training, consists
of topics such as “pulse”, “beats in a bar” and “rhythm”. Examples are frames which
will be instantiated by the system with one of a set of musical examples of equivalent
difficulty.

Each topic is uniquely named, and has a difficulty level and a set of methods ap-
propriate for teaching it, ordered by difficulty. Each topic also has pre-requisites, which
must be achieved by the student before it is first introduced.

Method Library The method library is a logical description of methods by which material
may be taught, specified in the abstract. The curriculum contains no information about
how to present the material to students; presentations are generated on the fly. This
avoids the need to encode individual lessons for each topic: one simply specifies which
methods are appropriate and the system does the rest.

Eleven methods are available in the current version, some general and some ear-
training-specific. They include: demonstrating a topic; asking different kinds of question;
and asking the student to improvise to fill in a gap in an example.

Each method specifies the class of teaching examples for which it is appropriate.
Most examples fit into several classes.

New methods may be added to the system in a standard way; so long as they conform
to Tapper’s representation, they will be integrated automatically with existing methods
and curricula.
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Student Model The student model records information about the student’s progress
through the curriculum. It provides information for other modules in the system to use
when making decisions. Other modules can query the student’s standard or exposure to
specific elements in the course specification, or their overall performance.

Students are also assigned a specific skill level (1-3) according to their performance.
Skill levels are used by the assessment module (see below) and the didactic planner.

Didactic Planning The highest level of control in Tapper rests with the didactic planner.
Having loaded a student profile, or started a new one, it executes sequences of cycles, like
those in COCA [1]. Each cycle consists of presenting material to the student, gathering
their response, analysing it, providing feedback, and then updating the student model
and session records.

As in COCA, Tapper’s overall behaviour is governed by a high-level strategy. In
Tapper, the strategy module makes broad and fairly simplistic suggestions, for example
suggesting a change when things are getting too easy for the student, or repeating a
cycle when a student has done very poorly. When these strategies do not fully specify
the content (topic, method and example) of the next cycle, teaching concerns are used
to make the necessary decisions. These concerns interact with the low-level strategies
to produce a behaviour which is coordinated, but which is potentially more responsive
to the needs of the particular student than is possible in a domain-independent system
without multi-level strategy. This interaction is explained in §4.

Assessment The assessment module is an inference system which uses information
from the student and the course specification to assess the student’s knowledge, in ways
specified by library methods. The assessment of the student’s musical input is by no
means trivial, but will be discussed elsewhere [4].

Graphical & Audio User interface The user interface of the system is currently geared
towards the application with which we have been experimenting: musical ear training.
It is capable of displaying music in various ways, both visually and aurally, and is able
to read input from the student in the form of text typed on the computer keyboard and
rhythms tapped out on one of several input devices.

4 Using Concerns to Guide Teaching

4.1 The Concern Mechanism in Tapper

Tapper’s high level teaching strategies do not usually fully dictate the contents of the
next interaction. Tapper also uses a set of teaching concerns to make the necessary
decisions, sometimes overriding the high level strategy altogether.

There are four primary teaching concerns in the current prototype: boosting student
confidence; challenging the student; reinforcing material already taught; and increasing
coverage of the curriculum. More concerns could be easily added in future. All concerns
are assigned numerical values. 0 indicates that Tapper is unconcerned about the property
in question. The maximum concern in Tapper is currently 7, though this is arbitrary.

In the current version, teaching concerns are initialised by examining five variables:

– the student’s performance in the previous cycle of this session;
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– the average of the student’s performances in the previous four cycles;
– the current activity (try a topic for the first time, practice, recap or revise);
– the student’s performance with the current topic, if a topic is defined; and
– the student’s overall performance for all cycles attempted.

For each concern, a set of influences is defined in terms of the above variables. Each
influence has a positive or negative strength in the range 1-3. For example, if the average
of the student’s recent performances is very poor, this has a positive influence of strength
3 on concern for boosting the student’s confidence, and a negative influence of strength
3 on concern for increasing coverage within the curriculum. The influences of all the
variables on each concern are combined by summing the total influences and limiting
the result to the permissible range.

Concerns are used identically for all Tapper’s main didactic planning, whether
choosing topics, methods or examples. The mechanism is domain- and curriculum-
independent, and allows addition of new topics, methods or examples to the curriculum,
so long as the existing curriculum representation is adhered to. Concerns are used to
choose appropriate low level strategies for choosing the contents of the next cycle. Ex-
isting low level strategies include:

– choose something of similar/higher/lower difficulty to/than the last one;
– choose something easy/hard/average;
– choose something the student is strong/average/weak at;
– reuse the previous choice;
– go to something which builds on the last choice;
– choose something new to the student;

Each low level strategy is related to the four teaching concerns, either being a good
strategy to address the concern, a reasonable strategy, indifferent, or bad. For example,
the strategies of choosing a new or harder topic, or a topic the user is weak on, are good
for addressing concern about challenging the user. Strategies which choose easy topics,
or topics the user is good at, are bad strategies for that concern.

All of the available low level strategies are scored according to the current set of
concerns, ordered, best first, and tried, in order, until a solution is found. Several strategies
may be tried, since not all strategies are applicable in every situation. For example, the
strategy harder cannot be applied when the student is already on the hardest option.

When updating the teaching concerns after choosing one aspect of the next interac-
tion, Tapper decides how well each concern has been addressed by the strategy applied.
If it has been addressed, its strength will be reduced. At the same time, new concerns
will be introduced, if appropriate.

The rest of this section uses a real interaction sequence to illustrate how teaching
concerns and low level strategies are used to choose the contents of an interaction.

4.2 Example: A Student Performing Well

In this example, a capable student, L, is having her first lesson with Tapper. She is
studying her second topic: tapping the accented beat of a tune, and has performed three
cycles well on this topic. Throughout the session, she has used a single, easy method,
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and easy examples. Now, high level teaching strategy dictates that she should be given
more practice with the current topic, but should move on to a new method. The teaching
concerns are used to choose the method and then the example for the next cycle.

L’s recent performance has been rated as ‘good’, her performance in the previous
cycle was ‘very good’, her overall performance is ‘good’, her performance on the current
topic is ‘good’, and her activity is ‘practice’. Using this information, Tapper examines
the influences for each concern. L’s recent good performance has a negative influence on
concern for boosting her confidence, level 1, so the overall level of concern for boosting
confidence is limited from -1 to 0. None of the influencing variables affects concern for
increasing coverage of the curriculum, or for reinforcing the material already taught, so
those concerns are also set to 0. L’s overall good performance has a positive (level 1)
influence on concern for challenging her, so that concern total is 1.

Given the single concern of challenging the student, the system orders the set of
known strategies as shown below, from the strategy most likely to choose a challenging
method, to the least likely.

– weak – choose a method the student is weak on;
– harder – choose a harder method than the previous one;
– average – choose a method the student is average at;
– different – choose a different method to the last one;
– next – choose the next method (a suggested order in which to use methods is given

for each topic, and a general default ordering is also defined);
– hard – choose a hard method;
– previous – choose a method used before the most recent;
– strong – choose a method the student is good at;
– easier – choose an easier method;
– easy – choose an easy method.

So Tapper first tries to find a method L is weak on. This fails, since she has only
tried one method, and is doing well with it. Tapper then tries to choose a method harder
than the current one. Since a topic has already been chosen, it does so by referring to
the ordering for methods provided for that topic in the curriculum. In this way, it finds
a more difficult method: fillin, in which the student is asked to perform without having
heard the example in advance.

Having chosen a method, an example is needed. First, Tapper adjusts the set of
concerns to take into account the method chosen. The strategy harder is good for ad-
dressing concern about challenging the student. So, the level of concern for challenging
the student is reduced, and returns to 0.

At this stage, Tapper has no particular teaching concerns, so the default strategy
ordering is used to choose an example. The first strategy tried is same – use the same
kind of example as the previous cycle. In this case, the kinds of example required by
the two methods are identical, so the strategy succeeds, and chooses an example of the
same form and difficulty as the previous cycle (though not the same tune), and so the
session proceeds.
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5 Concerned Teaching in Action

Formative evaluation of the Tapper system as a whole has been carried out in a school
environment with four eight year old and four twelve year old children. The children
used Tapper for three 20 minute sessions, each subsequent session building on progress
made previously.

The children responded positively to Tapper, and found it easy to use. They expe-
rienced some difficulty with some parts of the curriculum, prompting revision of the
demonstrations and explanations provided in the original curriculum. Further develop-
ment of the feedback given on each cycle is also in progress, in consultation with the
children’s own music teacher, who acted as consultant on this project. This work will
be reported elsewhere. The rest of this section gives an example session recorded in
this evaluation, focussing on the way in which concerns interact with the higher level
teaching strategies to control the contents of each cycle. Less interesting parts of the
session are abridged. A further example is given by Wiggins et al. [7]

5.1 Case Study: A Student’s Second Session

Our case study is taken from the second session with Tapper for G2, a girl of 12 years
old. G2 was a capable musician and Tapper responded well. She passed the easy sections
quickly, and soon reached areas where Tapper’s advanced features can be seen.

G2 had been playing the violin for four years. She was a competent musician. She
reported that, although she had found a problem with the user interface, she enjoyed
working with Tapper (particularly the way the exercises got harder with time – see
below), and that felt that she had made progress.

With all the subjects’ second sessions, teaching follows on from the first session,
as recorded in the student model. We join this session after cycle 3; the current topic
is accented beats. G2 is doing well, so current concerns are with challenging her and
broadening her coverage of the curriculum. Method-choosing strategy new addresses
both these concerns, but there is no appropriate new method, so Tapper chooses a
harder method.

Cycle 4:

High level teaching strategies: Stick with the same topic,
change method to avoid boredom.

Choose a method:
Concerned with challenging the student at level 6.
Concerned with broadening the student’s coverage at level 3.
Strategy "new" failed.
Strategy "harder" succeeded. Choice made: methodName(fillin)

Choose an example:
No concerns.
Strategy "same" succeeded. Choice made: accentFrame(easy)

The student responded, and the result was very good, scoring 94.
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Following this strong score, high level strategy is to stick with the same topic and
method in cycle 5, but concerns are still to challenge and broaden. A harder example
is chosen, and this time G2 does less well, scoring only 65. The resulting concerns in
cycle 6 are changed: the challenge has gone, and the level of concern for broadening is
reduced.

Broadening coverage is less appropriate to examples than to topics and methods, but
the selection here is still logical – Tapper has chosen a harder exercise to broaden the
student’s ability within the set of examples appropriate for that topic and method.

Cycle 6:

High level teaching strategies: stick with the same topic and
method, but choose a new example.

Choose an example.
Concerned with broadening the student’s coverage at level 1.
Strategy "new" failed.
Strategy "next" failed.
Strategy "harder" succeeded. Choice made: accentFrame(hard)

The student responded, and the result was very good, scoring 96.

Cycle 7 sees the concerns being assessed twice, once for a change of method, and
once for a change of example. Here, the concerns are supporting the high level strategy,
and would do so even more effectively with a fuller method set, where a high-scoring
strategy (e.g., new) would have been successful. However, different, though normally a
good strategy for challenging, can only find a method which is in fact easier than the
current one.

Cycle 7:

High level teaching strategies: Stick with the same topic,
change method and example to avoid boredom.

Choose a method.
Concerned with challenging the student at level 2.
Concerned with broadening the student’s coverage at level 1.
Strategy "new" failed.
Strategy "harder" failed.
Strategy "next" failed.
Strategy "weak" failed.
Strategy "average" failed.
Strategy "different" succeeded.

Choice made: methodName(followcue)

Choose an example:
Concerned with broadening the student’s coverage at level 1.
Strategy "new" failed.
Strategy "next" failed.
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Strategy "harder" failed.
Strategy "same" succeeded. Choice made: accentFrame(hard)

The student responded, and the result was very good, scoring 100.

In the final cycle of this case study, G2’s excellent score in cycle 7 has led again
to concern for challenge and broadening. The high level strategy is anyway to change
topic, so Tapper’s components are unanimous in trying the new strategy. G2 has already
met the prerequisites of a new topic, and this is selected and demonstrated.

5.2 Discussion

The case studies demonstrate the effect of the concerns on the teaching process, and
how they respond to the student’s performance. In particular, two points should be
noted. First, there is a dynamic balance between the concerns of boosting confidence
and of challenging Second, Tapper’s low-level response to the concerns can produce
a very reasonable emergent behaviour over time, as exemplified in cycles 5-7 of G2’s
case study, where the material taught gets progressively – but smoothly – harder as G2
learns.

This behaviour arises exclusively from the concerns and their effect on the low-level
strategies and is not hard-coded into the system. As such, it is very general and readily
extensible.

Also, the study suggests several ways in which Tapper could be improved, notably
in its ability to understand the nature of errors, and in the coverage of its curriculum,
whose poverty restricts the power of the concern mechanism to respond to the user.

6 Conclusion and Further Work

This project has shown that the emergent behaviour of an ITS, based not on pre-
programmed transition through a curriculum, but rather on a mixture of high- and low-
level localised reasoning, can lead to a natural and precisely tailored learning experience
for each student. In this paper, we have demonstrated this behaviour via two examples
of our system’s operation.

Note that the mechanism we have described is domain- and high-level strategy-
independent, and so may be expected to generalise to other areas of education seam-
lessly. This means that the architecture on which Tapper is based can form an effective
framework for comparing different aspects of teaching systems, to a high degree of
granularity, because of the independence of its various modules.

A particularly important aspect of this work is that real teachers tend to think in terms
like our concerns. This means that a system based on this way of thinking is more likely
to be amenable to use by teachers for contstructing their own ITSs (though Tapper in
its current form is not appropriate for this).

We expect that this work will continue in several directions: extending the curriculum;
building better high-level strategies; improving the understanding of student input; and
increasing the range of modalities by which the student can interact with Tapper.
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In future versions of Tapper, we anticipate that the basic strategy would be extended
with more sophisticated strategies. For example, when a student has performed badly on
a long example, an appropriate strategy would be to split the example into parts, teach
each part separately, then reconstruct the original example.

Finally, further experimental work is required, to verify Tapper’s response to a wider
range of children of different musical backgrounds.
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Abstract. The ability of an ITS to develop an accurate student model is
inherently limited by the bandwidth of information available. We have
completed an exploratory research project showing that eye movement data
provide a means of broadening this bandwidth. This paper describes three
examples in which more information about cognitive process is available from
having access to a student’s eye movements than is available simply from key
presses and mouse clicks.

1   Introduction

More than 25 years ago, Hartley and Sleeman [1] described the characteristics that
instructional software must possess if it is to be considered an intelligent tutoring
system (ITS). In their words, these characteristics included: (i) a representation of the
teaching task, (ii) a representation of the student, (iii) a set of teaching operations, and
(iv) a set of means-ends guidance rules. In more contemporary vernacular, these have
come to be known as (a) the expert module, (b) the student model module, and,
integrating (iii) and (iv) from Hartley and Sleeman’s list, (c) the tutor module. As
Shute and Psotka [2] point out, this basic list of requirements has changed very little
in the last quarter of a century, and there is even increasing consensus among
researchers in the ITS field regarding what are the important components of ITS.
They queried 20 experts for opinions on what is meant by the “I” in ITS. The most
common response was that “intelligent” tutoring requires real-time diagnosis of the
student, also called a student model.

The student model module of an ITS is meant to serve as an analogue to the
representation of a student’s knowledge and skill level that a human tutor develops
while they are working together. Bloom [3] emphasized the striking instructional
advantage that one-to-one human tutoring has over traditional classroom instruction.
However, few ITS can claim to have achieved a level of instructional effectiveness on
par with that of a good human tutor, and the question remains why it is that one-to-
one tutoring between a student and a computer tutor is not generally as effective as
one-to-one tutoring between a student and a human tutor. After all, great care is taken
in establishing the domain knowledge, the pedagogical strategies, and the student
models for these ITS. They should arguably have the upper hand.
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One hypothesis regarding why this problem persists is that computers continue to
have a significant perceptual disadvantage compared to humans. Computer tutors, as
they currently are designed, do not have access to as wide a range of information
about the student. Consider that a human tutor can see facial expressions and gestures,
hear verbalizations, perceive the passage of time, and determine the direction of gaze.
“Human teachers have a much wider variety of cues to work with than have
computerized learning systems. An ‘eureka’ look, a puzzled expression, or a hesitant
tone of voice may all shape remedial action” [4, p. 26]. These sources of information
allow human tutors the possibility of determining whether the student is on-task, how
much difficulty the student is having, what the current frustration level is, and
whether to intervene in some way in order to improve the learning experience.
Contemporary computer tutors, however, take advantage of none of these potentially
informative sources of information about the student. They rely merely on key presses
and mouse clicks to develop a student model for each learner. VanLehn [5] referred to
this issue of the amount of information about the student that is available to the
computer as one of “bandwidth” and similarly noted that bandwidth is highly
constrained in ITS.

This leads to the question of what technologies are available that could broaden the
bandwidth of information available to an ITS’s student model. There are a number of
possibilities, including speech recognition, facial expression monitoring, and eye
tracking. It is the last of these, eye tracking, that was chosen for exploration in this
project [6]. As separate technologies, eye tracking and student modeling are not new
ideas. It really is the marriage of the two that we consider to be the innovation. We
know of no previous research project that has explored the combination of these two
technologies for education. The goal so far has been to explore and describe the
instructional opportunities that are afforded by having access to a student’s eye
movements, in anticipation of a future ITS that is informed by data coming out of an
eye tracker in real time. This paper describes three examples in which more
information about cognitive process is available from having access to a student’s eye
movements than is available simply from key presses and mouse clicks. These
examples demonstrate how eye movement data broaden the bandwidth of information
available to the student model.

2   Method

2.1   Participants

A total of 18 middle-school and high-school students completed this study. Half of
the participants were female and half were male. The students ranged in age from 12
to 15 years old (6th to 9th grade). All of the participants had progressed at least as far as
Pre-Algebra in their mathematics studies, and 13 were taking or had completed an
Algebra class. One student was currently enrolled in an Algebra 2 class. All
participants were paid $50 for completing the study.
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2.2   The EPAL Algebra Tutor

EPAL stands for Eye Point-of-regard Analysis Laboratory. The EPAL Algebra Tutor
is a streamlined recreation of the Worksheet tool, as it existed in the Algebra Tutor
used by Koedinger and Anderson [7]. The Worksheet is a tabular spreadsheet
interface that holds a problem statement and questions. The student's task is to fill in
the column labels and units, enter a variable and an expression written in terms of that
variable, and then answer two questions. There were 16 different EPAL Algebra
Tutor problems. Completion of the problems proceeded from top to bottom, which
was important for testing for an effect of inductive support. With respect to that
manipulation, the important thing to know is that in the Non-Inductive Support
condition, students did the symbolization before answering result-unknown questions,
and in the Inductive Support condition, students did the symbolization after
answering result-unknown questions. Please see Koedinger and Anderson [7] or
Gluck [6] for a more complete description of the inductive support effect.

2.3   Design and Procedure

Upon arrival at the laboratory on Day 1, there was a brief eye-tracker calibration test,
to confirm that we would be able to acquire a reasonably accurate and stable image of
the student's eye. With this confirmed, the student completed a short demographic
survey, then a paper-and-pencil pretest. The final activity on Day 1 was an
introduction to the EPAL Algebra Tutor, to familiarize the student with the interface
and the type of problems to be encountered on subsequent days. Day 2 started with
the completion of a second introductory problem, then there were four tutor problems
while calibrated on the eye tracker. These were randomly selected (without
replacement) from the pool of 16 problems. Days 3 and 4 simply involved the
completion of four more problems each day. Day 5 started with the completion of
four problems (the last 4 in the set of 16), followed by the posttest and debriefing.

3   Instructional Opportunities

In this section we offer three examples of how eye movements can be used to provide
a student model with additional information regarding the fine-grained details of a
student’s cognitive processes. The additional bandwidth allows for instructional
opportunities that would not otherwise be available.

3.1   Error Prediction: Cognitive Attention Shifts and Other Errors

Normal computer-based tutoring systems are reactive to students’ responses.  For
instance, when a student commits an error and the tutor recognizes it, the tutor will
often react by displaying a bug message. An eye-tracking ITS, however, allows for
the possibility of being proactive to students’ responses. That is, sometimes a
student’s eyes reveal the cognitive processes the student is engaged in at that moment,
and sometimes those cognitive processes suggest that the student is about to commit
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an error. An eye tracking tutor could intervene and help prevent the error altogether.
The goal in this section is to explore the utility of eye movements for use in predicting
students’ errors before they happen. We have divided the error space into two broad
error types: cognitive shift errors and “other” errors.

Shift Errors. Shift errors occur when the student indicates an intent to work on some
particular goal(s) then shifts cognitive attention and begins working on a different
goal, without indicating the change in the tutor interface. An example of this that
occurs in the Algebra Tutor is that the student selects one of the columns but gives the
answer for the other column. For instance, the student might click the cell for entering
the given value for Question 1 (Q1-Left) and then calculate the solution instead.
“Shift” errors of this sort account for 55% of the errors in Given cells for the result-
unknown questions and 24% of the errors overall.

Not surprisingly, students tend to display different eye movements when they are
entering the given versus calculating the solution. Figure 1 shows a successful episode
in which the student does not shift attention after selecting the cell. Note how brief
and direct the eye movements are.

Fig. 1. Example of eye movements during a
correct response in cell Q1-Left (the Given
cell for Question 1).

Fig. 2. Example of eye movements during a
cognitive attention shift error in cell Q1-Left
(student tried a solution instead of the given).

The paint traces on the image in Figures 1 and 2 represent fixation points, and they
progress from dark to light over time. In Figure 1, the student first looks in cell Unit-
Right to confirm that “miles” was accepted as an answer. Then there is a long fixation
in Q1-Left, as the student selects the cell. The eyes then dart briefly to the “5 hours”
in Question 1, and to the keyboard to type the response. There is a final fixation (in
Q1-Left) as the student enters the answer

By contrast, in Figure 2 the student chose the cell for entering the given but has
gotten ahead of himself and calculated the altitude rather than simply entering the
time. Note all the eye movements over the problem statement — an indicator that the
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student is calculating the result and not entering the given. This is just one example of
a shift error. They also can occur across rows, and they occur in all of the cells.

“Other” Errors. All errors that are not shift errors are grouped as “other” errors.
These are all cases in which the student is working on a problem solving goal
congruent with the intent indicated in the interface, but the student commits a
procedural error of some sort. For instance, a common error in the expression cell is
to switch the intercept and the slope. If the answer is supposed to be 12+4x, the
student types 4+12x. The student was working on the correct goal (symbolization),
but did it incorrectly. Given such a broad definition, “Other” errors are more common
than shift errors, but as will now be revealed, they are harder to detect in students’ eye
movements.

Error Prediction Results. Somewhat of a shotgun approach has been adopted in this
analysis. The predictor variables are fixation counts and gaze time in every point-of-
regard (POR) region, as well as response latency, from the beginning of the part-task
to the first key press. There are 23 POR regions, roughly corresponding to cells in the
worksheet. Gaze time in a POR region is computed as the sum of the fixation times
for all of the fixations in that region.

The dependent variable is whether or not there actually was an attention shift. This
is easily determined. On any particular part-task, if a student entered a response that
was identifiable as an attempt at the solution, it was considered a shift. Otherwise, that
part-task is coded as a No Shift. All of the predictor variables are entered into a
forward stepwise logistic regression predicting Shift/No Shift. This creates a
regression equation for the sample of data in that analysis. Predicting whether an
attention shift error is occurring is accomplished by feeding the data for that part-task
into the equation, to produce a regression score. The score then undergoes a logistic
transformation to produce a predicted probability that the error is about to occur.
Probabilities above .50 indicate that the model predicts an attention shift.

How accurate is this technique at predicting errors? It depends on the type of error
you’re trying to predict, as well as on the characteristics of the subset of students used
in the analysis. Averaging over all subjects and across correct no and correct yes
predictions, we found that shift errors can be predicted with 69% accuracy, while
other error types average only about 55% accuracy. The accuracy of the predictions
can increase substantially, however, in certain subsets of the data. For instance, using
just the data from six students who were shift-prone in cell Q1-Left raised the
accuracy of the regression model to 84%.
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Instructional Implications. Although not perfect, we are encouraged by the fact that
such a simple model does rather a good job at predicting errors before they occur.
This model only has access to the student’s eye movements, and their eye movements
clearly are revealing regularities in visual search patterns that separate correct from
incorrect upcoming responses. While these results are encouraging, the utility of eye
movements for predicting errors differs across different cells of the spreadsheet,
across different error types within those cells, and across students. A tutor that is
designed to intervene proactively based on a student’s eye movement data should be
designed to intervene only in cases of very high certainty that an error is about to be
committed.

3.2   Disambiguation of Solution Method

Solving the First Result-Unknown (Q1-R). Students do not all solve these problems
in the same way. One interesting contrast is between students who use the algebra
expression to calculate the answer to a result-unknown and students who go back to
the verbal problem and reason from that. Koedinger and colleagues [7, 8] have found
that students often find it easier to reason about word problems, and Koedinger and
MacLaren [9] have proposed a model where there are both algebraic and verbal
methods for solving problems. Our eye movement research clearly validates that
distinction and allows us to tell which method a particular student used to produce an
answer. Figure 3 shows a student using the expression and Figure 4 shows a student
using the problem statement.

Fig. 3. Eye movement paint trace showing use
of the expression to solve the first result-
unknown.

Fig. 4. Eye movement paint trace showing use
of the problem statement to solve the first
result-unknown.

In the case where the expression is used the student shows repeated fixations of the
expression. In the case where it is not used the student never fixates the expression
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but rather fixates the problem statement while reasoning verbally through the
problem.

Performance Comparison Across Solution Strategies. Figures 3 and 4 are
examples of two very different solution strategies for result-unknowns – one that
relies on the expression and one that relies on the problem statement. Now we address
the question of how often students are using these two sources of information to
arrive at an answer to a result-unknown. We also investigate whether there is a
performance advantage for either strategy.

To address these questions, we looked at fixation frequencies in the problem
statement and the expression while participants were working on their 1st attempt at
Q1-Right. Again, only the nine students in the high formula row condition were used
in this analysis, because low formula row students would not have an expression to
fixate. Each part-task was labeled as to the presence of fixations in the two regions of
interest. If there were one or more fixations in the expression, but not in the problem
statement, the part-task was labeled “Expression.” If there were one or more fixations
in the problem statement, but not in the expression, the part-task was labeled
“Problem Statement.” Part-tasks were also labeled as “Both” or “Neither,” as
appropriate. Table 1 shows the percentage of part-tasks, the proportion of correct part-
tasks, and the average completion time for all 1st attempts within each fixation pattern.

Table 1. Distribution of fixation patterns during Q1-Right 1st attempts

Fixation Pattern % of Part-Tasks Prop. Correct Time (sec)
Expression (but not PS) 30.1 .88 13.2
PS (but not Expression) 12.6 .50 21.2
Both 23.8 .76 21.1
Neither 33.6 .71 7.7

At the aggregate level, these data indicate that students looked at the expression
54% of the time on their first attempt at solving Question 1, and they ignore the
expression on 46% of first attempts. The accuracy data show an advantage for using
the expression over using the problem statement. There is a main effect of fixation
pattern on accuracy (F(3, 140) = 3.68, p < .02), and a post-hoc Scheffe’s test indicates
that those who attended to the expression (but not the PS) while solving the result-
unknown responded more accurately than those who looked at just the problem
statement (p < .02). The other differences are not significant. There is also a main
effect of fixation pattern on part-task completion time (F(3, 140) = 19.69, p < .001),
with attending to neither region significantly faster than all of the other fixation
patterns and attending only to the expression faster than attending to just the problem
statement or to both.

One might hypothesize that these results could be due to differences in behaviors
by students of different ability levels. It turns out that, although the high ability
students do have a tendency towards reading the expression while working on the
result-unknown and the low ability students tend towards reading the problem
statement, this does not account for the performance advantage for attending to the
expression. The more accurate interpretation seems to be that using the available
expression facilitates the process of solving result-unknowns.
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Instructional Implications. One goal of the curriculum is to help students understand
the value of mathematical expressions. With respect to solving result-unknown
questions, the expression is useful in that it provides external memory for the
computations required to arrive at a solution, and our performance data do indeed
show an advantage for those part-tasks in which students looked at the expression.
These strategies cannot be distinguished on the basis of answer alone, but they can be
distinguished by a tutor that has access to a student’s eye movements. The data clearly
suggest that the appropriate instructional intervention during part-tasks in which a
completed expression is on the screen and the student is ignoring it is to bring the
expression to the student’s attention. For students who persist in ignoring the
expression, probably it would be justified to include some remediation on what the
expression represents and its utility in the context of solving result-unknowns.

3.3   Failure to Read Bug Messages

Students often fail to read the bug messages that appear on the screen. We saw
examples of this during data collection, and became interested in how often this
actually happened. To investigate that we extracted data from only those part-tasks
that immediately followed a part-task where an error occurred and led to the display
of a bug message. So in all of the part-tasks used in this analysis, the student has just
committed an error and there is a bug message on the screen. There are a total of 416
part-tasks that meet these criteria. We also have used only the data from the beginning
of each part-task to the first mouse click. This is because mouse clicks clear the
message window. Students failed to fixate the message window in 172 part-tasks,
meaning that they completely ignored the bug message in 41% of the part-tasks in
which a bug message was present.

Bug Messages and Error Recovery. The percentage of messages that are ignored
(41%) seems high given that these messages are supposed to help students recover
from the error that has just been committed. The messages should presumably be
considered to be of high utility. The critical assumption here is that the bug messages
actually are facilitating the error recovery process. Is this true? Among part-tasks in
which students completely ignored the bug message (the 172 part-tasks mentioned
above), the error rate is .38 (SD = .49). Averaging over all of the other part-tasks (the
244 part-tasks with at least one fixation in the message window while a bug message
is present), the error rate is .50 (SD = .50). This is a statistically significant difference
(F(1, 414) = 5.55; p < .02) that indicates no performance advantage, and in fact
suggests a disadvantage, for attending to the bug messages.

What might explain the surprising, and somewhat disturbing, performance
advantage for ignoring the bug messages? One hypothesis might be that individual
differences in ability level explain this result – if high ability students are more likely
to ignore the bug messages. Analyses to test this hypothesis showed non-significant
results. A second hypothesis is that this is a function of cell difficulty – and it appears
this is the better explanation. Students read the bug message on 54% of the 96 part-
tasks from easy cells and they read the bug message on 60% of the 320 part-tasks
from hard cells. This is not a statistically significant difference, but the fact that the
overwhelming majority of the part-tasks with bug messages come from hard cells is
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striking (although predictable). Table 2 shows the error rates for attending vs.
ignoring the bug messages, separately by cell difficulty.

Table 2. Error rates for attending vs. ignoring the bug messages, separately by cell difficulty

Bug Message
Ignored Attended

Cell Difficulty M (SD) n M SD n % Attended
Easy .30 (.46) 44 .35 (.48) 52 54
Hard .41 (.49) 128 .54 (.50) 192 60

There is a significant main effect of cell difficulty (F(1, 414) = 7.42; p < .01), with
hard cells showing higher error rates. The effect of attention to the bug message on
error rate disappears, and the interaction is not significant either. This analysis goes a
long way towards explaining why performance is worse in part-tasks where students
attended to the bug message. Students are slightly more likely to attend to the bug
message on the hard cells, and despite attending to the bug message, they are more
likely to commit an error, because it is a difficult cell.

Instructional Implications. Cell difficulty provides an explanation for the result that
error recovery performance is worse when students read the bug messages.
Nevertheless, it is tempting to conclude from these results that one should abandon
the idea of intervening in cases where the student is ignoring the bug message, on the
basis that attending to the message doesn’t seem to help. Should we conclude that it is
not beneficial, and perhaps is even detrimental, to draw a student’s attention to the
bug message if that student is ignoring it? No. That would be an unfair conclusion. If
there is a bug message on the screen and the student has not attended to it after some
period of time, it seems perfectly reasonable to draw attention to the message. It’s not
likely to hurt, and it might even help.

The next question is when should an intervention take place? When a student is
ignoring the bug message, how long should the tutor wait before intervening? Our
data show that 20 seconds is a justifiable proposal for a deadline, because this is
roughly the point after which continuing to ignore the message no longer shows a
performance advantage. In the first 20 seconds after an error is made, students are
more likely to self-diagnose the error and get the next response correct when they
don’t look at the bug message than if they do.  After 20 seconds, there is an advantage
in error recovery for students who have seen the bug message. Thus, it seems likely
that if more than 20 seconds have passed, and the student has not seen the bug
message, chances are that another error is about to be committed. The tutor might as
well draw attention to the message and hope that does the trick.

4   Summary

The goal in the first phase of this research has been to characterize the instructional
opportunities that present themselves if one were to broaden the bandwidth of
information available to an ITS by including eye movement data. This paper has
described three different uses for eye movements within ITS: predicting impending
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errors, detecting undesirable solution processes, and identifying students who are
ignoring bug messages. In each of these cases, the eye movements provide additional
detail regarding cognitive processes, beyond what is available from key presses and
mouse clicks alone. In our opinion, the use of eye movements is a promising direction
in which to expand the bandwidth of information that is available to an ITS.
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Abstract. This paper describes the accretion representation for scruta-
ble student modelling. Essentially, the representation maintains a times-
tamped collection of the evidence about each component of the student
model. This is interpreted by a resolver at the time that a teaching pro-
gram needs to determine the value of parts of the model.
The accretion representation treats external evidence as ground assump-
tions which are normally kept long term. By contrast, the student mod-
elling system’s internal inferences are handled quite differently. This
approach supports long-term modelling of the learner’s knowledge and
other characteristics. It was used in large scale modelling and coaching
experiments for knowledge of a text editor.
An important concern for the representation is to support scrutability of
the student model. This notion is explained in the paper and linked to
the design of the accretion representation.

1 Introduction

There are typically many sources of information about the components of a stu-
dent model. The sources are varied on many dimensions, most notably reliability.
As Motro and Smets [8]:245 observe, there has been little work on the problem
of combining diverse sources of evidence. This problem is especially important
for long term, reusable student models which might be used by a number of
teaching systems.

This paper describes the accretion representation for student modelling. It
was designed to take account of just this problem at the same time as supporting
scrutability of the student model. This means that the student should be able
to scrutinise the details of the student model, its meaning, values of the compo-
nents, details of the evidence which determines those values, as well as details
of the processes used to reason about the student. Scrutability is especially im-
portant in student modelling since it enhances learner control and may support
metacogition.

The accretion representation was used as the foundation for um [5] which has
been used in large scale experiments involving modelling the knowledge of over
two hundred users over several years. In these experiments, we used monitor
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data to construct detailed individual models of each user’s knowledge of a text
editor called sam. The um toolkit includes interface tools which assist the user in
scrutinising their user model, gaining an overview of the model as well as digging
deeply into the details of the meanings of parts of the model. This paper takes
examples from that domain.

2 Overview of the Accretion Representation

To introduce the accretion representation, we use the example in Figure 1. This
shows the evidence from a student model component for the sam text editor
command called xerox. (This creates multiple windows on a �le.)

Source Time (week number)
1 2 3 4 5 6 7 8 9 10 11 12 13

xan − − − − − − − ± ± + + + +
coach +

Fig. 1. Hypothetical example of evidence list

The top line in the �gure shows the progression of time over 13 weeks, from
left to right. The second line shows that each week, a program called xan analysed
logs of the user’s interaction with sam. If it found any error-free uses of the
command in that week, xan provided a piece of evidence with the value true,
shown in the �gure as +. This happened in the last six entries in Figure 1.
Where there were no uses or any incorrect uses, a negative piece of evidence was
created for that week. We can see this in the �rst nine cases in the �gure.

The last line of the �gure shows evidence from a coaching program run in
week 7. When it coached the student, it provided the evidence indicating the
student knew that aspect.

Now consider an intuitive approach to dealing with this collection of infor-
mation about a component of a student model. One reading of the evidence in
the �gure is:

– there were 7 weeks where there were no error-free uses, suggesting the student
either did not need xerox in this period or did not know it;

– in week 7, the coach taught the student about xerox;
– then there were two weeks with a mixture of error-free and incorrect uses,

suggesting that the student is in the process of learning xerox;
– and from week 10 on, there were exclusively correct uses suggesting the

student has learnt it.

This sequence of evidence characterises the type of information one might
expect for a system which needs to deal with the student’s changing knowledge
as they learn. The um representation needs to be able to manage such information
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and conclude about the value of the component. In addition, um must be able
to support student scrutiny. So, for example, if the student were to explore this
component up to the end of week 7, they should be able to �nd information
enabling them to see the value of this component and the evidence about it at
that time.

We note that this example is very simple. It has only external evidence. A
typical component of a um model may have evidence which has been derived by
various internal inference tools as well as multiple external sources of informa-
tion.

3 Basic Operations: Accretion, Resolution, Destruction

We now describe the three high level accretion operations.

Accretion. This means the addition of a new piece of evidence to the list for
a component. Each piece of evidence in Figure 1 was added as one accretion
operation. Because it is the the most basic operation, accretion gives the repre-
sentation its name. Any source can volunteer information about a component. If
the source is authorised to contribute to this component, its evidence is added
to the component’s evidence list.

Resolution. When an accretion operation adds new evidence to a component
list, there is no associated interpretation of that evidence. The addition of a piece
of evidence does not trigger any conflict assessment or resolution. It is only when
a teaching system needs to know the value of a component that it is necessary
to decide how to interpret a collection of possibly inconsistent evidence. That
interpretation is called resolution.

Consider resolution in relation to the example of Figure 1. We see that new
evidence arrived each week. Suppose that the value of the component was only
needed at weeks 6 and 13. In week 6, we may suppose it was needed by the
coach so it could decide whether to coach the student on xerox. Examining the
evidence to the end of week 6, each item of evidence has the value false. Note
that the student may well have known xerox but simply not needed it in those
weeks: this case illustrates some of the di�culty in determining a component’s
value from the evidence available.

Now consider the resolution of a value by the end of week 13. At that point
there are 9 pieces of false evidence and 7 pieces of true evidence. Yet if we take
account of the temporal information, we see that the last 4 weeks of evidence
were exclusively true. Intuitively, we might resolve that the component is now
true. There are many other ways to reason about this information. For example,
the fact that true evidence began after the coaching might be important for
concluding that the component is true at week 13.

However, if we are very conservative about concluding that the student knows
the component, we might conclude a component is true only after 8 weeks of
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correct use. This case illustrates the flexibility that may be required by di�erent
teaching systems when they resolve a component’s value.

The um scrutability requirements mean that the process of resolution of a
component value must be available to the student. This means that the student
should be able to access an explanation of it. For example, if resolution was based
upon just the last four weeks of evidence, then at week 13, the explanation should
convey the following information:

– the value of the component was determined on the basis of the information
available over the last four weeks;

– in that period, the weekly analysis of your use of sam showed correct uses
of xerox in each week;

– so it was concluded that you know the xerox command.

The accretion representation is based on the premise that there can be many
di�erent resolvers. Intuitively, these correspond to the way that di�erent peo-
ple assess a collection of evidence di�erently. For example, some people would
conclude that a component was true whenever there was any evidence for this
where other people would be more conservative in making such a conclusion.

In summary, there can be many resolution operators so that they can sup-
port a range of di�erent reasoning about the component value indicated by its
evidence list.

Destruction. To this point, we have described only accretion operators that
make the evidence list grow monotonically over time. This may be unacceptable
both in terms of the modelling processes and scrutability. Resolution will become
increasingly slow as the lists of evidence grows. Any other inference processes
that deal with whole lists will also become slower. At the same time, it will
become harder for the student to scrutinise the list: the student, like the resolvers,
will need to study increasingly long lists of evidence to �nd those that actually
a�ect the current value of the component. This could be a serious problem if
some sources can potentially provide huge amounts of very low grade information
as, for example, in the case of monitor data from the sam text editor.

Destruction operations selectively remove evidence. In the case of Figure 1,
suppose we knew that all resolvers only made use of the last 4 weeks of evidence.
In that case, we can guarantee that all the earlier evidence can play no role in
determining the value of the xerox component. So, we could remove all the earlier
evidence without a�ecting the value of the component.

In general, destruction is dangerous from the point of view of scrutability.
For the example in Figure 1, suppose we deleted all but the last 4 weeks of
evidence. The student is then unable to scrutinise the value of the model as
it was at weeks 6 or 7. Since those weeks were important for determining and
recording the actions of the coach, the student might well want to scrutinise that
part of the model.

Destruction may also pose problems for future flexible use of evidence. For
example, analysis of the evidence in Figure 1 suggests the student learnt xerox
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from the coach. Similar analyses of the evidence for other components which
were coached might show a similar pattern. This would then support a high
level conclusion that the student learns from this coach.

Although we need to acknowledge the problems with destruction of evidence,
e�ciency may demand it. No representation can be allowed to grow continuously.

4 Accretion Representation

The primitive objects in the representation are called components . We refer to
a component as CompN when it has a list of N items of evidence. We de�ne a
function elist which returns the list of evidence associated with a component:

elist(CompN ) =

{{}, ifN = 0
{evidencee}, 0 < e <= N

Each evidencee in CompN has the following attributes:

– value: ∈ {true, false} is the component value supported by this piece of
evidence;

– source type: which describes the type of the evidence source (in Figure 1,
all are external);

– source identi�er: de�nes the source of the evidence (in Figure 1 these were
xerox and coach);

– time stamp: records when evidence was added (in Figure 1 this is the week
number);

– extra information: allows arbitrary additional information to be included in
the evidence where this is to interpreted outside the accretion model (none
appears in Figure 1);

– scrutability information: enables a student to determine the meaning of the
evidence in terms of the component meaning, the source identi�er, the extra
information (in the case of Figure 1, scrutability information is explanations
of the meaning of the component xerox as well as the xan and coach sources);

4.1 Resolution Operators

There are two types of resolver. Di�erences between them involve the balance
between e�ciency and richness of interpretations.

Primitive Resolvers. These are the simplest resolvers. They determine the
value of a component by taking the value of the most reliable piece(s) of evidence
in the list. Typically, this will be determined by characteristics of evidence: the
time stamp; the source type; the source identi�er. So, for example, in Figure
1, one primitive resolver takes the most reliable evidence as that added most
recently. In each of weeks 1 to 6, this is false and so the value of the component
would also be false. In weeks 10 to 13, the same metric returns the value true.
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For each of weeks 8 and 9, there are two pieces of evidence of opposite value. So
the value returned would be conflict.

A primitive resolver requires a function maxrele which maps from a list of
evidence {evidencee} to a sub-list containing the evidence with highest reliabil-
ity: {evidenceM} withM elements. Then, the resolver must determine the value
from these. For example, one that returns a value for the component using a
four-value logic:

resolver(CompN ) =




true if ∀ i, 1 <= i <=M, value(ei) = true
false if ∀ i, 1 <= i <=M, value(ei) = false
NoEvidence ifM = 0
conflict otherwise

A primitive resolver provides an exceptionally simple mechanism. It should
be very fast and low cost. It should be straightforward to explain to the student
in terms of its process and the details of the metric for assessing reliability. We
used a primitive resolver for our large scale trials of um.

Compound Resolvers. Against the bene�ts of a primitive resolver is its lack of
power. A major bene�t of an evidence-based representation is that many items of
low grade evidence should be able to collectively contribute to conclusions about
a component. The multi-evidence resolvers determine the component value as a
more complex function of the evidence list.

Consider Figure 1. A compound resolver tool might conclude the student
knew the component only if they had used xerox correctly for at least 5 consec-
utive weeks and they had not made any incorrect uses in that period. By week
13, we can see that the last 5 weeks do indeed reflect that the student has made
5 consecutive weeks of correct use. However, there was also some incorrect use.
So this resolver concludes the student does not know xerox.

In general, there may be many rich ways to reason about lists of evidence. A
compound resolver can use arbitrarily complex reasoning. For example, it could
reason from several components’ evidence.

4.2 Accretion Sources and Operators

We now discuss the classes of sources of accretion evidence and the associated
operators.

External Sources. Evidence from external sources has to be accepted by the
reasoning system as a fait accompli: there may be a complex process involved
in collecting the evidence and determining its value, but this is not available to
the student modelling system.

From the point of view of scrutability, an external evidence source is a black-
box. Because the system does not have access to the processes internal to the
source of external evidence, it can only require an ontological description of the
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evidence source. In our sam experiments, we provided canned text explanations
for external evidence sources.

The external beliefs are ground beliefs because they act as foundations for
the internal inference. It is common for student modelling researchers to make
essentially this distinction although the terms used vary. For example, Self [11]
uses basic and derived beliefs and describes systems with other terms like
explicit and implicit.

Internal Sources. These come from within the student modelling system. They
should support student scrutiny of their processes. They create a new piece
of evidence reasoning from the resolved values of arbitrary components. For
example, suppose the student is a sam-novice and an expert in vi, an editor in
the same family as sam but without a facility like xerox. We may have an internal
inference, which we express as a production:

sam-novice and vi-expert → not xerox

This means that if the left-hand-side is true, the inference creates a piece of
evidence for xerox:

value source type source name week
false internal vi expert sam novice 1

Metamophosis (Internal) Sources. This may be considered a specialisation
of the internal operation. A metamorphosis inference builds from several pieces of
evidence giving a new piece of evidence with higher reliability. So, for example,
in Figure 1 the early evidence showed no correct uses of xerox. Any one of
these alone is a weak basis for concluding that the student does not know xerox.
However, six consecutive weeks of this evidence may collectively constitute quite
strong evidence that the student does not know xerox.

The metamorphosis process can be extremely simple. It may have a threshold
for the number of positive evidence items required and the number of negative
ones allowed and if this condition is passed, the new evidence is added to the
component. For the example in Figure 1, a metamorphosis mechanism might
use the last 5 weeks of evidence as follows. If at least three positive pieces of
evidence occur in the last �ve weeks and at most one piece of negative occurs
evidence in that time, it adds a piece of evidence like this:

value source type source name week
true metamorphosis ok3 in 5 nok 1 13

Primitive resolvers are related to metamorphosis. This is because the repre-
sentation o�ers two equivalent mechanisms:

– metamorphosis followed by use of a primitive resolver;
– a compound resolver which determines the value of an evidence list by ag-

gregating evidence within the list.

For heavily used student models, which must operate in real time, the former
approach is preferable. This is why we used it in our large scale sam experiments.
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4.3 Destruction Operators

There are two destruction operators, one applying exclusively to external evi-
dence and the other to evidence lists containing internal evidence.

Destruction of External Evidence by Compaction. The compaction op-
eration replaces a component’s evidence list with a shorter one where:

– only external evidence is deleted;
– and that only if already metamorphosed;
– deleted evidence has no e�ect on the outcome from any of the resolvers

applied to this component.

For example, suppose metamorphosis was used at week 13 giving a piece of
evidence like this:

value source type source name week
true metamorphosis xan metam 13

Suppose we know that that all resolvers treat this single piece of evidence as
more reliable than any or all the xan evidence. Now, basic external xan evidence
can have no e�ect.

Essentially, compaction enables the component to forget about external evi-
dence that has been coalesced into other, more reliable evidence. At the same
time, compaction being a destruction operation, is dangerous as it involves loss
of information.

Deletion of Internal Evidence as Undo and Redo. The undo is another
operation that enables the student model to remove irrelevant information, this
time, information from internal inferences. Essentially, it relies upon the fact that
the modelling system can re-apply its internal inference processes at arbitrary
times. The undo removes all internal inferences (except metamorphosis evidence).
Then internal inference tools can be rerun. This is a simple mechanism for dealing
with complex chains of internal inference that have been a�ected by changes in
external evidence.

For example, suppose that we had run an internal inference tool on the ev-
idence in Figure 1 in week 5. For this discussion, the details of that internal
inference are unimportant. Suppose it produced a piece of evidence like this:

value source type source name week
false internal xerox infer 5

Then suppose we use a resolver which treats this as the most reliable evidence
to that point in time. This single piece of evidence would then be used to conclude
the component was false.

Now suppose that in week 13, we again want to assess all the evidence avail-
able to that point. The undo operation would remove the internal inference above.
We could then rerun the internal inference mechanism which might now produce
a piece of evidence like this:
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value source type source name week
true internal xerox infer 13

Intuitively, this corresponds to reasoning about evidence as needed, keeping
internal inferences only until we are ready to review the reasoning about the
external evidence available.

The undo operation is trivial to implement. It deletes all internal inferences.
The redo operation requires re-execution of all the relevant internal inferences. In
comparison with approaches like truth maintenance and belief revision, this is a
low cost operation. Moreover, it produces evidence lists which are simple: this is
important for e�cient management of the model and for the student scrutinising
their model.

5 Related Work

Our representation is a similar to endorsements [2]. Endorsement-based repre-
sentations have been used for student modelling, for example, by Murray [9], and
for modelling student preferences [1]. Endorsements have also been applied in
belief models [3]. The accretion representation is intended to support long-term
student modelling, rather like TAGUS [10], THEMIS [6] [7] and SMMS [4] but
our concern for supporting scrutability made it natural to develop a representa-
tion which holds the details of the evidence for scrutiny by the student.

6 Summary

Accretion is a representation for scrutable student modelling. At its core, it
maintains the list of evidence which is the basis for de�ning the value of a
component. It has three basic operations:

– accretion, be it external, internal and its specialisation, metamorphosis;
– resolvers: primitive and compound;
– destruction: compaction of external evidence for use with primitive resolvers;

and undo for internal inferences where this will typically operate in conjunc-
tion with the redo;

This representation provides simple mechanisms for dealing with many in-
teresting problems that arise in student modelling: changes in the student due
to learning and forgetting, erratic student behaviour as well as noise in evidence
sources, short term changes in the student due to e�ects like moods, stereotype
inferences where more reliable inferences override default inferences due to the
stereotype and inconsistency in the student’s beliefs.
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Abstract. Bayesian networks have been used in Intelligent Tutoring Systems
(ITSs) for both short-term diagnosis of students’ answers and for longer-term
assessment of a student’s knowledge. Bayesian networks have the advantage of
a firm theoretical foundation, in contrast to many existing, ad-hoc approaches.
In this paper we argue that Bayesian nets can offer much more to an ITS, and
we give an example of how they can be used for selecting problems. Similar
approaches may be taken to automating many kinds of decision in ITSs.

Keywords: instructional design; student modeling; evaluation of instructional
systems

1 Introduction

Our research is aimed towards developing a general methodology for using the
student model to solve decision problems in an ITS. There has been much research in
the field of student modeling, and student models that can reasonably accurately
predict student post-test performance have been developed (e.g. the ACT
Programming Tutor [5]). However, to be truly adaptive, an ITS must make optimal
use of the information contained in the student model to tailor its actions to the
specific needs of the student. Actions include selecting an appropriate problem if the
student asks for it, next topic selection, feedback selection, and selective
highlighting/hiding of information. We have developed an approach to adaptive
decision-making based on Bayesian probability theory. For each alternative, simple
Bayesian networks are used to make multiple predictions about student performance
on atomic domain elements called constraints. These multiple predictions are then
combined heuristically to give an overall measure of the value of the alternative. The
approach is demonstrated in a problem selection module for SQL-Tutor [8,9], an ITS
for teaching the database language SQL.

Section 2 briefly introduces SQL-Tutor. In section 3 we describe an approach to
selecting problems of appropriate complexity via Bayesian networks. The results of a

mailto:mmayo@cosc.canterbury.ac.nz
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preliminary evaluation study are discussed in section 4, followed by a comparison of
this approach to others section 5. Section 6 is conclusions and future research.

2 SQL-Tutor

SQL-Tutor is a practice environment for undergraduates enrolled in database courses.
There are three functionally identical versions for Solaris, MS Windows and the Web.
Here we give only a brief description of the system, and the interested reader is

 Web page1 for details.

ted in Figure 1. The system contains
blems for each database and the ideal
y because SQL-Tutor evaluates student
ct ones. Each problem is assigned a
res, such as the wording of the problem,
umber of required tables/attributes etc.

Each student is given a level of
mastery, which dynamically
changes in accordance with
student’s performance.

The basic components of the
system are the interface, the
pedagogical module and the CBM
referred to other papers [8,9] and the system’s

The architecture of the system is illustra
definitions of several databases, a set of pro
solutions to them. The solutions are necessar
solutions by comparing them to the corre
difficulty level, which depends on many featu
the constructs needed for its solution, the n
student modeler. The pedagogical
module (PM) observes every
student's action and reacts
appropriately. At the beginning of
he session, a problem must be
selected for the student. When the
student enters the solution, the PM
sends it to the student modeler,

which analyzes the student’s solution in order to identify possible errors. If any errors
exist, the PM generates appropriate feedback messages. After the first attempt a
student is only told whether his/her solution is correct or not. The level of detail
increases if the student is not able to correct the solution.

SQL-Tutor uses Constraint-Based Modeling [10] to diagnose students’ solutions.
The conceptual domain knowledge is represented in terms of over 500 constraints. A
student’s solution is matched to the constraints to identify any that are violated. Long-
term student knowledge is represented as an overlay model that tallies the percentage
of times the constraint has been satisfied (i.e. used correctly). Both students and
problems in SQL–Tutor are assigned a level. The student’s level is incremented if
he/she solves two or more problems consecutively at or above the student’s current
level, within three attempts each.

There are three ways to select the next problem in SQL-Tutor. Students can work
through a pre-specified sequence of problems by clicking next problem, they can

                                                          
1 See http://www.cosc.canterbury.ac.nz/~tanja/sql-tut.html

Fig. 1.  Architecture of SQL-Tutor
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select a practice problem directly from a menu of problems, or they can turn problem
selection over to the system by clicking system’s choice. In the third case, SQL-Tutor
examines the student model and selects the first problem whose level is within +1 or –
1 of the student’s level, which is also relevant to the constraint that the student has
violated most frequently. The rationale for this rule is that if the student has violated
the same constraint several times, it is appropriate to target that constraint for
instruction. This problem selection strategy is overly simple. In a real classroom, it
was often the case that selected problems were too complex or simple for the student,
or they jumped to another part of the domain seemingly not connected to the previous
problem. We set out here to explore other possibilities for problem selection.

3 Problem Selection Using Bayesian Networks

Bayesian networks [2,11] are tools for representing and reasoning with uncertain
knowledge using Bayesian probability theory.

 3.1 The Probabilistic Student Model

Before Bayesian networks could be applied to the task of problem selection, SQL-
Tutor’s student model had to be reformulated in probabilistic terms. The new student
model consists of a set of binary variables Mastered1, Mastered2,…,Masteredn, where
n is the total number of constraints. Each variable can be in the state YES or NO with
a certain probability, indicating whether or not the student has mastered the
constraint.

Initial values for P(Masteredc = YES) were determined by firstly counting the
frequencies with which c was both satisfied and relevant (i.e. either satisfied or
violated) in SQL-Tutor logs from previous evaluation studies, and then by dividing
the former frequency by the latter. The logs were only analysed up to the point where
the user gets the first constraint-specific feedback about c. This ensured that the
effects of learning did not bias the initial probabilities. Some constraints did not
appear in past SQL-Tutor logs either because they were new or they had never been
used. For these constraints, P(Masteredc = YES) was initialised to 0.5.

If constraint c is satisfied, then P(Masteredc = YES)
increases by 10% of (1-P(Masteredc=YES)).
If constraint c is violated and no feedback about c is
given, then P(Masteredc = YES) decreases by 20%.
If constraint c is violated but feedback is given
about c,  then P(Masteredc = YES) increases by 20%
of (1-P(Masteredc=YES)).

Table 1. Heuristics used for updating the student model

The student model is updated after the student submits his/her solution to a
problem and receives feedback. The system currently uses the heuristics in Table 1 to
update the probabilities. This heuristic approach was chosen over Bayes’ rule,
because we do not make the assumption that constraints in the SQL domain are
probabilistically independent, whereas many other models (e.g. Reye’s model [12])
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do. Therefore, applying Bayes’ rule would result in a calculation that would be
impractical to perform on-line. Dependence between constraints in SQL-Tutor arises
at least because each violated constraint generates an error message, and so mastery
of a constraint depends to some extent on how many other errors were made at the
same time. This point is discussed further in sections 3.3 and 5. Constraints may also
be dependent because of semantic overlap, syntactic proximity in problems, and pre-
and co-requisite relationships. We believe that models where probabilistic
independence between all knowledge items is assumed are unrealistic (e.g. Reye’s
model [12]).

3.2 Predicting Student Performance on Single Constraints

We use a simple Bayesian network (Figure 2) to predict the performance of a student
given a problem p on a single constraint c. Masteredc is from the student model. Both
RelevantISc,p and RelevantSSc,p are YES/NO variables. RelevantISc,p is YES if constraint
c is relevant to problem p’s ideal solution. Because this can be determined from the
problem database, RelevantISc,p is always known with certainty. RelevantSSc,p is YES if
constraint c is relevant to the student’s solution to problem p. Performancec,p is a
three-valued node taking values SATISFIED, VIOLATED or NOT-RELEVANT. The
arcs indicate that RelevantSSc,p is dependent on RelevantISc,p. Performancec,p is
dependent on whether or not the student has mastered c, and c’s relevance to the
student solution.

RelevantSS Performance 

Mastered 

RelevantIS c,p c,p c,p 

c 

Fig. 2. A Bayesian network for predicting student performance on a single constraint.

A full specification of this Bayesian network requires prior and conditional
probabilities. P(Masteredc) and P(RelevantISc,p) are the prior probabilities, which are
already available from the student model and problem database respectively. In Table
2, ac and bc are properties of the constraint c. ac (bc) is the probability of a constraint
being relevant to the student’s solution if it is (not) relevant to p’s ideal solution.
Effectively, ac and bc provide a measure of the “predictive usefulness” of the ideal
solution. For example, when ac = bc = 0.5, the relevance of c to the ideal solution tells
us nothing about the relevance of c to a potential student solution. However, if ac =
0.9 for example, there is a high probability that constraints relevant to the ideal
solution will also be relevant to a student solution.
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RelevantISc,p

YES NO

YES a
c

b
c

R
el

SS
c,

p NO 1-ac 1-bc

Table 2. P(RelevantSSc,p|RelevantISc,p)

Like the initial probabilities of mastery, we determined values for ac and bc from
past SQL-Tutor logs. However, these conditional probabilities were not available
directly from the data. All that can be determined from the logs was the frequencies
with which constraints were relevant to the ideal and student solutions, or both.
Derivation (1) shows how ac was calculated using the chain rule. A similar
calculation was done for bc. For new or previously unused constraints, ac and bc  were
initialised to 0.5.

ac = P(RelevantSSp,c = YES | RelevantISp,c = YES)

= P(RelevantSSp,c = YES & RelevantISp,c = YES) / P(RelevantISp,c = YES)

= # times c is relevant to both SS and IS in the logs / # times c is relevant
to IS in the logs

(1)

RelevantSSc,p

Masteredc

YES
YES

YES
NO

NO
YES

NO
NO

SATISFIED 1-Slipc
Guessc 0 0

VIOLATED Slipc 1-Guessc 0 0P
er

f c,
p.

NOT-RELEVANT 0 0 1 1

Table 3. P(Performancec,p|RelevantSSc,p,Masteredc)

Table 3 is the conditional probability distribution of Performancec,p given its parent
variables RelevantSSc,p, and Masteredc. Slipc (Guessc) is defined as the probability of a
student who has mastered (not mastered) c slipping (guessing) and violating
(satisfying) the constraint. In the third and fourth columns of Table 3,
P(Performancec,p = NOT-RELEVANT) = 1.0 and the other entries are 0, because these
represent the two scenarios where RelevantSSc,p = NO (i.e. c is not relevant to the
student solution). The four columns represent situations where the values of the parent
nodes are known with certainty. In practice, the values of the parents will not be
known with certainty.

The Bayesian network is used to predict the probabilities of the student violating,
satisfying or not using c in his/her solution to p. A simple example will illustrate the
evaluation process. Let us take the following constants: ap = 0.9, bp = 0.1, Slipc = 0.3,
Guessc = 0.05. Now, suppose that c is relevant to problem p’s ideal solution (i.e.
P(RelevantISc,p = YES) = 1) and the student is not likely to have mastered c (e.g.
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P(Masteredc = YES) = 0.25). An evaluation of the network yields the probability
distribution [P(Performancec = VIOLATED) = 0.709, P(Performancec = SATISFIED)
= 0.191, P(Performancec = NOT-RELEVANT) = 0.1].

3.3 Evaluating Problems

A single problem requires mastery of many constraints before it can be solved. The
number of relevant constraints per problem ranges in SQL-Tutor from 78 for the
simplest problems, to more than two hundred for complex ones. It is therefore
necessary to select an appropriate problem for a student on the basis of his or her
current knowledge.

We determine the value of a problem by predicting its effect on the student. If the
student is given a problem that is too difficult, he/she will violate many constraints.
When given a simple problem, they are not likely to violate any constraints. A
problem of appropriate complexity is the one that falls into the zone of proximal
development, defined by Vigotsky [14] as “the distance between the actual
development level as determined by independent problem solving and the level of
potential development as determined through problem solving under adult guidance
or collaboration of more capable peers”. Therefore, a student should be given a
problem that is slightly above their current level but not so difficult as to discourage
the student.

Let us discuss the strategy we propose for selecting problems. Each violated
constraint triggers a feedback message. If the system poses a problem that is too
difficult, there will be many feedback messages coming from various violated
constraints, and it is unlikely that the student will be able to cope with them all. If the
problem is too easy, there will be no feedback messages, as all constraints will be
satisfied. A problem of appropriate complexity will generate an optimal number of
feedback messages. This is the basis of the evaluation function we propose.

The algorithm for evaluating problems is given in Figure 3. The function takes two
parameters, the problem p to be evaluated and an integer, OptimalFeedback. It returns
the value of p. OptimalFeedback is an argument specifying the optimal number of
feedback messages the student should see regarding the current problem. Its value is
currently set to the student’s level + 2, reflecting the fact that novices are likely to
cope well with a small number of messages at a time, while advanced students are
able to resolve several deficiencies in their solutions simultaneously.

int Evaluate(problem p, int OptimalFeedback) {
   int Feedbacks:=0;
   For every constraint c {
      Evaluate the Bayesian network;
      If P(Performancec,p = VIOLATED) > 0.45
         Then Feedbacks := Feedbacks + 1; }
   Return (- |OptimalFeedback – Feedbacks|); }

Fig. 3. The problem evaluation function.

The evaluation function assumes that feedback will be generated for every
constraint where P(Performancec,p = VIOLATED) > 0.45. This heuristic is used
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because it is intractable to calculate the exact probability of a problem producing the
optimal number of feedback messages. The 0.45 value was chosen because initial
tests showed that it gave best the results. The problem with the highest value is
selected from the pool of unsolved problems within 1 level of the student’s level.

4 Evaluation

We performed an evaluation study in October 1999, with second year students
enrolled in an introductory database course. The students were randomly assigned to a
version of the system with and without the probabilistic student model/problem
selector (the control and experimental group respectively). The study consisted of one
2-hour session in which students sat a pre-test, interacted with the system, and then
completed a post-test. Timing of the study was a constraint, as students needed to get
some overall understanding of databases prior to the study. The only possible time for
the study was the last week of the school year, which had a negative effect of the
number of participating students.

4.1 Appropriateness of Selected Problems

All student actions performed in the study were logged, and later used to analyse the
effect of the proposed problem-selection approach on learning. Both groups had

access to the problem selection methods
described in section 2: clicking next problem,
selecting the problem from a menu, or
clicking system’s choice. In the case of the
control group, clicking system’s choice lead
to a problem being selected using the simple
heuristic discussed in section 2, while the
Bayesian approach was used for the
experimental groups.

In order to evaluate the proposed problem selection method, we identified the logs
of students who used system’s choice in both groups. Six students from the
experimental group attempted 36 problems selected by next problem and 38 problems
selected by system’s choice using the new Bayesian approach. Thirteen students from
the control group worked on 106 and 79 problems selected by next problem and the
original system’s choice respectively. We counted the number of attempts it took to
solve each problem, the averages of which are given in Table 4. The problems
selected for the control group by the heuristic were most difficult for students,
requiring 4.55 attempts on average to solve. The students in the experimental group
were able to solve problems selected by the Bayesian approach in 2.69 attempts on
average, compared to 3.18 attempts when problems were visited in turn. The proposed
problem selection method compares favourably with the heuristic approach used by
the control group.

The new system’s choice method is only slightly better on average than the next
problem option for the experimental group, but its advantages are clearer when we
observe what happens during the problem solving session. The students start with
simple problems, and progress to more complex ones. Figure 4 illustrates the average

Average
attempts

Exper.
group

Control
group

Next
problem 3.18 2.10

System’s
choice 2.69 4.55

Table 4. Average number of
attempts per solved problem.
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number of attempts students in the experimental group took to solve the ith problem.
It can be seen that the initial problems selected by next problem are easier for students

than those selected by the Bayesian approach. This is explained by the fact that the
Bayesian approach progresses faster to more complex problems. However, later
problems selected by the Bayesian approach are more adapted to the student and
therefore require fewer attempts to be solved.

4.2 Pre/post Tests

Pre- and post-tests consisted of three multi-choice questions each, of comparable
complexity. The marks allocated to the three questions were 1, 5 and 1 respectively.
Nine out of fourteen students in the experimental group and sixteen out of eighteen in
the control group submitted valid pre-tests, the results of which are given in Table 5.

The mean scores in the pre-test for the two
groups are very close, showing that the control
and experimental groups contained a
comparable cross-section of students.
However, a number of factors, such as the
short duration of the user study, the holding of
the study during the last week of the year etc,
conspired to result in a very small number of
post-tests being completed. Because some

students did not log off, they did not sit the post-test which was administered on a
separate Web page. Only one student from the control group and four from the
experimental group sat the post-test. As the result, we can draw no conclusions from
the post test results.

Question Exper.
group

Control
group

1 0.22 0.25
2 2.67 2.73
3 0.62 0.73

Total 3.44 3.50

Table 5. Means for the pre-test
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System's choice Next problem

Fig. 4. The average number of attempts to solve ith problem by students in the
experimental group.
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5 Related Work

Other researchers have proposed the use of Bayesian networks in ITSs. ANDES
[4,6,7], an ITS for teaching Newtonian physics, uses Bayesian networks for predicting
student performance and problem solving behaviour. The ANDES network has a
dynamic component, comprising nodes specific to the current problem, and a static
component, comprising nodes representing the student’s knowledge. The dynamic
component is constructed on-line when a new problem is started. However, this
approach relies on the system knowing a priori which rules can be relevant to the
problem’s solution. This is not the case in the SQL domain where the ideal solution is
only one example of a correct solution. The usefulness of the ideal solution in
predicting the student’s actual solution is determined by the ac and bc  parameters.
Thus, in the SQL domain, we are forced to model the entire domain for each problem.

One approach that does model the entire domain is Collins et al.’s [3] hierarchical
Bayesian network model for student modeling and performance prediction on test
items. A similar hierarchical model was initially intended for our probabilistic student
model. However, the key difference between our domain and Collins' example is that
SQL-Tutor contains more than 500 constraints whereas Collins' example consists of
only 50 questions. Initial investigations showed that it was infeasible to evaluate on-
line a traditional Bayesian network modeling all the 500 constraints. Furthermore,
Collins' example domain of elementary arithmetic divides neatly into 10 categories
(e.g. addition theory, subtraction theory etc) that can be easily organised into a
hierarchy, whereas in SQL there is no such simple classification of constraints.

Finally, Reye [12] has proposed a dynamic Bayesian network model for student
modeling. Each variable, corresponding to a single knowledge item, is dynamically
updated over time using Bayesian probability theory as the student's performance is
observed. Again, this is a similar scheme to our student model where single
constraints are represented by single nodes. However, Reye's model makes each
knowledge item probabilistically independent. This simplification makes Bayesian
student modeling tractable, but for solving decision tasks such as problem selection
the probabilities need to be combined in some way. Reye does not show how this can
be done, whereas this is the main emphasis of our paper.

6 Conclusions & Future Work

One of the vital tasks an ITS has to perform is to provide problems that are of
appropriate complexity for the student’s current knowledge. In this paper we looked
at an existing system for teaching SQL and proposed an improved method for
selecting such problems. We use Bayesian networks to predict student performance.
Problem value is dependent on the predicted the number of errors the student is likely
to make. Each error results in a feedback message. Novices are unable to deal with
many feedback messages, while advanced students can, and therefore an optimal
number of feedback messages can be established based on the current student’s level.
Of all available problems, we select the problem that is most likely to generate the
optimal number of feedback messages.

Initial evaluations indicate that the proposed solution is promising. However, we
have implemented several heuristics due to the inefficiencies of evaluating large
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Bayesian networks on-line. For example, both Table 1 and Figure 3 depict heuristics
used by the system. Ideally the system should use theoretically sound rules based on
probability theory and/or decision theory. Future work will look at developing this
further. Use of new technologies such as qualitative Bayesian networks [1], which are
known to be much faster in their evaluation time than traditional Bayesian networks,
may also make the development of large-scale Bayesian networks feasible.

Future research will also focus on other decision tasks that an ITS must solve.
Problem selection is only one, and other tasks include topic selection, adapting
feedback, hint selection, and selective highlighting of text. We are working towards a
general framework for solving these type of problems.
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Abstract. In this paper we present an integrated theoretical approach for
student modelling based on an Adaptive Bayesian Network. A mathematical
formalization of the Adaptive Bayesian Network is provided, and new question
selection criteria presented.  Using this theoretical framework, a tool to assist in
the diagnosis process has been implemented. This tool allows the definition of
Bayesian Adaptive Tests in an easy way: the only specifications required are a
curriculum-based structured domain (together with a set of weights) and a set of
questions about the domain (the item pool), which will be internally converted
into a Bayesian Network. In this way, we intend to make available this
theoretically sound technology to educators, minimizing the knowledge
engineering effort required.

1. Introduction

It has been widely recognized that the key component in any tool that intends to help
a student in the learning process is the student model [1]. Without a student model, a
system is not able to adapt to the learner, and therefore its capability to provide
guiding and assistance is greatly limited. The adaptive capabilities of tutors (human or
not) is what makes them really effective, because, as shown in the study by Bloom
[2], the best results are obtained when the learning process is individualized for each
particular student. Although a student model can be useful even without being very
accurate [3], it is clear that the more accurate it is, the better job it can do. The
fundamental task in student modelling is diagnosis, which is the process used to infer
what the student knows from a set of observable facts, that can be answers to posed
problems/questions or records about his/her behavior. Obviously this is a hard task,
not only because of the difficulty of explaining student behavior, but also because the
uncertainty inherent in it.

The main idea underlying an Adaptive Test is well described by Wainer in [4]:
"The basic notion of an adaptive test is to mimic automatically what a wise examiner
would do”. Adaptation in this context means that questions are selected according to
the performance shown by the examinee with the goal to diagnose student’s state of
knowledge as quickly as possible without loss of accuracy. The psychometric theory
underlying most Computer Adaptive Tests (CATs) is Item Response Theory (IRT),
where it is assumed that the knowledge level of the student is measured with a single
variable q that is called the trait. This unidimensional model is enough for evaluation
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purposes, but in order to build a student model we need to know which parts of the
domain knowledge he/she is having trouble with. To this end,  we propose to use
Bayesian Networks (BNs) instead of IRT as a theoretical basis for Adaptive Tests.
The main advantage of CATs is a significant decrease in test length, with equal or
better estimations of the student’s knowledge level, as reported by Wainer, Dorans,
Flaugher and other authors in [4]. Also, the use of computers opened up new
possibilities: large databases of questions can be stored and managed, question
selection algorithms can be performed efficiently, a great number of students can be
evaluated at the same time (even in different geographical locations) and multimedia
content can be included in questions/answers (like video, sounds, etc).

The main contributions of the work presented here are: a) the mathematical
definition of an integrated model that allows the development and updating of a
multilevel student model; b) new question selection criteria for the testing algorithm
and c) a tool that allows the development of Adaptive Bayesian Tests with minimum
knowledge engineering effort. The paper is structured as follows: in the next section
we briefly discuss related work; in Sections 3 and 4 we describe the Adaptive
Bayesian Network and Testing Algorithm, and finally some conclusions and future
directions are presented.

2. Related Work

BNs have been applied successfully to build student models in several systems. We
briefly review some of them. There are a number of other interesting works (like for
example [5]) about the use of BNs in student modelling. An excellent discussion can
be found in [6].
• HYDRIVE [7] models a student’s competence at troubleshooting an aircraft

hydraulics system. Student’s knowledge is characterized in terms of general
constructs (dimensional variables), and a BN is used to update these student
model dimensional variables, using as evidence student´s actions.

• ANDES [8] is an Intelligent Tutoring System that teaches Newtonian Physics via
coached problem solving. This system evolves from OLAE and POLA, and uses
BNs to do long-term knowledge assessment, plan recognition, and prediction of
student's action during problem solving.

• The work performed by the ARIES Research Group is the most directly related to
the approach presented here. In [9], BNs are applied together with granularity
hierarchies. Test items are used as evidence to determine if the student masters
the learning objectives defined. Three different structures for the BN are
compared in terms of the knowledge engineering effort required, test length and
test coverage.

3. The Adaptive Bayesian Network

In this section, we define the BN that will support Adaptive Testing. First, we
describe the nodes or variables that will be used in the network, and then we discuss
relationships and parameter specifications.
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3.1. Nodes

Two types of nodes are considered: nodes to measure student’s knowledge, that we
will call knowledge variables, and nodes to gather evidence, that we call evidential
variables.

3.1.1. Knowledge Variables
We use different variables that allow to measure student’s knowledge at different
levels of granularity. These variables will represent knowledge in a wide sense, that
is, they can represent from declarative knowledge about certain domain to abilities or
skills that the student must acquire during the learning process. To simplify the
terminology, we call the different types of variables concepts, topics and subjects.
• Concepts are the basic units of knowledge, that is, a concept is a part of knowledge

that cannot be decomposed in smaller parts. To represent an elementary concept,
we will use a random variable C with a Bernouilli distribution, that is, C takes the
value 1 if  the student knows the concept and 0 otherwise:

P (C = x) = px (1-p)1-x, where p = P(C=1) and x ˛ {0,1} . (1)

• A topic Ti is a pair (Ci, w), where:
- Ci is a set of mutually independent elementary concepts Ci = {Ci1, ..., in iC },

- w = (wi1, ..., 
iinw ) is a normalized weight vector that measures the relative

importance of each concept in the topic to which it belongs.
To represent student’s knowledge about a topic we use a random variable Ti defined

as Ti = å
=

in

1j
ijijCw .The probability law of Ti will then be:
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where pij = P(Cij=1), for i = 1, ..., n.
• A subject is a pair (T, a), where:

- T is a set of mutually independent topics T = {T1, ..., Ts}.
- a = (a1, ..., as) is a normalized weight vector that measures the relative

importance of each topic in the subject that to which it belongs

To represent knowledge about a subject A, we use the random variable A = å
=

s

1i
iiT. .

Then the probability law of A is given by equation 3, where Si ˝ {1,2,...,ni}.
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3.1.2. Evidential Variables
These variables will be used to gather information about the student. In Adaptive
Testing, the evidential nodes are typically multiple choice questions but, in fact,
information could be gathered also by means of problems, questions, or tasks
provided that the system has the capability of evaluating the correctness of the
responses. To represent a question, we use a random variable Q with a Bernouilli
distribution, that is, Q = 1 will mean that the student’s answer to question Q is correct
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and Q = 0 that it is incorrect. The probability law of Q is given in equation 4, where
where p = P(Q=1) and x ˛ {0,1}.

P (Q = x) = px (1-p)1-x . (4)

3.2. Links and Parameters

Once the nodes of the network have been described, we have to define the
relationships among them: aggregation relationships among knowledge variables, and
relationships among knowledge and evidential variables.

3.2.1. Aggregation Relationships
To discuss these relationships, we use the generic expression knowledge item to refer
either to a subject, a topic, or a concept (or, as described earlier, to a skill, an ability, a
subskill, etc.). Let us consider a knowledge item I that can be divided in a finite
collection of more specific items I1, ..., In. Aggregation or part-of relationships are the
relationships established between them. To model the relationship that exists between
mastering item I and items I1, ..., In, we have two alternatives: 1) mastering I1, ..., In has
causal influence in mastering I, and 2) mastering I has causal influence in mastering
I1, ..., In. These alternatives are depicted in Figure 1:

    I1     I2

  I

    In

    I1     I2     In

  I

Alternative 1 Alternative 2

Fig. 1. Different alternatives to model aggregation relationships

To compare them, we will study the number of parameters needed and the
independence relationships implied by each structure. In alternative 1, the parameters
are: a priori probabilities {P(Ii), i = 1,...,n} and conditional probabilities P(I/I1, ..., In)
(n+2n values), and the structure means that the Ii (for i = 1,...,n) are mutually
independent a priori. In alternative 2, the parameters are: a priori probability P(I) and
conditional probabilities P(Ii/I) for i=1,...,n  (1+n2 values) and the structure means that
the Ii (for i = 1,...,n) are mutually independent given I. It is also interesting to analyze
the change in the probabilities as new evidence is gathered. In alternative 1, positive
evidence about mastering an item Ij increases the probability of mastering item I, and
positive evidence about mastering I increases the probabilities of each of the Ii, i =
1,2,...,n. In alternative 2, positive evidence about mastering an item Ij increases the
probability of mastering I, which in turn increases the probabilities of every Ii with i„j
and positive evidence about mastering I increases the probabilities of each of the Ii,
for i = 1,2,...,n.

It does not seem clear which of the two alternatives models aggregation
relationships better. Perhaps this is the reason that we can find examples of both of
them in the literature. Alternative 1 was chosen by VanLehn and his team for ANDES
[8] and also by the ARIES Research group in their research about Adaptive Testing
[9]. Alternative 2 was chosen by Mislevy and Gitomer in their HYDRIVE system [7],
and also by Murray [10]. In our model we have chosen alternative 1. The main
reasons for our choice are:
1. Alternative 1 models well the fact that students learn in an incremental way. That

is, in order to learn about a topic, students must learn (usually in the order
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suggested by the instructor) all the concepts that form part of it. But in alternative
1, the way that evidence is propagated implies that studying a concept increases
our knowledge about other independent concepts that belong to the same topic.
The underlying assumption in alternative 2 is the same than in IRT theory: there is
a single variable (q = I) that explains student’s behavior. Assuming binary nodes,
knowing I means to know each and every part of I. However, in our model,
knowledge is measured in terms of a discrete variable, meaning that knowledge
about I is evaluated considering different degrees of knowledge, that is, the more
parts of I we know, the better our knowledge about I is.

2. As for parameter specification, alternative 1 could seem more complex, because it
requires an exponential number of parameters instead of the polynomial number
required by alternative 2. However, we will show that the definition of the
knowledge nodes allows the use of an equivalent network whose parameters can
easily be computed using the set of weights defined.

Therefore, the structure of our BN is as depicted in Figure 2.

  A

 C11  C1n1

T1

CsnsCs1

  Ts

...

...

...

Fig. 2. BN for aggregation relationships

where the concept nodes are binary, and the topic and subject nodes are discrete. The
parameters of this network are:
• A priori probabilities {p(Cij=1) = pij, i =1,...,s; j = 1,...,ni}.
• Conditional distributions P(Ti/{Cij j =1,2,...,ni }) given by:

P(Ti=x/{Cij =1 for j˛Si, Cik = 0 for k ˇSi}) = 
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From this set of probabilities, the probability law for A can be computed as:
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To reduce the complexity of this network, we are going to show that the behavior
of the BN in Figure 2 can be emulated with a much simpler BN. This BN is
constructed as follows: new binary nodes T’1,...,T’n and A’ substitute the
corresponding discrete nodes, as shown in Figure 3:
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  A’

 C11  C1n1

T’1

CsnsCs1

  T’s

...

...

...

Fig. 3. Equivalent BN for aggregation relationships

The parameters for this BN are:
• A priori probabilities of mastering each concept Cij, {pij, i =1,...,s; j = 1,...,ni}.
• Conditional distributions of T’i given the corresponding Cij, defined as:

P(T’i| Ci1,...,
L

LQ& ) = å
=˛ �`&�N^M

LM

LN

Z .

• Conditional distribution of A’ given the corresponding '
iT  that we define as

 P(A’|T’1,...,T’s) = å
=˛ }1'T/k{  i

i
k

. .

Then, the behavior of the two BNs is equivalent in the following sense:

Proposition
For each i = 1,...,s the random variable Ti takes certain value x if and only if the
probability that the random variable '

iT  takes the value 1 is x. The random variable A

takes certain value x if and only if the probability that the random variable A’ takes
the value 1 is x.
A proof can be found in [11]. The importance of this proposition lies in that it allows
us to use a BN with only binary nodes in which the parameters are easily computed
from the set of weights.

 Example
In order to get a better understanding of aggregation relationships, we present a
simple toy example: Let us suppose that a student is learning how to identify
vegetable species. Knowledge of the subject domain can be divided in being able to
identify vegetables belonging to three different species, that we will call species 1, 2
and 3. The teacher assigns weights w1 = 0.2, w2 = 0.5, and w3 = 0.3 to model the
importance of being able to identify each one of the three different species. This can
be interpreted in the following way: the teacher thinks that a balanced exam about the
subject should contain 20%, 50% and 30% of questions relative to the identification
of species 1, 2, and 3, respectively. The probabilities that certain student identifies
correctly species 1, 2, and 3 are set to 0.8, 0.6 y 0.7. We want to determine which is
the knowledge level reached by this student in the subject, that can be measured in
terms of the percentage of right answers in a balanced exam. This value can be
computed by a simple application of total probability law: let A be the event “the
student gives a correct answer to a question about the domain” and let Bi be the event
“the question is about the identification of a vegetable of species i”, i =1,2,3. Then
P(A) can be computed as å )B(P)B/A(P ii =0.8 0.2+0.6 0.5+0.7 0.3=0.73, meaning

that in a balanced exam, the student will answer correctly to a 73% of the questions
posed. This kind of behavior can be emulated with an Adaptive Bayesian Network of
the type defined: Let I represent knowledge about identification of vegetable species,
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and let Si represent knowledge about identification of vegetables of Species i, i=1,2,3.
Then I = 0.2 S1 + 0.5 S2 + 0.3 S3, and the equivalent network with binary nodes is
shown in Figure 4, together with the conditional distribution P(I’=1/S1S2S3), that is
computed as shown in this section. For this particular student, the a priori
probabilities for the nodes Si are P(S1 = 1) = 0.8; P(S2 = 1) = 0.6; P(S3 = 1) = 0.7.
Then, if we initialize this network, we have that P(I’=1) = 0.73, which means that the
knowledge variable I takes value 0.73, or that the percentage of right answers in a
balanced exam would be 73%.

S1 1 0

S2 1 0 1 0

S3 1 0 1 0 1 0 1 0

S1

  I’

S3S2

P(I’=1/S1S2 S3) 1 0.7 0.5 0.2 0.8 0.5 0.3 0

Fig. 4. Adaptive BN and conditional probabilities for the example

3.2.2. Evidence-Knowledge Relationships
Let I1, I2, ..., In be generic knowledge items (typically, concepts) and E1,...Es generic
evidential nodes. To model the relationship between evidential and knowledge
variables we have again two alternatives, that are depicted in Figure 5:

  I1   I2

  E2

  In

  Es  E1   I1   I2

  E2

 In

  Es  E1

Alternative 1 Alternative 2

Fig. 5. Alternatives to model the evidential-knowledge relationship

We have chosen Alternative 1, after an analysis about independence structures,
parameters, and knowledge propagation similar to the one presented in Section  3.2.1.
This one is also the choice taken by VanLehn in [12].

As for the parameters, we have modified the approach described in [12]. This
approach considers that the probability that a situation (evidential node) is solved
correctly is 1-s if all the knowledge items necessary to solve it are mastered (s is a slip
factor) and g/n otherwise (g is a guessing factor, and n is the number of possible
answers). We have considered that this probability should depend on the number of
items mastered, that is, that it should be greater if the student has only one item
missing that if he/she masters only one of the concepts needed. This is specially true
when the evidential nodes are multiple choice questions, since the student could
choose his/her answer by discarding the incorrect ones. Our proposal consists in using
a logistic function to compute the probabilities of giving the correct answer. We have
used the IRT 3-parameter logistic function, which “connects” in a smooth way the
probability of choosing the correct answer when the student does not know any of the
items (1/n, guessing factor) and the probability of giving the correct answer when
he/she knows all the items involved (1-s, where s is a small number that represents the
possibility of a random slip), as depicted in Figure 6.
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…Knows
nothing

Knows
everything

One concept
mastered

One concept
missing

1

1/n

1-s

Fig. 6. Logistic function to compute the conditional distribution

So, adding the evidential nodes, the final aspect of our BN is shown in Figure 7,
where the nodes A’ and T’j have been renamed A and Tj, (j = 1,...,s), respectively, and
now the evidential nodes are multiple-choice questions so they have been renamed Qi.

  A

 C11  C1n1

T1

CsnsCs1

  Ts

...

...

...

Q1 Q2 Q3 Q4 Q5 Q6 Qr
...

Fig. 7. Adaptive Bayesian Network

Now that the structural model has been defined, we describe the basic elements of
our Adaptive Testing algorithm.

4. The Adaptive Bayesian Testing Algorithm

To describe the Adaptive Bayesian Testing algorithm, we will follow the classical
description of the basic elements in the development of a CAT, that are: (a) an  item
response model (b) a scoring method (c) an item pool, (d) an entry level (e) an item
selection rule, and (f) a termination criterion. Some of these basic elements are
provided by the BN model, others have still to be defined. The response model
associated to each question is given by the conditional distribution of the question
given its parents. Bayesian propagation algorithms constitute a sound scoring method.
With regard to the item pool, the use of the logistic function gives an easy way to
specify the parameters (that is, to callibrate questions) that takes into account not only
unintentional slips or guessing, but also the fact that the probability of giving the
correct answer increases as knowledge is more complete. By the moment, we are
using an uniform distribution for the entry level, that is, at the beginning of the test
and in absence of any other information, we consider that it is equally probable that a
student masters or not an elementary concept. If more information about the particular
student that is going to take the test is available, this assumption could be changed
and the a priori probabilities determined according to this information.

Regarding to the item selection rule, we have modified the question selection
method reported in [9], that defined an utility measure for each pair (question Q,
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knowledge item I) as U*(Q, I)=‰P(I=1/Q=1)–P(I=0/Q=0)‰. In our opinion, this utility
measure does not make much sense, since ideally both (P(I=1/Q=1) and P(I=0/Q=0)
should be maximized. We have defined the utility in terms of the expected gain of
information (i.e. in terms of the expected change in the probability of the knowledge
item) U(Q, I)=(P(I=1/Q=1) – P(I=1)) P(Q=1) + (P(I=0/Q=0) – P(I=0)) P(Q=0). This
is a weighted combination of the expected information gain for a correct and incorrect
answer. The more informative question for a given item I is the question Q with
maximum utility. Then, to compute the utility measure for every question in the
network means to update the network twice for each question in the network, which
can be a computationally expensive process. To reduce this complexity, we have
defined a simpler utility measure: U’(Q, I) = P(Q=1/I=1) P(I=1) + P(Q=0/I=0) P(I=0),
that preserves the ranking when ordering the questions from more informative to less
informative (for a detailed proof see [11]). U’(Q, I) can be seen as the probability that
Q and I take the same value. Another interpretation for this measure can be given
using two concepts inherited from medicine: P(Q=1/I=1) and P(Q=0/I=0) are,
respectively, the sensivity and specificity of the “test” Q for the “illness” I and
consequently, both measures should be maximized.

Note that the advantage of using U’ instead of U is that the network must be
updated twice for each knowledge item instead of twice for each question and the
number of knowledge items in the network is much smaller than the number of
questions. Moreover, the procedure of computing the utility measures for all questions
in the network can be performed when the BN is created, since when new evidence is
added to the network we will only need to recompute the utility measures of its
sibling nodes (the others are not affected), making the question selection procedure
computationally tractable.

As for the termination criterion, we have chosen to finish the test when the
probabilities of all the concepts are above or below certain instructor-specified level.
At this moment, concepts will be considered mastered (non mastered) if their
probabilities are above (below) the upper (lower) level fixed. Once the test has
finished, the probabilities that A and Tj, j = 1,...,s take the value 1 can be interpreted
as a measure of how well a student knows the particular topic or subject. Of course,
tests whose purpose is to determine whether the student knows every elementary
concept in the network will be very long, but, in return, the information obtained will
be very detailed. If the evaluation is performed with less ambitious purposes, for
example, if we are only interested in knowing whether the student knows or not a
target set of concepts, we use Goal Oriented Algorithms to identify the set of relevant
nodes, reducing in this way the complexity of the updating and question selection
procedures. With this kind of algorithms, if the evaluation system is integrated within
a Tutoring System, we can quickly test if the student knows the particular target
concept or set of concepts. Other termination criteria can be defined in terms of the
maximum test length or maximum time the test should take.

5. Conclusions

The work presented in this paper provides a mathematical framework to perform
Bayesian Adaptive Testing. This framework can be used to develop sound student
models that diagnose knowledge at the different levels of granularity required. Also,
we have proposed  new question selection criteria based on the expected gain of
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information that are computationally tractable. In order to make this technology
available to the educational community, we have implemented a tool (in Java) that
supports the development of Bayesian Adaptive Tests with a minimum knowledge
engineering effort. Further research is planned in two directions:
1. First, prerequisite relationships should be modeled and included in the BN in a

mathematically sound way. Including these relationships will help to get quicker
diagnosis (for example, if a prerequisite node is not known, neither will be any of
his descendants). Once the whole model has been implemented, we plan to
evaluate the testing algorithm using simulated students as described in [9] & [12].

2. Our final goal is to develop a web-based evaluation system similar to our SIETTE
system [13], which will have two different uses: (a) with the help of a test editor,
teachers will be able to define their tests on line easily. These tests will be stored in
a database, where they can be accessed and (b) once the tests have been developed,
students will be able to take a predefined test on line. The testing algorithm will
compute estimations of student’s knowledge and select the next best question to
ask in real time as the student answers the questions in the test.
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Abstract. Bayesian Belief Networks provide a principled, mathematically
sound, and logically rational mechanism to represent student models. The belief
net backbone structure proposed by Reye [14,15] offers a practical way to rep-
resent and update Bayesian student models describing both cognitive and social
aspects of the learner. Considering students as active participants in the model-
ling process, this paper explores visualization and inspectability issues of Baye-
sian student modelling. This paper also presents ViSMod an integrated tool to
visualize and inspect distributed Bayesian student models.

1 Introduction

Ideas such as open student models and the active role of students in the modelling
process have led several authors in the student modelling field to consider visualiza-
tion and inspection of student models as two significant research areas [18]. When
student models are presented to students and teachers various questions arise, such as:
• Are students able to understand their student model?
• What kind of representation is more appropriate –textual, graphical, etc. – and in

which conditions?
• How does the student model information support students’ reflection? Is it possible

to use student feedback to build more accurate models?
• What kind of information is it possible to acquire by interacting with the model?

Which components of the model should be available to students to visualize and
manipulate?

• To what extent can information given by students, teachers and the system be
combined to improve the modelling process?

Several authors have been working on some of these questions and interesting re-
sults have been found.  In a preliminary study, Bull and Pain [2] found that students
seem to understand textually presented models.  Bull and Shurville [3] show how
students and the system can co-operate for the construction of writer models improv-
ing the model and accuracy of their predictions.  Morales et al. [11] show a graphical
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representation of the model for a sensori-motor task where modularity and interaction
with the model are presented in a complementary way.  Dimitrova et al. [6] explore a
collaborative construction of student models promoting student’s reflection and
knowledge awareness.  Mühlenbrock et al. [12] propose a teacher assistant which
allows teachers to inspect student models in order to assess student’s current state of
knowledge, arrange students in groups, and suggest appropriate peer helpers.  Paiva et
al. [13] externalise the student model to the teacher, in order to test the modelling
process, support self-assessment, and promote reflection and interactive diagnosis.

Most of the student models in the systems mentioned above are easily inspectable
because the modelling approaches are relatively simple to understand. The models are
slots and values, feature vectors, simple overlays or rules. More complicated repre-
sentational formalisms, such as Bayesian belief networks can be effectively used to
construct student models, but these representations are harder to inspect.

Several authors in different areas have explored the use of Bayesian belief net-
works to represent student models [4, 5, 8, 10, 14, 15, and 17]. Martin & VanLehn
[10] propose a special interface (assessor’s interface) that allows a human (The asses-
sor) to create a Bayesian network of rules and factors. Using this interface the asses-
sor can get an overview of the student's competence and manually increase the prob-
ability of a rule when new information is available. Although Bayesian belief net-
works provide a solid framework for student models in a computationally tractable
fashion, understanding the status of a Bayesian network can be difficult. In previous
work, we developed VisNet [7, 19] to experiment with how to visualize Bayesian
networks.

In this paper, we extend our previous work to permit learners and teachers to in-
spect student models represented as Bayesian networks. We present a multiple-view
application, ViSMod, that has been designed and built to allow students and teachers
to experiment with creation of Bayesian what-if scenarios; providing not only a visu-
alization tool, but also an interactive tool for inspection of and reflection on Bayesian
student models. In addition, ViSMod has been adapted to visualize and inspect dis-
tributed Bayesian student models, allowing the use of student model information from
different sources.

2 Visualizing Bayesian Student Models

One of the main advantages of Bayesian belief networks is that they provide an in-
spectable cause and effect structure among their nodes and direct specification of
probabilities in the model [17].  BBNs offer a mathematically sound mechanism to
represent uncertainty. Using such a technique (BBNs), assessment of students’
knowledge can be carried out effectively. Visualizing and inspecting Bayesian student
models becomes an interesting and challenging task that opens not only the internal
representation of the student’s knowledge, but also the mechanisms to update it to the
human interested in knowing more about their representation on the system.
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Previous work on how to visualize Bayesian students models showed how a
graphical representation of the model in conjunction with different visualization tech-
niques facilitates understanding of cause-effect relationships among nodes, marginal
probabilities, changes in probability, and propagation of beliefs throughout the model.
Figure 1 shows a screen shot from VisNet, an environment for experimenting with
different visualization techniques for Bayes Nets.

Fig. 1. VisNet– Using various visualization techniques

ViSMod, an extended version of VisNet, provides a flexible architecture where
students and teachers can create their own views of a student model by choosing
nodes they want to inspect from the Bayesian network representing the student
model.  Our system assumes the belief net backbone structure for student models
proposed by Reye [14, 15], which covers content and social attributes in a three-level
structure. The first level covers a prerequisite structure of nodes (e.g. student-
knows(topic)), the second level consists of a set of topic clusters directly related to
each of the nodes from the first level (e.g. student-claims-to-know(topic)), and the
third level holds global nodes that represent general characteristics of the student that
affect his/her learning process (e.g. eagerness).

ViSMod offers several widgets to visualize and inspect the model. For example,
using the widgets “scrolling up-down”, “left-right”, and “near-far”, it is possible to
navigate throughout the model and focus on specific regions. The widgets "observe
node" and “clear evidence” allow students to suppose that a specific node has been
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observed (believed to be true) and visualize how this change on belief is propagated
throughout the model.  Figures 2, 3, and 4 show a sample of the general three-level
backbone structure and two different possible views of the model. A multiple-view
platform is particularly useful to determine what components of the model are in-
teresting for students and teachers and which components should be available to stu-
dents for further visualization or inspection.

Fig. 2.  ViSMod. A sample three-level backbone structure

Fig. 3. Sample student view Fig. 4.  Sample teacher view

3 Using ViSMod

An initial Bayesian student model organized according to Reye’s belief backbone
structure [14,15] must be provided to ViSMod. Such a model consists of nodes repre-
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senting concepts of interest in the domain and directed links indicating influence of
one node on another. Probabilities are associated with nodes and strengths of relation-
ships are associated with links.  Propagation of probabilities among the nodes, based
on observed evidence, is computed according to Bayes rule.  For a particular domain,
the initial Bayes belief network can be created by the teacher as an overlay on a pre-
requisite relationship structure or concept map. New nodes and links can be added on
any level according to students' or teachers’ interests. This model (structure informa-
tion and evidence) can be derived from the student model of a single ITS or from
distributed models of a students from various ITSs.

Students and teachers can visualize the student model using visualization tech-
niques where influence of one node on another or likelihood of a node being known
are represented by such things as: colour, size, proximity (closeness), link thickness,
and animation. Using ViSMod, it is possible to inspect the model of a single student,
compare several students by comparing their models, navigate throughout the model
changing focus according to students’ and teachers’ interests, and use several sources
of evidence to animate the evolution of a new model.

Students and teachers can create their own views in order to visualize and inspect
the model without changing the internal representation. Using their own views, it is
possible to change probability values and add or remove nodes graphically. These
views can be used as an important element to promote reflection and engage students
and teachers in interesting discussions about their models and to use the results to
refine their models.

Besides the obvious goal of continuous student assessment, teachers can also be
interested in knowing what kind of evidence is being collected in order to detect pos-
sible inconsistencies, misconceptions, or gaps in student knowledge. By using ViS-
Mod, it is possible to visualize and distil distributed student models into a single
model, to find causes for inconsistencies and refine the model by changing the struc-
ture or adjusting probabilities values of the student model.

In a typical ITS, students are modelled according to their interactions with the
system. Using this information, several decisions are taken inside the system in order
to adapt the curriculum to the student. Although this approach has been used in many
real applications, traditional student models do not differentiate students' and teach-
ers’ points of view about the model. Visualization and inspection of student models
provide a means of capturing this information and allows for the creation of collabo-
rative student models. By opening the student model, students, teachers, and the sys-
tem collaborate to improve the accuracy of the model and the quality of help provided
by the system.
Some of the benefits that ViSMod provides to students and teachers are:
• A graphical representation of the student model makes it easier for students to

understand Bayesian student models.
• A tool that supports multiple views of the student model makes it possible to in-

spect, modify and create interesting representations of the learning process.
• By allowing inspection of student models and the creation of what-if scenarios,

ViSMod supports students’ reflection, knowledge awareness, and refining of stu-
dent models.
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• Finally, ViSMod allows visualization of distributed Bayesian student models with
different levels of granularity using several sources of evidence.

4 Inspecting Bayesian Student Models

When the model maintained by the system differs in some way to the model that the
student or teacher expects, the capabilities of ViSMod to support the creation of what-
if scenarios allow students and teachers to interact with the model and refining it.

One of the main problems found when using Bayesian networks is the intense
knowledge engineering effort of specifying prior and conditional probabilities [17].
In order to facilitate inspection and understanding of Bayesian belief student models
by students and teachers, custom interfaces have been implemented. Using such inter-
faces, it is possible to avoid direct manipulation of prior, conditional probabilities and
integration of new evidence.

Using their own views, students and teachers can create what-if scenarios by
choosing nodes, changing probabilities, and adding new evidence without changing
the internal state of beliefs.   Students and teachers can adjust and experiment with
their views in order to create a model that reflects their perception of the learning
process with high fidelity. Those scenarios are an important element to find conflicts
between what the student and the system may believe about the student's knowledge
state.

Working with ViSMod, students and teachers can discuss the student's knowledge
state and thus actively engage in knowledge reflection. These discussions can result
on changes to the underlying structure of the system's representation of beliefs and a
more accurate version of the student model

5 Distributed Bayesian Student Models

Data for student models can be obtained and processed using software tools from
widely diverse sources distributed across the Internet. In fact, a student model can
itself be distributed. This requires a modelling technique that can store student model
data in a distributed fashion and at the same time provide a common inference
mechanism. ViSMod provides a flexible architecture for visualizing distributed Baye-
sian student models. Figure 5 shows how ViSMod is organized to use student’s in-
formation from three software applications derived from the matchmaker component
of I-Help [16], an online testing system named Dogmatix [9], and a web-based dis-
cussion forum named CPR [1]. ViSMod allows visualization of student models using
different levels of granularity, and integrating several sources of evidence.

A Bayesian student model can integrate information from any telelearning system
that has a model of the learner. It is especially useful in systems like I-Help, which
integrate student model information form several sources.  With ViSMod, students
and teachers can visualize and inspect aggregate models maintained by the system.
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VisMod can be used to create and maintain different kinds of student model views,
to determine the effectiveness of a particular application in maintaining an accurate
representation of the student, and to integrate evidence from various sources to be
used for various purposes.

ViSMod

Fig. 5.  ViSMod – Visualizing student models from several information sources

Figures 6, 7, and 8 show a fragment of a student model from three different appli-
cations –CPR, IHelp, and Dogmatix. Figure 9 shows how ViSMod combines student
model information –structure and evidence- from all three applications in a single
structure for further visualization and inspection.

Using ViSMod it is possible to integrate evidence from several sources into a sin-
gle model. The combination of student models relies on the assumption that there is a
common ontology among the various student model fragments (segments of a general

Fig. 6.  CPR student model  Fig. 7. Ihelp student model
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Fig. 8. DogMatix student model Fig. 9. Combined student model

model with some degree of overlapping) and that all of the distributed models were
represented as Bayesian belief nets.  This process is done by connecting the segments
of the network based on the common nodes. That is, per each common node a new
link is added and the conditional probabilities of the common node are changed to
reflect the new evidence that comes from the new segment.

6 Evaluation

A usability study was conducted with the visualization features of ViSMod. Spatial
order, colour, size, proximity (closeness), link thickness, and animation were the
visualization techniques evaluated by the participants. After a short explanation about
cause-effect relationships and directed acyclic graphs (DAG), ten graduate students
were asked to perform a sequence of tasks to determine the efficacy of each of the
visualization techniques.
Some of the results found in this study are:
• Spatial order was chosen as an appropriate way to show cause-effect relation-

ships; participants preferred size over colour to represent marginal probability.
• Combinations of techniques appear to be clearer than a single technique; partici-

pants chose size and colour as a good combination to represent marginal prob-
ability (size) and strength of a relationship (colour).

• For large networks, which are very sensitive to changes in size and position of
the nodes, colour is a better alternative.

• Closeness of nodes proved to be an interesting and powerful way to show prob-
ability propagation and changes in probability.

• Finally, animation was useful for representing probability propagation; especially
node by node animation, which was preferred because it shows both the sequence
of Bayesian belief updating and probability propagation.

Future evaluation efforts will be designed to examine scaling up issues, such as:
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• expanding and collapsing nodes when using bigger graphs (containing over 50
nodes)

• changing focus to specific regions of the model,
• using different visualization techniques on specific areas of the model, and
• comparing models by showing each model on a transparent layer.

7 Conclusions

ViSMod provides a flexible architecture where students and teachers can create their
own views by choosing nodes from a Bayesian student model with a general back-
bone structure.  Using ViSMod, students can understand, explore, inspect, and modify
Bayesian student models.

The creation of what-if scenarios in ViSMod promotes students’ reflection and
knowledge awareness. ViSMod offers a practical tool to determine which components
of the model are interesting to students and teachers.  Students and teachers create,
share and discuss interesting representations of learning process. ViSMod facilitates
the evolution of student models by capturing and reflecting the information given by
students and teachers during their explorations. Finally, ViSMod allows visualization
of distributed Bayesian student models using different levels of granularity, and sev-
eral sources of evidence.

One future goal will involve refining ViSMod into an authoring tool for creating,
tuning and maintaining distributed Bayesian student models. Our aim is to employ
this tool to visualize and inspect Bayesian student models in conjunction with differ-
ent software applications that make use of student model information.
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Abstract. The problem of judging the effectiveness of a course in general, and
of explanations in particular, is certainly one of the most sensible areas in
intelligent tutoring systems. In this paper, we present an explanation agent,
whose aim is to evaluate the quality of explanations presented to learners. He
has two objectives : discovering the source of learner’s misunderstandings by
taking into account his student model, and helping the course designer to adapt
his explanations according to these observations. We use the conceptual graph
theory to structure our explanations into a formal representation. This
representation is used by the explanation agent to make his deductions about
learners misconceptions

1 Introduction 

One of the most promising application area for autonomous agents is probably
education and training. The term “pedagogical agent” is used to refer to agents
created to help the human beings in the process of learning, by the mean of interacting
with the learners.

Pedagogical agents exhibit lot of characteristics : They can adapt their interactions
to the learner’s needs, and to the environment current state, by helping learners to
bypass their learning problems. They can collaborate with learners and other agents,
and are capable of providing a continuous feedback to the learner. Finally, they can
appear as lifelike characters, thus introducing emotions and social aspects in their
interaction and relation with learners [6].

In this context, many projects have been developed like the Steve project [11] [12]
which consists of a pedagogical agent acting in a virtual environment, who helps the
learner to accomplish manual and procedural tasks. This agent can also take the place
of a team member, and work with real learners. Adele [7] is another pedagogical
agent, designed to help learners in exercise resolution in the medical field. Herman
the bug [9], Cosmo [8][1], the Giant [13] and OWL [10] are also pedagogical agents,
designed to help the learner in his learning process.

In most of the situations, the assistance is based on explanations given to the
learner. Consequently, the quality of this help is related to the quality or usefulness of
the explanations. It is for this reason that we have developed an explanation agent,
whose mission is to present the best explanations to learners, as they encounter



The Explanation Agent      555

problems in the course process or in the exercise resolution. The explanation agent
has also to discover learner’s misunderstandings related to the explanations presented.
Thus, he can identify “good” and “bad” explanations, and inform the course designer
of these misunderstandings. The theory of conceptual graphs is used to produce these
results.

The understanding process is generally perceived in the resolution of problems.
Indeed, in problem solving situations, the learner tries to link various knowledge,
normally acquired through a course presentation and structured in his memory. If he
fails, we need to know the origin of this misunderstanding, which is related to a lack
of knowledge integration. Our ambition is to detect this faulty integration. However,
the problem seems to be very complex, especially if we try to deal with the whole
course. It appears that the problem is more obvious if we take into consideration a
small part of knowledge :  explanations. We will focus on this point with the
hypotheses that analyzing why an explanation fails can contribute to the
comprehension problem in general. Our approach aims to decompose the explanation
problem into two steps :
• In order to help the teacher (course designer) to produce and store efficient

explanations, we provide him with a set of tools able to structure the explanation
into concepts and links between them, resulting in a visual representation based on
conceptual graphs.

• In order to detect the problems and misconceptions in the learner understanding,
we provide him with the capability to give his own interpretation of the
interrelations between concepts, also using conceptual graphs.

Then, an explanation agent is able to use these conceptual graphs structures, and to
provide feedback to the designer in order to improve both the quality of explanations
and the course content. In this paper, we first present the global learning environment
architecture in which the explanation agent and the learner interact, detailing the main
components. We then focus on the explanation agent characteristics and architecture,
with  precision  on the quality of explanations. We detail the means to structure the
explanation and extract a conceptual graph. Finally, we discuss how this architecture
can contribute to learning improvement and we indicate future directions for this
research.

2 The Learning Environment Architecture

The global architecture is presented in Fig. 1. It is a client-server architecture, divided
in two parts :
• An editor on the server where a course designer can create his courses, exercises

and explanations;
• A learning environment where the explanation agent evolves.



556      Amal Zouaq, Claude Frasson, and Khalid Rouane

Fig. 1. The learning environment architecture

We briefly detail  the main components of this architecture.

2.1 The Editor  Environment

It contains the following components :
• The domain model : it is composed of all the available courses and exercises.

Each course can be represented in the form of a semantic network, with its
prerequisites and its constitutive parts. The smallest unit of data in our
representation is called a concept. Each exercise is composed of a label, possible
answers, and a set of predefined mistakes.

• The agent server : the explanation agent is stored on the server. On each learning
session, he is sent on the learner’s machine.

• The student model : The student model is  a perturbation model and more
precisely, a bug model. A perturbation model combines  the standard overlay mode
with a representation of faulty knowledge. The  common technique for
implementing a perturbation model is to represent the expert knowledge and then
augment this representation with explicit knowledge of likely misconceptions [5].
In our system, the designer has to elaborate a bug library  for each exercise, by
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enumerating a set of bugs that he has noticed through his courses (experience). The
student model is composed of all the statistics related to the learner : his
performances, the explanations presented, the non predefined errors, his own
conceptual graphs for misunderstood explanations (this point will be detailed later)
and the learner score

• The knowledge base : it is used to store courses, exercises and explanations.
• The explanations editor : It is used to produce explanations in the form of texts or

web pages. These pages can contain images, videos, and virtual simulations. This
last point makes the explanation more concrete, more understandable. After
designing an explanation in the form of texts or web pages, the course designer has
to decompose it into key concepts and semantic links between these concepts,
resulting into a conceptual graph.

2.2 The Learning Environment

Courses, exercises, and explanations are presented in the learning environment. It is
composed of :
• The dialog module : this module interacts with the learner through a learning

session : initializing the dialog, creating or updating the student model and
handling the communication process. In fact, our ITS takes the approach of asking
the learner about his level in the different topics that will be treated in the course.
In this way, the agent has initial beliefs, that evolve according to the learner’s
performance. It is a sort of a cooperative student model in the initialization phase.
The dialog module is composed of the course and the exercises environment. The
explanation agent is loaded on the  learner machine at the beginning of a session .

• The explanation agent : in a learning session, the explanation agent presents
explanations adapted to the learner’s model. He sends to the server information
related to the learner performances, and all information necessary to detect
learner’s incomprehension. The explanation agent can present explanations in the
course presentation process as well as in the exercises resolution. He has a reactive
behavior in the course presentation as he appears when a request for explanation is
clearly formulated by the learner, while he has an autonomous behavior in problem
solving situations, appearing to provide an explanation when an expected error
occurs, to apologize if the error has no explanation, and to express his sadness or
happiness, according to learner’s actions.

The next section presents the explanation agent in detail.

3 The Explanation Agent Architecture

The explanation agent is a an intelligent agent who has the characteristics of
reactivity, mobility, autonomy, learning , deduction and believability.
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Reactivity: The explanation agent reacts to user’s actions via the learning
environment interface.  The perception layer clearly shows how this characteristic is
implemented.

Mobility : At the beginning of a learning session ,the explanation agent moves from
the course server to the student machine. Thus the learner has the last version of the
explanation agent code, and consequently the agent’s updated behavior.

Autonomy : The explanation agent is completely autonomous in the explanation
process.

Learning and deduction : The explanation agent possesses a learning layer.
Believability : The explanation agent is presented as a lifelike and talkative

character. He adapts his expressions and actions according to the learner’s actions,
thus achieving believability.

The explanation agent architecture is based on cognitive agents [2] [3] [4] . They
have been defined as reactive, instructable, adaptive and cognitive agents : they react
to the activity of others and are able to learn.
Fig.2 presents our explanation agent architecture.

C: The cognition layer

B : The explanation layer

A : The perception layer

Fig. 2. The explanation agent architecture

• The perception layer
The perception layer is related to reactivity and is used to detect learner’s actions :
request for explanation, submission of an answer, end of reading, etc. It is composed
of two components :
-  The perception component : it indicates that the system has an entry, which means

that the learner has performed an action, and fires the action component (1);
- The action component : it determines the type of action which has been performed,

depending on the learner’s context (course or exercise). It then calls the analyzer
(2).

• The explanation layer
It is composed of two components :
- The analyzer : When an action is detected, the analyzer is fired to search an

explanation if the learner is in a course context, or to compare the submitted
solution to the exercise solution if the learner is in the context of resolving an
exercise. If the action is correct, the agent congratulates the learner (3). Otherwise,
if the solution is incorrect but no explanation is available, the agent informs the

Learning

Analyzer Explanation  module

Perception Action
2
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3
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learner of his incapacity to help him (3). If the solution is incorrect, and one or
more explanations are existing, the explanation module is fired (4).

- The explanation module : it  manages all the process of explanations, and the way
they are presented to the learner. Explanations must be situated to create a
believable agent. For this reason, when an error occurs, the agent doesn’t try to
discover implicitly the cause of the error. He rather proposes to the learner a list of
possible causes of the error , ordered according to the observed errors frequency
for his learner profile. Without this additional information and because sources of
error can be numerous, the explanation can be totally inaccurate. The related
explanation is presented after the learner choice. If he has no opinion, the most
probable cause of error is chosen and the corresponding explanation presented.

• The learning layer
In the learning layer, two main characteristics of the agent are implemented :
observation and deduction. The agent observes the most frequent causes of errors
made by learners with a certain profile, and creates beliefs based on his observations.
He is then able to present the most probable causes of the error, ordered by their
frequency. Moreover,  the explanation agent has to find, when he is told to do so,  the
matching between the designer’s conceptual graph and the learners conceptual graphs,
thus identifying the learner’s misconceptions (see section 4 : explanations structure).
He is then able to detect their differences and identify the precise sources of
misunderstanding. Finally, he can detect new patterns of behaviors for a student
profile, regarding to the types of errors, which makes the explanation system more
powerful.
The learning layer takes also care of evaluating the quality of explanations. The
explanation agent can deduct what explanations are good or bad for a learner profile,
by using the Explanation Quality Index. Bad explanations must then be removed by
the designer from the knowledge base, and new ones created.

Explanations Quality : Based on the principle that more an explanation is presented
to the same learner, more the explanation appears useless, the quality of an
explanation is judged according to the number of times it has been presented. This
leads to the following rule :

EQI = Le / E . (1)

Where :
EQI  : Explanation Quality index EQI �� [0,1]
Le : Number of learners who have read the explanation e
E   : Number of presentations of the explanation e

the lower the ratio is, the more the explanation is judged of bad quality .
By this rule, we want to show that an explanation cannot be considered as a good
explanation if  it doesn’t solve learners problem, despite the fact that learners read it
several times.
The next section presents our way of structuring explanations.
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4 Explanations Structure

To structure an explanation, we have looked at a way to extract the main concepts
of the explanation and then represent the interrelations between these concepts. The
idea was to represent the general meaning of the explanation, focusing on its main
components and leaving aside details. We then thought that a visual representation
was necessary for the course designer to have an overview of the concepts network.
This idea led us to the conceptual graph theory,  because of its expressiveness, its
representation efficacy and its notational efficacy. Moreover, we needed a formal
representation schema, based on a solid formal foundation.

Conceptual graph theory has been described, by Sowa [14] as a universal
formalism of knowledge representation : Conceptual graphs are known to be relevant
to a broad spectrum of problems in knowledge representation, including modeling of
knowledge in intelligent tutoring systems.
The advantages of this approach are :
• To provide the designer with a complete view about what he wants to explain;
• To make the learner capable of expressing its own interpretation of the

explanation, and by this way, to give him the possibility of thinking of its main
meaning. Moreover, and this is the most important, conceptual graphs make the
agent capable of discovering learner’s misunderstandings.

So, for the same explanation, the explanation agent has to possess two conceptual
graphs : the designer’s conceptual graph, and the learners conceptual graphs.
We will now detail how conceptual graphs are created for both sides : from the
designer side and from the learner side.

4.1 Explanations Conceptual Graphs : Designer Side

The designer can extract the main concepts of the explanation. So we provide him
with a tool for automatically extracting concepts, according to a database of concepts.
The steps to construct an explanation conceptual graph are the following :
1. The designer selects the explanation that he wants to structure into a conceptual

graph;
2. He then asks the system to analyze the explanation and extract concepts

automatically, thus obtaining a list of extracted concepts;
3. If he isn’t completely satisfied by the system results, he can add concepts, delete

concepts, or modify their rank in the list according to his own perception;
4. After that, the designer has to determine the links between concepts. So a link

editor has been implemented. The designer has to match the concepts that he has
previously defined, but he can also create a link between a concept already in the
database and a concept that he has just defined. We want to underline that there is a
classification of some main links, which means links frequently used by course
designers. We can quote the link “syn” which designate a synonym, or the link
“has-a” which indicates a composition. However, the designer is also free to create
new types of links, if he considers that they are necessary to the explanation
meaning.
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5.  Finally, the designer can ask the system to generate a conceptual graph with all the
concepts and links that he has previously defined. He then obtains a conceptual
graph.

Until now, we have described the different steps the designer must follow to structure
his explanations. Let’s look at the learner side.

4.2 Explanations Conceptual Graphs : Learner Side

As we have said, the learner can help the agent by drawing graphs for the
misunderstood explanations at the end of a learning session. An explanation is
misunderstood if it was presented in an exercise where the final learner’s score is very
low. To determine if the learner’s score is low, we compare it with a fail threshold
defined by the designer for each exercise. So, for each misunderstood explanation, the
learner has to draw a conceptual graph to present his own understanding of the
explanation. This will make the agent capable of determining where the chunking of
information has been defective if there are wrong or missing links between concepts,
or missing concepts. We have implemented a graphical tool, where the learner can
easily build his conceptual graphs, by simple drag and drops, and by using lists of
concepts and links proposed by the designer. These lists are provided in order to give
the learner a starting point, and an idea about what he has to do. Moreover, if learners
could use their own concepts and links, it would be very difficult to analyze
knowledge not already stored in the system.

Finally, some learners can be discouraged and bored by the necessity of building
conceptual graphs. So they can be encouraged by lot of messages of sympathy
emanating from the agent, and by receiving rewarding points for their collaborative
behavior.

5 Interpretation

We have built a tool that can launch the different processes of the learning layer.
This tool is still under development.

The processes of the learning layer are activated when sufficient amounts of data
are collected. The explanation agent can then calculate explanations quality index and
search typical errors in learners conceptual graphs. We have developed a machine
learning algorithm to compare learners conceptual graphs and the designer conceptual
graph.

The following results can be presented :
• Concerning the quality of explanations, we can present the “good” and “bad”

explanations to the designer;
• Explanations are “bad” if they are not understandable. The agent can determine the
causes of misunderstanding of an explanation by comparing the designer’s conceptual
graph and all the conceptual graphs drawn by learners. Thus, some conclusions can be
made by the agent according to a general observation:
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- Some concepts can be missing
-     Some links can be missing
-     Some links can be wrong

In the three cases, the explanation agent has to determine the frequency of the errors.
The results of the analysis are presented in the form of conceptual graphs, with
different colors to indicate missing concepts and links, or erroneous links. Some
options exist to display only erroneous links, or only non existent links.
The explanation agent can then present his conclusions :
In the first case, the agent can search if the explanation concepts figure in the course
followed by learners, by taking into account their profile. If it isn’t the case, the agent
can advise the designer to build his explanation by using concepts known by learners,
to bind these concepts to others already known by learners, or to define the
explanation concepts in the course.
If all the explanation concepts are known by learners, the problem is normally in the
links between concepts. So, the designer has to elaborate his explanations by
emphasizing on the problematic links, and by demonstrating the reasons of the
existence or non existence of these links.
• The agent can also present the most frequent errors that weren’t initially foreseen

by the designer, thus discovering new patterns of behavior. The designer can then
elaborate explanations on these problematic areas.

• Finally, the good explanations can also be displayed to the designer, to let him
think about the difference between them and “bad” explanations.

6 Conclusion

We have built an agent whose functions are multiple :
• He presents explanations according to learners profile
• He discovers new types of errors, so the bugs library can be extended, and the

knowledge base enriched, as new explanations are created to deal with these new
errors

• He evaluates explanations quality
• He detects learners misunderstandings by using the theory of conceptual graphs
• He advises the designer to deal with these problems

In general, the knowledge used in the system is constantly re-evaluated according to
learners, which insures its quality.

The theory of conceptual graphs is used to obtain the source of misunderstanding
from the learner, by comparing his conceptual graph with the designer’s conceptual
graph.
The agent is presented as a lifelike and talkative character. We think that his
expressiveness will have a positive impact on learners motivation.
This work will make us discover the weaknesses in the learner understanding, and
thus will facilitate the discovery of the reasons of this misunderstanding.
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Finally, it is important to underline that empirical data are necessary to test the
effectiveness of the agent’s intervention. Our next goal in this research is to observe
the student-agent interaction to have a deeper knowledge about what actions,
expressions and explanations strategies are effective and which ones are not.
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Abstract.  This paper describes an intelligent tutoring system designed to help
students solve physics problems of a qualitative nature.  The tutor uses a unique
cognitive based approach to teaching physics, which presents innovations in
three areas. 1) The teaching strategy, which focuses on teaching links among
the concepts of the domain that are essential for conceptual understanding yet
are seldom learned by the students.  2) The manner in which the knowledge is
taught, which is based on a combination of effective human tutoring techniques,
successful pedagogical methods, and less cognitively demanding approaches.
3) The way in which misconceptions are handled.  The tutor was implemented
using the model-tracing paradigm and uses probabilistic assessment to guide the
remediation.  Some preliminary results of the evaluation of the system are also
presented.

1 Introduction

Several studies conducted during the past fifteen years revealed that students in
traditional elementary mechanics classes can master problem solving of a quantitative
nature, but perform poorly in solving qualitative problems [Halloun & Hestenes,
1985; Hake, 1998].  (An example of a quantitative problem is “A 2kg create slides
down a frictionless inclined plane.  Determine the acceleration of the crate given that
the angle of the plane is 30 degrees.”  An example of a qualitative problem can be
seen in Figure 1.)  Moreover, students’ naïve conceptions of physics remain intact
after finishing their classes, having not been modified or replaced by the newly
acquired scientific knowledge.

A few approaches have been proposed to improve this situation, though none has
met with great success [Hake, 1998].  Considering that elementary mechanics is a
required course for almost all science majors, the above results make it clear that there
is a need to improve the instruction of the subject.  Toward this end, we developed an
intelligent tutoring system, called the Conceptual Helper, which presents a novel
cognitive-based approach to teaching conceptual physics.  The Conceptual Helper
coaches students through homework problems in the area of Newtonian mechanics
that deals with linear motion and projectile motion in kinematics and dynamics.

The Conceptual Helper is part of a larger enterprise called Andes [VanLehn, 1996;
Gertner et al., 1998].  Andes is basically an immediate feedback model-tracing tutor
designed to coach first year physics students through problem solving.  It has three
help systems.  A Procedural Helper that provides procedural help during quantitative
problem solving.  A Conceptual Helper [Albacete, 1999] that teaches conceptual
knowledge of the subject matter to students and tries to get them to abandon

mailto:Albacete@isp.pitt.edu
mailto:VanLehn@cs.pitt.edu
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misconceptions (this system is described herein).  And a Self-Explanation coach that
guides students through example studying.  At present, each help system works in
isolation; however in the future the Conceptual Helper and the Procedural Helper will
work cooperatively in an attempt to integrate conceptual and quantitative problem
solving.

Two steel balls, one of which weights twice as much as the other, roll off of a horizontal
table with the same speeds.  In this situation:
a) both balls impact the floor at approximately the same horizontal distance from the base

of the table.
b) the heavier ball impacts the floor closer to the base of the table than does the lighter.
c) the lighter ball impacts the floor closer to the base of the table than does the heavier.

Fig. 1.  Example of a qualitative problem.

2 The Conceptual Helper from a Technical Point of View

The Conceptual Helper follows the model-tracing paradigm.  In its simplest form a
model-tracing tutor contains a cognitive model that is capable of correctly solving any
problem assigned to the student.  Then the technique basically consists of matching
every problem-solving action taken by the student with the steps of the expert’s
solution model of the problem being solved.  This matching is used as the basis for
providing ongoing feedback to students while they progress through a problem.  In
the Conceptual Helper when the students make a correct action, the input is turned
green to emulate the typical confirmation given by human tutors.  On the other hand,
when the action is incorrect the input is turned red and some specific feedback is
provided.

One tool that the tutor uses to decide what knowledge to teach the student when he
makes a mistake is the student model. The student model is represented by a Bayesian
network.  Each node in the network represents a piece of conceptual knowledge that
the student is expected to learn or a misconception that the tutor can help remedy.  For
example, a node in the network is “if the velocity of an object is constant, then its
acceleration is zero.”  Each node in the network has a number attached to it which
indicates the probability that the student has mastered it.  In the case of
misconceptions the probabilities represent the likelihood that the student holds such a
misconception.  As the student solves a problem, the probabilities are updated
according to the actions taken by the student and the feedback provided by the tutor.

The Conceptual Helper makes use of the student model in deciding which pieces of
knowledge it should try to teach to the students and when it should do so.  When the
student makes a mistake while solving a problem, and the probability of his knowing
the corresponding piece of correct knowledge is higher than 0.8, then the tutor will
not try to teach it.  It will just turn the entry red and then store a short explanation as
to what was incorrect.  This explanation could be accessed by the student by
selecting, “what is wrong with that?” from a help menu.  However, if the probability
of the student’s knowing the corresponding piece of knowledge is lower than 0.8, then
the Tutor will try to convey the corresponding knowledge to the student. In the case
when the mistake is most likely attributed to a known misconception, the helper just
tutors the student on it.  The logic behind this decision is that misconceptions are
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rarely encountered more than once; hence regardless of the probability of the student
harboring such a misconception, it is safer to clarify it.

3 The Teaching Strategy Followed by the Conceptual Helper

The Conceptual Helper has two main goals: to teach qualitative physics, and to try to
get the students to abandon common misconceptions.

To accomplish its first goal, the Conceptual Helper follows a novel teaching
strategy that concentrates on teaching students the links that connect the domain’s
concepts of interest rather than the concepts in themselves.  This strategy is based on
the cognitive science theory which describes the knowledge base of experts as well
structured and highly connected (e.g., Chi & Koeske 1983). Several studies (e.g. Van
Heuvelen, 1991) suggest that the knowledge of students when they begin an
introductory physics course typically consists of a small number of unstructured,
disconnected facts and concepts, and they leave the courses with more facts and
concepts but their knowledge is equally disconnected and unstructured.  Hence the
teaching strategy tries to build the students’ knowledge bases akin to that of experts.

The links between the concepts of any domain can be of various different types.
The word “links” has been traditionally used in Semantic Networks to describe two-
place predicates such as “is-a” or “part-of”.  However, we use the word “links” to
describe rich qualitative rules that integrate pieces of knowledge.  The kinds of links
that the Conceptual Helper focuses on are those which can be inferred from the
principles or from the definitions of the concepts of the domain.  For example, one of
the target links is “the direction of the net force applied to an object is the same as the
direction of the object’s acceleration.”  This connection between the concept of
acceleration and the concept of net force can be inferred from Newton’s second law.
Likewise, the link “if the acceleration of an object is zero, then the object’s velocity is
constant” can be inferred from the definition of the concept of acceleration.  These
types of links are not evident to the students, in the sense that, even if students can
repeat without hesitation the definition of acceleration and Newton’s second law, by
and large, they are generally not able to assert the links between concepts that follow
from those definitions [Reif, 1995].  However, these types of links are essential for
reasoning qualitatively about the motion of objects and for solving the qualitative
problems.  Additionally, the tutor helps students understand some concepts in
themselves, such as the concepts of normal force and friction force.

The second goal of the Conceptual Helper is to help students replace their
misconceptions with scientifically correct knowledge. The word “misconception” is
taken to mean the knowledge that the students bring to the class, having acquired it
through interaction with the world’s physical phenomena, but that does not agree with
scientific knowledge.  For example, in Figure 1 the problem is designed to uncover
the misconception that weight influences the horizontal motion of an object.  The
Conceptual Helper handles misconceptions by presenting students with the basic line
of reasoning underlying the correct interpretation of the phenomena that are the base
of the misconception.  This is as opposed to using discovery environments or
computer-simulated experiments, which are the two common ways in which teachers
have tried to correct misconceptions.  We believe that it is not setting up the
(simulated) equipment, making the runs, recording the data, and inducing a pattern
that convinces a student of a certain piece of knowledge, but rather the line of
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argument itself.  Knowing the correct line of reasoning enables the student to self-
explain the phenomenon.  An example can be seen in Figure 6.

4 The Libraries of Lessons and Dialogues to Convey Knowledge to
    the Student

According to the teaching strategy that the Conceptual Helper follows, its main goal
is to make sure the student both learn the links that connect the concepts of interest of
the domain and abandon common misconceptions.  To accomplish this task, it uses
two different kinds of interactions with the student, namely dialogues and mini-
lessons.  Both of these were intended to emulate human tutors as closely as possible,
to incorporate some pedagogical techniques that have proven to be effective and to
present the knowledge in a way that is less cognitive demanding.  To clarify their use
the examples given will refer to the problem shown in Figure 2.

Mini-lessons and dialogues were automatically generated from templates where
objects, motion directions and graphics were instantiated as needed.

A coin is tossed upward.  Considering that there is no effect of air resistance, draw a
motion diagram1 for the coin from the time it is released until it reaches its apex.

Fig. 2.  Example of a qualitative problem requiring an explicit solution.

4.1 The Dialogues

When the student makes a mistake while solving a problem, which is judged as not
coming from applying a misconception (see definition of misconception in section 3),
the tutor will try to correct this mistake by helping the student build the link between a
known concept and the concept corresponding to the correct action.  One of the ways
in which the tutor does this is by engaging the student in a short dialogue, emulating
the behavior of human tutors when they use hints and leading questions [Fox, 1993].

The dialogue consists of two statements.  Each statement is incomplete, but has a
menu from which the student can select a completion.  The first statement in the
dialogue is aimed at eliciting from the student the value of the antecedent of the target
link.  Conversely, the second statement is aimed at getting the student to provide the
consequent of the link.  An example of a dialogue can be seen in Figure 3.  In the
example, the link of interest is: “if (in a linear motion) the velocity of an object is
decreasing then the object’s velocity and its acceleration have opposite directions.”

This is how the dialogues are used. Suppose that a student is solving the problem
shown in Figure 2 and that he draws the velocities correctly as pointing up and
decreasing, but then he draws the acceleration with an upward direction.  Then the
tutor turns the input red and verifies that it does not correspond to a misconception.  If
it does not, the Conceptual Helper finds in the solution graph of the current problem
the rule that the student should apply to correct its error and which is on the most

                                                          
1 A motion diagram consists of describing the position, velocity and acceleration of the system

of interest at regular time intervals. The description is achieved through drawing the
corresponding vectors.
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likely solution path2 that the student is following.  If the probability of the student
knowing the piece of knowledge is lower than 0.8, as revealed by the student model,
the tutor presents to the student the first statement of the dialogue.

The velocity of the coin is: menu choice: increasing
 decreasing

constant
I don’t know

Therefore, the coin’s acceleration and its velocity have: opposite directions
equal directions
none of the above

Fig. 3. Example of a dialogue used by the Conceptual Helper.

If the student completes the first statement incorrectly the Tutor will try to teach an
alternative rule, if such a rule exists.  To this end it will present a dialogue
corresponding to this second rule.  On the other hand, if the student completes the first
statement correctly, the second statement comes up.  If the student gives the correct
completion, he is informed of it and nothing else happens.  On the other hand, if the
student answers it incorrectly the Conceptual Helper evaluates what further
intervention it will pursue as it is explained in the next section.

4.2 The Mini-Lessons

The main way in which the tutor explains knowledge to the student is through the use
of short lessons, which are called mini-lessons.  There are four kinds of mini-lessons.

Mini-lessons that explain a particular link or a concept.  Suppose that a student
solving the problem of Figure 2 draws the velocity correctly at two time points but
then he draws the acceleration incorrectly pointing upward.  Moreover, suppose the
Conceptual Helper has already tried to help the student by hinting with the dialogue
shown in Figure 3 but that the student has completed the second statement incorrectly.
At this point, the tutor will try a more directive intervention, like a human tutor would
do [McArthur et al., 1990] by presenting the student with an explanation of the
knowledge of interest through the mini-lesson shown in Figure 4.

Most mini-lessons consist of a short piece of text and a graphic or animation,
which illustrates what the text describes.  The textual part of the mini-lesson begins
with a general definition of the concept or principle that constitutes the theoretical
basis for the existence of the link of interest.  For example, in Figure 4, the definition
of acceleration is given as the theoretical basis for explaining the relationship between
acceleration and velocity.  When appropriate, this abstract definition is followed by an
anthropomorphic interpretation.  In this example, for instance, the definition of
acceleration is brought to life by making the acceleration an agent in changing the
velocity.  Next, a general definition of the link of interest is presented as well as its
application to the particulars of the problem.  In the example, this comprises the

                                                          
2 The system has a program capable of estimating the most likely solution path that the student

is following.
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second paragraph.  Additionally, when there is an animation or graphic, a brief
explanation is included to highlight the knowledge of interest.  Furthermore, the text
has some words or phrases, such as the question at the bottom of Figure 4, that are
hyperlinks.  By clicking on them, the student can find information or pursue a further
dialogue with the tutor regarding the underlined topic.

The graphics and animations of the mini-lessons were designed with two main
ideas in mind: a) people tend to reason with objects belonging to the material
ontology [Chi, 1992], and b) people tend to provide anthropomorphic explanations of
how the physical world works [diSessa, 1993; Rochelle, 1992]. Additionally, a
microscopic view of matter was used when appropriate [Murray et al., 1990].

Acceleration is a vector defined as the rate of change in velocity with time.  You can
think of the acceleration vector as what changes the velocity vector.  Acceleration can
change the velocity's magnitude, its direction, or both.

In this case, the magnitude of the velocity of the coin, i.e., its speed, is decreasing.
The acceleration is making it shorter.  For that to happen in a linear motion, the
velocity vector and the acceleration, have to have opposite directions.

In the animation below, you can see the acceleration vector, with an imaginary
arm, making the velocity vector shorter.  Notice that the velocity and the acceleration
have opposite directions.

Why is the speed of the coin decreasing?

Fig. 4. Example of a mini-lesson explaining one relationship between the concepts of velocity
and acceleration for the problem shown in Fig. 2.

To implement the first of these ideas, it was decided that the tutor would use
vectors as much as possible when presenting graphical explanations of the abstract
concepts whose connecting links it is trying to teach.  Vectors are the correct
scientific representation of the concepts and their representation as arrows is concrete,
amenable to direct manipulation and has all of the characteristics of material objects.
Hence this may facilitate the understanding of the knowledge.

In addition, since people spontaneously use anthropomorphism to explain how
objects behave we believe that incorporating this technique into the explanations that
the Conceptual Helper gives would make learning the target knowledge less cognitive
demanding.  Furthermore it may facilitate the production of explanations that the
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students generate to themselves, which has been argued [Chi, 1996] to be an effective
means for learning.

Reminder lessons.  The reminder lessons are aimed at refreshing the student’s
memory of a piece of knowledge.  They consist of a textual explanation of the target
knowledge which is presented at a more general level.  Also, there is no detailed
tailoring to the particulars of the problem as there is with explanatory mini-lessons.
An example of this kind of lesson can be found in Figure 5 (this is the reminder mini-
lesson corresponding to that presented in Figure 4).

Acceleration is a vector defined as the rate of change in velocity with time.  You can
think of the acceleration vector as what changes the velocity vector.  Acceleration can
change the velocity's magnitude, its direction, or both.

In this case, the magnitude of the velocity is decreasing.  For that to happen in a linear
motion, the velocity vector and the acceleration, have to have opposite directions.

Fig. 5. Example of a reminder mini-lesson.

Reminder lessons are used by the tutor when it has already presented the
corresponding detailed mini-lesson, but the student has made a mistake which
involves applying the same piece of knowledge.  The belief is that, if the student has
already received a detailed explanation of the knowledge of interest while solving a
problem, but he fails to use it properly in a further step, then a reminder of the
knowledge should suffice to get the student to correct his mistakes.  This models
human tutors as they progressively fade away the support they give to students
[Collins et al., 1989].

Mini-lessons that summarize knowledge.  When students finish solving a problem,
they click on a done button.  When this happens, the Conceptual Helper presents to
the student a mini-lesson that summarizes the most important pieces of knowledge
that were used to solve the current problem.  The summary mini-lessons were
designed to include only a few main ideas based on studies which suggest that very
detailed explanations after completion of problem solving can be confusing for the
students [Katz & Lesgold, 1994].

There are three main reasons why the tutor uses summary mini-lessons.  The first
is that, because the student in not engaged in problem solving anymore, he may be
more receptive to thinking about specific pieces of conceptual knowledge than while
trying to finish the problem [Katz et al., 1996].  The second is that the student could
have solved parts of the problem by just guessing.  Hence going through the pieces of
knowledge that he should know might help rectify the guessing.  The third reason for
using summary mini-lessons is that, if the student made several mistakes while
solving the problem, he may not recall all the corrections made by the tutor and which
were really relevant and worth remembering (students may make mistakes that are
related to the use of the interface and not to their knowledge of physics).  The
summary of knowledge presented in the mini-lesson may help in this respect.
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Mini-lessons that address misconceptions.  Misconceptions are addressed both
during regular problem solving and through multiple choice questions.  The
explanations presented in this kind of mini-lesson are aimed at replacing the student’s
misconception.  They follow the philosophy presented in the teaching strategy
(section 3).  They consist of a line of reasoning that is based on the scientific
knowledge that the student should follow to self-explain the phenomenon of interest.
An example of this kind of lesson can be seen in Figure 6.  It is the mini-lesson a
student would receive if, for example, he clicked on answer b) of the problem
presented in Figure 1.

In the case of multiple-choice questions, the tutor will present a mini-lesson
regardless of whether the student’s answer choice is correct or not.  The only
difference is in the introductory sentence which states the correctness of the answer.

Your answer is incorrect. Here is why.
We will begin by analyzing the vertical motion of both balls. The only force acting on

each ball, on the vertical direction, is its weight. If you apply Newton's second law F=ma,
in the vertical direction, you get w1=m1g for the first ball and w2=m2g for the second ball.
Therefore, the acceleration of both balls, in the vertical direction, is g, even if the weight
of one ball is twice the weight of the other ball.

You may recall that acceleration is what changes velocity. In this case, the
acceleration will make the vertical velocity of the balls increase. And since both balls
have the same acceleration, their velocities will vary at the same rate. This means that at
any instant, on their trip down, they will have the same vertical velocity. Hence, both
balls will cover the distance in the same amount of time.

Now, let’s analyze the horizontal motion of the balls. The only force acting on the
balls is their weight, which is straight down. Hence, if we apply Newton’s second law in
the horizontal direction for each ball we find that the acceleration is zero because the total
force in that direction is zero. Additionally, the problem states that both balls have the
same horizontal velocity. And since the acceleration is zero, the velocity of both balls is
constant. Additionally, we know from the analysis of the vertical motion of the balls that
it takes both balls the same amount of time to get to the ground. Hence if both balls fly
with the same horizontal velocity for the same amount of time they will travel the same
horizontal distance. In other words, both balls will hit the ground at approximately the
same horizontal distance from the base of the table.

Fig. 6. Mini-lesson addressing the misconception “Influence of weight on horizontal motion”

5 Preliminary Analysis of the Evaluation of the System

An evaluation of the system was conducted to test its effectiveness.  To this end 42
students taking Introductory Mechanics classes were recruited and randomly divided
into a Control group and an Experimental group.  Both groups took a paper-and-
pencil pre-test that consisted of 29 qualitative problems, 15 of which belonged to the
Force Concept Inventory test3.  Then they solved some problems with the Andes
system receiving appropriate feedback according to the group they belonged to. The
students in the Control Group had their input turned green or red depending on the

                                                          
3 The Force Concept Inventory test has become the standard across the US to measure

conceptual understanding of elementary mechanics [Hake, 1998].
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correctness of the entry.  Then, in the case of an incorrect action, the students could
ask for help making a choice from a help menu.  The kind of help they received
consisted of simple hints such as “the direction of the vector is incorrect” or just
telling them the answer.  On the other hand the students in the experimental group
received the green/red feedback depending on whether their action was correct but
when the input was incorrect the Conceptual Helper intervened as explained above.
After the students finished solving the problems with the system they took a post-test
which was the same as the pre-test with the exception of a few changes in the cover
stories of some problems.

A preliminary analysis of the data found that the mean gain score (the subject’s
post-test score minus his or her pre-test score) of the control group was 4.12 with a
standard deviation of 5.33, while the mean of the experimental group was 7.47 with a
standard deviation of 5.03 -a statistically significant difference (t(40)=2.094,
p=0.043). Before this calculation was made, a comparison of the pre-test scores was
performed and no statistically significant difference was found between the two
groups (t(40)=0.965, p=0.34). The statistically significant difference found between
the means of the gain scores suggests that the intervention of the Conceptual Helper
had a positive impact on the students’ understanding of the concepts as well as on
their ability to abandon common misconceptions.

Additionally the effect size was calculated.  Effect size is a standard way to
compare the results of one pedagogical experiment to another.  One way to calculate
effect size, used in Bloom (1984) and many other studies, is to subtract the mean of
the gain scores of the control group from the mean of the gain scores of the
experimental group, and divide by the standard deviation of the gain scores of the
control condition.  That calculation yields (7.47-4.12/5.33 = 0.63).  The effect size of
0.63 was comparable with peer and cross-age remedial tutoring (effect size of 0.4
according to Cohen et al., 1982).  Some better results have been obtained with
interventions that lasted a whole semester or academic year.  For example, Bloom
(1984) found an effect size of 2.0 for adult tutoring in replacement of classroom
instruction and Anderson et al. (1995) reported an effect size of 1.0 for their tutoring
systems.  However, the results reported here were achieved with only two hours of
instruction.

6 Conclusions

An intelligent coach was described which presents a novel cognitive-based approach
to teaching conceptual physics. Moreover, the manner in which the desired
knowledge is presented embeds many successful human tutoring techniques, such as
providing hints and supporting post-problem reflection, as well as effective
pedagogical techniques, like the use of a microscopic view of matter, and techniques
that seem to be less cognitively demanding such as the use of anthropomorphism.

A preliminary analysis of the evaluation of the system is encouraging since it
seems to reveal that the proposed methodology can be effective in accomplishing the
task it was designed to perform.
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Abstract. We have built empirical models of elementary-school stu-
dents’ behavior from analyzing student interaction with a mathematics
tutor with the objective of building teaching policies for individually
different students. This model incorporates external information about
the student, namely cognitive development and gender. It also incorpo-
rates hint features, namely the degree of interactivity and symbolism of
each hint given. We found that boys benefit better from non-interactive
and low-intrusive hints, while girls benefit better from highly interac-
tive hints. We found that low symbolic hints are more effective for low
cognitive ability students than highly symbolic ones, and the opposite
happens for high cognitive ability students.

1 Introduction

Plenty of research e�ort has been devoted to �nding optimal teaching strategies
for all students while making tutoring decisions in ITS. For example, the PACT
algebra tutor has been evaluated with two alternative teaching strategies. In an
experimental version of PACT students had to explain their reasoning in addition
to entering solutions to problems, while students in a control version just entered
a numeric answer. The former version of PACT was found to be more e�ective
than the latter one [1]. As can be seen, research on teaching strategies has been
aimed at �nding e�ective teaching strategies for all students. However, there
is evidence that some speci�c teaching strategies are only e�ective for speci�c
groups of students. For example, [9] concluded that their ISIS inquiry-based
science tutor was most e�ective for high aptitude students, and less e�ective for
low aptitude students.

We want to go beyond these single-teaching-strategy �ndings by looking at
strategies that are e�ective for individually different students. [8] proposes a
multiple-method approach to individualization, which involves the design of al-
ternate treatments that engage di�erent groups of students through alternative
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educational stimula. This is called macroadaptation, as opposed the usual mi-
croadaptation that consists of a generic and �ne-grained kind of adaptivity that
depends on the student’s progression in the tutor [12]. The traditional microad-
aptation in an ITS generally consists of a higher estimation of the student’s
pro�ciency as the person shows mastery of the topics being tutored.

There has been some work on macroadaptation in Tutoring Systems. In [11] a
battery of IQ questions was submitted at the beginning of the SMART tutoring
session and four di�erent empirical student models were derived which depended
on these IQ scores. These student models provided a high predictive value in
determining students’ state of knowledge. However, there were no qualitatively
di�erent treatments for these groups of students. We want to extend this work
in four aspects:

1. We want to macroadapt our system to new populations of users. Our popu-
lation of students is young children instead of adults;

2. Shute’s pre-tests were pencil and paper while our pre-tests are computer-
based, shown at the beginning of the �rst session, so that the data are ready
for the ITS to be used in tutoring decisions;

3. We are looking at other individual di�erences instead of IQ. We follow on the
cognitive abilities di�erences by giving cognitive development tests which we
consider relevant for students of this age, and also extend it to incorporate
gender di�erences in learning;

4. The alternative treatments we propose are qualitatively di�erent. We have
built hints that di�er in two dimensions: formalism of the feedback hints (low
symbolism vs. high symbolism), and interactivity of hints (high interactivity
vs. low interactivity).

In this paper, we want to transmit two main ideas. The �rst is that macroad-
apting a tutoring system to individually di�erent students increases the e�ective-
ness of the tutoring system. The second is to show that the speci�c partitioning
of students and hints that we have chosen is a valid and important one.

2 Methodology

We chose to work in the context of a mathematics ITS for elementary-school
children, which has proven to be an e�ective tutoring system. The methodology
that we use consists of classifying hints and students along two dimensions, to
then analyze the e�ectiveness of types of hints against groups of students. This
section describes the ITS, the classi�cation of hints and students and how we
measured hint e�ectiveness.

2.1 The Domain

Animalwatch is an Intelligent Tutoring System that teaches arithmetic to ele-
mentary school students. Animalwatch integrates mathematics with the biologi-
cal sciences. Speci�cally, math problems are designed to motivate students to use
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mathematics in the context of practical problem solving, embedded in an nar-
rative related to endangered species. Animalwatch teaches fractions and whole
numbers at a 4th-6th grade level. It provides mathematics instruction for each
student based on a dynamically updated probabilistic student model. Problems
are dynamically generated based on inferences about the student’s knowledge,
progressing from simple one-digit whole-number addition problems to problems
that involve fractions with di�erent denominators.

2.2 Hints and Student Categorizations

When a student has trouble solving a problem, Animalwatch initiates a tutoring
interaction that helps the student work through the problem. We have built
multiple hints to aid on each topic, that were classi�ed along two dimensions.
Those dimensions are the degree of hint symbolism and interactivity, which are
discussed in section 3.

We have chosen to categorize students along two dimensions: gender and
cognitive development. Both these categorizations and the reasons for selecting
them are discussed in section 4. Gender is easy to diagnose, but cognitive devel-
opment is not. We built a computer-based Piagetian test to obtain estimates of
cognitive development. A detailed description of this test is given in [2].

2.3 Measuring Hint Effectiveness: The Experiment and Data
Processing

Within an Animalwatch tutoring session, each student goes through a succes-
sion of problems. Whenever a wrong answer is entered, a hint is shown. Hints
progressively increase the amount of information given. The �rst hints provide
little information, but if the student keeps entering wrong answers, Animalwatch
gives hints that will ultimately guide the student through the whole problem-
solving process. Hints are given randomly along the two dimensions discussed
before, i.e. regardless of the interactivity or symbolism level. Thus, if there were
four hints to be picked that could be categorized as: highly interactive-highly
symbolic, highly interactive-low symbolic, low interactive-highly symbolic, low
interactive-low symbolic, Animalwatch picks randomly one of these four hints.

We analyze how the number of mistakes the student has made changes from
problem to problem after seeing a particular kind of hint. Suppose some student
gets a subtraction problem. The student answers incorrectly and after a sequence
of unsuccessful hints and re-trials is �nally given a hint of type Z. Immediately
after that, the student enters the correct answer having made a total of X mis-
takes in this problem. The student then gets a new problem on subtraction of
whole numbers. In this new problem, the student makes a total of Y mistakes.
We take the di�erence X-Y as a measure of the e�ectiveness of hints of type Z,
which represents how the number of mistakes is reduced after seeing a hint of
type Z (see �gure 1).

We look for main and interaction e�ects for gender, cognitive development,
hint interactivity and hint symbolism in predicting hint e�ectiveness via an
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Fig. 1. A case with X-Y difference of mistakes, which is our measure of hint effectiveness

ANOVA. However, it is important to note that other variables could a�ect our
measure of hint e�ectiveness. For example, a hint would have di�erent e�ects de-
pending on the di�culty of the before-hint and after-hint problem. In addition,
our measure could vary depending on the pro�ciency of the student at the skill
when she saw the hint. The hint could also produce di�erent e�ects depending
on the amount of information that it provides (which also implies that it would
be selected at a very speci�c moment with respect to other hints). We thus per-
form an analysis the variance with these last variables as covariates, in order to
account for their e�ect.

3 Categorization of Hints

Hints were classi�ed along two dimensions: their degree of interactivity and their
degree of symbolism. This section discusses this partitioning.

Hint interactivity. We categorize each hint as being highly interactive or low in-
teractive. A synonym of highly interactive hints is "learning-by-doing" hints and
a synonym for low interactive hints is "learning-by-being-told" hints (see table
1). Both high and low interactive hints provide plenty of information. However,
while a highly interactive hint asks the student for numerous and various kinds
of input at each step (dragging and dropping, large amounts of textbox input,
etc.), the low interactive hints’ interaction involves at most pressing a button
to step through an animation, or entering one single number into a text box, or
just reading a message. Low interactive hints are also less intrusive and faster to
go through, as they require less input from the student. Figure 2 gives examples
of high and low interactive hints.

Hint symbolism. The second dimension is the level of numerical symbolism that
each of the hints has. We found a way to explain each problem-solving process
with two alternative hints: a highly numeric (highly symbolic) one and a con-
crete (low symbolic) one. Concrete hints involve the use of base-10 blocks for
whole number problems and bars that can be partitioned for fraction problems,
while highly symbolic hints involve a more abstract procedure that involves di-
rect operations over numerals. We consider operations over numerals as being
of a higher level of abstraction because each numeral represents one or more
of the concrete objects that are manipulated in the concrete hints. Symbolic
hints do not make a connection with real life objects, while concrete hints do.
Symbolic hints provide students with powerful tools to reach solutions that can
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Fig. 2. classification of hints into four categories

be generalized easily to problems with big numbers. Low symbolic hints will be
referred as "concrete hints", while we will refer to highly symbolic hints as just
"symbolic hints" (see �gure 2).

4 Categorization of Students

Students were classi�ed along two dimensions: their gender and their level of
cognitive development. This section discusses this partitioning.

4.1 Cognitive Development

It is known that 5th grade students are at an age of transition from handling
concrete to formal operations [10]. It is known that although students develop
speci�c cognitive abilities at an average age, not all students do it exactly at the
same time [5]. All this made us believe that we are very likely to be tutoring stu-
dents that can handle di�erent levels of abstraction in our math domain although
they have the same age. We hypothesized that the concreteness or abstractness
of the ITS’s help system could make a di�erence in how much they understood
and learned. We built a computer-based cognitive development pre-test to di-
agnose students’ cognitive ability [2]. This test evaluates students’ mastery of
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concrete operations (conservation, serializing, reversing, etc.) and formal oper-
ations (proportions, experiment design, combinatorial analysis) through a bat-
tery of computer-based Piagetian tasks [13]. In various previous experiments we
found that this measure was a good pre dictor of mathematics ability (R=0.513,
p<0.000).

4.2 Categorizing Across Gender

Extensive research makes us believe that socio-cultural factors can contribute
to gender di�erences in learning when considering students of the age of our
population of students. Much research has shown that at the beginning in early
adolescence, gender di�erences exist in math self concept and math utility [6].
Some studies indicate that girls’ experiences in the classroom contribute to their
lower interest and con�dence in math learning by the middle school period [4].
Moreover, there is starting to be evidence that girls and boys have di�erent
approaches to problem solving [7]. In one of our Animalwatch trials in 1998, we
found that girls who were given a version of the tutor with highly interactive
and information rich hints performed better than in a version which had only
short messages as hints. Meanwhile, the complete opposite happened for boys
(they preferred and did better in a version that only gave short messages with
scarce information as hints) [3].

5 Experiment and Results

In spring of 1999, we experimented with Animalwatch and 60 �fth grade students
from a rural area. Students were exposed to 3 one-hour sessions of Animalwatch
in the following way: At the beginning of the �rst session, students went through
the cognitive pre-test, and then they started using Animalwatch.

Luckily, girls and boys did not di�er signi�cantly in our measure of cogni-
tive development (two-tailed t-test, p<0.2), so we could compare girls and boys
without their cognitive ability being an intervening factor.

We gathered 5272 cases like the ones discussed in section 2.3. Each case
represented a problem that a student couldn’t solve correctly from the start,
which was �nally solved immediately after seeing the hint whose e�ectiveness
we are measuring.

As discussed in section 2.3, we analyzed the e�ectiveness of di�erent hints
for di�erent students by using an ANOVA with four variables as covariates: di�-
culty of the before-hint problem, di�culty of the after-hint problem, pro�ciency
of the student when she saw the hint, and amount of information/order of selec-
tion of the hint. These four variables predicted 64% of the variance of our hint
e�ectiveness measurement. The variable "amount-of-information/order-of-hint-
selection" was the best predictor (F(1,5270)=3352, p<0.000), followed by the
di�culty of the �rst problem (F(1,5270)=27.66, p<0.000) and the di�culty of
the second problem (F(1,5270)=22.68, p<0.000), and last by the pro�ciency of
the student (F(1,5270)=15.41, p<0.000).
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5.1 Gender Main Effects and Interactions

We performed a 2-way ANOVA for interactivity and gender in predicting di�er-
ence of mistakes with the four covariates discussed above, and found the follow-
ing results. First, interactivity by itself did not make a di�erence in predicting
our hint e�ectiveness measure (p<0.9). However, gender did by itself. It seems
that girls in general tended to improve more than boys did (F(1,5270)=21.81,
p<0.000). We also found an interaction between hint interactivity and gender
in predicting hint e�ectivenes s (F(1,5270)=17.57, p<0.000). Figure 3.a shows
the predictions of our model after accounting for the four variables discussed in
previous sections. It seems that boys tended to do a lot worse with highly inter-
active hints, while girls did better with highly interactive hints. We thus found
consistent evidence with our 1998 study: girls again seemed to bene�t more from
highly interactive hints, while boys didn’t, this time regardless of the amount of
information provided.

Fig. 3. a) Effects for gender and degree of hint interactivity (left) b) Effects for cognitive
development and hint symbolism (right)

5.2 Cognitive Development Effects and Interactions

We analyzed the relationship between symbolism and our cognitive development
estimates. We performed a 2-way ANOVA for cognitive ability and hint symbol-
ism in predicting the di�erence of mistakes with the four covariates. We found no
main e�ect for hint symbolism alone. That is, the degree of hint symbolism was
not a signi�cant predictor of our hint e�ectiveness measure (p<0.2). However,
cognitive ability was (F(1,5270)=37.35, p<0.000). This did not surprise us, as
we thought it was obvious that higher cognitive ability students could in general
bene�t more from any kind of help that we gave them. We also found an interac-
tion e�ect between symbolism and cognitive ability (F(1,5270)=35.48, p<0.000).
Figure 3.b shows how both students with low and high cognitive ability do as
well with low symbolic "concrete" hints, but high cognitive ability students do
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better with highly symbolic hints while low cognitive ability students do worse
with highly symbolic hints.

5.3 Three Way Interaction Effects

Fig. 4. 3-way interaction effects for interactivity, gender and cognitive ability

Analyzing three-way interaction e�ects helped us predict 10% more of the
remaining unpredicted variance. We found that students of high cognitive ability
get excellent results when the high symbolism of a hint is aided by a high inter-
activity than when it is not. Meanwhile, students of low cognitive ability cannot
get to those levels of e�ectiveness when they are given the same interactive and
symbolic condition (F(2,5269)=5.59, p<0.018, see �gure 4 ).

We also found 3-way interaction e�ects when taking into account both gender
and cognitive ability with respect to hint symbolism.

Fig. 5. 3-way interaction effects for symbolism, gender and cognitive ability
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In these last graphs we can see how girls behave according to the behavior
that we expected. Low cognitive ability girls do better with low symbolic hints
and the opposite happens for high cognitive ability girls (F(2,5269)=10, p<0.002,
see �gure 5). Meanwhile, the degree of symbolism doesn’t seem to a�ect boys
at all compared to girls. One possible explanation is that maybe girls and boys
have di�erent goals while using the system. We are assuming that everyone is
trying to minimize the number of errors when they get a problem. This way, if
a hint were helpful, students would make fewer mistakes in the following similar
problem. However, this doesn’t necessarily happen if students don’t have that
objective in mind. Boys might be an instance of such a case. This is an issue
that we want to investigate in future trials.

6 Summary and Conclusions

In this paper, we have extended the idea of trying to �nd a correspondence
between student types and teaching strategies, expressed as variations of hint
features. In this particular case, we considered two speci�c individual di�erences
and two hint classi�cations: gender and cognitive di�erences in the exposure to
hints that di�ered in degrees of symbolism and interactivity.

We build on the philosophy that empirical data is a good source for �nding
teaching strategies. We introduced a concept of hint e�ectiveness measured by
the decrease of mistakes from one problem to another one after seeing a speci�c
hint type. We found interactions between cognitive development and symbol-
ism that suggest low symbolic hints are more e�ective for low cognitive ability
students than highly symbolic ones, and viceversa for high cognitive ability stu-
dents. We found interactions between gender and hint interactivity which suggest
boys do better with low interactive / low intrusive hints, and that the opposite
happens for girls. We also found more sophisticated interactions that involved
gender and cognitive abilities mixed together: Boys didn’t seem to be very much
a�ected by the degree of symbolism of a hint while girls did. We conclude that
when these rules are applied to a tutoring system, its e�ectiveness should be
higher.

We are aware that adaptation implies an exponentially bigger e�ort than
non-adaptation. The more individual di�erences and hint features we take into
account, the exponentially more variations of hints we may need to generate.
This could make our tutoring system exponentially larger. However, we also
think there are variables that are best di�erentiators of students’ behavior and
needs. Those are the variables that we are looking for, which represent important
trends of behavior. Moreover, this type of research has two main consequences.
It has the descriptive e�ect of understanding students’ thinking better, and the

prescriptive e�ect of deriving successful teaching methods 1.

1 We acknowledge support for this work from the National Science Foundation, HRD-
9714757. Any opinions, findings, and conclusions or recommendations expressed in
this material are those of the authors and do not necessarily reflect the views of the
granting agency.
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Abstract. We have constructed a learning agent that models student behavior at a
high level of granularity for a mathematics tutor. Rather than focusing on whether
the student knows a particular piece of knowledge, the learning agent determines
how likely the student is to answer a problem correctly and how long he will take
to generate this response. To construct this model, we used traces from previous
users of the tutor to train the machine learning agent. This agent used information
about the student, the current topic, the problem, and the student’s efforts to solve
this problem to make its predictions. This model was very accurate at predicting
the time students required to generate a response, and was somewhat accurate
at predicting the likelihood the student’s response was correct. We present two
methods for integrating such an agent into an intelligent tutor.

1 Introduction

AnimalWatch is an intelligent tutor for teaching arithmetic to grade school students[3].
The goal of the tutor is to improve girls’ self-confidence in their ability to do math, with
the long-term goal of increasing the number of women in mathematical and scientific
occupations. AnimalWatch has been shown to increase the self-confidence of girls who
use it[3]. The tutor maintains a student model of how students perform for each topic
in the domain, and uses this model to select a topic on which the student will work, to
construct a problem at the appropriate level of difficulty for the student, and to determine
which feedback is best for the student.

Most student models are concerned with representing the student’s ability on portions
of the domain. Although useful, it is not always obvious how to map this low-level
knowledge to higher level teaching actions. Given that the main purpose of student
models for intelligent tutors is to support such decision-making, this is an odd situation.

To overcome this difficulty, we have implemented a machine learning (ML) architec-
ture that reasons at a coarser grain size. We are not interested in low-level cognitive infor-
mation, rather, we want something that can directly apply to the tutor’s decision-making.
Specifically, the agent learns to predict the probability the student’s next response will
be correct, and how long it will take the student to generate that response.

An advantage of this framework is that it permits the centralization of the tutor’s
reasoning. All of the teaching decisions of AnimalWatch (which makes similar decisions
to many intelligent tutors) can be made via this module. First we will discuss related
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research. Next we describe how our ML agent is constructed. We then discuss specific
implementation details for using the agent with our tutor. Finally we conclude with a
discussion of the results of our tests, and probable future work.

2 Background

Most intelligent tutors track how well a student is doing on each element in the domain
to be taught (for simplicity, we will refer to these elements as “topics”). This is a good
starting point, and many ITS have used this framework. Unfortunately, not much progress
has been at modeling higher-level information about the student.

It is possible to use the tutor’s beliefs of the student’s abilities to make higher level
predictions. For example, if there are 4 steps required to solve a problem, the probability
the student will produce the correct response can be found by multiplying together the
probabilities that he knows each rule. This model can be enhanced by accounting for
correct guessing and “slips” by a proficient student[1]. However, it does not account for
information about how the student has performed on this problem. If he has made 10
prior mistakes, the probability the next answer is correct would probably differ from
that of a student who has yet to make his first response. Furthermore, the difficulty of
the problem must be considered. A student is more likely to answer a question that (in
arithmetic) has small numbers. It is difficult to see how these types knowledge could
be embedded in the tutor’s beliefs of the student’s ability on a topic. Some means of
extending “student” modeling1 to the domain must be made.

Work on the ANDES system[8] has addressed some of these issues. ANDES con-
structs a Bayesian network representing potential solutions to the current problem. The
student’s proficiencies and actions are used with this network to determine on which
steps the student will need help, and his probable method for solving the problem. This
combination of reasoning about problem structure and student knowledge is powerful.

Other work at abstracting higher level information about the student includes NeTutor
[11], which determined under which teaching conditions a student best performed. For
example, the system determined whether the student learned best with a directed or
exploratory learning tasks, and used that information to guide its teaching decisions.

There has also been research in automatically constructing executable models of
student behavior. Input-output agent modeling (IOAM) examines student solutions to
problems, and constructs a set of rules that describe the student’s behavior. This requires
a detailed description of the state, but produces an agent that makes similar mistakes
(and correct answers) as the actual student[7].

3 Architecture

Given our goal of learning whether a student will generate a correct response, and how
long he will take to generate this response, it would be nice to find a low-cost method
for doing this. It is certainly possible to explicitly model how students generate their

1 Finding a good term is problematic. For the tutor to better reason about the student, it needs to
model information beyond what the student knows/believes..
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answers, but this would be time consuming. Therefore, we have constructed a machine
learning agent that acts as a “black box” when making predictions. The exact mechanism
used by the learning agent is secondary2. Any machine learning method for performing
function approximation will (in theory) work. The critical issues are what are the model’s
inputs/outputs, and how the model can be integrated into an ITS.

3.1 What Are the Inputs/Outputs?

When the student is presented with an opportunity to provide an answer, the system
takes a “snap shot” of its current state. This picture consists of information from 4 main
areas:

1. Student: The student’s level of proficiency and level of cognitive development
2. Topic: How hard the current topic is and the type of operand/operators.
3. Problem: How complex is the current problem.
4. Context: Describes the student’s current efforts at answering this question, and hints

he has seen.

After the student makes his next response, the system records the time the student
required to make this response and whether it is correct. These two items of information
are what the learning agent is trying to predict.

A useful feature of this model is that it is executable. That is, when presented with a
problem, it returns characteristics of the student’s response. This information is enough
for the tutor to make a teaching decision (in the current example, presenting a hint).
Information about the student’s response and the hint presented are used to generate a
new set of context features (see Section 4.2for more detail). This represents the student
seeing a problem, attempting to answer it, and the tutor providing feedback. At this
point the new context information is fed back to the ML agent, and the new prediction
represents the student’s second attempt at answering the problem. Combining the ML
agent with the tutor in this manner results in a simulated student[14].

Figure 1 provides an overview of this process. The student, topic, and problem
information are assumed to be fixed (but can be initialized with arbitrary values). The
predicted student performance in this situation is combined with the resulting teaching
action to produce a new set of context features. Since the context describes all of the
information about what the student has seen and done, this is the only information
that needs to change. If the ML-agent predicts the student will solve the problem, that
terminates the simulation cycle.

3.2 How to Use the Model?

Simply having a model that predicts properties of the student’s next response is of
limited use unless there is some method for utilizing these prediction by a decision
making agent. There are several possibilities for using model we have described. One is
simply to construct the tutor with a set of “if-then” rules that use this model for additional
accuracy. For example, a rule could be of the form “if the student has spent more than 90

2 We have successfully used naive Bayesian classifiers, decision trees, and linear regression.
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Fig. 1. Schematic for simulated student.

seconds on the problem, provide a hint that makes it very likely he will get the problem
correct.” (as opposed to providing a small amount of information).

One problem with this is the tutor does not take any proactive steps to ensure the
student does not approach a bad situation. E.g. the above rule implies taking a long time
per problem is not the desired goal, but none of the previous teaching decisions (what
problem to present, which topic to work on, etc.) took this knowledge into account.

To overcome this difficulty, we have integrated this model of the student with a
reinforcement learning[13] agent whose goal is to learn a teaching policy that keeps the
student in “good” learning situations. More details about this agent are available at[6].
This learning agent takes a learning goal and an executable model of the student as input.
To follow the above example, the agent could be told it will receive a high reward if the
student takes less than 90 seconds to solve a problem, and a low reward otherwise. The
agent then uses the simulation of student behavior to experiment with different teaching
actions in different contexts. Eventually (hopefully) the agent finds a teaching policy
that makes it likely the student will stay in desired states.

4 Implementation Issues

Section 3 gives a high-level description of the learning architecture that could be imple-
mented in several ways for a variety of tutors. We now discuss specific implementation
details with integrating a learning agent into AnimalWatch.

4.1 AnimalWatch Background

AnimalWatch has a series of topics, which are items about which it can ask questions. Op-
erators include addition, subtraction, multiplication, and division. Operands are wholes
and fractions. There are also topics on “pre-fraction” skills that do not fit this hierarchy
well. Each topic may have a number of subskills which are optional steps that may be
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needed to solve a problem[4]. For example, simplifying the result is a subskill of add
fractions. Subskills have a level of difficulty associated with them. Borrowing across sev-
eral columns in a subtraction problem is more difficult than borrowing from the column
directly to the left.

The tutor provides feedback when students make an incorrect response. There are a
variety of types of hints it can provide: message hints, interactive hints that demonstrate
the procedure involved, and interactive hints that emphasize the underlying concepts.

4.2 Training Data and Features

Since the tutor records the state of the system every time the student enters a response, it
is easy to gather large amounts of training data. Approximately 120 students have used
AnimalWatch in two local elementary schools. This yielded 11,000 training instances3.

All of the data collected were from rural/suburban schools. One class was in the
fourth grade, the other in the fifth grade. A question is how well these data generalize to
other populations, such as older/younger students, and students in an urban setting.

There are several (48 with the most recent implementation) different features pro-
vided to the learning agent. As outlined in Section 3.1, these features can be broken
down into several broad categories. Table 1 itemizes these features.

As is typical for machine learning, the design of the features is dependent on the type
of learning algorithm used. For example, the operator and operand were initially stored
as simple integers. E.g. 1 for addition, 2 for subtraction, 3 for multiplication, and 4 for
division. For ML techniques that reason by categories (e.g. naive Bayesian classifiers)
this is sufficient. But for simple linear techniques, it is necessary to create 4 separate
inputs only one of which is active at a time (i.e. a “one-hot” encoding scheme). The first
inputs would be on for addition (while the other three are off), for a subtraction problem
the second input would be on and the first, third, and fourth off, etc.

More generally, this is a tradeoff between complexity of the learning algorithm
and complexity of the feature space. General techniques can learn with weaker sets of
features. Limited techniques, such as linear regression, require a more explicit encoding
scheme. Another example of this is the set of combination features. Since regression, the
technique we decided to use, cannot handle interactions between inputs, it is necessary
to create these interaction features by hand. In this case, we had data indicating that
particular Piaget cognitive development questions were relevant to certain topics[2].
Our eventual goal is to migrate to more powerful learning techniques so this lower level
engineering is not required. However, this is a more difficult task.

4.3 Function Approximator

Given a set of features to describe a state, some means of predicting what will happen
next is needed. We settled on using linear regression for the simple reason that it is quick

3 Certain data were removed. Specifically, students with learning disabilities (e.g. unable to read
the problems without the help of a proctor) were not considered in the analysis. We also trimmed
response times in excess of 6 minutes. There were very few responses in this range, and these
data are likely confounded by students needing to leave the room for a few minutes.
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Feature type Information

Student – Gender
– Performance in 9 tasks of Piagetian level

of cognitive development[2]
– Combined score for Piaget tasks
– Proficiency at current topic

Topic – Operator (one-hot encoding)
– Operand (one-hot encoding)

Problem – Problem difficulty[4]
– Size of operands/answer
– Number of subskills required[4]
– Difficulty of subskills

Context
– Is this student’s first attempt?
– Number of prior mistakes
– Best hint seen
– Current hint depth (hints can create sub-

hints)
– Maximum hint depth on this problem
– Best hint seen
– Has student seen a “strong” hint?
– Time spent on this problem

Combination
– Particular piaget tasks X topic type

Table 1. List of features for learning agent

and easy to determine if your model is accurate or not, and has a fast execution speed
to learn and make predictions. This is a non-trivial concern. AnimalWatch is written in
Java, and since we will be integrating the learning components into the system it would
be very useful if they were also written in Java. Most ML schemes either use gradient
descent (e.g. linear function approximators, neural networks) or use categorical data
(e.g. decision trees, naive Bayesian classifiers). Given that we have a long-term goal of
learning online, a simple, fast technique such as regression is a good fit.

Our technique of using a simple function approximator to predict observable vari-
ables has the advantage of being straightforward to construct. There is not a large com-
putational or research cost of building our model, and no need to try to understand the
student’s mental state. This is in keeping with Self’s[12] recommendations.

Linear regression was used to construct two equations. One equation used the features
described in Section 4.2 as dependent variables to predict the amount of time required,
the other equation predicted whether the student’s response would be correct. Whether
a response is correct is a binary value, and in a sense it is odd to apply regression to this
situation. However, we are interested in the probability a student will generate a correct
response. Consider a situation where 51% of the time the student has no difficulties with
a problem, while 49% he makes a mistake and has a difficult time with the problem. We
would not want to use a technique that ignored the second possibility. Therefore we use
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the regression model to predict the mean correct score (incorrect is 0, correct is 1), and
compare this with a random number. I.e. if the model predicts an average correctness of
0.8, 80% of the time the system assumes the student provides a correct response, 20%
of the time the system assumes an incorrect response.

5 Results

To evaluate the accuracy of the regression models, we correlated the predicted and actual
results. The model for predicting the amount of time correlated with the actual times
at 0.629. A 2-fold cross validation resulted in a correlation of 0.619, so the regression
model learned something other than statistical noise in the data as it was able to predict
times for instances which it had not seen. Figure 2 shows the model’s performance.

Fig. 2. Predicted vs. actual time for a student’s response.

The x-axis is the predicted log-time (measured in milliseconds) by the regression
model; the y-axis is the actual log-time4. The best-fit linear regression gave an r-square of
0.397. I.e. this model reduces the squared error by approximately 40% when compared
to guessing randomly.

The linear regression model was less accurate at predicting whether the student would
generate a correct response. The correlation was only 0.496, which gives an r-squared of
0.243. A model that always guessed the student would give a correct response would be
correct 60% of the time, while this model’s predictions are correct 74% of the time. This
does not seem overly encouraging. However, Figure 3 shows the model’s performance
from a different perspective. The model’s predicted values were broken into 101 bins (0,
0.01, 0.02, ... , 0.99, 1.0), the student’s probability of generating a correct response for all

4 The logarithm of time was used as this linearized the data.
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of the cases in each bin was computed, and the resulting set of < predicted, actual >
pairs scatterplotted5.

Fig. 3. Accuracy of predicting student responses.

The x-axis is the model’s predictions for the probability the student’s response will
be correct. The y-axis is the actual probability the student’s response was correct. For
example, when the model thought there was a 100% chance the student would generate
a correct response (the right most dot in the graph), the student in fact had roughly a
95% chance of generating a correct response.

According to this graph, the model appears to be very accurate. As it believes the
student is more likely to give a correct response, the student is in fact more likely
to do so. The disparity between the correlation coefficient, which seems fairly weak,
and the graphical display of the model, which seems quite strong, is striking. For an
explanation, consider the cases in the middle of the graph (say predicted values of 0.4 to
0.6). Even if the model is correct, and students have a 40% to 60% chance of generating
correct responses, the model cannot have a high degree of accuracy. Assume the model
is deterministic, and always guesses the most likely category (the fact that it in fact
selects randomly random does not effect the following results, but would complicate the
argument). For cases in the 40% correct range, the model will guess the student will
make a mistake, and will be correct 60% of the time. For cases in the 50% range, the
model will be right 50%. For cases in the 60% range, the model will guess the student’s
response is correct, and will be right 60% of the time. Assuming an even distribution of
cases, this is an accuracy of 56.7%.

Considering all possible probability values from 0 to 1, such a model would have a
maximum accuracy of 75%. Since there are no cases where a student answers a questions
with a particular probability (he gets it right or he doesn’t, there is no in between), it is

5 We are not trying to perform a statistical sleight of hand. We cannot simply graph a scatterplot
of predicted vs. actual values since the actual value has only 2 possible values.
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an interesting question as to whether such a model is useful or useless. As we discuss
later, this depends on how the model will be used.

6 Conclusions and Future Work

We have constructed a model of the student at a coarse grain size and are using this
executable model as a simulated student. Our belief is that there is much to be gained by
modeling higher level descriptions of students. This has a more natural mapping onto
rules describing teaching decisions, and can be used as a simulation to train an agent
how to teach students.

The ML agent has done a good job at modeling how long the student will require
to generate a response. Accounting for 40% of the variance of time data is difficult, and
performance should improve if a more complex function approximator is used. The data
for each individual student were not critical for this performance. Each student comprised
less than 1% of the training data and could not have a large impact on the model. A
question is whether attempting to learn online about each individual would significantly
improve accuracy. Prior work[5] found a benefit from learning about individual students
to predict time to solve a problem.

It is unclear if the equation for predicting whether the student will answer a question
correctly is accurate enough. If the goal is to predict whether the current student will
generate a correct response, and the decision is high stakes, then the model is probably
not accurate enough. If instead, the goal is to provide a simulation of a student for
another learning agent[6], the model is probably accurate enough “on average”. As seen
in Figure 3 the regression equation generally agrees with the observed data for how often
a student will generate a correct response. If a model can determine that for a certain
class of situations, the student has a 50% chance of answering correctly, then this should
be sufficiently accurate (even though the model is right only half of the time). This is a
subtle issue, and needs to be further explored. Intuitively, it is seems likely that online
learning would give large increases in accuracy of predicting the student’s correctness
of response. Informal observation reveals that students have widely varying thresholds
for how conscientious they are before providing a response: some recheck their work,
others are willing to guess wildly.

We will use more complex machine learning techniques in the future. One possibility
is non-linear regression. This is very good for offline learning, but if the model is to be
improved it is necessary to store every piece of the data used to construct the model.
This is a large drawback if learning is to continue online while the student uses the tutor.
Neural networks learn slowly, but incrementally, and can be represented with much less
storage space than a comparable non-linear regression and datapoints. As an abstract AI
problem, this issue is not important. For deploying a tutor on Pentium and PowerMac
class computers in the typical classroom, this is important. To date there has been little
discussion of the tradeoffs of lab vs. classroom AI technology.

Although this framework has been presented in the context of AnimalWatch, the
architecture is general. Only the details in Section 4 would need to be updated for use
with a different tutor. The concept of using a large population of student data to directly
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train a learning agent is widely applicable. With the scale up in evaluation studies[9,10],
this technique becomes more feasible.
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Abstract. This paper describes LS-LS: a system to raise awareness of language
learning strategies to help students become more effective learners. The focus is
the student model, which contains representations of learning style and current
strategy use: information provided explicitly by the learner. LS-LS infers
additional strategies of potential interest to an individual, based on the contents
of their student model. It also suggests computational learning environments
that a student might find useful to practise these new strategies, based on
information provided by the (human) tutor about locally available software.

1 Introduction

Linton observes that intelligent tutoring systems (ITS) are often judged by their
ability to make tutoring decisions for the learner, despite the fact that self-directed
learners actually possess a valuable skill [1]. Learner autonomy is also important in
foreign language learning [2]. Much research has indicated that appropriate use of
language learning strategies can contribute to autonomy and success in learning a
second language [3]. There are various definitions of language learning strategies:
some relate to conscious application of techniques to help a learner [4]; others allow
the possibility of unconscious strategy use [5]. Kohonen states learners can be made
aware of their strategy use, and that they may modify it with 'conscious effort' [5].

Early work suggested there are successful language learning strategies, and
teaching these strategies to less successful students might help them improve their
performance [6]. Later research found some unsuccessful learners actually use many
of the same strategies as more successful peers [7]. Such students need to learn how
to apply strategies appropriately. Further, it is not the case that all good learners use
the same strategies [8]. Strategy choice may depend to some extent on learning style
[9]. It seems that while tailored application of learning strategies is useful, there is no
single set of strategies appropriate for recommendation to all learners [10]. Indeed,
Oxford recommends "strategy training should be somewhat individualized" [3].
However, this is difficult in the typical language learning situation, where there is a
single teacher working with a foreign language class, for a limited time period.

A few tutoring systems encouraging the use of a variety of language learning
strategies have been implemented [11,12], to foster the kind of self-direction proposed
by Linton [1] for an ITS. Nevertheless, these systems are tied to their own contexts.
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Implementation of a more widely applicable system to foster the acquisition of
language learning strategies has also been undertaken [13]. However, this requires
expensive hardware often not available in student Language Centres.

This paper introduces LS-LS (learning style–learning strategies): an environment
to raise student awareness of language learning strategies, to help them become more
autonomous learners. LS-LS recommends potentially useful additional strategies to an
individual, according to their learning style and current strategy use, and suggests
ways students may practise these new strategies. It is designed primarily for use in
contexts where resources are restricted, and where individualised, teacher-led strategy
training programmes are infeasible. LS-LS runs on most Macintosh computers.

LS-LS is centred around a student model constructed with the help of explicit
student contributions, following a recent trend in student modelling [14-19]. In
addition to providing information for the student model, in LS-LS this approach has
the function of promoting learner reflection on both the student's own specific
approaches to learning, and on different ways of learning in general. Thus, even
before receiving strategy suggestions, students are thinking about their learning.

LS-LS is unusual in the sense that the student model is not part of a larger tutoring
system. The suggestions made by LS-LS refer in the main to activities outside the LS-
LS system. Some of these recommendations will include suggestions for computer-
based interaction to practise strategy application. This requires some additional
information about the local situation, which must be provided by the teacher.

2 Theoretical Basis of LS-LS

LS-LS aims to help learners become more self-directed by introducing new learning
strategies which fit with their learning style and current strategy use. These two types
of information form the student model. The initial representations are provided
directly by the student, by indicating which aspects of learning style descriptions are
applicable to their own learning, and which learning strategy descriptions apply.

Various learning style inventories have been developed [20-22]. That used in LS-
LS is adapted from the Myers-Briggs Type Indicator (MBTI) [22], as the MBTI was
found to correlate with students' choice of language learning strategies [9]. The MBTI
is based on Jung's theory of psychological types [23]. It describes people in terms of
four characteristics: introversion/extraversion; sensing/intuitive; thinking/feeling;
perceptive/judging. However, the MBTI questionnaire is extensive, and in the context
of LS-LS learners may not be prepared to spend much time. Therefore a much
simplified adaptation is used, whereby students select amongst brief descriptions of
learning style components [24]. To compensate for the lack of detail, students may
indicate that two poles (e.g. thinking/feeling) are both applicable. This results in a less
precise learning style descriptor, but it does ensure that students are not forced into
providing information about which they are unsure. Indeed, lack of preference in any
of the four descriptor pairs is not necessarily negative. It may indicate that the student
does not lie at either extreme of the continuum: their individual learning style may
encompass both aspects of the paired descriptors. Allowing this possibility in LS-LS
ensures that potentially useful learning strategy suggestions are not suppressed by the
system as a result of forced selection of one aspect of learning style over another.
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The language learning strategy classification system used in LS-LS is adapted from
Oxford's Strategy Inventory for Language Learning (SILL) [25]. The SILL has been
used extensively by researchers, and has been found to have high validity, reliability
and utility [26]. It is administered to students as a questionnaire, and measures the
frequency with which a student uses memory, cognitive, compensation, metacognitive,
affective and social language learning strategies, giving the result: low, medium or
high use, for each category. As with learning style, in LS-LS students identify their
current strategy use from short strategy descriptions. As results have shown,
information about individuals' use of strategies from different strategy classes can be
very useful for research purposes. However, this kind of information is less
meaningful to learners. For example, what does it mean to a student to be told that
they have 'a medium use of compensation strategies'? Thus LS-LS requires additional
information to be overlaid on Oxford's classification scheme. This is provided by a
Strategy Similarity Measure (based on [11]). This similarity measure is a theoretical
construct indicating conceptual similarities amongst strategies. This allows new
strategies to be introduced with reference to strategies already used, so suggestions
are more meaningful to learners. It also enables strategies to be considered
individually, rather than only in the six strategy groups identified by Oxford.

This approach requires learners to be able to identify their current strategy use, as
LS-LS obtains initial representations by self-report. A previous study found adults
were indeed able to identify their strategy use in a manner similar to that used to
acquire the LS-LS student model. Furthermore, most were interested in doing so [27].

In summary, LS-LS is based on four areas of previous research:
• learning strategy classification [25];
• the ability of students to identify their learning strategy use through self-

report in a computational environment [27];
• relationships between learning style and strategy choice [9];
• conceptual similarities between learning strategies [11].

The first area concerns the representations for the student model. The second relates
to the method of obtaining this information. Points 3 and 4 form the knowledge base:
representations used by LS-LS to infer appropriate strategies to recommend to an
individual, according to the contents of their student model.

3 Individualised Suggestions of Learning Strategies

As stated above, to build the LS-LS student model learners provide information about
their learning style and currently used learning strategies. This is accomplished by
viewing descriptions (for an example see part 3 of Figure 1), and selecting the options
which apply. The resulting contents for the student model are illustrated in Table 1.

Table 1 shows the student model of an adult male Mainland Chinese learner of
English (advanced level), studying English in the U.K. This is presented in full to
illustrate a plausible range of learning strategies an individual may use, and the kinds
of strategy that might be suggested to others. This includes 26 of the 62 strategies in
Oxford's classification [25]. The student model representations are in Prolog:

learning_style([Style_Components]).
learning_style([extravert, sensing, thinking, perceptive]).
learning_strategies(Strategy_Group, [Strategy_List]).
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learning_strategies(cognitive, [skimming, analysing_expressions, translation, notes]).
It can be seen that the student model is quite straightforward, both in terms of its
contents and, as discussed above, in the model acquisition process.

Table 1.  Representations in the LS-LS student model

Once representations for the student model are completed, students may receive
suggestions of additional strategies that may be useful. Suggested strategies must
fulfil two conditions: (1) they may not conflict with the student's learning style; (2)
they must have something in common with at least one used strategy. The former is
based on Ehrman and Oxford's finding that learning style appears to influence
strategy choice [9]. LS-LS therefore contains representations of permitted learning
style–learning strategy links. For example, an ISTJ (Introvert, Sensing, Thinking,
Judging) learner will be primarily recommended strategies from the groups
metacognitive, cognitive and memory. This is because Ehrman and Oxford's data
suggested Introverts and Thinkers are generally uncomfortable with social strategies;
Sensers and Judgers disliked compensation strategies; Introverts did not like affective
strategies. On the positive side: Introverts were very much in favour of metacognitive
strategies; Sensers liked cognitive, metacognitive, and in particular, memory
strategies; Thinkers were very positive about cognitive strategies, and also liked
metacognitive strategies; Judgers liked social, and especially metacognitive strategies.

Point 2 above fulfils the requirement that strategy recommendations be made with
reference to something the learner can readily understand. This is accomplished
through a database of strategy links based on the strategy similarity measure. Table 2
shows excerpts from the database of strategy links in three of the six strategy groups.
The first two examples of Table 2 indicate that there is some similarity between the
concepts of the memory strategies representing sounds in memory and imagery. Thus,
a student who uses one of these strategies but not the other, will probably appreciate
the potential utility of the new strategy due to the similarity of the function of the pair.

The next two entries in Table 2, analysing expressions and contrastive analysis,
show a similar bidirectional relationship, but in the cognitive group. The fifth entry,
also concerning cognitive strategies, illustrates how the suggestion of a new strategy
may be based on more than one currently used strategy. If a student uses contrastive
analysis and deduction, but not analysing expressions, the latter will be suggested
with reference to both contrastive analysis and deduction (assuming there are no
objections from the learning style component). The link between deduction and

Learning Style Strategy Group Strategy Name
cognitive skimming, analysing expressions, translation, notes.
metacognitive overviewing/linking with known, delaying speech to

focus on listening, setting goals, planning, seeking
practice opportunities, self-monitoring, self-evaluation.

memory grouping information, associating/elaborating,
structured reviewing, mechanical techniques.

compensation using linguistic cues, language switching, getting help,
circumlocution/synonyms.

social requesting correction, cooperation with peers, cultural
understanding, awareness of others' feelings.

extravert
sensing
thinking
perceptive

affective using relaxation/deep breathing/meditation, using music
to relax, using a checklist about feelings.
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analysing expressions is also bidirectional, as indicated by entry number 6, as is the
link between contrastive analysis and deduction (not shown).

Table 2.  Excerpt from database of strategy links
Used Strategy Strategy Suggestion
mem:  representing sounds in memory mem:  imagery
mem:  imagery mem:  representing sounds in memory
cog:  analysing expressions cog:  contrastive analysis
cog:  contrastive analysis cog:  analysing expressions
cog:  deduction cog:  analysing expressions
cog:  analysing expressions cog:  deduction
cog:  making notes mem:  grouping
comp:  avoiding communication comp:  selecting the topic
comp:  avoiding communication comp:  adjusting the message

The next entry illustrates that links, and hence recommendations, occur not only
between strategies within a strategy group, but also occur across groups. Making
notes is a common cognitive strategy. However, some students do not organise their
notes effectively. For such learners, the memory strategy grouping may be suggested.

The last two entries show that a single strategy may be used as support for
recommending more than one new strategy. This example also illustrates that links
are not always bidirectional. Some students avoid communication, a compensation
strategy, when a topic is problematic. Alternatives may be suggested, e.g. selecting
the topic or adjusting the message. However, the reverse does not occur: a student
who uses one or both of these will not receive the suggestion to avoid communication.

1  You already use visual imagery to help you remember vocabulary. There may be times when
imagery is difficult. This might occur, for example, when you need to learn abstract words.
2  You may find using sound a good substitute for imagery, as these strategies have the same
function of using the senses to learn vocabulary. They are both memory strategies.
3  Representing sounds in memory involves creating an association between new and known
material by using sound. For example, there may be a word in your native language that sounds
similar to the new word you are trying to remember. Or the new word may sound similar to
another word that you already know in the target language.

Fig. 1.  Example of a strategy recommendation

Figure 1 illustrates a strategy recommendation (generated from templates). It first
refers to a strategy the student already uses. It then links this to the new strategy.
Finally, the new strategy is described. Note that there is no implication that the
suggested strategy should replace any strategy already used. It is simply stated that it
might be a useful strategy when it is difficult to use an existing one. It is up to the
learner to decide whether the new strategy is, in fact, more helpful than any they
currently apply in a particular situation.

It may be that a new strategy is not suitable: it will not always hold that a visual
learner will benefit from sound to the extent other learners might. Hence words like
'might' and 'may' in the recommendation. However, recall only those strategies which
do not conflict with learning style pass the 'strategy suggestion threshold'.

Once new strategies have been experienced, the learner may return to LS-LS for
further suggestions, which can take recently acquired strategies into account.



Individualized Recommendations for Learning Strategy Use      599

4 Recommending Computer-Based Environments

Thus far discussion has centred on the first set of suggestions received by students:
general recommendations which may be applicable to a variety of language learning
contexts. The second set of proposals concerns these new strategies, but includes
suggestions of specific computer assisted language learning (CALL) software
available at their institution, where some of these strategies can be practised.

Jones explains how the institutional context is a major factor in the design of the
majority of CALL programs [28]:

Most CALL programs are developed at universities… CALL software is usually
intended for a particular course at a particular institution with a particular sort of
student with particular needs. This exact matching of needs is what makes computer-
based courseware so successful for its intended audience, but which can impair its
marketability.  [28]

This implies that LS-LS would be severely restricting its applicability if it were not to
take into account potentially numerous in-house developments when suggesting
CALL activities for a student. Because much of the courseware may have been
developed by language teachers, in many situations this will not include intelligent
CALL. Nevertheless, because of its design focus on local students, and its
recommendation by LS-LS to students because of the potential for them to practise
the application of learning strategies which are appropriate for them, any lack of
individualisation in the CALL software will be less crucial. The 'intelligence' in this
approach is found in LS-LS's inferring suitable programs to recommend, depending
on characteristics (learning style and current strategy use) of the individual learner.

Including local information requires input from the local tutor. It must be assumed
that the tutor is aware of the CALL options available at their institution as, indeed, a
good teacher should be. However, it is not assumed that tutors will already be aware
of Oxford's language learning strategy classification system: they may learn about
these strategies by reviewing the strategy descriptions in LS-LS (as does the student).
Figure 2 shows how tutors provide information about available CALL opportunities.
This method of inputting information covers a range of CALL types: e.g.
concordancers (cognitive–recognising forms and patterns, analysing expressions,
contrastive analysis, deductive reasoning, resourcing); traditional drills (cognitive–
repetition, recognising forms and patterns, deductive reasoning); foreign language
chat rooms (cognitive–practising naturalistically; compensation–selecting the topic,
adjusting the message, coining words, circumlocution/synonyms; metacognitive–
seeking practice; affective–risk-taking; social–cooperation). It can be seen that for a
single strategy, there might be several different kinds of program that may be used to
experience it. Therefore learners will often be able to select the kind of software they
prefer, or use more than one type of CALL to consolidate the use of their new skill.

Strategies expected to be useful in many implementations are listed for two
reasons: (1) to make it easy for teachers to input required information; and (2) to
encourage tutors to consider the applicability of the most likely strategies (i.e. not
overlook them). Further strategies may be entered if the local situation encompasses
them. Space is also available to describe how learning strategies may be applied.
Specific instances of CALL can also be referred to. Recommendations of CALL
environments are presented to students exactly as described by the tutor: the relevant
strategies are listed, followed by the teacher's textual description. A few examples of
CALL programs are given below, to demonstrate the value of this practice facility.
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Fig. 2.  Tutor input of information about available CALL options

Milton's Electronic Learning and Production Environment aims to help students
write appropriately by using a concordancer together with error recognition tasks, a
hypertext grammar and databases of underused phrases [29]. Thus it has the potential
of encouraging the above-mentioned strategies connected with concordancing, but the
resourcing and deduction opportunities are broader than with many concordancers.

In the context of translation, Metatext is a HyperCard development which has links
from the main card containing the source text to datacards where learners may view
or send information [30]. Therefore, in addition to improving translation skills, it can
be used to explicitly practise the cognitive strategies of noting and resourcing; and the
memory strategies of grouping and using mechanical techniques.

Sawada et al describe a system with which students may practise writing Japanese
Kanji characters and phrases [31]. They can also test their sequencing of strokes in a
character, to help them understand the structure of Kanji patterns. Thus learners may
extensively practise the cognitive strategy of formally practising with writing systems.

Some ITSs contain a model of the target language rules, and also the equivalent
rules from a learner's native language, allowing explicit reference to both languages
during an interaction [32-35]. Such systems provide opportunities for learners to
consider the cognitive strategies of contrastive analysis and language transfer.

Despite the potential for students to practise a variety of strategies in CALL
environments, it is clear they may need guidance on how this might be accomplished–
although systems have been designed to foster such skills, they are for the most part
not designed with the aim of explicitly tutoring the strategies concerned. Chapelle and
Mizuno recognize that much CALL assumes learners are already able to regulate their
learning effectively, whereas, in fact, they often do not use the most appropriate
strategies [36]. Hence the importance of allowing tutors the space to describe for
students, the use of these strategies in the particular CALL contexts (see Figure 2). An
advantage students who have used LS-LS might have when using these CALL
systems, is that they are by then already aware of the variety of strategies that exist.

Using the student from Table 1, the learner was identified as having the personality
attributes ESTP (Extravert, Sensing, Thinking, Perceptive). The rules for generating
the sequence of strategy presentations for student selection of used strategies are
based on these attributes. Mapping personality attributes to the strategy presentation
sequence ensures that learners identify first the strategies they are most likely to use,

Concordancers can be a useful way for learners to practise the strategies listed below.  
Please check the boxes against the strategies which are relevant in your situation (for 
example, 'contrastive analysis' is relevant only if bilingual or learner corpora are available).

Next

cognitive: recognising forms and patterns in language
cognitive: analysing expressions
cognitive: contrastive analysis
cognitive: deductive reasoning
cognitive: resourcing

Please select any additional learning strategies relevant to your software: Strategy List

Please describe for students, how the learning strategies you have selected may be used 
in the software available.

Cancel
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in case they choose not to complete the full sequence of strategy identification. In our
example, cognitive strategies were presented first, as the style components STP each
view cognitive strategies positively (and E is neutral) [9]. Second came metacognitive
strategies, typically viewed positively by EST, but negatively by P, and so on.

Strategy suggestions were presented, ranked according to personality attributes and
strategy similarity measure. In our example, contrastive analysis was recommended
early, because of the personality component Perceptive, and the used strategies
requesting correction, using linguistic clues, translation and analysing expressions. In
contrast, repetition was suggested based only on the descriptor Sensing, and came
last. This recommendation according to constraints imposed by learning style and the
strategy similarity measure, and the ranking of suggestions, ensures that strategies are
presented in a sequence reflecting understandability and relevance for the individual.

CALL programs are then suggested, which also fit the constraints of learning style
and the strategy similarity measure. These are similarly ranked according to expected
utility. For our learner, a bilingual concordancer might be useful, since it allows
practice of contrastive analysis (a strongly suggested strategy) and also deduction
(recommended based on one personality attribute and two used strategies). Lower on
the list come drills to practise deduction and repetition. The range of strategy
suggestions, and hence CALL suggestions, are likely to vary since even in a small
sample of students (5), total suggested strategies ranged from 6 to 16 [24].

An interesting situation has occurred, whereby an intelligent learning environment
(LS-LS) will be recommending largely 'unintelligent' programs to students. LS-LS
starts from a quite simple student model, performing some complex inferencing [24],
to then recommending less adaptive systems. Although these less flexible programs
are often criticised for their inability to take into account learner differences, when
recommended by LS-LS, such differences have already been catered for.

5 Summary

LS-LS aims to raise student awareness of ways to make their learning more effective,
by fostering learner autonomy in a manner that suits their learning style, and is easily
understandable according to their current strategies. This occurs as in Figure 3.

Fig. 3.  CALL recommendations

LS-LS prompts students for information about their learning style and approaches
to learning, offering descriptions from which they select those aspects they believe
apply to their learning. The resulting representations form the two components of the
student model. LS-LS also contains a learning strategy database: one part containing
strategy descriptions; a second detailing information about strategies typically liked
and disliked by learners with different learning styles; a third measuring similarities

learning style
learning strategies

strategy descriptions
style to strategy information
strategy similarity measures

strategy to CALL information
available CALL 
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model

strategy 
DB

CALL 
DB

S

T

learning strategy 
recommendations

CALL 
recommendations
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between pairs of strategies. LS-LS compares information from the student model to
the constraints implied in the strategy database (parts 2 and 3), and makes
recommendations of potentially helpful strategies to an individual. These
recommendations are general: they describe strategies, with examples, but no specific
learning materials are suggested. Strategy suggestions are fed back into the student
model to be used should the learner later return for a further interaction with LS-LS.

A second database contains representations relating to other CALL systems. This
has two parts: a general one detailing kinds of CALL program that can be used to
experience different learning strategies; and a specific part describing software
available locally. This second part is input by the tutor. LS-LS combines information
about strategies it suggested with information in the CALL database, to suggest
specific CALL programs a learner might access to try out recommended strategies.
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Abstract. SIETTE is a web-based evaluation tool that implements CAT theory.
With the help of a simulation program, different empirical experiments have
been performed with SIETTE with two different goals: a) to study the influence
of the parameters of characteristic item curves and selection criteria in test
length and accuracy; and b) to study different learning strategies for these
parameters. The results of the experiments are shown and interpreted.

1 Introduction

One of the subtasks in an ITS is the evaluation of student’s knowledge. SIETTE
system [3] has been proposed as a general-purpose web based evaluation system.
SIETTE implements Computer Adaptive Test (CAT) [5] methodology to improve its
performance by reducing the number of questions needed to estimate student’s level
of knowledge, and is based upon the classical Item Response Theory (IRT). SIETTE
has been designed as a reusable component to implement a generic task [1] for
evaluating the knowledge level of a student about certain domain.

Teachers can continuously update the contents of SIETTE question database. This
open architecture allows the system to evolve and improve its performance over the
years. On the other hand, this on-line development of question databases is just the
opposite of the desired scheme for classical item calibration. Fortunately, the potential
great number of students that take the tests provides valuable information that can be
used to successively improve teacher’s estimations of item parameters.

The main contribution of this paper is an empirical analysis of two issues, namely,
the behaviour of SIETTE when using incorrectly calibrated item pools and the
feasibility of on-line methods for item calibration in SIETTE. The empirical method
proposed and implemented uses a program that simulates the behaviour of teachers
and students using Monte Carlo techniques.

Item Response Theory (IRT), also known as Latent Trait Theory, was originated in
the late 1960s [2]). In a testing context, the latent trait is an attribute (knowledge
level) that accounts for the consistency of test responses. Each question or item is
assigned a function (Item Characteristic Curve, ICC) that represents the probability of
answering to it correctly given the student’s knowledge level q ˛ (-¥,+¥). Let us
represent this probability by the expression: P(Ui=1| q) or simply by Pi. One of the
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main problems in IRT theory is to find out the ICCs. It is usually assumed that ICCs
belong to a family of functions that depend on one, two or three parameters. These
functions are constructed based on the normal or the logistic distribution function. In
the three-parameter logistic model the ICC is described by:
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where ci is the guessing factor, bi  is the difficulty of the question and ai is the
discrimination factor. The guessing factor is the probability that a student with no
knowledge at all answers the question correctly. The difficulty represents the
knowledge level in which the student has equal probability to answer or fail the
question, besides the guessing factor. The discrimination factor is proportional to the
slope of the curve. If the discrimination factor is high then students with level lower
than b will probably fail and students with lever higher than b will probably give the
right answer. Assuming that the ICC belongs to this family, the problem of calibrating
questions can be formulated as finding the best estimations for the parameters.

Section 2 of this paper describes the implementation of IRT used in SIETTE and
the simulator program, and presents some empirical results obtained for correctly and
incorrectly calibrated item pools. Section 3 describes a new on-line learning
procedure that improves the behaviour of the system by learning item parameters.
Finally some conclusions and open issues are addressed.

2 Simulating the Behavior of SIETTE

In this section, we will describe the techniques that we have used to emulate the
behavior of the SIETTE system. First, we will describe how to simulate a correctly
calibrated item pool.

2.1. Student, Item and Test Simulation

SIETTE implements the IRT model assuming that student's knowledge can be
represented as a random variable q that takes integer values between 0 and Kmax. This
simplification implies that only a fixed and finite number of states of knowledge are
considered. Simulated students as proposed in [4] are used. Every student is
represented by his/her value for q. The simulation begins with the random generation
of a population of N students, i. e., with the generation of N random concrete values
for q. These values are considered constant during the test (that is, no student learning
occurs while taking the test). In the simulations described here the population has
been generated to be uniformly distributed in 0, ..., Kmax. However, other distributions
have also been used, not yielding significant differences in the outputs.

Each item is represented by its ICC. An ICCs is also given by K values,
corresponding to the conditional probabilities of giving the correct answer to the
question given that the student belongs to each of the K classes. The simulator uses a
set of Q void questions (ICCs), that are assumed to be correctly calibrated. These
ICCs are generated by assigning values to the parameters a, b, and c in a continuous
logistic function, and taking the corresponding values for the K percentiles. The



606      Ricardo Conejo et al.

simulator allows changing these parameters or to assign them random values, in order
to obtain different item pools.

At the beginning of the test, the student is assigned an a-priori probability of
belonging to each of the K classes in which the students can be classified. The
posterior probability is computed applying Bayes’ rule. The final result of a test is a
distribution of probabilities that the student belongs to each class. The test finishes (in
the general case) when the probability of belonging to certain class reaches a fixed
threshold r (close to 1). This criterion is equivalent to setting a maximum threshold
for the standard deviation, which is the one widely used in IRT. Then, we can say that
the student belongs to this class with a confidence factor greater than r. Other
termination criteria can be used, as for example the maximum number of question to
be posed.

The simulator successively poses a question to the virtual student and updates
his/her probabilities of belonging to each class. This question can be selected
randomly or using CATs criteria. The procedure is repeated until the termination
criterion is met. Student’s behaviour is determined according to his/her estimated
knowledge level and the conditional probability that a student of this knowledge level
solves the question correctly. That is, if the virtual student has a knowledge level k
and the value of the question ICC for knowledge k is p, a semi-random uniformly
distributed value q in [0,1] is generated. If q>p, the system will consider that the
student gave a correct answer to the question.

2.2. Simulating a Correctly Calibrated Item Pool

The first empirical analysis carried out concerns how the accuracy of student's
classification and the average number of questions posed T depend on the number K
of knowledge levels considered and on the confidence factor r. The percentage of
correctly classified students has been computed for an item pool of Q = 103 randomly
generated questions (ICCs), where b is uniformly distributed in [1, Kmax-1], a=1.2, and
c= 0.0 The simulation generates N = 105 students. Table 1 shows the results.

The interpretation is that, even with a correctly calibrated item pool, it is not easy
to classify "all" the students correctly. This is due to the IRT model itself, that
assumes that it is possible (but with a low probability) that a student with a low
knowledge level will answer a difficult question correctly and viceversa. The results
also show that the percentage of correctly classified students depends more on the
confidence factor required that on the number of classes used. On the other hand, the
number of questions posed is strongly related to the number of classes considered. For
practical reasons, the test should have as few questions as possible, because long tests
would be too boring for real students. This practical consideration leads to a
compromise between the number of questions and the number of classes.
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Table 1. Accuracy of IRT approximation

Confidence factor r = 0.75 Confidence factor r = 0.90 Confidence factor r = 0.99

Number of
classes K

% of correctly
classified
students

Average number of
questions posed T

% of correctly
classified
students

Average number of
questions posed T

% of correctly
classified
students

Average number of
questions posed T

3 84.05 2.00 95.82 3.58 99.46 5.65

5 81.61 6.23 92.76 10.38 99.37 19.27

7 80.96 11.11 92.85 18.16 99.38 33.12

9 80.86 16.15 92.93 26.39 99.42 47.27

11 80.52 21.19 92.92 34.54 99.26 60.85

The second empirical analysis studies how the accuracy of student's classification and
the average number of questions posed T depend on the quality of the item pool, i.e.,
on the parameters a, b and c. If a increases, the percentage of correctly classified
students increases, and the average value of T decreases. If c increases, this
percentage decreases a little, but the number of questions posed is much bigger.
Tables 2 and 3 show the results obtained by using different values for a and c,
(r=0.90 and K=7).

Table 2. Guessing factor influence Table 3. Discrimination factor influence

Guessing
factor c

% of correctly
classified
students

Average number of
questions posed T

Discrimination
factor c

% of correctly
classified
students

Average number of
questions posed

0.00 92.85 18.16 0.20 90.4 174.9

0.10 92.37 25.34 0.50 91.5 35.2

0.25 92.11 36.05 0.70 91.9 26.3

0.33 91.73 43.37 1.20 92.8 18.1

0.50 91.49 63.37 1.70 93.8 15.3

2.20 95.4 14.8

These results show the great influence of c in the number of questions needed. The
discrimination factor, a, does not have such a great influence in the number of
questions if it is bigger than certain threshold. For values smaller than that threshold,
the number of questions needed grows very fast. That means that items with low
discrimination factor are not informative enough and therefore yield too long tests.

The third empirical analysis carried out concerns how the accuracy of student's
classification and the average value of T depend on the number K of knowledge levels
considered and the selection criterion for posing the next question.

It is known that a CAT procedure can be introduced to improve the performance of
the classical IRT model. Two different criteria to select the next best question to ask
have been implemented in our simulator: a)  bayesian criterion, that selects the
question that minimises the posterior variance of the student knowledge distribution
and b) adaptive criterion, that selects the question which difficulty equals the average
knowledge of the student. Both criteria are equivalent for logistic ICC, as proved
theoretically. Table 4 shows the empirical result obtained with the simulator (with
 r=0.90) .  It is interesting to compare these results with those obtained in the central
files of Table 1, that correspond to selecting the items randomly:
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Table 4. Accuracy of the CAT approximation

Bayesian Selection criterion Adaptive Selection criterion

Number of
classes K

% of correctly
classified students

Average number of
questions posed T

% of correctly
classified students

Average number of
questions posed T

3 96.06 3.58 95.62 3.58

5 93.31 6.87 94.67 7.37

7 92.75 8.70 94.43 9.03

9 92.53 9.85 94.23 10.14

11 92.10 10.71 94.14 11.02

The number of questions needed is almost half of the number needed using random
selection. These results encourage the use of a CAT procedure, but, as it will be
shown later, it is very important to assure that the item pool is correctly calibrated.
The adaptive criterion has been chosen over the bayesian one because it gives similar
results, but its computational cost is much smaller (this is not surprising, since our
ICCs are a discretizations of the logistic model). Similar results are obtained with
other discrimination and guessing factors.

2.3. Simulating an Incorrectly Calibrated Item Pool

In Section 3.1, we have assumed that the item pool was correctly calibrated. This is
not a fair assumption. In fact it can never be perfectly calibrated, because there is a
hazardous component that leads to a known bounded error. To simulate the behaviour
of an incorrectly calibrated item pool, let us consider that each question in the
database has two ICCs: the real ICC and the estimated ICC. This is the usual situation
when the item pool has been calibrated by a human teacher/expert. Our goal is to
study the influence of incorrect calibration in the results of the test. To this end, the
simulator uses the real ICC to simulate the answer of the question as described in
Section 3.2 and the estimated ICC for any other task.

First, we will assume that the teacher has correctly calibrated the difficulty
parameter, but not the discrimination factor a.. Table 5 shows the results obtained
assuming that each question has a discrimination factor randomly distributed between
0.7 and 1.7 and that the teacher has assigned a fixed value ae to all of them (r=0.90
and K=7). Compare the results with the ones shown in Tables 1 and 3:

Table 5. Discrimination factor incorrectly estimated

Random Selection criterion Adaptive Selection criterion

Estimated discrimination
factor a

e

% of correctly
classified students

Average number of
questions posed T

% of correctly
classified students

Average number of
questions posed T

0.2 60.5 67.1 96.6 146.5

0.5 83.2 36.0 96.2 28.0

0.7 93.2 26.6 96.2 16.8

1.2 92.1 18.4 93.9 8.9

1.7 86.1 14.7 86.7 6.4

If discrimination factor estimated ae is bigger than certain lower bound, the percentage
of students correctly classified and the number of questions needed do not change
very much. For any reasonable estimation of the discrimination factor, the percentage
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of correctly classified students depends more on the number of questions posed that
on the exact value of the estimated discrimination factor.

In a second experiment, we assume that some estimations of the difficulty
parameter are erroneous, but the error is not biased. That is, sometimes the estimated
difficulty is higher and sometimes lower than the real difficulty, but this error is
normally distributed around the real difficulty. The same assumption will be made for
the discrimination factor. We will call this an equilibrated item pool. The justification
for this assumption is that, in fact, the knowledge level assigned to a student has not a
real meaning by itself: it is only a relative value, like the IQ used in psychology.
There is a degree of freedom that is commonly solved in the classical MML parameter
estimation procedures by assuming that, for the students in the testing group, the
knowledge level has certain distribution. The assumption of an equilibrated item pool
reduces this degree of freedom by linking test results to teacher’s wishes. If the item
pool is prepared by a group of teachers, this hypothesis can be interpreted as a
consensus in the meaning of each of the classes (levels) considered. Table 6 shows the
results obtained from an equilibrated item pool (randomly constructed) with around
35% wrong assigned difficulty factors, r=0.90, and K=7  classes:

Table 6. Equilibrated item pool (r=0.90)

Random Selection criterion Adaptive Selection criterion

Estimated discrimination
factor a

e

% of correctly
classified students

Average number of
questions posed T

% of correctly
classified students

Average number of
questions posed T

0.2 55.4 78.2 85.4 186.8

0.5 83.1 32.1 82.4 33.3

0.7 85.4 25.8 81.1 18.3

1.2 83.1 16.0 78.4 8.6

1.7 73.7 12.0 71.4 6.1

Logically, the percentage of correctly classified students has decreased, but the
discrimination factor and the selection criterion applied play a very important role.
The most significant conclusion is that, if the item pool is incorrectly calibrated, better
results are obtained when applying the random criterion instead of the adaptive, which
seems very logical. The second is that the lower the estimated discrimination, the
higher the accuracy of the classification. Unfortunately, when the discrimination
decreases the number of questions posed increases, and, if it is too small (smaller than
0.5) the accuracy decreases very quickly.

The good behaviour of small discrimination factors is due to the smaller distance
between the estimated and the real ICCs. If the question is incorrectly calibrated, it is
better to assume it is not too informative. The fact that the random method shows a
better behaviour is explained by the number of questions posed.

In Table 7, the hypotheses are the same as in 6, but we use tests with a fixed
number of questions (confidence factor changes accordingly):
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Table 7. Equilibrated item pool (fixed number of questions)

Random Selection criterion Adaptive Selection criterion

Estimated discrimination
factor a

e

% of correctly
classified students

Average number of
questions posed

% of correctly classified
students

Average number of
questions posed

0.7 85.6 25 85.1 25

1.2 85.3 25 85.4 25

1.7 83.6 25 80.2 25

Note that the results are similar (sometimes even better using the random criterion)
due to the fact that the main advantage of the adaptive criterion (the smaller number
of question it usually needs) was lost when fixing the number of questions. Different
results but similar conclusions are obtained with other values for r  and K.

3 On-Line Learning

Taking into account that the results of the test are mainly correct if it can be assumed
that the questions set is equilibrated and enough questions are posed to the student; it
would be possible to use the results of the test get a better estimation for the ICCs.
This has been called on-line calibration in IRT literature [5]. None of the methods
described for on-line calibration, like the EM or BIMAIN are used in our simulator.
However it would be possible to improve the behaviour of the learning mechanism if
some extra information could be added, for example if we know that some questions
are correctly calibrated and some of them are new (as proposed by Mislevy, cited by
Wainer in [5]). A bootstrapping learning procedure can also be used.

In SIETTE, it is possible to learn the probability of each value q of the ICC array
directly from the responses of an examinee that has been classified as belonging to
certain class q. After an examinee has finished a test, all questions that compose the
test are fed with the global result obtained and the response (correct/incorrect) to that
question. A new learned ICC (ICCL) can be obtained by just dividing the total number
of positive cases C+(q) by the total number of cases C(q). The better the results of the
test, the better the quality of the learning process.

3.1. Incremental and Non-incremental Learning

Learning takes place when the current estimated ICC (ICCE ) is replaced by the new
learned ICC (ICCL) This could be done a) incrementally, that is each time a test is
completed and keeping all the information from previous examinees; b) by packages,
that is, after a fixed number of examinees has completed the test. The new ICC is
learned only from the most recent examinees’ data without previous information; c)
non-incrementally, that is after a complete set of examinees has passed the test.

In the incremental and package modes there could be a problem if the number of
examinees in the package is small, because some values of the ICC could be out of
experimental cases. This problem is even more serious at the beginning of the
incremental mechanism, because there is only one case available. The solution to this
problem is to include a small amount M of initial experimental cases that makes the
learned ICC be initially equal to the current estimated ICC. In the simulator, this
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contour condition has been included only in the incremental mode, so in this case the
ICCL is obtained by
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In the learning mechanism described below, the number of examinees needed for a
calibration depends on the number of questions in the database L, the average number

of questions in each test N , the number of classes or knowledge levels that has been
considered K, and the total number of examinees n. The average number of singleton
cases that are available to learn the value ICCL(q) is:
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It has to be taken into account that to estimate a probability from C(q) random
event observations the following expression applies:
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where pe is the estimated probability, p is the real probability, s is the standard

deviation of the binomial distribution � �S�S�É�&Ô -··= and a is a constant. So,

for example to be 95% sure that the real probability is estimated with an error of
p–0.05, if p is in the neighborhood of 0.5 (worst case) we should take a sample of
C(q)=400. On the other hand, in this problem not all cases observed come from the
right population, because there are also can be errors in the classification process. Our
working hypothesis is that the errors present in an equilibrated item pool are
compensated. The examinee is sometimes classified higher and sometimes lower.

3.2. Measuring the Learning

The great advantage of using a simulator is that there is complete control over all of
the variables that influence the system performance, and that the behaviour of the
examinees is only conditioned by their a-priori-known knowledge. So a direct way to
measure of the goodness of the learning mechanism could be to measure the
improvement in the test performance: the percentage of correctly-classified examinees
should increase. Another way of measuring the learning is to define a distance
between the real ICC (ICCA) and the learned ICC (ICCL). We have selected the
simplest distance function:
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The goodness of the calibration of an item pool can be measured by the average
distance among its elements. Table 8 shows the results obtained with each learning
mode, at the end of a set of 102, 103, 104 and 105 tests, where r=0.90, K=7,  and the
initial question database is an equilibrated item pool of L=116 questions, with around
50% incorrectly estimated difficulty parameters. The true value for the discrimination
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factor of all questions in the set is 1.2 but all of them have been estimated initially to
be 0.7. The selection criterion was random.

Table 8. Non-incremental, package and incremental learning with random selection

Learning
procedure

Examinees
learning

sample size

% of correctly
classified
students

Average
number of
questions

Average cases
for learning

C(q)

Average
distance to the

correct set

% of questions with
correctly estimated

difficulty

0 75.9 23.8 0 0.090 51.7

100 74.0 24.7 2.8 0.089 49.1

1000 74.9 23.6 28.9 0.042 94.8

10000 75.9 23.8 294.6 0.035 100

Non-
incremental

learning

100000 75.8 23.9 2945.1 0.033 100

0 75.9 23.8 0 0.090 51.7
1000 76.1 23.7 29.1 0.046 89.7

10000 77.2 16.8 18.3 0.045 94.8
Packages of

1000 learning
100000 71.8 13.7 13.7 0.061 71.5

0 75.9 23.8 0 0.090 51.7
10000 76.0 23.9 293.8 0.035 100Packages of

10000 learning 100000 87.3 19.2 232.3 0.012 100
0 75.9 23.8 0 0.090 51.7

100 73.0 21.9 2.1 0.079 58.8
1000 81.4 20.8 25.2 0.041 94.8

10000 88.1 19.4 238.4 0.017 100

Incremental
learning

100000 90.2 19.1 2360.8 0.009 100

It should be noted that the upper bound of learning is given by the results obtained
with a correct set. Table 1a shows that for r=0.90 and K=7,  the correct set will
classify the 92.8% of examinees correctly, requiring an average of 18.1 questions with
the random criterion. The percentage of correct classified student shown in Tables 8
are the average during the experiment, including the initial cases when questions have
not been modified yet.

Non-incremental learning exhibits good results for approximately more than 104

examinees. Package learning is not so good if the package size is smaller than that
size. The reason is that there are not enough values to estimate the ICC probabilities
for each class. In fact, table 8 show that, if the package is small, there is no
convergence. The explanation of this behaviour is that there is a great variance in the
learned ICC from just 1000 examinees, and if a poor quality ICC replaces the current
estimation the following generation will not be evaluated correctly. Table 8 shows
that the incremental learning mode has a better behaviour. ICCs are updated
continuously, so both the performance of the test and the quality of the learning
process are better. Table 9 shows the results of the same experiment but applying the
adaptive criterion to select the question. The criterion to finish the test has been turned
off and replaced by a fixed number of questions posed to every examinee, around the
same figure that has been used in previous experiment. The results are now even
better than those obtained with random criterion. The explanation is that with the
same number of questions, the adaptive test classifies better than the random test, so
learning is also improved.
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Table 9. Incremental learning with adaptive selection and a fixed number of question posed

Examinees
learning sample

size

% of correctly
classified
students

Average
number of
questions

Average cases
for learning C(q)

Average distance to
the correct set

% of questions with right
estimated difficulty

0 80.9 20 - 0.090 51.7
100 82.0 20 2.0 0.079 55.2

1000 90.2 20 24.2 0.045 94.8
10000 95.1 20 245.9 0.019 100

100000 96.1 20 2462 0.009 100

3.4. Parametric and Non-parametric Models

SIETTE is designed to be a non-parametric IRT model and it is not necessary to
assume any shape for the ICCs. Unlike others non-parametric models, SIETTE does
not attempt to approximate a continuous function for the ICC from a sparse set of
points, but it deals directly with those points. The above learning mechanism does not
make any assumption about the shape so it is appropriate for the non-parametric
approach. Another point of view could be that SIETTE deals with K-1 parameters that
are the conditional probabilities of each knowledge level. However, there are also
some disadvantages in the non-parametric approach. First of all, the classical 1, 2 and
3-parameter models need much less information to be calibrated than the SIETTE
model for any K-1 greater than 3. But a non-parametric learning mechanism can be
converted in a more efficient parametric mechanism simply by approximating the just
learned ICC by a member of the family of functions considered. This approximation
can be done by different methods. In our simulator the sum of weighted minimum
squares between the ICCL and the isomorphic discrete transforms of the logistic family
is computed, and the more similar logistic curve is selected. Tables 10 show the
results of parametric learning using random selection criterion for 103, 104 examinees.
It should be compared to Table 8.

Table 10 Non-incremental and incremental parametric learning with random selection

Examinees
learning

sample size

% of correctly
classified
students

Average
number of
questions

Average cases
for learning

C(q)

Average
distance to the

correct set

% of questions with
right estimated

difficulty

0 75.8 23.9 - 0.090 51.7
100 77.0 22.2 2.1 0.101 44.8
1000 76.5 23.4 27.4 0.044 92.2

10000 76.9 23.9 293.4 0.034 100

Non
incremental
parametric

learning 100000 75.8 23.9 2949.5 0.033 100
0 75.8 23.9 - 0.090 51.7

100 83.0 25.8 2.8 0.074 60.3
1000 85.1 22.4 27.3 0.037 96.5

10000 91.2 20.7 255.6 0.012 100

Incremental
parametric

learning

100000 92.5 20.3 2509.8 0.007 100

Another interesting point is that there seems to be a limit in the approximation that
can be achieved with non-incremental learning, either parametric or non-parametric.
The explanation of this residual error probably lies on the variance of the random
selection of questions from the equilibrated set. The original 116 question set is
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equilibrated, but the subsets of questions used in the test are not necessary
equilibrated.

4 Conclusions

Using a simulator program and applying Monte Carlo methods, we have studied the
behaviour of IRT and CAT in the SIETTE system in order to know the quality of the
information that can be extracted from a single test and the expected number of
questions needed.

For most applications in ITS it is enough to deal with 5-7 knowledge levels about
the domain. Less than 10 questions are needed (if they are correctly calibrated). It is
desirable to initially calibrate the question set, but it is also possible to trust in the
criterion of the teacher(s) that defines the test, and improve its performance by the on-
line learning mechanism described. On-line calibration of the ICCs could be done
directly, according to the responses of the student and the final result obtained at the
end of the test. It also can be done more efficiently if it can be assumed that the ICCs
shapes can be described by a family of functions.

If the test is not supposed to be correctly calibrated (i.e. many new questions have
been added recently) the best policy to follow is to assign a reasonable low
discrimination factor to the incoming questions. It will also be necessary to turn off
the adaptive behaviour or even better, keep the adaptive behaviour but force it to
increase the number of questions needed to complete the test. This constraint should
be eliminated once the question set has been self-calibrated.

The results presented in this paper are obtained from empirical experiments in a
simulated environment. It would be also necessary to develop some experiments with
real world data. On the other hand, we are currently working in a formalisation of the
concept of equilibrated item pool and in a theoretical demonstration of the results
obtained empirically with the simulator.
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Abstract. It is proposed in this paper that interactions relating to cooperative
problem-seeking can be seen as revolving around a cooperative problem-
seeking dialogue model of ‘find-predict-explain-refine’. We describe Meta-
Muse, a pedagogical agent that was designed to ‘structure interactions’ and
hence facilitate problem-seeking dialogues. The paper describes results from a
detailed analysis of the transcribed corpus of the interactions that took place
between cooperating students when engaged with MetaMuse. The main empiri-
cal results were an elaboration of our cooperative problem-seeking dialogue
model and some general results. The paper concludes with a brief discussion of
how our empirical findings can be generalized to a re-implementation of
MetaMuse.

1   Introduction

Unlike more formalised domains, e.g. physics and mathematics, the nature of dia-
logues that result from cooperative learning in open domains remains unclear. The
fundamental problem is this: when we want to be creative there is often an initial
stage where we pick the problem that we want to solve. When we learn this ability to
seek out a problem, dialogue with a teacher or with other learners can play an impor-
tant role as part of an interactive learning mechanism [10]. As well as articulating and
explaining a creative intention to peers and tutor (i.e. cooperative learning), the
learner will also internalise these dialogues as they become better able to problem-
seek. Self-reflection on these creative intentions can be fine-tuned by reference to a
history of external dialogues that the learner has been exposed to. Furthermore, newly
devised creative intentions can be ‘tested-out’ by exposing them to further external
dialogue. However, such problem-seeking dialogues — that relate to creative inten-
tions — have in the past been little studied. Furthermore, attempts to build computer-
based tools to support cooperative learning in such open, problem-seeking domains
are few and far between.

One approach to researching cooperative learning has been termed the “interaction
paradigm” [7]. The interaction paradigm aims to understand and model the relation-
ship between different types of learning and types of communicative interactions
involving learners. The research described in this paper is particularly interested in
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developing models of interaction that can be used as a basis for the design of Intelli-
gent Tutoring Systems (ITSs). A model of an educational process, with its attendant
theory, can be used to form the basis for design of a computer tool for education [2].
For example, Baker and Lund [3] describe a model of task-oriented dialogue that
forms the basis of design and implementation of tools for computer-mediated com-
munication between learners and teachers in a computer-supported collaborative
learning environment. In this case, a computational model is not directly linked into a
system component. However, if we accept Baker’s [2] argument that models are not,
by their nature, necessarily computational, this opens up a wide range of possible
ways in which theories and models can form the bases of design of educational arte-
facts. As Baker [2] also points out, what is required of such an endeavor is that the
specific nature of the relations between theory, corpus, ‘model’ and design of ITS be
made as explicit as possible as legitimate objects of scientific discussion and as means
of generalizing findings towards re-design. The author’s previous work [5, 6] de-
scribes precisely such a principled relation for the case of an ITS for learning musical
composition. This previous work by the author explored the systematic relationships
involved when moving from theory, to an analysis of corpus data, to the instantiation
of computational model, and then on to computational implementation.

In the paper we propose that interactions relating to problem-seeking can be seen
as revolving around an interactive learning mechanism of ‘find-predict-explain-
refine’ (theory, described in Section 2). We briefly describe a pedagogical agent
called MetaMuse that was designed to ‘structure interactions’ in such a way that
would, it was predicted, facilitate problem-seeking dialogues (computational imple-
mentation, Section 4). However, although the users in an initial evaluation of Meta-
Muse [4] reacted favorably, the initial evaluation of the pedagogical agent did not
give much insight into the following question: what are the interactive means by
which learning agents engage in cooperative problem-seeking? This paper addresses
this question by describing results from a recent detailed analysis of a transcribed
corpus of the face-to-face interactions that took place between cooperating students
when engaged with the pedagogical agent MetaMuse (described in Section 6). The
paper concludes with a brief discussion of how our analysis findings can be general-
ized to a re-implementation of our computational implementation (MetaMuse).

2   Problem-Seeking

The need for dialogue is especially relevant in open-ended, problem-seeking domains
such as musical composition learning [5]. Although we shall use music as the exam-
ple domain in this paper, we claim that the idea of problem-seeking has implications
for other open domains.

Given the open-endedness in music, both in the sense of the problems that could
be addressed, and in the sense of the space of possible ‘solutions’, any educational
intervention must be similarly open. A teacher can not simply be directive and “trans-
fer” knowledge because, in problem-seeking domains, there is no “correct” body of
knowledge. Teaching interventions can not be restricted to the giving of feedback on
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simple correct or incorrect response. Like knowledge in the humanities [9], for exam-
ple, in the domain of musical composition knowledge is essentially problematical: it
is not just a question of solving a problem, it is more a question of seeking out the
nature of the problem and then devising an approach to solving it.

Baker [1] has proposed that argumentation between students is not really about
anyone convincing anyone else, nor just about co-constructing knowledge: it is also
about defining what it is we are talking about, about clarifying and differentiating
concepts (the “co-elaboration of meaning and knowledge” as Baker [1] puts it). Con-
sequently, in this paper we are proposing that if two student peers are engaged in a
problem-seeking, cooperative dialogue then the interactions will not focus on ‘win-
ning the argument’ or ‘persuading your partner’, it will involve an acceptance by both
participants that they will attempt to ‘find and refine’ a problem specification; where
a problem specification is a description of a problem that is ‘interesting’ or novel.

Empirical work by Cook [6] shows that in the domain of musical composition,
problem-seeking and creative problem-solving interactions had the underlying goals
of ‘probing, target, clarify and give reasons’. The learner goals of ‘clarify’ and ‘give
reasons’ have some similarities with Baker’s proposal that argumentation involves a
process of “clarifying and differentiating concepts” (Baker, personal communication,
April 1999). In particular we agree that clarifying concepts is an important compo-
nent of argumentation. We will now describe the underlying goals observed in Cook
[6] in more detail. Specifically, the results of early empirical work [6] indicate that
the most frequently used teaching interventions related to problem-seeking were
‘critical probing’ (focused questions were used by a teacher which were based on
observations of a student’s musical phrase; these questions had the goal of helping the
learner ‘find’ a problem specification) and ‘target monitoring or reflection level’
(open-ended questioning that involved the teacher’s attempts to elicit verbal self-
explanations from the learner about their own attempts at specifying a problem).
Learner problem-seeking involved ‘critical clarification’ (elaboration and refinement
of some point may be requested or given because (i) a previous attempt was unclear
or (ii) a response was required) and ‘critical give reasons’ (any interaction that in-
volves the giving of criteria as a reason). Interaction relating to problem-seeking,
therefore, was seen to revolve around a process of find-predict-explain-refine; this
process was achieved (by the interacting agents) primarily through the adoption of the
goals ‘probing, target, clarify and give reasons’.

3   Example of Cooperative Problem-Seeking

Table 1 shows a short face-to-face interaction that is taken from session 5 of the
study described below. ‘L’ and ‘C’ are study participants and are engaging in what
we are calling cooperative problem-seeking (the first part of creative problem-
solving). Table 1 shows us how the two study participants cooperate to ‘seek’ out an
idea that they want to work on. What evolves is a joint musical intention to use large
interval leaps to create a dramatic effect. Towards the end of the extract shown in
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Table 1 there is some ‘clarification’ of what it is that is being talked about, i.e. that
the music will sound like a “horror theme”.

Table 1. Example of cooperative problem-seeking interactions

L: Do you want to try a different one?
C: Okay then [CLICKS OPTION 1] okay, so this time [CLICKS DATA ENTRY AREA]
we need an idea.
C: [LAUGHS] So what, so what can we do?
L: I don't know. [PAUSE WHILE THEY BOTH LOOK AT THEIR OWN HANDOUTS]
Large leap, leaps.
C: Umm, I suppose.
C: [GLANCES AT L] Did you say large leaps? Yeah we could do something, something
ah, something dramatic, so I mean the idea is that it just changes a little bit and then sud-
denly it jumps and then it goes down again, and so we, we would we expect some kind of
dramatic effect.
L: Like [PAUSE] haunted. [L LAUGHS]
C: Like what?
L: You know when you watch, movie, haunted movies.
C: Yes, yes we’re making a horror theme.
L: Right. [BOTH L AND C LAUGH]

4   MetaMuse: Computational Implementation

MetaMuse is a pedagogical agent that has been designed to structure interactions [3,
11] between pairs of cooperating learners. An example of the interface for the Meta-
Muse is show in Figure 1 (‘MetaMuse MainScreen’). The MetaMuse interface struc-
tures the interactions between the MetaMuse agent routines and the learner(s) by
providing a series of menu options and buttons which are intended to support collabo-
rative problem-seeking dialogue. For example, at an appropriate point MetaMuse will
put up a message (not shown in Figure 1) encouraging pairs of learners to predict to
each other how a new musical phrase will sound when it is eventually played back by
MetaMuse. The design of the pedagogical agent was partially based on the results of
a previous analysis of empirical data. For example, one outcome of our previous
interaction analysis [6] was prescriptive models of interactions described at the level
of participants’ goals and communicative acts (the latter being seen as a way of
achieving goals). These prescriptive models, which were represented as State Transi-
tion Networks (STNs), were used as the basis for the planning of interactions. The
pedagogical agent has a preference for the adoption of the goals ‘probing and target’
(described above); the implicit intention behind the adoption of these goals being to
get the learners to (i) make a prediction about their creative intentions before hearing
their short musical composition played back to them, and (ii) explain the musical
outcome when matched to their prediction.
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Figure 1. MetaMuse.

A sample interaction with MetaMuse is shown in Figure 1. When a learner clicks
on a button, further text windows or dialogue boxes for input are displayed. The
‘MetaMuse output’ window in Figure 1 contains communicative acts from MetaMuse
(which in Figure 1 is giving the learner some encouragement, asking a question about
the learner’s musical phrase and giving a recommendation to the learner). The learn-
ers construct utterances using menus, buttons and dialogue boxes. The interface sup-
ports only simple text-based user-system interactions. However, MetaMuse does use
a ‘preference mechanism’ and ‘appropriateness conditions’ [5] to dynamically gener-
ate its intervention. MetaMuse also analyses the learners’ phrase and uses the results
as the basis for some of its interventions (as is the case in Figure 1).

Above we have suggested (on the basis of an earlier analysis of teacher-learner in-
teractions) that interaction relating to problem-seeking can be seen to revolve around
an interactive learning mechanism of ‘find-predict-explain-refine’. We have also
described an agent that was constructed to promote this type of learning. The remain-
der of this paper describes empirically based dialogue analysis and modelling that
explored the question: what are the interactive means by which learning agents en-
gage in cooperative problem-seeking?

5   The Study

Six sessions were conducted that involved pairs of cooperating learners interacting
with each other and MetaMuse. The twelve participants ranged from undergraduate
students, postgraduate students, research fellows and members of staff (teaching and
support). Seven students were male and five female. Each learner-learner-MetaMuse
session lasted between 30 and 40 minutes and was recorded on two video cameras.
One camera focused on the computer monitor and the second camera was pointed at
the study participants (dyads).



620         John Cook

Each session involved the participants being asked to work together (the face-to-
face) in order to carry out a small composition task. Briefly, the compositional task
was for the participants to attempt, using MetaMuse, to create a phrase by the re-
peated chromatic transposition of an initial four note motive (C C# F# G). Partici-
pants were not given any instructions on how to cooperate on the task other than
being requested to “work together on the task”. Following each session the observers
of the session compared notes and decided on which post-experimental cues to use.
Following the completion of a task, cueing distinct ‘thought episodes’ is a useful way
to approach to gathering retrospective verbal reports [8, p. xlix]. This involves con-
straining the retrospective report by the subject to the recall of distinct thought epi-
sodes. Each participant was then individually interviewed for 10 to 15 minutes. Ap-
proximately three hours of learner-learner interactions were gathered. Three hours of
post-experimental interview data was also collected and extracts incorporated into the
analysis. The dialogue analysis described below was performed with the assistance of
computer-assisted qualitative methods (NVivo).

6   Results and Interpretations

The main results are reported below with a brief discussion given in the context of the
relevant result. An account of users’ views of MetaMuse, which were generally posi-
tive, can be found in [4]. The main empirical results are an elaboration of our coop-
erative problem-seeking dialogue model and some general results (scores of the oc-
currence of problem-seeking sub-categories in the interaction data).

6.1 Elaboration of Cooperative Problem-Seeking Dialogue Model

The cooperative problem-seeking model shown in Figure 2 emerged as a result of our
analysis of the interaction data (i.e. if a sub-category appeared to be required it was
added to the model). As we noted in the introduction, the research described in this
paper is particularly interested in developing models that can be used as a basis for
the design of ITSs (models being interpreted in the widest sense of the word). Figure
2 gives us an empirically derived model of the cooperative problem-seeking proc-
esses. If taken with its attendant theory (described in Section 2), the above model can
be used to form the basis for the re-design of MetaMuse (we will return to this point
in the Conclusions).

The categories shown in Figure 2 provide an elaboration of the model of coopera-
tive problem-seeking dialogue, described in Section 2. Several points are worth mak-
ing about the sub-categories shown in Figure 2.
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Find
Cooperative find weak

Cooperative find
Predict Cooperative find clarify

Cooperative predict
Cooperative predict clarify

Cooperative monitor
Explain Monitor clarify

Cooperative diagnose
Diagnose clarify
Dialogue history

Cooperative creative intention
Intention clarify

Dialogue history
Negotiate

Figure 2. Cooperative problem-seeking dialogue model

Cooperative-find-weak (at the top of Figure 2 as a sub-category of ‘find’) is just
initial experimentation by the pairs, and is mainly task oriented. Cooperative-find is
where the pairs are starting to come up with some novel idea; find-clarify (see the end
of Table 1 for an example) is an elaboration of that creative intention. Note that some
attempts at clarification may include the giving of criteria as reasons.

With Cooperative-predict pairs work together to make a verbal prediction of how
their musical phrase will sound when played back. Cooperative-predict-clarify is a
refinement of that prediction.

Cooperative-monitor and Cooperative-diagnose occur when learners appear to be
working together to explain aspects of their attempts to problem-seek. Cooperative-
monitor may involve attempts at clarification. Cooperative-diagnose is further subdi-
vided into attempts to clarify what was meant by a diagnosis and may also draw on a
dialogue history. The latter is where a learner makes use of dialogue (external) that the
learner has previously been exposed to in order to explain the current context. Coop-
erative-creative-intention happens when pairs work together to verbalise their ideas;
this may also involve the sub-category intention-clarify, where further elaboration of
some point with respect to what is intended is provided.

Negotiate, shown at the bottom of Figure 2, has a specific meaning in the context
of this work; it is an exchange between learners about how to proceed from a particu-
lar point; it may also be an exchange between the learners and one of the experiment-
ers about how to proceed. It may make reference to what has gone before (e.g. it may
overlap with the dialogue-history). Negotiation also tends to take place implicitly in
other categories, e.g. what problem specification to adopt in ‘cooperative-find’. If the
negotiation is not related to dialogue about how to proceed, then it is not coded as
‘negotiate’.

If there was no evidence of cooperation between pairs then dialogue was coded as
either find, predict or explain (i.e. the categories shown on the left of Figure 2). Dia-
logue history is shown twice in Figure 2 because, although it occurred mainly in the
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context of a diagnose (where it was identified five times) it could potentially have
occurred in the context of other categories shown in Figure 2 (in fact it only occurred
once in another context, i.e. negotiate).

6.2 General Results

The scores in Table 2 below were generated by an analysis of the interactions from
the six sessions using the model shown in Figure 2. For example, if an occurrence of
interaction related to ‘Cooperative monitor’ were located in the corpus, then the total
score for that category would have 1 added to it. Table 2 shows the scores for all
categories in our model for all six sessions. Categories shown in bold in Table 2 relate
to the left-hand side of the model shown in Figure 2. Some preliminary, general
findings relating the interactive means by which learning agents engaged in coopera-
tive problem-seeking are reported below.

Table 2. Problem-seeking sub-category scores by session (S = session)

Category S1 S2 S3 S4 S5 S6 Total

Find 0 0 1 0 0 5 6
Cooperative find weak 1 1 2 1 0 0 5
Cooperative find 1 2 6 4 4 1 18
Cooperative find clarify 1 0 0 2 1 0 4
Predict 0 0 0 0 0 2 2
Cooperative predict 2 1 6 3 3 1 16
Cooperative predict clarify 1 1 4 2 1 0 9
Explain 0 0 0 0 0 2 2
Cooperative monitor 0 3 5 5 3 1 17
Monitor clarify 2 2 1 5 0 1 11
Cooperative diagnose 2 1 5 5 3 2 18
Diagnose clarify 0 0 4 1 2 1 8
Dialogue history 0 0 3 1 0 1 5
Cooperative creative intention 3 4 3 4 4 3 21
Intention clarify 4 4 1 4 4 1 18
Dialogue history 0 0 0 1 0 0 1
Negotiate 14 13 8 7 14 12 68

MetaMuse encouraged cooperative problem-seeking, which we have defined as a
mechanism of ‘find-predict-explain-refine’. Earlier work [5] found that a human tutor
in UK undergraduate tutorials tended to focus on providing a critique of a student’s
musical idea. The tutor observed did not support problem-seeking. We can support
the claim that MetaMuse encouraged problem-seeking if we total the following
scores: Cooperative find (score = 18) + Cooperative predict (score = 16) + Coopera-
tive monitor (score = 17) + Cooperative diagnose (score = 18) + Cooperative creative
intention (score = 21), this gives us a total of 90 occurrences when cooperative prob-
lem-seeking was identified in the dialogue data. If we combine the non-cooperative
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category scores Find (score = 6) + Predict  (score = 2) + Explain (score = 2) then we
get a low score of 10 occasions which were identified as occurrences in the dialogue
data of non-cooperative problem-seeking. Indeed, most of this ‘non-cooperation’ took
place in session six (score = 9).

The fourth aspect of our model of problem-seeking is ‘refine’. What emerged from
our analysis was that part of refine, i.e. clarifying and differentiating concepts, took
place as ‘clarify’ in the context of the relevant process (i.e. in the context of either
find, predict, monitor, diagnose or creative intention). The total score for this type of
cooperative clarification was the sum of Cooperative find clarify (score = 4) + Coop-
erative predict clarify (score = 9) + Monitor clarify (score = 11) + Diagnose clarify
(score = 8) + Intention clarify (score = 18); the total score for clarify being 50.

We conclude our interpretation of the results by pointing out that the above discus-
sion has empirically validated our model of cooperative problem-seeking. We claim
that the phenomenon of cooperative problem-seeking exists in at least one case (i.e.
the empirical study), and that this is a possible behaviour that a system could have to
deal with.

7   Conclusions

In this paper we have proposed that interactions relating to cooperative problem-
seeking can be seen as revolving around a dialogue model of ‘find-predict-explain-
refine’. We described MetaMuse, a pedagogical agent that was designed to ‘structure
interactions’ and hence facilitate problem-seeking dialogues. We then went on to
describe the results from a detailed analysis of the interactions that took place be-
tween cooperating students when engaged with MetaMuse. The main empirical re-
sults presented in this paper are: (i) an elaboration of our cooperative problem-
seeking dialogue model, and (ii) some general results which, amongst other things,
show that MetaMuse encouraged cooperative problem-seeking.

The following question now arises: how can our analysis findings be generalized
to a re-implementation of MetaMuse? Figure 2 gives us an empirically derived model
of the cooperative problem-seeking, interactive learning process. If taken with its
related theory (described in Section 2), this model can be used to form the basis for
the re-design of MetaMuse. Future work will focus on using our model (Figure 2) to
generate STNs that model how pairs of cooperating learners interacted successfully.
These prescriptive models of cooperation will be used as the basis for tutoring tactics
when MetaMuse is pursuing a goal. For example, the goal ‘probing and target’ (de-
scribed above) has one implicit intention of getting the learners to explain if a musical
outcome matches their prediction. The new STNs will give MetaMuse a basis for
giving learners advice on how work together on a particular aspect of a task. Fur-
thermore, the numerical values presented in Table 2 will be used as weightings (in
our agent’s preference mechanism) that will allow MetaMuse to make a decision
about what exit to take if a choice exists at a state node. Such a re-implementation of
MetaMuse will enable our pedagogical agent to be better able to support cooperative
problem-seeking. A parallel project is applying the agent development techniques
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described in this paper to another domain (undergraduate multimedia students’ web-
site design). Dialogue data from the parallel project will be compared with the results
presented in this paper to see if any generalizations can be made about cooperative
problem-seeking across different open domains.
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Abstract. We argue that traditional sequencing technology developed in the
field of intelligent tutoring systems could find an immediate place in large-scale
Web-based education as a core technology for concept-based course
maintenance. This paper describes a concept-based course maintenance system
that we have developed for Carnegie Technology Education. The system can
check the consistency and quality of a course at any moment of its life and also
assist course developers in some routine operations. The core of this system is a
refined approach to indexing the course material and a set of “scripts” for
performing different operations.

1   Introduction

Course sequencing is one of the oldest technology in the field of intelligent tutoring
systems (ITS). The idea of course sequencing is to generate an individualized course
for each student by dynamically selecting the most optimal teaching operation
(presentation, example, question, or problem) at any moment of education. An ITS
with course sequencing represents knowledge about the subject as a network of
concepts where each concept represents a small pieces of subject knowledge. The
learning material is stored in a database of teaching operations. Each teaching
operation is indexed by concepts it deals with. The driving force behind any
sequencing mechanism is a student model that is a weighed overlay of the domain
model – for every domain model concept it reflects the current level of student
knowledge about it. Using this model and some teaching strategy a sequencing engine
can decide which one of the many teaching operations stored in the data base is the
best for the student given his or her level of knowledge and educational goal.

Various approaches to sequencing were explored in numerous ITS projects. The
majority of existing ITS can sequence only one kind of teaching operations. For
example, a number of sequencing systems including the oldest sequencing systems [2;
14] and some others [8; 12; 15] can only manipulate the order of problems or
questions. In this case it is usually called task sequencing. A number of systems can
do sequencing of lessons that are reasonably big chunks of educational material
complete with presentation and assessment [3; 9]. Most advanced systems are able to
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sequence several kinds of teaching operations such as presentation, examples, and
assessments [7; 13].

One could say that sequencing is an excellent technology for distance education. In
the situation where students can learn the subject at their own pace, it looks like a
great idea to have each student to learn the subject by the most beneficial
individualized way. Indeed, sequencing is now the most popular technology in
research-level Web-based ITS [4]. However, there is a significant distance between
the systems used in large scale Web-based education and research-level systems, even
if we only consider research systems that were used to teach real classes like ELM-
ART [Brusilovsky, 1996 #732] and 2L670 [De Bra, 1998 #1178]. In a modern large-
scale Web-based education context a single course provider operates tens to hundreds
of courses that has to be delivered to thousands of students grouped in classes. The
biggest concern of a provider is the problem of maintenance. To avoid problems with
installing and supporting multiple Web-based education (WBE) systems and teaching
the stuff how to use these systems, all serious providers tend to choose one single
course management system (CMI). Naturally the providers are choosing modern
commercial CMIs such as TopClass [17] or WebCT [18] that can support main needs
of a course provider from course material delivery to discussion forums to generation
of various course reports. Unfortunately, current CMI systems leave no space for
dynamic sequencing. The course model behind all these systems is a static sequence
(or a tree) of modules followed by static quizzes and assignments.

Could we find any use for the course sequencing ideas in this rigid context of
large-scale Web-based education? The answer is yes. We can suggest at least two
meaningful ways to do “sequencing of static courses”. First way is dynamic
generation of the course before the students hit it. Instead of generating a course
incrementally piece by piece, as in traditional sequencing context, the whole course
could be generated in one shot. While courses produced by this one-shot generation
are not as adaptive as incrementally sequenced courses, they still could be very well
tuned for individual students taking into account their individual learning needs and
starting level of knowledge. A good example of this approach is DCG system [16]. A
similar approach was also described in [1; 10]. Since a course generated with a DCG-
like system is static, it could be delivered by a regular CMI system.

While DCG-like approach fits technically to large-scale WBE context, it still has
two problems. First problem is that in most places Web-based education is still class-
based. Virtual class is still a class. The students from the same class have to learn the
same material in about the same time and even take exams at the same date.
Naturally, for a class-based WBE an individually generated course will not work.
This problem could be solved relatively easy by generating courses that are adapted to
the whole class of users. While the product of generation should be rather called
customized course than adaptive course, this approach allows a very good level of
individualization, especially for the case of reasonably homogeneous classes. We
think that in the future systems that can produce courses on demand from the same
body of teaching material would be very popular since that will enable a course
provider to accommodate to the needs of different customers. A DCG-like approach
has, however, another problem – a bootstrapping one. To produce the first customized
course a provider need to have a reasonably large database of well-indexed learning
material (at least, two to three times larger than the size of a typical course being
produced). The startup price of developing such a rich course in addition to the price
of the system is a big obstacle to using DCG-like approach.
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The second approach to static sequencing suggested in this paper is least
ambitious. We suggest to use a course sequencing mechanism as a core of a course
maintenance system for static courses developed by a team of authors in a traditional
way. The very idea is simple. Since a sequencing mechanism can evaluate several
possible options for the “next steps” (i.e., presentation, example, assignment) in a
dynamic course and select the best one, it can also check whether the predefined “next
step” in a static course is a good one. If the next step is not really good, it can report
problems. For example, it can find a situation when an assessment requires
knowledge that are not presented yet or, vice versa, when presented knowledge are
never assessed. These kinds of course checking are absolutely necessary for any
serious course developer team such as Carnegie Technology Education, a WBE “arm”
of Carnegie Mellon University. Large-scale modern courses include hundred to
thousands of learning items that are produced by a team of developers. Through the
life of a course it could be updated and restructured several times. A concept-based
course maintenance system is as important for courseware engineering as a version
tracking system for software engineering.

This paper describes a concept-based course maintenance system developed at
Carnegie Technology Education. The system can check the consistency and quality of
a course at any moment of course life and also assist course developers in some
routine operations. The core of this system is a refined approach to indexing the
course material and a set of “scripts” for performing different operations. Next section
describes the indexing part and the section after that talks about scripts. We conclude
with some speculation about prospects of our work.

2   Content Indexing

There are several possible ways to index the content from very advanced and
powerful to very simple. The reported approach supports the functionality that we
find essential while being still simple enough to used by course developers.

The simplest indexing approach could be referred as "plain" prerequisite-outcome
concept indexing. It is used in systems like Piano-Tutor [9] or InterBook [5]. Plain
indexing associate a teaching operation with two sets of concepts - prerequisite and
outcome concepts. Plain approach does not distinguish different types of teaching
operations and use only two roles in which a concept can be involved in a teaching
operation: prerequisite and outcome. It also does not take into account relationships
between concepts. Plain indexing has shown to be useful in simple domains or with
coarse-grain level of domain modeling (all systems with plain indexing known to the
author use about 50 concepts).

The reported approach uses three extensions of plain indexing approach: typed
items, advanced concept roles, and links between concepts. Typed items let the
system distinguish several types of teaching operations. Advanced concept roles can
specify more roles of the teaching operations in regard to concepts. Both mechanisms
let the course developer specify more knowledge about the content and support more
powerful algorithms. The impact of links between concepts is a more precise student
modeling, prerequisite tracking, and richer navigation. Negative side of all three
extensions is increased authoring time. In particular, developing a connected concept
model of a domain takes considerable time of several domain experts. The increased
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authoring time could be a problem for a "traditional" (single teacher) context of
course development but it is justified in a context of large-scale Web-based education.
Here indexing expenses constitute a small fraction of overall course development
expenses and are repaid by the possibility to help course designers with developing
and modifying courses.

The core of our framework is formed by concepts – elementary pieces of learning
material. The size of a concept is not fixed and may depend of a course. We have
several kinds of teaching operations in our courses – presentations, examples,
assignments, and multiple-choice questions. The type of the item is a part of the index
for the item. Concept-role pairs form the rest of the index. We use four kinds of roles
(in comparison with only two in InterBook and Piano-Tutor): light prerequisite,
strong prerequisite, light outcome and strong outcome. In comparison with “real” or
strong prerequisites and outcomes that tells that “deep” knowledge of a concept are
produced or demanded by a learning item, the light prerequisites and outcomes deal
with surface knowledge about a concept. We have to introduce these four roles to
accommodate the needs of real courses.

The course concepts are connected to form a heterarchy. We use one non-typed
parent-child link. This link has to express the value usually expressed by “part-of”
and “attribute-of” links. Creating a parent-child hierarchy without the need to type
links is relatively easy The meaning of this hierarchy is simple – the knowledge of a
parent concept is a sum of knowledge of child concepts plus some “integration extra”.

 3   The Use of Indexing for Courseware Engineering

3.1   Prerequisite Checking

Prerequisite checking is the one of the key benefits of concept indexing. It is
important for original course design as well as for a redesign when learning items are
moved or changed. With multiple-level indexing we are able to check prerequisites
for all learning items. Prerequisite check for linear courses is performed by a
sequencing engine that simulates the process of teaching with a student model. It
scans learning items in the order specified by the author, updates the student model,
and checks the match between the current state of the model and each following item.
The following prerequisite problems could be checked:
• Presentation prerequisites: a presentation item can be understood because all

prerequisite concepts are already presented up to the required level
• Question prerequisites: all concepts involved into all questions designed for a

presentation page are learned at least up to the advanced level when the page is
completed.

• Example prerequisites: all concepts involved into an example are learned to the
required level right in the section where an example is presented or before; strong
prerequisite concepts are learned at least up to the advanced level, weak
prerequisite concepts are learned at least up to the surface level

• Exercise prerequisites: at the point where an exercise is presented, all strong
prerequisite concepts are learned and demonstrated with examples, all weak
prerequisite concepts are at either learned or demonstrated with examples.
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The prerequisite checking on the level of course items is especially important for
programming courses that usually have very few direct prerequisite relationships
between concepts. Most of programming concepts could be introduced independently
from other concepts. That’s why there could be many possible ways to teach the same
subject. However, adopting a particular approach to teaching the subject usually
results in lots of indirect prerequisites “hardwired” into educational material.

Fig. 1. A fragment of a problem report for a Java course

 One example of indirect prerequisites is presentation-level prerequisites: A concept A
does not depend of concept B, but the way of presentation of A chosen by the author
required understanding of B. Another case is example-level or problem-level
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prerequisites. A concept A does not depend of concept B and could be learned either
before or after B. However, in the current course material all available examples or
exercises that use B also include A. As a result, the material requires A to be learned
before B. All these kinds of prerequisites are very hard to keep in mind. The only way
to ensure that the course is built or redesigned with no prerequisite conflicts is careful
prerequisite checking.

3.2   Finding Content “Holes”

A failure to meet the prerequisites could mean either a problem with structure (the
item that could meet the prerequisite does exist in the courses but placed after the
checked item) or a problem with content (no item to cover the prerequisite). The
system can distinguish these two cases and provide a helpful report of a problem.
While the former problem could be often resolved by restructuring the material, the
latter indicates a need to expand the course material.

3.3   Consolidation of Presentations

In a well-designed course each concept has to be presented in full in a single place
(subsection or section). It is the place where the student will be returning to refill the
gaps in his/her knowledge of a concept. This place is called the concept host section.
A concept could be introduced before its host section (to enable the student to learn or
practice other concepts) but hardly more than twice and not after the full presentation.
The system can check these rules using indexing. (Note: The same is not true about
examples. It’s quite desirable to have several examples for each concept).

3.4   Question Placement and Repositioning

Well-designed questions have one or two outcome concepts (question goal). The
system can automatically place new questions into the proper place in the course by
finding the host section of the question goal. With automatic placement course and
question design can be delegated to several authors without the loss of consistency. If
the course is re-structured the questions can be automatically repositioned.

3.5   Guidelines for Question Design

By matching concepts presented in a section and concepts assessed by the section
question pool it is easy to identify a set of concepts that can never be assessed. The
identified deficit could drive the question design process. Same procedure can also
ensure that the questions in the pool are reasonably evenly distributed among the
section concepts (to avoid the situation where 80% of questions are testing 20% of
concepts).
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3.6   Matching Presentations with Examples and Exercises

It is possible to check to what extent examples and exercises matches their place in
the course and to what extent they cover the presented content. It can be done by
matching the set of concepts presented in the section with the joint sets of goal
concepts of exercises and examples located in this section. In an ideal situation each
section should present, demonstrate (by examples) and assess (by exercises) about the
same sets of concepts. If there are too many concepts that are presented but not
covered by examples or exercises, the coverage is low. If there are too many concepts
that are covered by exercises or examples but not presented in the section (if there is
no prerequisite conflict they could be simply presented in previous sections) then the
relevance is low. Small mismatch between presentations, examples, and concepts is
not a problem, but bigger mismatch in either direction is a sign of poorly designed
section and an indication that something has to be redesigned.

3.7   Checking Course Design against the Real Course

An author could start the course design with a design document that lists all essential
concepts to be introduced in each section. The design document could be stored
separately from the course. The system can check how the real course matches the
original design by comparing where the author planned to introduce the key concepts
and where they are really introduced; how the set of target concepts is supported by
questions, examples, and exercises.

3.8   Presentation Density and Sectioning

While different concepts may require different amount of presentation, the overall
complexity of a content fragment could be measured by the number of concepts
presented in it. By controlling the number of concepts presented in each section we
can identify two types of problems: presentation density, where too many concepts
are presented in a relatively short section, and uneven distribution of content where
number of concepts presented in subsections of the same level significantly differs.

3.9   Controlling the Difficulty of Examples and Exercises

Prerequisite indexing of exercises and examples specifies minimal requirements for
the concept level that have to be met to make an example or an exercise ready to be
taken. Its legal, however that some concepts have higher level of knowledge then it is
demanded by prerequisites. For example, a strong prerequisite concept of an example
has to be learned up to the advanced level. In real life, a student can reach this
exercise when he or she has already seen several examples with this concept or even
solved an exercise involving this concept. It makes this example easier for that
student. Generally, we can estimate difficulty or learning item by measuring a
difficulty between the target state of the goal concepts and the starting state. If all goal
concepts or an exercise have been already used in earlier solved exercises, the
exercise is quite simple. If none of them have even been used in examples, the
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exercise is very difficult. The difficulty of an exercise is not a constant – it depends on
the place of the exercise in the course. It makes sense to control the difficulty of
examples and exercises in the course to make sure that none example or exercise is
too simple or too difficult.

There is research evidence that there exists an optimal difficulty of a learning item
for each individual student (i.e., that the student learns best when he or she is
presented with learning items with difficulty closed to optimal. We can’t use this
finding directly since our courses are static – all students go the same way. But it is
quite likely that different groups of users can handle different difficulties. It could be
used for making better-targeted courses for special categories of users.

4   Implementation and First Experience

The first version of the system was completed in 1999 and evaluated on one of CTE
courses. With a help of the system we were able to find and fix a number of problems
in the course. The system is written in Java and supports prerequisite checking,
finding content “holes”, consolidation of presentations, and question placement and
repositioning. Currently the system is not completely interactive. The author has to
specify the course structure along with concept tags in a separate file. The situation
with question indexing is different - here concept tags are stored as a part of a
question. Checking scripts are simply called from a command line. An interactive
(GUI-based) version of the system is being developed.

The system was used to check two real courses. While the system turned out to be
very useful, we have encountered a problem. In addition to a revealing good number
of real large and small hidden problems the system has also reported a number of
problems that no real teacher would count as a problem. It turned out that the course
consistency rules behind the system are too rigid. In real life teachers can perfectly
tolerate a number of small inconsistencies in the course. Moreover, in some cases the
course may be formally “inconsistent” with a purpose. A teacher may want to
provoke student thinking by presenting an example that is based on a material that is
not yet presented but could be understood by analogy with the learned material. Our
quick answer to this problem was color coding the course problem report (Figure 1).
In particular, the messages that always report a real problem in the course are colored
red not to be missed. The messages that report a problem that often may be tolerable
are colored green. We use three to four colors in our reports. A real solution to this
problem would be a more precise set of checking rules that is adapted to the course
“teaching approach” and, probably, a better indexing.

5   Prospects

We plan to continue the work on course maintenance system adding features and
checking it with incrementally larger volumes of course material. We see a very
important mission in this process. The outcome of this process is not only consistent
courses of higher quality, but also a large volume of carefully indexed learning
material. Thus we are decreasing bootstrapping cost of more flexible sequencing
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technologies. We hope that this process will eventually lead to the acceptance of more
flexible approaches in large-scale Web-based education: first, to a DCG-like course
customization and later to real course sequencing.
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Abstract. This paper describes the development of a web-based authoring tool
for Intelligent Tutoring Systems and focuses on its instructor modelling
capabilities. The tool is called WEAR and aims to be useful to teachers and
students of domains that make use of algebraic equations. Specifically, the tool
provides assistance to human teachers while they are constructing exercises and
it then monitors the students while they are solving the exercises and provides
appropriate feedback. The instructor modelling mechanism renders the system
adaptable to the specific needs and interests of each individual user (instructor),
concerning the construction of new exercises and the retrieval of existing ones.

1 Overview

In the recent years Web-based education has attracted a lot of research energy and has
resulted in significant advances concerning distance learning. There are obvious
benefits in Web-based education since any student in any place having just a
computer and an Internet connection can use a course or educational application
developed and installed in some other place. Furthermore, there is a growing need for
high quality computer based educational programs that may be used in real school
environments [1; 17]. This need can be supported to a large extent by Web-based
education. Therefore recently, a large number of educational applications (tutorials,
course notes, etc.) have been delivered through the World Wide Web. However, most
of them are just electronic books with very limited interactivity. This does not
undermine the potential of Web-based education, which can be improved
significantly if combined with the technology of Intelligent Tutoring Systems (ITSs).
Indeed there have been a lot of successful attempts to either move existing ITSs to the
WWW or build from scratch web-based ITSs [2; 4; 13].

Intelligent Tutoring Systems have the ability to present the teaching material in a
flexible way and to provide students with individualised instruction and feedback.
ITSs have been shown to be effective at increasing the students’ motivation and
performance in comparison with traditional learning methods and thus it can be said
that ITSs can significantly improve the learning outcomes [9; 14]. However ITSs
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have often been criticised that they miss the mark in terms of task reality, feasibility
and effectiveness [7]. One reason for this has been the difficulty in developing an
Intelligent Tutoring System even in small domains. For example, Woolf and
Cunningham [19] have estimated that the development of an ITS takes more than 200
hours to produce an hour of instructional material, which in most cases cannot be
reused. A possible solution to these problems may be the development of authoring
tools, which will help construct cost-effective and reusable ITSs in various domains.

ITSs have been described [5; 3; 18] as having four main components, namely: the
domain knowledge, the student modelling component, the advice generator and the
user interface. Accordingly, there are systems (authoring tools/shells) that offer the
ability to their users to author one and in some cases more than one of these
components [11].

The authoring tool described in this paper and in [16] is called WEAR (WEb-based
authoring tool for Algebra Related domains). WEAR incorporates knowledge about
the construction of exercises and a mechanism for student error diagnosis that is
applicable to many domains that make use of algebraic equations. WEAR deals with
the generation of instruction, since it offers the ability of problem construction. In that
sense it shares the same focus with RIDES [10], an authoring system used for the
construction of tutors that teach students how to operate devices through simulations.
RIDES generates instruction by providing tools for building graphical representations
of a device and for defining this device’s behaviour. A system, which adds
capabilities to RIDES, is DIAG [15], a tool that simulates equipment faults and
guides students through their diagnosis and repair. DIAG is concerned with the
creation of domain knowledge and performs student error diagnosis by providing a
mechanism that is applicable to many domains that are related to diagnosis of
equipment failures. In the same way WEAR performs student error diagnosis by
providing a mechanism that can be applied to many algebra-related domains.
Furthermore, WEAR gives instructors the ability to control the order by which
students solve exercises, by assigning to each exercise a “level of difficulty”.
Therefore, WEAR beyond generating student problems is also concerned with
managing their sequence. The latter is a characteristic that can likewise be met in a
system called REDEEM [8], which does not generate instruction but rather focuses
on the representation of instructional expertise. REDEEM expects the human
instructor to categorise tutorial “pages” in terms of their difficulty, their generality,
and whether they are prerequisite for other pages and in that way accomplishes to
sequence content and learner activities.

WEAR also gives teachers the ability to search for already constructed exercises
and make them available to their own class. Thus, teachers can benefit from the
database of problems that have been previously created using WEAR and have been
stored in its database. However, the problems stored may be relevant to a wide range
of algebra-related domains, may be addressed to many different categories of student,
may be associated to many several levels of difficulty and so on. These differences in
the problems stored, indicate a need for WEAR to be adaptable to each particular
instructor’s interests so that it may help him/her in the retrieval of the appropriate
information from its database. In addition, to avoid the repetition of exercises WEAR
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must closely monitor the instructor during the construction of a new problem and
notify him/her in case a similar problem already exists in its database. For these
reasons, WEAR incorporates an instructor modelling component.

This is considered a major issue for WEAR which aims at providing assistance
tailored to each individual teacher’s needs and interests. In an ITS there is no need of
modelling the instructor since the users of such systems are students learning with
them. However, the users of an authoring tool for ITSs are mainly instructors who are
interacting with the system in order to build an ITS. A user modelling component for
these users will be responsible of keeping and modifying their personal user models.
Based on the information provided by these user models, the system will be able to
adapt itself to the needs and interests of each individual instructor. This is even more
important in cases of a Web-based authoring tool that is available to a diversity of
instructors spread all over the range of scope of the Web site. Though the instructor
modelling component is not part of the ITS that the tool generates, we consider it to
be an important part of the tool since it affects the way the instructors interact with
the system and consequently the effectiveness of the generated ITSs.

2 System Operation

The main objective of this tool is to be useful to teachers and students of domains that
make use of algebraic equations. Such domains could be chemistry, economics,
physics, medicine, etc. In particular the tool takes input from a human instructor
about a specific equation-related domain (e.g. physics). This input consists of
knowledge about variables, units of measure, formulae and their relation.

Table 1. Examples of input to the system from the domain of physics and economics

The instructor does not have to provide the complete list of variables and equations
that describe the domain, all at once. S/he may only enter the ones that will be used in
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the problems to be constructed in the current interaction and add more in subsequent
interactions. The tool accumulates domain knowledge each time that the human
instructor gives new input. This means that the instructor may give information to the
tool at the same rate as lessons progress in a course. Examples of input to the system
that an instructor could provide from the domain of physics and economics are shown
in Table 1.

2.1 Modes of Operation

WEAR can function in two different modes: the instructor’s mode and the student’s
mode. In the instructor’s mode the instructor is able to construct new exercises and/or
retrieve previously created exercises. In both cases WEAR provides automatic
assistance. Since this paper focuses on the system’s instructor modelling capabilities,
we will discuss in detail the instructor’s mode of operation in the following sections
and briefly describe the student’s mode of operation here.

Each student is assigned a level of knowledge by the system according to his/her
past performance in solving problems with the tool. When a student interacts with the
tool for the first time s/he is asked to fill in a questionnaire concerning his/her
familiarity with the specific domain, his/her ability to solve equations and his/her
competence as a computer user. Based on the student’s answers the tool assigns to
each student an initial level of knowledge, which will then be modified according to
the students’ progress. The students’ “level of knowledge” and the “level of
difficulty” that is assigned to each problem are both in the same range. The tool
suggests each student to try the problems corresponding to his/her level of
knowledge. For example, if a student at a specific session of interaction with the
system is considered to be at the third level of knowledge, the tool will suggest to the
student problems of the third level of difficulty to be solved next. When a student
attempts to solve an exercise the system provides an environment where the student
gives the solution step by step. The system compares the student’s solution to its own.
The system’s solution is generated by the domain knowledge about algebraic
equations and about the specific domain in which the exercise belongs (e.g.
economics). While the student is in the process of solving the exercise the system
monitors his/her actions. If the student makes a mistake, the diagnostic component of
the system will attempt to diagnose the cause of it.

2.2 Instructors’ Assistance at the Construction of Exercises

When the human instructor wishes to create exercises s/he is guided by the system
through a step by step procedure. At each step of this procedure the instructor should
specify values for some parameters needed to construct an exercise. Such parameters
could be for example what is given and what is asked in the exercise to be
constructed. After the completion of this procedure the tool constructs the full
problem text and provides consistency checks that help the instructor verify its
completeness and correctness. In case of redundancies in the given data the tool lets
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the instructor know. For example, if the instructor assigns a value to both the
dependent and independent variables of an equation, s/he will receive a notification
by the system concerning this redundancy. After the construction of a problem the
tool lets the instructor preview the problem text and the solution of the exercise as
formulated by the system. At this point, the instructor is asked to assign to the
problem the appropriate “level of difficulty”. The system uses this measure in order to
suggest to each student (while in student’s mode) what problem to try next.

While students are tackling the given problems the system collects evidence about
the level of difficulty so that it can provide feedback to the instructor. For example, if
the majority of the students of a certain level have failed in solving a particular
problem, which has been assigned to this level, then the instructor is informed. In a
case like this, perhaps the instructor may wish to reconsider the level of difficulty
since there is evidence that the problem may be of a higher level of difficulty. On the
other hand, if many students have managed to solve a problem of a higher level of
difficulty than the one proposed by the instructor, the level of difficulty may have
been overestimated by the instructor. In this case too, the system informs the
instructor. In both cases, the tool does not take the initiative to alter the level of
difficulty by itself: it suggests the instructor to increase or decrease this measure
according to the observed students’ performance in a specific problem. In this way an
instructor is being assisted by the system in the classification of problems.

There are two types of problem that the system can assist the instructor to
construct:

Problems without numbers. In problems without numbers the system displays
every variable that the human instructor has entered. The human instructor should
specify which variable is the unknown, which one is given and the type of change.
For example in the domain of economics the instructor could select as unknown the
variable “income”, and as given an “increase” at the level of “interest rates”. The
system would then produce the following problem text: “How will the increase of
interest rates affect the level of income?”. This kind of problem evaluates the
students’ knowledge of the equations involved in each of these problems. In addition
it evaluates the students’ ability to decide about the influence of each variable over
the others. In cases like this students are not requested to solve a particular system of
equations, but rather working with analogies. In this way, such problems might
measure the students’ overall understanding in the domain being taught.

Problems with numbers. In problems with numbers the system displays again
every variable that the human instructor has entered and requests the unknown (Fig.
1). The system considers automatically all the variables, which depend on the
“unknown” (according to the equations), as possible given data. These variables are
shown to the instructor who should now enter their values. The system follows the
instructor’s actions and reports any inconsistencies. For example, if the instructor
enters values for fewer variables than those needed for the problem to be solvable
then the system points out the error. Finally, the system produces the problem text.
An example of problem text is the following: “If the force is 100 Newtons, the mass
is 25 kg, the initial velocity is 0 m/sec and the time is 5 secs, then find the impulse.”
The instructor may change the problem text to make it more comprehensible; for
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example: “A force of 100 Newtons is acting on a 25 kg object which is initially
stable. After 5 secs how much is the impulse?”. In such problems, the students are
tested over their ability to solve a system of linear equations (mathematical skills) and
their knowledge of the equations describing the particular domain.

Fig. 1. Problem construction

2.3 Retrieval of Exercises

Beyond constructing an exercise by himself/herself, the instructor has the ability to
explore the exercises constructed by others and choose the ones that s/he desires to be
accessible by his/her class. The exercises are first categorised according to the domain
they belong. At a second level the exercises of each domain are categorised according
to the variables they involve and their level of difficulty. Every variable of the
domain can possibly form an exercise category. For example, an exercise like: “If the
force is 100 Newtons, the mass is 25 kg, the initial velocity is 0 m/sec and the time is
5 secs, then find the impulse.” belongs to the broad category “Physics” and in the
sub-categories “Impulse”, “Velocity” and “Acceleration” due to the variables
involved in it. The same exercise could also belong to the sub-category “level of
difficulty 1” based on the exercise’s level of difficulty (as defined by the instructor).

The categorisation of each exercise (according to the variables involved) is
achieved by the system through the following algorithm:
1. Assign the exercise to the categories of every unknown variable in this exercise (In

the above example this step results in the category “Impulse” which is the
unknown variable).

2. Search the equations that must be solved in order to define the unknown variables’
values (in the example, that is the equation J=m*v) for the independent variables
that are not “given” in this exercise and assign the exercise to these categories too
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(in our case that is the variable-category “Velocity”). Consider these variables that
must be given a value by solving an equation as “unknown” variables and repeat
this step (this will end in assigning the exercise to the category “Acceleration”).
Instructors are allowed either to browse the collection of exercises by selecting the

categories and sub-categories that match their needs and interests, or to search the
entire collection using some keywords. A user modelling mechanism incorporated in
the system is responsible for tailoring the interaction of the instructors with the
system to the instructors’ needs.

3 Instructor Modelling

The instructor modelling component monitors the instructors’ interactions with
WEAR and constructs and/or updates a long-term implicit user model [12] for each
user - instructor. As we have already mentioned, an instructor either searches for an
already constructed exercise or constructs an exercise by himself/herself. WEAR
infers from these two actions the users’ interest or expertise in something,
respectively. This is similar to a system called InfoVine [6], which infers that users
are interested in something if they are repeatedly asking the system about it whereas
they are expert in something if they are repeatedly telling the system about it. In
WEAR, when a user frequently searches for specific categories of exercise then it is
inferred that this particular user is highly “interested” in these categories of exercise;
whereas when a user often constructs exercises that belong to the same category the
inference made is that this user is a “major contributor” in that sort of exercise.

This user model is utilised by the system in order to:
- Adapt the interaction with its users. When a user wishes to find an exercise and

decides to browse the available categories, s/he will see that in the categories’ list
the ones that s/he frequently explores are pre-selected for him/her by the system.
Of course the instructor is free to select some other categories as well, or even
ignore the already selected ones. In addition, if new exercises belonging to the
categories that a particular user is interested in are added, the system informs the
user when s/he logs in. When a user searches the collection of exercises using
some keywords instead of selecting categories, his/her search is saved and the next
time s/he logs in and wishes to search the collection s/he is presented with the
option to run again the last saved search.

- Promote co-operative or collaborative work. Users are offered the choice of seeing
what other users have done. When selecting this option, a user is presented with a
list of exercises constructed by users who are considered by the system as “major
contributors” in the categories that this specific user is considered “interested”. A
user is considered a “major contributor” in a particular area of s/he has created
and/or updated many exercises in this area and these have been solved by a
number of students. In addition, when an instructor constructs an exercise by
himself/herself and before completing all the steps needed, the system checks if
there is any similar exercise already constructed by another instructor who is
considered “major contributor”. If this is the case, the instructor is offered the
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choice of seeing the similar exercises and use them instead of constructing his/her
own. In that way, the system avoids the repetition of exercises, facilitates the
instructors’ work and advances the co-operation and collaboration among them.

4 WEAR’s Architecture

The system’s underlying architecture is shown in Fig. 2. The upper part of the figure
(the dimmer part) contains the system’s modules dealing with the student. The
teacher’s input is the domain description in terms of variables, equations and units of
measure and all the information needed to construct a problem (known and unknown
variables, level of difficulty, etc.). This information is stored and used by the
“Problem Solver”, a component that interacts with the student while s/he is solving a
problem. When the student makes a mistake, the “Error Diagnoser” is responsible of
finding out the cause of it. The “Student Model” is updated at every interaction of the
student with the system. Using the information kept in that model the system
performs individualised error diagnosis when the student solves exercises, builds
progress reports and helps the instructor reconsider the level of difficulty s/he
assigned to the constructed problems.

Fig. 2. System’s architecture

The “Instructor Information Generator” forms advice for instructors concerning
the levels of difficulty of exercises and informs instructors about frequent errors made
by students while solving exercises. It also creates student progress reports for
instructors. The “Domain & Problem Generator or Selector” helps the instructor
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construct new exercises and/or retrieve exercises that were previously constructed.
This is done using the “Instructor Model” which is updated at the end of each
interaction of the instructor with the system. Finally the “Domain description &
problems” contains domain knowledge and problems which have been constructed.
The domain knowledge is used by the “Problem Solver” in order to compare the
students’ solutions to the correct one. The “Domain description & problems” also
informs the “Instructor Model” about categories of exercises and provides problems
to the “Problem Selector”.

The implementation of the system is based on the client-server architecture. Both
students and instructors are clients who can use the teaching and authoring services
offered by the system using a conventional WWW browser. The system itself resides
on a WWW server.

5 Conclusions and Future Work

In this paper we described a web based authoring tool for Intelligent Tutoring
Systems in Algebra related domains. We showed that there is a need for an instructor
modelling component in order to render the system more flexible and adaptable to
particular instructors’ interests. The instructor modelling component interacts with
other components of the system in order to form an implicit long-term user model of
the instructor which is used for tailoring advice to the individual instructors’ interests.
In this way instructors can easily benefit from the acquisition of domain problems of
the system through various users of the web application.

It is within the future plans of this research to evaluate the instructor modelling
function of WEAR using a variety of instructors in Algebra-related domains.
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This abstract summarizes how we improved task choice – picking a story to read – in
successive versions of a Reading Tutor that listens to elementary students read aloud.
We wanted to motivate children to spend time on the Reading Tutor by giving them
some choice in what to read, without spending too much time picking stories. We also
wanted them to read plenty of new text, so as to build vocabulary and decoding skills.

1996:  adult-assisted picker       1998:  2-click picker 1999:  1-click picker

     The 1996 Tutor was supervised one-on-one by a school aide, who took ~3 minutes
in a generic file picker to help pick stories. To include time spent browsing titles or
picking the wrong story by mistake, we measured choice time from the last sentence
read in the previous story to the second sentence read in the next story.  The mix of
new and previously read stories was reflected in the fraction of new sentences,
namely ~43%.
     The 1998 Tutor aimed at independent classroom use by possible non-readers. It
gave spoken prompts on what to do, and read a story title aloud (along with a diffi-
culty estimate based on the percentage of new words) if the child clicked on it. The
child clicked Okay to pick that story. To pick again, the kid could click on Story, or
finish the story and answer 1-2 multiple-choice questions like “Was that story easy,
hard, or just right?”  (Most stories were not finished.)  It took ~2 minutes (including
questions) to pick stories, with 59% new text – but some children kept rereading the
same stories.
     To increase this percentage, the 1999 Tutor took turns picking stories, selecting
unread stories at the child’s reading level (estimated based on assisted oral reading
rate).  For the child’s turn, the simplified “one-click picker” read the list of titles
aloud.  As soon as a child clicked on a title, the Reading Tutor displayed that story to
read aloud. To pick some other story, the child could click Back to return to the story
picker, which thus replaced 2-click “select and confirm” with “select, then optionally
repent.” Picking now took 26 seconds, with 66% new text: significantly more than in
1998, p=.003.
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Implementing an Intelligent Tutoring System (ITS) is a costly and time-consuming
activity requiring qualifications from many fields like Artificial Intelligence, Instruc-
tional Theory, and application expert knowledge. Therefore, ITS are rare and often
rather test systems in academic research than wide-spread tools in practical use.

We show how computer algebra systems (CAS) like Maple (TM) or Mathematica
(TM) can be used to reduce the development effort for parts of an ITS in engineering
considerably. The built-in intelligence of CAS wrt. symbolic computation is exploited
for implementing parts of the expert module and diagnostic capabilities for certain
assignment types in engineering. This way, a tutored assignment environment can be
easily written. As opposed to other approaches which implement so-called "intelligent
CAS" with explanatory components from scratch (cf. [Nisheva]), we use an existing
CAS and enhance it didactically by implementing tutorial procedures.

Note that we do not claim to provide a "full-fledged" ITS including a student
model. Since our learning material is not the only offering but just one part of the
overall curriculum (including lectures), this restriction is not problematic. It is the
main advantage of our approach, that a tutoring environment for periods of self-study
can be implemented with low effort by an instructor in engineering, i.e. by the person
who is responsible for making students use it. In order to facilitate this, we set up a
sequence of guidelines on how to proceed when writing tutored assignment work-
sheets for certain classes of engineering problems (cf. [Alpers] for examples on stress
analysis) and we implemented generic diagnostic procedures for one of the most
frequently occurring underlying mathematical models, i.e. linear systems. These
procedures can be used to find faults in linear systems of equations like missing or
wrong equations which, for example,  occur when students set up equations for equili-
brium conditions in mechanics. Moreover, they also give information on certain kinds
of errors like wrong symbols, sign errors, wrong terms, or missing terms which
(according to [Gertner]) show up frequently. Future work will provide more generic
procedures in order to further facilitate the implementation work of an instructor.
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1 Introduction

In this paper, we propose a framework based on a hybrid approach to support
learning neural networks within an interactive simulation-based learning environ-
ment[1], allowing learners to build their neural network simulators by blending
the theory with praxis. To diagnose a neural model made by a learner, we con-
struct a script �le during the learner’s manipulations of objects using a set of
inference rules to help determine the network’s topology and initial weight val-
ues. To this end, we embedded in the system a virtual assistant (VA), which also
contributes in the educational stage of neural networks usage. The VA uses the
knowledge-based neural network (KBNN) algorithm [2] to translate the script
�le into a set of nodes represented as an AND/OR dependency tree. From the
tree we choose a proper index and examine whether the architecture and the
corresponding parameters can be approximated in the knowledge-based neural
network (KBNN) space. The VA examines if there is any missing information or
wrong con ception and points it out to the learner showing him/her where the
error or misconception might be. The system has an object-oriented architecture
in which an adaptive user interface connected to the learner’s skills has the role
of a motivator in the learning stage. That is, it allows visualizing neural mod-
els as concrete neural objects. In fact, the most of the existing neural networks
models have some common components[3], the idea is to implement those simple
components and use them to build di�erent a nd even very complicated systems.
The learner builds his/her models in the simulation environment by making use
of those components provided by the objects library.
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The use of examples may be a good strategy to learn or to improve one’s abilities in a
particular field; but the number of educational systems using examples explicitly
remains small. The goal of our GARUCAS (GenerAtor of summaRies Using CASes)
project is to build an educational system to help users learn text summarization by
means of examples. It uses case-based reasoning to build new summaries from old
ones. By observing the expert module producing a summary, the system user will
learn how to summarize. Thus, the system needs examples of text summarization in
order to show how summaries are produced and also to reuse in summarizing other
texts. We began with 12 examples of summarization of simple narrative texts.

Summarizing depends on text comprehension and requires identification of
important information. Thus, in a context of an educational tool, it is of prime
importance that such a tool employs a cognitive model to help the user learn. Indeed,
how could people learn from a computer if the methods it uses are incomprehensible?

A narrative text can be represented by using ‘plot units’ based on affective states of
the main character(s), allowing to obtain a highly descriptive structural graph. This is
relevant because, from a cognitive viewpoint, a narration is composed of a series of
real or fictive events. Furthermore, from this representation, it is possible to compute
the product graph of two text structure graphs. GARUCAS must be able to compare
the source text of summarization examples with the user’s text. In addition, some
authors define a text as a set of sequences of the same or different types. One of those
is the narrative sequence normally included within a story. It is decomposed into 6
macro-categories with a special function in the logic of the story progress. We used
these macro-categories as slots for the summary frame. Each one gives a function of
the text segments and then their importance within the summary. In the same way,
frames are used for summarizing scientific texts and contained different slots for the
objectives, the employed method or still the obtained results. Moreover, the use of
frames may offer a solution for avoiding highly disjointed abstracts. Learners will
better understand if the system explains them why each text segment is selected to be
part of the summary

With this model, the system can then show learners the different segments of the
text that should be used to produce the summary. The identification of these text
segments is actually the first step in the summarization process. Linguistic rules, such
as condensation or syntactic rules, should be then applied in order to generate a more
coherent and autonomous final version.

                                                          
1 This work is supported by the Natural Sciences and Engineering Research Council of Canada

(NSERC) with the grant number 155387.
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We will use the term "didactic situation" here to refer to any proposed activity for the
learning of a domain. Whatever the learning domain, the type of knowledge to be
acquired or the mode in which the learning is conducted, a didactic situation appears
to the learner as the central entity of the learning process, the place where the
knowledge to be acquired is accessed. Its role as a space where the learner and the
knowledge to be acquired come together, turns the didactic situation into a
multifaceted and highly complex entity. For individual learning,  for example, every
facet of this complexity must be taken into account so as to choose and individualize,
according to a learning goal, a didactic situation to be proposed to a particular student.
These facets must also be taken into account  in order to interpret the student's results.
It is the analysis of these facets that is at the heart of research being carried out in the
framework of the AMICAL project, the theoretical study and development of
knowledge-based multimedia computer environments for the teaching and learning of
reading. Owing to the limitations of this poster, we can only mention the different
facets of a didactic situation, with regard to individual learning.  We note here that
each of these facets refers to many fields of fundamental theoretical research and that
the problems arising in each facet have not yet found definitive solutions. (F1) In
relation to didactic planning, a didactic session is a unit of action that the tutoring
system has at its disposal in order to achieve the goal of a didactic session. This facet
refers to the characterization of the knowledge defining this unit of action and to the
research at the present time on the theory of action in AI. (F2) In relation to the
student, a didactic situation is a complex problem to be solved. We refer here to the
analysis of the knowledge the student needs to solve the problem. We can mention
here three kinds of knowledge: the learning domain knowledge, the knowledge of the
problem-solving strategies, and the knowledge of the interface which is the medium
of interaction for the problem solving. (F3) In relation to the student and to the
tutoring system, a didactic situation is a space for interaction between the student and
the tutoring module. We analyze here, in the prospect of a pedagogical scenario, the
different functional constituents of this space (instruction messages, help, interaction
objects…) The analysis of this facet also concerns the design and development
methodologies of human-machine interfaces. (F4) In relation to the student and to the
tutorial system, a didactic situation is a space for observation of the student whose
qualitative interpretation will lead to the update of the student representations. In
particular, we raise here the problem of filtering, which organizes these observations,
in relation to different kinds of interpretations (knowledge of the subject domain,
learning behavior...) (F5) In relation to the tutorial system, a didactic situation is a
knowledge structure taken into account in the decision making process of the tutorial
system. We also note that if the directions of the analyses mentioned above
correspond to an individual learning situation, many questions concerned are also
present in other learning situations. Some of these situations are currently the focus of
great attention and relate to some form of collective learning.
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This research shows how Constraint Logic Programming can form the basis
of a knowledge elicitation tool for the development of adaptive tests. A review
of literature reveals that adaptive testing has, in recent years, been used as a
student modelling tool in intelligent tutoring systems. E�orts in the construction
and delivery of such tests have involved the use of state-space type constructs,
such as granularity hierarchies and knowledge spaces, to represent a syllabus.
The use of Bayesian probability networks has been proposed as a technique
for �nding an optimal route through these "spaces" so as to �nd the shortest
sequence of problems to put to the student being evaluated. The research pre-
sented here sets out to use "expert emulation" as means of performing the same
tasks. The aim is to construct an adaptive test in order to model a student’s
knowledge, skills and tutorial requirements. The context is the development of
such a system to support autonomous revision for examination in a particular
domain in elementary mathematics.

When setting tests, human tutors have to set speci�c problems. This task
involves the partitioning of a syllabus or of a range of problem types. This
can be done naturally by specifying constraints. Constraint Logic Programming
provides a declarative and executable means of describing such speci�cations.
Moreover, software to support this technique can be made su�ciently convenient
for it to be used "on the fly" during a knowledge elicitation session involving
an expert teacher and an interviewer. Such software facilitates the capture of
descriptions of classes of problems and also descriptions of possible responses
of a student to those problems. These executable descriptions can be used to
generate examples, which can form the basis of further rounds of discussion
between the expert and the interviewer.
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People are used to dealing with paper and textual documents. Nonetheless the satis-
factory principles for those documents are mostly not transposable to numeric and
multimedia ones. Authors do not know how to design software and users do not know
how to evaluate their relevancy. Since the domain is still emerging we do not have
rules stating on the characteristics an ITS should fulfil. We quickly understood that
computer science was just a small part of the domain, but after having explored sev-
eral areas  such as human-machine interface, multimedia, scenarios, and pedagogy
we still can not precisely and totally solve the question. We nevertheless intend to
submit an answer, being aware that it would be nothing but a point of view on the
problem and not an absolute description. We wanted the knowledge we gathered to be
represented and organised so that it could be a statement of the existing reality, shara-
ble by various actors of the domain, effortlessly usable and reusable, easily evolving.
These requirements fit with the concept of ontology in AI

Several level of ontology can be distinguished, depending on their level of for-
malisation. Because our domain is emerging and quickly evolving we could not rea-
sonably propose formal definitions of the concepts. We opted for a terminological
ontology, i.e. an organisation of defined concepts following a conceptual description.
Relating to Gruber and Guarino we define the ontology we built as “a partial taxon-
omy of concepts and relationships between them, depending on the point of view we
choose to study the domain, in order to submit the bases for an agreement inside the
community”. Considering the information we gathered on the domain, we decided to
structure the knowledge base with three main kinds of objects: Criteria, questions and
rules. Criteria indicate global concepts that characterise a tutoring system, whereas
questions and rules allow the formulation of precise and more operational aspects.

In order to validate this ontology and use it in real situation, we developed two ap-
plications that exploit the knowledge it represents. Historically the first one is EMPI,
an application to assist in the Evaluation of Multimedia Pedagogical Software. The
purpose of EMPI is to drive a user into the set of criteria and questions defined in the
ontology in order to find the positive and negative aspects of existing software. The
second tool, Mp•-1, aims to help designers in their choices and specifications. It pres-
ents the rules of the ontology to the designer and helps him in determining what will
or will not be applied to the piece of software he wants to design.

Our ontology, even if only a restrictive and partial representation of the domain,
can bring standardisation and methodology, providing to the actors of the domain a
common language and agreeing on what is or should be a tutoring system. Because
the terminological ontology we submit remains a human centred knowledge base, it
does not aim to impose a too rigid standard, but a flexible description that can be
adapted to each situation specificity.
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In the last two decades, Intelligent Tutoring Systems (ITS) have proven to be highly
effective as learning aids. However, few tutoring systems have made a successful
transition to the industrial environment so far. Among the factors that make this
transition difficult is the maintenance of such systems. In particular, the preparation of
the learning material to the tutoring sessions constitutes a time-consuming task.
Usually, in the industrial environment there is not a staff exclusively dedicated to
training tasks. This is the case of the electrical sector, where the preparation of
training sessions is accomplished with co-operation of the most experienced
operators. As this task requires the participation of very busy people that are daily
involved in the operation of the power system, it may be difficult to accomplish.

This work presents two tools that allow to generate learning sessions for an ITS, as
automatically as possible. This ITS is used to give training to control center operators
of the Portuguese Electrical Transmission Network. The main role of these operators
is to get the diagnosis of the Power System state through the analysis of the alarm
messages arriving to the control center.

The didactic material used in training sessions, conducted by the ITS, is composed
by sets of related alarm messages defining a case occurred in the grid, by conclusions
that allow to define the case and by a parameter quantifying the difficulty level of the
case under analysis. In this context, a case means a set of several incidents related.
The alarm messages arriving to the control centre and the analysis of each incident
occurred are stored in a database. In this way, a register of the disturbances observed
in the electrical grid is maintained. The training scenario generation task consists of
looking for the relationships between several incidents and related alarm messages. A
last step present in the creation of a training scenario is concerned with the evaluation
of the difficulty level of the training scenario. The intelligent tutor will use this
parameter to select a study case to present to the learner, according to his needs.

The first application allows to generate and classify training scenarios from real
cases previously stored. Nevertheless, the training scenarios thus obtained do not
cover all the situations that control center operators must be prepared to deal with.
Thus, we have developed another application that allows to create new training
scenarios or to edit already existing ones.
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This work concerns the use of multiple diagnosis approaches to build a generic diag-
nostic system. The main goal of the project is that the teacher can adapt by herself the
generic system to several domains in order to detect the student’s errors during differ-
ent problem solving processes. Adapting the generic system requires the teacher
analyses thoroughly the domain in order to identify and represent its composing ob-
jects, procedures and problems together with their resolution mechanisms. The
learning tool constructed with this purpose does not support completely the learning
process, since its goal is only to monitor and diagnose the learner’s actions. So the
other aspects of the teaching activity must be carried out by the teacher or an external
(integrated) complementary system (i.e. a tutoring system).

Trying to obtain an exact diagnosis would imply a very deep knowledge represen-
tation and such a close relationship to the domain that would be unfeasible in a sys-
tem proposed as generic. Several diagnostic techniques have been described so far in
the ITS literature whose study has established the basis on which our approach is
inspired. It combines a variant of the model tracing technique augmented with a set of
domain constraints and error libraries. Thus, the diagnostic approach uses the model
adequate to the student’s activity to determine its errors. Besides it offers short de-
scriptions about the errors and informs of their locations.

This generic diagnostic process is initially based on the model-tracing technique.
First the system carries out a supervised diagnosis comparing each student's step with
the previously defined problem solving models. However, if the student executes
actions that have not been considered in the models, bugs or restrictions (as it is not
possible to assure a complete group of solutions), the system is able to determine the
possibility of executing this step taking into account the current state of the problem
solving process and the domain definition. In addition, the student’s resolution proc-
esses are recorded in order that the expert can evaluate its correctness and update the
solution set and the restrictions when necessary in order to complete the domain
model.

This approach has been implemented in CLIPS by means of a general kernel,
called DETECTive, and a suitable graphical interface which facilitates the teacher to
define the multiple models of the domain. It has been proved with four prototypes in
different domains ¾symbolic differentiation, help for handicapped people in the
development of simple tasks, machine tool domain and operation of a photograph
camera¾ obtaining positive results.



654 Poster Paper
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In any educationnal process, evaluation seems impossible to circumvent, and
in this context questionnaires are very often used: easy to implement and pub-
lishing, modi�cation is largely facilitated. . . This tool presents nevertheless some
limits. We propose a model allowing an implementation of any type of question-
naires to improve the teaching performance while preserving their flexibility and
simplicity of implementation. Several aspects can be explored to move up from
basic MCQ to advanced questionnaires, and contrary to other existing projects1,
we propose a formalism wich allows these requirements:

– several type of questions: MCQ, multiple answers, open questions. . .
– several type of structure: tree structure, iteration, random selection. . .
– several type of results: reinforcement, marks, report, structure adaptation. . .
– several target: the questionnaire can be exported on paper, Web. . .
– several results: we can generate several calculs with a same questionaire.

The complete system will provide a tool allowing the author to build a ques-
tionnaire, and a system which will have to allow the publishing of questionnaires
(for the moment only Web and paper, via HTML and LATEX, are established).
An complete example is available at: http://www.hds.utc.fr/~fissac/QML.

1 M. Sasse and al., Support for authoring and managing web-based coursework: the
TACO project. Hezami and al. ed., The digital university. Springer-Verlag, 1998.
J. William and al., The Netquest project: question delivery over the web using TML,
CHEER, 11(2), 1997.
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Assisting Planning in Computer-Mediated
Explorative Problem-Solving

Kohji Itoh, Makoto Itami, Masaru Fujihira,
Takaaki Kawamura, and Kiyoto Kawakami
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Abstract. We have been developing a researchers’ test bed dubbed
CAFEKS (Computer-Assisted Free Exploration of Knowledge Structure)
for developing interactive learning environments with coached problem-
solving. In this poster, we propose to introduce assistance for the learners
planning problem-solving as an extension of CAFEKS.

1 Introduction
CAFEKS is a test bed for developing explorative problem solving environments
in which the students are assisted to choose a problem type, to describe their
problem and to choose a plan script stack from the plan repertoire provided by
the the class, they are assisted in varying degree owing to the system’s inter-
pretation of the scripts which usually comprise problem types as subplans again
allowing selection of plans of the problem type classes. The system guides them
when they get into deadlock.

2 Assisting Planning
In order to give the students more freedom of trying their own planning instead
of choosing plans from those provided by the problem type classes refered to
from the scripts, we propose to provide the students with a database of problem
types and executable scripts from which the student can select problem types
and scripts to construct their own plans of problem-solving.

Once constructed, the component problem type classes can provide options
of plans for solving the pertaining subproblems. The students are free to follow
the pavements or to make detouring.

The principle of tracing the behavior of the students to give advice when they
get lost should be observed. For that purpose we need records of the behavior
of the students.

In general, however, planning and execution often proceed in interwoven or
partially parallel manner. Accordingly we have to distinguish between the records
for planning and the records for execution.

For execution we keep recording in the step instance the context, i.e. the
record of the so far derived assertions, and the plan stack, i.e. the record of that
part of the planning to be executed from that step on.

For planning we will record the parent-child links between the tentative
problem type instance (parent) and the tentative problem type, execution in-
stances (children) which are made included in the parent problem type class’
plan-assistance script proposed by the students combining the elements from
the plan database or selected from the menu of the script stacks of the parent
problem type class.
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Annotating Exploration History and Knowledge
Mapping for Learning with Web-Based Resources

Akihiro Kashihara, Shinobu Hasegawa, and Jun’ichi Toyoda

I.S.I.R., Osaka University, 8-1, Mihogaoka, Ibaraki, Osaka 567-0047, JAPAN
kasihara@ai.sanken.osaka-u.ac.jp

Exploring hyperspace provided by hypermedia/hypertexts often involves constructing
knowledge from the contents that have been explored. This would enhance learning.
However, learners often fail in knowledge construction since what and why they have
explored so far become hazy as the exploration progresses. The main way to resolve
this problem is to encourage learners to reflect on what they have constructed during
exploration in hyperspace. The reflection also involves rethinking the exploration
process that they have carried out since it has a great influence on their knowledge
construction. In particular, exploration purposes, which mean the reasons why the
learners have searched for the next node in hyperspace, play a crucial role in
knowledge construction. For instance, a learner may search for the meaning of an
unknown term to supplement what is learned at the current node or look for
elaboration of the description given at the current node. Each exploration purpose
would provide its own way to shape the knowledge structure. The reflection support
accordingly needs to adapt to their exploration activities and the knowledge structure
being constructed by the learners.

As a proper reflection support for learning with hypermedia/hypertext based
learning resources on the Web, we have developed a reflection support system that
encourages learners to annotate their exploration history with exploration purposes
that have arisen during exploration. It also transforms the annotated exploration
history into a knowledge map that spatially represents semantic relationships between
the WWW pages that the learners have visited. Although such semantic relationships,
which are not always defined in web-based learning resources, these are specified by
the exploration purposes. Using the system, the learners can annotate the exploration
history to rethink their exploration process that they have carried out so far. They can
also view the knowledge map to reflect on what they have constructed in hyperspace.
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In order to realize the functionality or environment for collaboration on the

information network, the following subjects must be systematically investigated:

1) to organize participating students as a collaborative group,
2) to support e�ective actions/reactions among students,
3) to not only coordinate the discussion activity successfully but also promote

the interactions successively,
4) to enable every student to reach the �nal discussion goal and encourage the

mutual understanding.

At least, many of researches which have been investigated until today are mainly
related to 1) and 2), but do not directly address the viewpoints of 3) and 4). The
subjects in 3) and 4) are more di�cult than those in 1) and 2) because these
subjects do not only concentrate on the functionality of system facilities among
mechanical interactions attended to each user operations of inter-processes, but
also aim to grasp the learning progress and understanding situation for par-
ticipating students and encourage the complementary discussions and opinion
exchanges among them cooperatively. The research viewpoints are very di�cult
and complex topics in comparison with current technological e�ects. This paper
focuses on 3) with a view to designing the creative framework for being enable
to attach to 4).

In order to attain to our objective for developing a framework for the cre-
ative learning space, we introduce new collaborative learning support means
which monitor learning process according to not only the discussion states but
also the progress of deriving answer and suggest advices to the learning group
which may resolve inappropriate learning situation. The remarkable aspect of
our research is that our proposing system generates advices, based on the fol-
lowing 2 points of view. One is that our supporting entity is a learning group but
not individual students. In collaborative learning, students are able to help each
other by discussing among the learning group and additionally, such discussion
is necessary in order to understand mutually. Therefore, our system grasps the
learning situation of group and generates advices that promote the discussion
among learning group to solve the exercise, if necessary. The other is encour-
agement to induce ideas. Mostly, there are more than one answering paths in
an exercise and to know other answering paths is meaningful to let students
consider the exercise deeply. So, our system aims not only to help students to
derive the answer but also to encourage them to derive various ideas.
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From the perspective of modern constructivist theories on learning, the large

and diverse group of students with learning di�culties and motorical impair-

ments pose a remarkable challenge for software designers. It is obvious that an

unlimited hyperspace with free paths in every direction is not the ideal envi-

ronment for a learner who gets lost even in simple assignments and can neither

compose a problem-solving strategy nor uphold attentiveness.

Ahmed is a completely domain-independent system to address both learning

and motorical de�cits. Adaptation to individual learning processes in Ahmed is

based on the action of the learner during a learning session. The aim is to lead

the learner through the learning space so that the most suitable learning material

is exposed to the learner. To activate the learner, the material typically consists

of various tasks with interactive elements, not just information items.

The learning space in our framework has a certain similarity with an n-

dimensional hypermedia structure: the learning space has nodes, called learning

seeds, but not necessarily the links between the nodes. The seeds have their posi-

tion in the learning space, de�ned by a numerical parameter for every dimension.

The dimensions can be arbitrary, but it is normal to use them as learning ob-

jectives, such as `Subtraction skill' or `Reading comprehension'. The learner is

situated in one of the points in the learning space at a given time, thus repre-

senting the learner's situation in respect to the learning material.

Every action a learner can make in a seed has an e�ect for the learner's

position in the learning space. The e�ect can pertain 0 to n dimensions, and the

strength of the e�ect can be arbitrary. The action a learner makes in a seed moves

the learner to the seed that matches the learner's previous point in the space

added with the e�ect from of last action. If the learner's position in the space is,

for example, <skill1,skill2> = <3,4> and the action the learner makes has an

e�ect of <skill1> =<+1>, the learner is taken to a position of <skill1,skill2> =

<4,4>. This procedure leads to individual learning paths through the learning

material. These paths serve as an important basis for evaluation and assessment

for the teachers and other learning environment participants.

The learning material inAhmed can be more than traditional frame-oriented

computer-aided instruction; seeds in Ahmed can be simple multiple-choice ques-

tions with right or wrong answers, or they can form more versatile learning ob-

jects, such as educational adventures or games. In addition, the learning material

can be a hypermedia structure, where the width of the visible hyperspace is the

main property to adapt.
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Abstract. SIAL is an intelligent system for the learning of first order
logic. It has been developed as a laboratory tool for Artificial Intelligence
courses of Computer Science curricula. Student modelling in this domain
is a complex task, but it is necessary if we want to have a good interaction
with the student. Interface design has a main role in the system, not only
because it configures the environment in which the student works, but
also because it becomes part of the error diagnosis process. In this paper
we present how we have faced both problems in SIAL.

This paper presents the design principles of the student model and the in-
terface of SIAL.

The diagnosis process is supported by the model tracing [2] and constraint
based modelling [3] techniques. SIAL consists of four modules. The interface con-
trols the input of the student, which is entered basically by direct manipulation
using the mouse. Any expression introduced by the student is �ltered through
a lexical-syntactic parser. User’s expressions are represented in a standard no-
tation, and are compared with the output of two resolution tools: OTTER, a
theorem prover, and SLI, a �rst order logic resolution system. OTTER is used
to detect whether there is a refutation or not, and SLI for �ner-grained tests
about the clausulation process (resolvents, hyperresolvents, factorizations, sub-
sumptions, and elimination of pure literals and tautologies). Finally, a constraint
base performs the analysis at a logic level. It applies the solution to a set of con-
straints, which can detect logical errors, and explain their cause.

Apart of the above mentioned role in the diagnosis process, the interface
implements intelligent selection of expressions [1], which automatically selects
the whole expressions a�ected by a symbol. This feature ful�ls a pedagogical
goal, as it helps the student to think always at the subexpression level.

References

1. S. Alpert, M. Singley, and P. G.Fairweather. Deploying intelligent tutors on the
web: an architecture and an example. International Journal of Artificial Intelli-
gence in Education, 10:183-197, 1999.
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Theorem Proving
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This study addresses a novel technique to build a graphical user interface
(GUI) for an intelligent tutoring system (ITS) to help students to learn geome-
try theorem proving with construction { one of the most challenging and creative
parts of elementary geometry. Students’ task is not only to prove theorems, but
also to construct missing points and/or segments to complete a proof (called
auxiliary lines). The problem space of theorem proving with construction is
generally huge, thus understanding a search strategy is a key issue for students
to succeed in this domain. Two major challenges in building a GUI for an intel-
ligent learning environment are (a) to build a theorem prover that is capable of
construction, and (b) to establish a cognitive model of understanding a complex
problem-solving strategy.

So far, we have built a geometry theorem prover, GRAMY, which can auto-
matically construct auxiliary lines when needed to complete a proof. GRAMY
utilizes a simple single heuristic for construction, which says that \apply a known
axiom or theorem backwards by overlapping the related con�guration with the
diagram given in the problem while allowing the match to omit segment(s) in the
con�guration." The auxiliary lines are those which match the omitted segments.
Surprisingly, this simple heuristic works very well. This suggests that it might
be possible to teach students how to construct auxiliary lines.

In order to develop an ITS based on GRAMY, we need a GUI to display
the reasoning in a graphical, manipulable form | to \reify" (make real) the
reasoning. Some common techniques for rei�cation have flaws, so suggest a new
one. Our basic idea is to reify the search process rather than the structure of
the ultimate solution. The resulting GUI shows an intermediate state of proof.
It consists of the diagram of a theorem to prove, and applicable axioms (or
theorems) in that state. Using tools that look like those of a web browser, the
student can select an applicable axiom to proceed a state, or go back and forth
between states.

We show how this rei�cation technique can be applied to teach students three
basic search strategies; forward chaining, backward chaining, and backing up at
dead-ends. We discuss why this rei�cation model should be better than the ones
that rei�es the entire solution space as trees.

? Email: mazda@isp.pitt.edu and vanlehn@cs.pitt.edu
This research was supported by NSF grant number 9720359 to CIRCLE:
Center for Interdisciplinary Research on Constructive Learning Environments.
http://www.pitt.edu/˜circle

G. Gauthier, C. Frasson, K. VanLehn (Eds.): ITS 2000, LNCS 1839, p. 660, 2000.
c© Springer-Verlag Berlin Heidelberg 2000



Poster Paper      661

G. Gauthier, C. Frasson, K. VanLehn (Eds.): ITS 2000, LNCS 1839, p. 661, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000
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Within the framework of a master in digital art, we have developed a set of
educational tools for artificial life and the complexity sciences. These software tools
constitute a laboratory curriculum that is used to supplement the theoretical courses
on the subject and contain, among other things, an educational tool for behavioral
modeling (VLab).
      VLab allows the experimentation and control of simulated robotic agents that are
Braitenberg vehicle-like (V. Braitenberg, “Vehicles”, MIT Press, 1984). The purpose
of the lab is to make students familiar with behavioral modeling, albeit of the simple
type defined and used by Braitenberg. To better address the target audience of digital
art students, we introduce an additional behavioral parameter, the brush, used by the
simulated agents to draw/paint while moving around. This arrangement allows us to
exploit the users’ visual experience and motivation to manipulate and experiment with
complex visual forms.
      Simulated vehicles move around and draw on a canvas where various stimuli
sources are situated (in the relevant literature, stimuli sources are generally thought of
as food or light sources). Each vehicle’s sensors perceive stimuli sources and are
directly connected to its motors that control motion, without elaborate processing.
Depending on the connections’ properties and topology, a particular phenomenal
behavior arises (aggressive, coward etc). In any case, an external observer perceives
the vehicle as consciously chasing or escaping the source. In VLab, most of the
Braitenberg models are implemented, together with a few variants and synthetic
models. The user may modify the various behavioral parameters, including the brush,
and exploit the “competition” between vehicles and sources to produce structured
patterns (such as lines, ellipses, etc.) or random-like colorful scenes.
      Our experience with using the system revealed that the artists show a high
motivation for experimenting with the system, which is partly due to the fact that they
tend to regard it as a simple abstract art tool that may produce interesting complex
forms. Those forms are possible thanks to the versatility of the brush. We have also
identified several methodological and theoretical issues that have to be addressed by
large-scale educational software tools, for instance by a future expanded version of
VLab. Those issues include the balance that has to be found between general- and
special- purpose functions and the need for active participation of the user to the
system operation so as to ensure high motivation for learning. We also identify the
problem of integration of a software-driven educational process to the general
educational environment and policy applied, as well as the question of objectiveness
of learning. For details, see http://www.softlab.ece.ntua.gr/~brensham/Vlab/
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W1 - Modeling Human Teaching Tactics and Strategies

Benedict du Boulay

University of Sussex at Brighton, UK

This workshop explores issues concerned with capturing human teaching tactics and
strategies as well as attempts to model and evaluate those tactics and strategies in
systems. The former topic covers studies both of expert as well as "ordinary" teachers.
The latter includes issues of modeling motivation, timing, conversation, learning as
well as simply knowledge traversal.

We see this workshop as a follow-on from the panel discussion at AI-ED'99 that
stimulated a debate about the whole issue of how and whether, and with what effect,
human teaching tactics can/should be modeled. The description of that panel was as
follows:

"According to Bloom, one-on-one tutoring is the most successful form of
instruction. […] Recently, the AI-ED community has been exploring issues of human
tutoring in terms of how experts coach novices, when do tutors tutor, how do they
tutor in terms of the types of things they say to the learner, and when do they fade
their assistance? One issue this panel will address is should computer tutors mimic
human tutors or are there special advantages or disadvantages of computers that
should be drawn on or avoided? Even if the computer could accurately diagnose the
student's affective state and even if the computer could respond to that state […],
there remains one final potential difficulty: the plausibility, or perhaps the
acceptability, problem. The issue here is whether the same actions and the same
statements that human tutors use will have the same effect if delivered instead by a
computer, even a computer with a virtually human voice." (Lepper et al., 1993)

Human-to-human tutoring incorporates mechanisms that are associated with
normal conversational dialogue, but rarely incorporate most ideal tutoring strategies.
Some of the normal conversational mechanisms can be simulated on computer,
whereas others are too difficult to incorporate in current computational technologies.
It would be prudent for an ITS to incorporate both ideal pedagogical strategies and
some conversational mechanisms that are within the immediate grasp of modern
technologies. But this solution is periodically confronted with trade-offs and conflicts
between ideal strategies and natural conversation. These issues will be addressed by
this panel.

Workshop Program Committee:
Ben du Boulay, University of Sussex, UK (chair)
Art Graesser, University of Memphis, USA
Jim Greer, University of Saskatchewan, Canada
Susanne Lajoie, McGill University, Canada
Mark Lepper, Stanford University, USA
Rose Luckin, University of Sussex, UK
Johanna Moore, University of Edinburgh, UK
Nathalie Person, Rhodes College, USA
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W2 -  Adaptive and Intelligent Web-Based
Education Systems

Christoph Peylo
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Currently, Web-based educational systems form one of the fastest growing areas in
educational technology research and development. Benefits of Web-based education
are independence of teaching and learning with respect to time and space. Courseware
installed and maintained in one place may be used by a huge number of users all over
the world. A challenging research goal is the development of adaptive and intelligent
Web-based educational systems (W-AIES) that offer some amount of adaptivity and
intelligence.
Adaptability with respect to navigation support and presentation helps students to
locate and comprehend relevant course material. Intelligent problem solving support
and error explanation facilities support their work with assignments. Adaptive
collaboration support tools find most relevant helper or collaborator. These are just a
few examples implemented in a number of research systems that show how a learner
may benefit from adaptive and intelligent technologies. While most commercial
courseware systems do not employ intelligent or adaptive technologies, a number of
existing research systems have already formed a critical mass for a creative discussion
on Web-based adaptive and intelligent educational systems.
The goal of the proposed workshop is to provide a forum for this discussion and thus
to continue the series of workshops on this topic held at past conferences, e.g.
AIED'97 (http://www.contrib.andrew.cmu.edu/~plb/AIED97_workshop/) and ITS'98
(http://www-aml.cs.umass.edu/~stern/webits/itsworkshop/) workshops. Topics of
interest for the workshop include adaptive curriculum sequencing in Web-based
educational systems, intelligent problem solving support via the Web, adaptive
presentation and navigation support for Web-based education, adaptive collaboration
support via the Web, Web-based adaptive testing, porting existing intelligent tutoring
systems to the Web, intelligent monitoring of Web-based classes and courses, log
mining to improve the performance of Web-based educational systems, authoring
tools for developing adaptive and intelligent educational systems on the Web,
empirical studies of Web-based adaptive and intelligent educational systems.

Workshop Program Committee:
Christoph Peylo, University of Osnabrück, Germany (chair)
Peter Brusilovsky, Carnegie Mellon University, Pittsburgh, USA
Steven Ritter, Carnegie Mellon University, Pittsburgh, USA
Claus Rollinger, University of Osnabrück, Germany
Mia K. Stern, University of Massachusetts, Amherst, USA
Gerhard Weber, Pedagogical University Freiburg, Germany
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W3 – Applying Machine Learning to ITS
Design/Construction

Joseph Beck

University of Massachusetts, USA

Machine learning is applicable to many aspects of ITS construction including student
modeling, learning tutoring strategies, and providing education partners for a student.
With respect to student modeling, learning techniques can be used to induce the
student's current state of knowledge. Learning teaching strategies promises to allow
the development of more flexible systems that can adapt to the unique requirements of
different populations of students, and to differences in individuals within those
populations.
A somewhat more general view is that machine learning can be used to automate the
knowledge acquisition process of building an ITS. Given the array of knowledge
needed (rules on how to teach, provide feedback, update estimates of student
knowledge based on his actions, etc.), and the cost of encoding this knowledge, this is
potentially a large lever for easing the difficulties of ITS construction.
Adding these capabilities has a price. For unsupervised techniques there is the
problem of gathering enough training data to ensure the learning agent can reason
correctly. For supervised learning, how much help does the learning agent need? How
can it learn to generalize quickly? Also, there is little agreement on what techniques
or architectures are most appropriate. Experimenting with different learning
paradigms can be very time consuming. Do we know enough to draw general
conclusions about the applicability of various techniques? Given that the agent can
reason effectively, what do we do now? Does this allow us to construct systems with
new capabilities, or only to make existing systems more flexible, and possibly less
expensive?

Workshop Program Committee:
Joseph Beck, University of Massachusetts, USA (chair)
Esma Aïmeur, University of Montréal, Canada
Lora Aroyo, University of Twente, The Netherlands
Ken Koedinger, Carnegie Mellon University, USA
Claude Frasson, University of Montréal, Canada
Tanja Mitrovic, University of Canterbury, New Zealand
Vadim Stefanuk, Institute for Information Transmission Problems, Russia
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W4 – Collaborative Discovery Learning in the
Context of Simulations

Wouter van Joolingen

University of Amsterdam, The Netherlands

In this workshop we aim to explore the cross-fertilization of discovery learning and
collaborative learning. Both types of learning are receiving growing interest because
they share a vision of learning as a learner-centered, situated and social process.
Combining them into collaborative discovery learning opens new possibilities for
enhancing learning.
Collaboration during discovery learning can naturally elicit important learning events.
For example, explication of one's hypothesis to fellow learners helps the discovery
learner make his or her hypothesis more explicit, and encourages justification of and
reflection on the hypothesis. Collaboration can be supported by using models of
discovery learning to do an automated analysis of the collaboration dialogue and
products of collaborative construction. For instance, in learning environments like
Belvedere and CSILE, the constructs created by the learner (e.g. argumentation
structures) and communication about these constructs can benefit from empirical
testing with a computer simulation, and from feedback generated on the basis of an
analysis of the simulation domain.
We will address the issues from three stances, a pedagogical stance, a design stance
and an architectural stance. Pedagogical issues include the effect of collaboration on
discovery and the effect of discovery processes on the communication between
learners. The design stance addresses the design of supportive measures for
collaborative discovery. The architectural viewpoint concerns the generic design and
(re)usability of collaborative discovery environments and their components. A full
account of the workshops issues and program can be found at its web site:
http://www.ilo.uva.nl/projecten/ITS2000.
The workshop will start with a general introduction by the organizers and possibly
other participants based on the position papers. The goal of this opening is to pose the
questions that will be the main focus in the second part. The second part will consist
of a few interactive demonstration sessions, in which the audience is invited to
discuss and make suggestions during the demonstrations given. In the third and final
part of the workshop, we will return to the focus questions raised in the first part and
try to combine elements of the various demonstrations into the requirements and
constraints for a fictitious learning environment that would meet issues raised in the
discussion.

Workshop Program Committee:
Wouter van Joolingen, University of Amsterdam, The Netherlands (chair)
Allen Munro, University of Southern California, USA
Daniel Suthers, University of Hawai'i at Manoa, USA

http://www.ilo.uva.nl/projecten/ITS2000
mailto:wouter@ilo.uva.nl


666      Workshops

G. Gauthier, C. Frasson, K. VanLehn (Eds.): ITS 2000, LNCS 1839, p. 666, 2000.
Ó Springer-Verlag Berlin Heidelberg 2000

W5 – Case-Based Reasoning in Intelligent
Training Systems

Esma Aïmeur

University of Montréal, Canada

The workshop will bring together researchers working primarily in the design and
development of intelligent systems in education. Emphasis is on the application of
case-based reasoning (CBR) to support computer-based learning. This workshop
intends to appraise the current level of development and to identify fruitful avenues of
research for the next five years in case-based teaching systems. Important concerns in
intelligent tutoring research (ITS) are how to ease implementation effort, enable re-
usability of software components, and how to realize the more ambitious objective of
self-improvement (e.g., automated acquisition of pedagogical, problem-solving, and
planning knowledge). These objectives of intelligent tutoring are commonly stated
virtues of CBR. The workshop will examine the latest developments in supporting
learning using CBR technology. We are interested in all aspects of CBR as relevant to
learning environments. This includes learning environments whose architecture has a
CBR component. It also includes systems whose pedagogical approach is case-based,
such as a case method or a Socratic method of teaching, as well as systems that focus
on selecting, tailoring, and/or presenting examples. Finally, it includes systems
designed to teach skills of reasoning with cases. Of particular interest is the use of
CBR in instruction and interaction planning. Central to this are strategies for selecting
suitable interaction moves and responses, methods for generating explanations, and
other techniques for tailoring the interaction between students and the tutor. Software
issues are also relevant and the workshop will discuss architectures which include
components dedicated to managing the interaction that use CBR. Pedagogical agents,
such as dialog generators, and multi-agent systems that co-operate to tailor lessons,
explanations, and interfaces in educational systems are of interest too provided CBR
is a significant component of the architecture. Submissions in any of the areas
discussed above and outlined below are welcome although other relevant topics will
be acceptable too. Those papers that cover a cross-section of areas are particularly
encouraged. As well as research papers, applications are sought that demonstrate a
new technique or a general principle. These may be fully operational industrial
systems or research prototypes. In either case, the main contribution of the application
to understanding the role of CBR in ITS must be clear and justified.

Workshop Program Committee:
Esma Aïmeur, University of Montreal, Montréal, Canada (chair)
Vincent Aleven, Carnegie Mellon University, Pittsburgh, USA
Tariq Khan, North London University, London, England
Ramon Lopez de Mantaras, Spanish Council for Scientific Research, Spain
Riichiro Mizoguchi, Osaka University, Osaka, Japan
Ian Watson, University of Salford, England
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W6 – Learning Algebra with the Computer,
a Transdisciplinary Workshop

Jean-François Nicaud

University of Nantes, France

All over the world many researchers are working on the improvement of the learning
of algebra with the help of the computer. Activities have various forms including
design and development of innovative software, experiments with innovative software
like computer algebra systems, reflection about the nature of the algebra to be taught,
and theories of algebra learning. These researchers belong to different disciplines, in
particular maths education, psychology, and computer science. They do not usually
participate in the same conferences and so unfortunately miss the opportunity for
collaborative discussions toward their common goals of improving the learning of
algebra.
This workshop aims at bringing together researchers interested in algebra learning for
a presentation of their recent constructions and results.
Topics of interest for the workshop include formal manipulations, formal problems,
functions, multiple representations of functions, applications of algebra in other
domains, word problem solving, algebraic models of problem situations, and related
topics. Projects may address algebra learning from young children's first exposure to
algebraic ideas through college level algebra.

Workshop Program Committee:
Jean-François Nicaud, University of Nantes, France (chair)
Ferdinando Arzarello, University of Turin, Italy
Nicolas Balacheff, CNRS, Laboratoire Leibniz, France
Monique Baron, University of Paris 6, France
Michael Beeson, San Jose State University, USA
Carolyn Kieran, UQAM, Montréal, Canada
Kenneth R. Koedinger, Carnegie Mellon University, Pittsburgh, USA
Anh Nguyen-Xuan, University of Paris 8, France
Steven Ritter, Carnegie Mellon University, Pittsburgh, USA
Rosamund Sutherland, University of Bristol, UK
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W7 – Advanced Instructional Design for Complex
Safety Critical & Emergency Training

Mike Dobson 1, Mike Spector 2

1
 CSALT, Lancaster University, UK

2
 Syracuse University, USA

The workshop will bring together expertise in emergency training , intelligent agents,
collaborative learning and communication theory. Participants will examine the use of
intelligent agents, team based instructional design theories and models of cognition
that could contribute to improved learning outcomes such as better,

• shared sense of emergency situations,
• communication between team agents,
• organizational communication for coordination, and
• understanding & management of time critical behavior under jeopardy.

Some early attempts to train operational teams emphasized minimizing error by
practice and improving team co-ordination. Limitations of this approach led to
instructional strategies that also accept and manage errors trying to mitigate their
consequences. Minimizing error and mitigating its consequences imply different
training needs and approaches. Group training theory now emphasizes improvement
of situation awareness leading to effective communication and co-ordination.
Communicating situation information encourages group situation awareness,
minimizes the risk of poor communication, and is likely to reduce error.
Distributed high fidelity simulation systems with intelligent agent technology provide
a realistic and enormously flexible group training experience for trainees. There are
however several outstanding questions for designers and practitioners that will be the
subject of this workshop. Participants will discuss factors for optimizing simulations
including: fidelity, inter agent and organizational communications; strategies for
developing and measuring shared mental models; and the inherent complexity and
difficulty of training for this kind of domain.
The goal of the workshop will be the exchange of ideas and experiences on
instructional design strategies, communication analysis and advanced technology
solutions for performance improvement in safety critical and emergency situations.

Workshop Program Committee:
Mike Dobson, CSALT, Lancaster University, Bailrigg, UK (chair)
Mike Spector, Syracuse University, USA (co-chair)
Frederick Elg, University of Linkoping, Sweden
Dirk Solk, TNO, The Hague, The Netherlands
Jelke van der Pal, NLR, Amsterdam, The Netherlands
Fred Pass, Open University of Netherlands, The Netherlands
Pal Davidsen, University of Bergen, Norway

mailto:m.dobson@lancaster.ac.uk
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