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Preface

Learning is the result of student’s inner and outer actions with her own thoughts as
well as his tutor, companions, and learning environment. In consequence, natural
inquiries arise to consider the efficacy, efficiency, and the quality of the learning
resources, processes, and outcomes, as well as other subtle issues such as learners’
attitude, engagement, performance, behavior, attrition, cheating, and collaboration.

In addition, tutors’ support, companions’ influence and interaction, system
scaffolding, content utility, interface friendship, and other items recreate a learning
setting that bias learner's achievements. The evaluation of such factors claims
specialized on–off-line data gathering procedures, huge databases, accurate models,
reliable methods and techniques to examine information, powerful visualization
tools, and qualified criteria to interpret knowledge and discover findings.

In this context, learning analytics (LA) arises as an emergent discipline that
pursues improvement in teaching and learning by a critical evaluation of raw data
and the generation of patterns that characterize learner habits, predict learner
responses, and provide timely feedback. What is more, LA supports
decision-making, tailors readable content, facilitates realistic assessments, and
provides personal supervision of learner’s progress. The goal is to scale the
real-time exploitation of LA by learner, academics, and educational computer-based
systems to enhance learners’ accomplishments at course and individual tier.

This book shapes a glance of recent research, studies, and applications of LA in
the field of education as a way to trace a conceptual and practical view of the LA
field to recreate a state of the art and a vision of future trends to encourage forth-
coming labor. Therefore, this book builds on recent activities in LA and presents
works that report recent advances, carry out innovative explorations, and establish
foundations for further research. According to the nature of the contributions
accepted for this volume, the following four topics are presented in this book:

• Reviews highlight specific topics of interest that describe in detail a particular
line of the LA arena, as well as sketch a broad landscape to define the nature,
grounds, and applications of the emergent field.
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• Approaches contribute with a particular paradigm and instrument to deal with
specific issues concerned with the personalization of learning support and the
exploitation of huge log data repositories.

• Conceptual introduces a particular topic (e.g., a priori knowledge), provides
arguments to ground the concept, and explains how to apply it in LA settings
with the purpose to enhance certain functionalities.

• Applications explains how to use and exploit LA perspectives, techniques, and
approaches in order to achieve a given goal concerned to the analysis of
assessment repositories and the scheduling on cloud servers.

This volume is the product of the research recently achieved by authors, who are
engaged to promote their views, methodologies, results, and findings to the com-
munity of practitioners, pedagogues, psychologists, computer scientists, academics,
and students interested in the emergent domain of LA!

As a result of the workflow that encompasses the submission of proposals and
their respective evaluation, as well as the edition of the complete manuscript with
the corresponding revision, tuning, and decision according to the Springer quality
principles, nine works were approved, edited as chapters and organized according
to the following sequence:

Chapter 1: Surveys LA works that apply some techniques to deal with particular
issues in higher education settings. Moreover, the sample of works is organized into
clusters according to the stakeholder traits to identify trends.

Chapter 2: By means of a review of related works, introduces teaching and
learning analytics as a synergy between both teaching analytics and LA to transfer
LA underlying elements to academics for improving teaching practice.

Chapter 3: Sketches a landscape of LA to define the nature, roots, and related
domains of the field. Such scenery identifies related domains, learning paradigms,
underlying elements and legal concerns, as well as approaches.

Chapter 4: Focuses on computer-based adaptive assessment and the way it can
be optimized by means of LA approaches. The goal is to provide formative adaptive
tests to learners by instructing the next actions to be fulfilled by user.

Chapter 5: Encourages the provision of personalized feedback and support to
learners by means of a student relationship engagement system that follows a
data-driven strategy that considers a holistic and human-centric view of data.

Chapter 6: Tackles the challenge of extracting meaningful information and
discovering valuable knowledge from huge data sets collected from massive open
online courses by using LA dashboards that facilitate the interpretations.

Chapter 7: Claims for addressing LA approaches according to theory-driven
strategy that considers a priori knowledge. Thus, a two-level framework is proposed
that defines LA as a meta-level process to guide five components.

Chapter 8: Aims at knowledge discovery in big data by the application of
educational data mining and visualization tools. As result, clusters of students’
profiles are organized and interpreted to measure the quality of education.
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Chapter 9: Takes advantage of LA methods for inspiring the design of job
scheduling on cloud servers. Such an approach defines that the cloud broker acts as
a teacher, while local schedulers of cloud sites play as students.

I express my gratitude to authors, reviewers, the Springer editorial team, and the
editors Dr. Thomas Ditzinger and Prof. Janusz Kacprzyk for their valuable col-
laboration to develop this work.

I also acknowledge the support given by the Consejo Nacional de Ciencia y
Tecnología (CONACYT) and the Instituto Politécnico Nacional (IPN), both are
Mexican Government institutions, through the grants: CONACYT–SNI-36453,
CONACYT 264215, IPN-Sabbatical Leave: DG:2015–118–1–196 and CPE/PIAS/
1357–15, IPN–SIP/DI/DOPI/EDI–888/16; IPN-COFAA-SIBE-ID: 9020/2015–
2016, IPN–SIP–20160899.

Last but not least, I acknowledge the strength given by my Father, Brother Jesus,
and Helper, as part of the research projects of World Outreach Light to the Nations
Ministries (WOLNM).

Mexico City, Mexico Alejandro Peña-Ayala
November 2016
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Chapter 1
Learning Analytics in Higher
Education—A Literature Review

Philipp Leitner, Mohammad Khalil and Martin Ebner

Abstract This chapter looks into examining research studies of the last five years
and presents the state of the art of Learning Analytics (LA) in the Higher Education
(HE) arena. Therefore, we used mixed-method analysis and searched through three
popular libraries, including the Learning Analytics and Knowledge
(LAK) conference, the SpringerLink, and the Web of Science (WOS) databases.
We deeply examined a total of 101 papers during our study. Thereby, we are able to
present an overview of the different techniques used by the studies and their
associated projects. To gain insights into the trend direction of the different projects,
we clustered the publications into their stakeholders. Finally, we tackled the limi-
tations of those studies and discussed the most promising future lines and chal-
lenges. We believe the results of this review may assist universities to launch their
own LA projects or improve existing ones.

Keywords Learning analytics � Higher education � Stakeholders � Literature
review
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Abbreviations

AA Academic analytics
ACM Association for computing machinery
EDM Educational data mining
HE Higher education
ITS Intelligent tutoring system
LA Learning analytics
LAK Learning analytics and knowledge
LMS Learning management system
MOOC Massive open online course
NMC New media consortium
PLE Personal learning environment
RQ Research question
SNA Social network analysis
VLE Virtual learning environment
WOS Web of science

1.1 Introduction

The aim of LA is to evaluate user’s behavior in the context of teaching and
learning, further to analyze and interpret it to gain new insights and to provide the
stakeholders with new models for improving teaching, learning, effective organi-
zation, and decision making (Siemens and Long 2011). A key fact is the return of
the resulting knowledge to the teachers and students to optimize their teaching and
learning behavior, to promote the development of skills in the area, and to better
understand education as well as the connected fields, e.g. university business and
marketing. Available resources can be used more efficiently to provide better
support and individual care to develop potentials.

In the area of HE, LA has proven to be helpful to colleges and universities in
strategic areas such as resource allocation, student success, and finance. These
institutions are collecting more and more data than ever before, to maximize
strategic outcomes. Based on key questions data is analyzed and predictions are
made to gain insights and set actions. Many examples of successful analytics and
frameworks use are available across a diverse range of institutions (Bichsel 2012).
Ethical and legal issues of collecting and processing students’ data are seen as
barriers by the HE institutions in LA (Sclater 2014).

In this chapter, we present a literature review to evaluate the progress of LA in
HE since its early beginning in 2011. We conducted the search with the three
popular libraries: the LAK conference, the SpringerLink, and the WOS databases.

We then refined the returned results and settled on including 101 relevant
publications. This chapter mainly contributes by analyzing them and lists the used
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LA methods, limitations and stakeholders. It is expected that this study will be a
guide for academicians who would like to improve existing LA projects or assist
universities to launch their own.

The next section gives a short introduction on the topic of LA and describes LA
in HE in detail. The subsequent sections are concerned with our research design,
methodology and execution of the review. The outcomes of the research questions
and the literature survey are presented in the third section. The penultimate section
discusses the findings and shows the conclusion of our survey. A glance of future
trends are presented in the last section.

1.2 A Profile of Learning Analytics and Learning
Analytics in Higher Education

In this section we present a profile of LA in general and describe the analysis
process. Further, we give emphasis to LA in HE, discuss challenges and identify the
involved stakeholders.

1.2.1 Learning Analytics

Since its first mention in the New Media Consortium (NMC) Horizon Report 2012
(Johnson et al. 2012), LA has gained an increasing relevance. LA is defined as “the
measurement, collection, analysis and reporting of data about learners and their
contexts for purposes of understanding and optimizing learning and the environ-
ments in which it occurs” (Elias 2011). Another definition states “the use of
intelligent data, learner-produced data, and analysis models to discover information
and social connection, and to predict and advise on learning” (Siemens 2010).

The NMC Horizon Report 2013 identified LA as one of the most important
trends in technology-enhanced learning and teaching (Johnson et al. 2013).
Therefore, it is not surprising, that LA is the subject of many scientific papers. The
research and improvement of LA involves doing the development, the use and
integration of new processes and tools to improve the performance of teaching and
learning of individual students and of teachers. LA focuses specifically on the
process of learning (Siemens and Long 2011).

Due to its connections with digital teaching and learning, LA is an interdisci-
plinary research field with connections to the field of teaching and learning
research, computer science and statistics (Johnson et al. 2013). The available data is
collected, analyzed and the gained insights are used to understand the behavior of
the students to provide them additional support (Gašević et al. 2015).

A key concern of LA is the gathering and analyzation of data as well as the setting
of appropriate interventions to improve the learners learning experience (Greller

1 Learning Analytics in Higher Education—A Literature Review 3



et al. 2014). These “actionable intelligence” from Educational Data Mining
(EDM) is supporting the teaching and learning and provides ideas for customization,
tutoring and intervention within the learning environment (Campbell et al. 2007).

According to Campbell and Oblinger (Campbell and Oblinger 2007), an analysis
process has five steps, shown in Fig. 1.1.

Capturing, data is captured and collected in real-time from different sources like
Virtual Learning Environments (VLE), Learning Management Systems (LMS),
Personal Learning Environment (PLE), web portals, forums, chat or rooms, and
combined with student information (Lauría et al. 2012; Tseng et al. 2016).

Reporting, the collected data is used to generate accurate models for identifying
and measuring the student’s progress. Often visualization is used in LA dashboards
for a better understanding of the data (Muñoz-Merino et al. 2013; Leony et al.
2013).

Predicting, the data is used to identify predictors for student success, outcomes
and for identifying at-risk students. Further, it is used for decision-making about
courses and resource allocation which then is used by the decision-makers of the
institutions (Akhtar et al. 2015; Lonn et al. 2012).

Acting, the information gained from the data analyzation process is used to set
appropriate interventions in e.g. teaching or supporting students who are at risk of
failure or dropping out (Freitas et al. 2015; Palmer 2013).

Refining, the gathered information is used in a cyclical process for continuous
improvements of the used model in teaching and learning (Nam et al. 2014; Pistilli
et al. 2014).

Fig. 1.1 The five steps of the
analysis process
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Although research in the field of LA in recent years celebrates boom, LA is still
in its infancy. Students, researchers and educational managers need to discuss ideas
and opportunities on how to integrate these possibilities in their research and
practice (Ferguson 2012).

In 2015, an LA approach which depicted a life cycle was introduced by Khalil
and Ebner (2015), as shown in Fig. 1.2.

The cycle includes four main stages:

• Generation of data: this process starts from the learning environments where
different stakeholders reside in MOOC, LMSs or any other VLEs.

• Data storage: learners leave a lot of traceable data behind them. Learners are not
just consumers but also producers of data.

• Analysis: analytics methods seek to discover hidden patterns inside educational
datasets. Analytics techniques are various. The authors defined them mainly into
quantitative and qualitative analysis methods.

Fig. 1.2 Khalil and Ebner LA life cycle (Khalil and Ebner 2015)

1 Learning Analytics in Higher Education—A Literature Review 5



• Act: the analysis outcome should be interpreted to actions. In this stage, action is
considered as prediction, intervention, recommendation, personalization and
reflection.

At the end, the life cycle loop is closed by introducing the “optimization”
process. Similar to Campbell and Oblinger (2007), they realized that there are
similarities in phases between the available LA approaches in the literature. LA is
an open loop of stages that should be closed at the end by optimizing learning
environments and stakeholders (learners, tutors, decision makers…etc.).

1.2.2 Learning Analytics in Higher Education

HE looks forward to a future of uncertainty and change. In addition to the national
and global as well as political and social changes, the competition on university
level increases.

HE needs to increase financial and operational efficiency, expand local and
global impact, establish new funding models during a changing economic climate
and respond to the demands for greater accountability to ensure organizational
success at all levels (van Barneveld et al. 2012). HE must overcome these external
loads in an efficient and dynamic manner, but also understand the needs of the
student body, who represents the contributor as well as the donor of this system
(Shacklock 2016).

In addition to the strong competition, universities have to deal with the rapidly
changing technologies that have arisen with the entry of the digital age. In the
course of this, institutions collected enormous amounts of relevant data as a
by-product. For instance, when students take an online course, use an Intelligent
Tutoring System (ITS) (Arnold and Pistilli 2012; Bramucci and Gaston 2012; Fritz
2011; Santos et al. 2013) play educational games (Gibson and de Freitas 2016;
Holman et al. 2013, 2015; Westera et al. 2013) or simply use an online learning
platform (Casquero et al. 2014, 2016; Wu and Chen 2013; Ma et al. 2015; Santos
et al. 2015; Softic et al. 2013).

In recent years, more universities use methods of LA in order to obtain findings
on the academic progress of students, predict future behaviors and recognize
potential problems in an early stage. Further, LA in the context of HE is an
appropriate tool for reflecting the learning behavior of students and provide suitable
assistance from teachers or tutors. This individual or group support offers new ways
of teaching and provides a way to reflect on the learning behavior of the student.

Another motivation behind the use of LA in universities is to improve the
inter-institutional cooperation, and the development of an agenda for the large
community of students and teachers (Atif et al. 2013).

6 P. Leitner et al.



On an international level, the recruitment, management and retention of students
have become as high level priorities for decision makers in institutions of HE.
Especially improving the student retention starts and the understanding of the
reason behind and/or prediction of the attrition has come in the focus of attention
due to the financial losses, lower graduation rates, and inferior school reputation in
the eyes of all stakeholders (Delen 2010; Palmer 2013).

Despite that LA focuses strongly on the learning process, the results still in the
beneficial for all stakeholders. Romero and Ventura (2013) divided those involved
stakeholders based on their objectives, benefits and perspectives in the four groups
shown in Table 1.1.

1.3 Research Design, Methodology and Execution

This research aims at the elicitation of an overview on the advancement of the LA
field in HE since it emerged in 2011. The proposed Research Questions (RQ) to
answer are:

• RQ1: What are the research strands of the LA field in HE (between January
2011 and February 2016)?

• RQ2: What kind of limitations do the research papers and articles mention?
• RQ3: Who are the stakeholders and how could they be categorized?
• RQ4: What methods do they use in their papers?

1.3.1 Literature Review Procedure

In accordance to this objective, we performed a literature review following the
procedure of Machi and McEvoy (2009). Figure 1.3 displays the six steps for a
literature review used in this process.

Table 1.1 Overview of the stakeholders (Romero and Ventura 2013)

Stakeholder Objectives, benefits and perspectives

Learner Support the learner with adaptive feedback, recommendations, response to
his or her needs, for learning performance improvement

Educators Understand students’ learning process, reflect on teaching methods and
performance, understand social, cognitive and behavioral aspects

Researchers Use the right EDM technique which fits the problem, evaluation of learning
effectiveness for different settings

Administrators Evaluation of institutional resources and their educational offer

1 Learning Analytics in Higher Education—A Literature Review 7



After we selected our topic, we identified data sources based on their relevance
in the computing domain:

• The papers of the LAK conference published in the Association for Computing
Machinery (ACM) Digital Library,

• The SpringerLink, and
• The Thomson Reuters WOS database.

and the following search parameters:
In the LAK papers, we didn’t need to search for the “Learning Analytics” term

because the whole conference covers the LA discipline. We searched the title, the
abstract and the author keywords for “Higher Education” and/or “University”.

In the SpringerLink database, we searched for the “Learning Analytics” term in
conjunction with either “Higher Education” or “University” (“Learning
Analytics AND (Higher Education OR University)”).

In the WOS database, we searched for the topic “Learning Analytics” in con-
junction with either “Higher Education” or “University” and in the research domain
“science technology”.

The defined inclusion criteria of the fetched papers from the libraries were set to
be: (a) written in English, and (b) published between 2011 till the February 2016.
We superficially assessed the quality of the reported studies, considering only
articles that provided substantial information for LA in HE. Therefore, we excluded
articles that did not meet the outlined inclusion principles.

The literature survey was conducted in February and March 2016. In the initial
search, we found a total of 135 publications (LAK: 65, SpringerLink: 37, WOS: 33).
During the first stage, the search results were analyzed based on their titles, author
keywords and abstracts. After this stage, 101 papers remain for the literature survey.
We fully read each publication and actively searched for their research questions,
techniques, stakeholders, and limitations. Regular meetings between the authors

Fig. 1.3 The literature review: six steps to success (Machi and McEvoy 2009)
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were set on a weekly basis to discuss the results. Additionally, we added to our
spreadsheet the Google Scholar1 citation count as a measurement of article’s impact.

In order to present our findings, we analyze each of the research questions
separately. This section presents our findings.

1.3.2 Response to Research Question 1

In order to answer the RQ1, which corresponds to “What are the research strands of
the LA field in HE (between January 2011 and February 2016)?”, we tried to extract
the main topics from the research questions of the publications.

We identified that many of the publications do not outline their research ques-
tions clearly. Many of the examined publications described use cases. This concerns
in particular the older publications of 2011 and 2012, and is probably resulting from
the young age of the scientific field of LA.

As a result, we did a brief text analysis on the fetched abstracts in order to
examine the robust trends in the prominent field of LA and HE. We have collected
all the article abstracts, processed them through the R software, and then refined the
resulted corpus. In the final stages, we demonstrated the keywords and chose the
Word cloud as a representation tool of the terms as shown in Fig. 1.4. The figure
was graphically generated using one of the R library packages called “wordcloud”.2

In order to ease reading the cloud, we adopted four levels of representation
depicted in four colors. The obtained list of words that have been used were
classified into singular phrases, bi-grams, tri-grams and quad-grams. The most cited
singular words were “academic”, “performance”, “behavior” and “MOOCs”.
“Learning environment”, “case study” and “online learning” were the most repeated
bi-grams. The highest tri-grams used in the abstracts were “learning management
systems”, “Higher Education institutions” and “social network analysis”. While
quad-grams were only limited to “massive open online courses” which were
merged at the final filtering stage with the “MOOCs” term.

The word cloud shows a glance about the general topics when LA is ascribed
with HE. LA researchers focused on utilizing its techniques towards enhancing
performance and students’ behaviors. The popular adopted educational environ-
ment was Massive Open Online Course (MOOC) platforms. Furthermore, LA was
also used to perform practices of interventions, observing dropout, videos, dash-
boards and engagement.

In Fig. 1.5 the collected articles are from the library data sources. Results show
an obvious increase in the number of publications since 2011. For instance, there
were 32 papers in 2015, incremented from 26 articles in 2014 and 17 articles in
2013. However, there were 5 articles only in 2011 and 12 articles in 2012. Because

1Online: http://scholar.google.com.
2Online: https://cran.r-project.org/web/packages/wordcloud/index.html.
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February 2016 was the date of collecting the publications in this study, the
2016 year was not indexed with many papers. On the other hand, the figure shows
the apparent involvement of the journal articles from the SpringerLink and WOS
libraries from 2013.

We cross-referenced the relevant publications with Google Scholar to derive
their citation impact. Table 1.2 shows the 10 most cited publications.

Fig. 1.4 Word cloud of the prominent terms from the abstracts

Fig. 1.5 Collected articles
distributed by source and year
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1.3.3 Response to Response to Research Question 2

We identified for RQ2, which corresponds to “What kind of limitations do the
research papers and articles mention?”, three different limitations, either clearly
mentioned in articles or being tacitly within the context.

Limitations through time, some of the publications stated that continuous work is
needed (Elbadrawy et al. 2015; Ifenthaler and Widanapathirana 2014; Koulocheri
and Xenos 2013; Lonn et al. 2012; Palavitsinis et al. 2011; Sharkey 2011). Either a
longitudinal study would be necessary to prove hypotheses or because of the
shortage of the project (Fritz 2011; Nam et al. 2014; Ramírez-Correa and
Fuentes-Vega 2015).

Limitations through the size, other publications talked about the need for more
detailed data (Barber and Sharkey 2012; Best and MacGregor 2015; Rogers et al.
2014), the small group sizes (Junco and Clem 2015; Jo et al. 2015; Martin and

Table 1.2 Citation impact of the publications

Paper title Year of
publication

No. of Google
citations
(Feb. 2016)

Course signal at Purdue: using learning analytics to increase
student success (Arnold and Pistilli 2012)

2012 164

Social learning analytics: five approaches (Ferguson and
Shum 2012)

2012 94

Classroom walls that talk: using online course activity data of
successful students to raise self-awareness of
underperforming peers (Fritz 2011)

2011 52

Goal-oriented visualizations of activity tracking: a case study
with engineering students (Santos et al. 2012)

2012 46

Where is research on massive open online courses headed? A
data analysis of the MOOC research initiative (Gasevic et al.
2014)

2014 46

Course correction: using analytics to predict course success
(Barber and Sharkey 2012)

2012 36

Improving retention: predicting at-risk students by analyzing
clicking behavior in a virtual learning environment (Wolff
et al. 2013)

2013 34

Learning designs and learning analytics (Lockyer and
Dawson 2011)

2011 33

The pulse of learning analytics understandings and
expectations from the stakeholders (Drachsler and Greller
2012)

2012 30

Inferring higher level learning information from low level
data for the Khan Academy platform (Muñoz-Merino et al.
2013)

2013 28
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Whitmer 2016; Strang 2016), the unsure scalability, possible problems in wider
context and the problem of the generalization of the approach or method (Prinsloo
et al. 2015; Yasmin 2013).

Limitations through the culture, many of the publications mention that their
approach might only work in their educational culture and is not applicable
somewhere else (Arnold et al. 2014; Drachsler and Greller 2012; Grau-Valldosera
and Minguillón 2014; Kung-Keat and Ng 2016). Additionally, the ethics differ
strongly around the world, so cooperation projects between different universities in
different countries needs different moderation as well as the use of data could be
ethically questionable (Abdelnour-Nocera et al. 2015; Ferguson and Shum 2012;
Lonn et al. 2013; Park et al. 2016).

Furthermore, ethical discussions about data ownership and privacy have recently
arisen. Slade and Prinsloo (2013) pointed out that LA touches various research areas
and therefore overlaps with ethical perspectives in areas of data ownership and pri-
vacy. Questions about who should own the collected and analyzed data were highly
debated. As a result, the authors classified the overlapping categories in three parts:

• The location and interpretation of data,
• Informed consent, privacy and the de-identification of data, and
• The management, classification and storage of data.

These three elements generate an imbalance of power between the stakeholders
which they addressed by proposing a list of 6 grounding principles and consider-
ations: LA as moral practice, students as agents, student identity and performance
are temporal dynamic constructs, student success is a complex and multidimen-
sional phenomenon, transparency, HE cannot afford to not use data (Slade and
Prinsloo 2013).

1.3.4 Response to Response to Research Question 3

In order to answer the RQ3, which corresponds to “Who are the stakeholders and
how could they be categorized?”, we determined the stakeholders from the publi-
cations and categorized them into three types. As a basis, we took the four stake-
holders as mentioned in Sect. 1.2.2 and introduced in (Machi and McEvoy 2009).
We merged the Researchers and Administrators from the original classification into
one distinct group. Therefore, the institutional perspective [Academic Analytics
(AA)] is separated from the learners’ and teachers’ one (LA).

Figure 1.6 depicts the defined LA stakeholders as a Venn-Diagram. The figure
shows that there had been more research conducted concerning the
Researchers/Administrators with overall 65 publications and 40 of them only
concerning themselves, than in the field of Learners with a total of 53 publications
and 21 single mentions. Also, it seems that Teachers are only a “side-product” of
this field with only 20 mentions and only 7 dedicated to them alone.
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Most of the combined articles addressed Researchers/Administrators together
with Learners (20 publications). Only 8 articles can be found with an overlap
between Learners and Teachers, which should be one of the most researched and
discussed combinations within LA in HE. Nearly no work has been done by
combining Researchers/Administrators with Teachers (in 1 publications) and only 4
paper combined all 3 stakeholders. This lack of research will be a matter of debate
in the discussion section.

1.3.5 Response to Response to Research Question 4

By analyzing the selected studies to answer RQ4, which corresponds to “What
techniques do they use in their papers?”, we identified the techniques used in LA
and HE publications. We took into account the methods presented by Romero and
Ventura (2013), Khalil and Ebner (2016) and Linan and Perez (2015). We propose
an overview of the used techniques of the different articles in Table 1.3.

The results of Fig. 1.7 show, that the research is focused mainly on prediction
with a total of 36 citations. Outlier detection for pointing out at-risk or dropping out
students with a citation count of 29. Distillation of data for human judgment in form
of a visualization with a citation count of 33 than in all other parts including rarely
used techniques like gamification or machine learning with a total amount of 102
counts.

Fig. 1.6 Venn-diagram of stakeholders in the publications
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Table 1.3 Overview of the used LA techniques of this study

Techniques Key applications Examples

Prediction Predicting student performance and
detecting student behaviors

AbuKhousa and Atif (2016),
Cambruzzi et al. (2015), Harrison
et al. (2015)

Clustering Grouping similar materials or
students based on their learning and
interaction patterns

Aguiar et al. (2014), Asif et al.
(2015), Scheffel et al. (2012)

Outlier
detection

Detection of students with difficulties
or irregular learning processes

Grau-Valldosera and Minguillón
(2011), Manso-Vázquez and
Llamas-Nistal (2015), Sinclari
and Kalvala (2015)

Relationship
mining

Identifying relationships in learner
behavior patterns and diagnosing
student difficulties

Kim et al. (2016), Pardo et al.
(2015), Piety et al. (2014)

Social network
analysis

Interpretation of the structure and
relations in collaborative activities
and interactions with communication
tools

Hecking et al. (2014), Tervakari
et al. (2013), Vozniuk et al.
(2014)

Process mining Reflecting student behavior in terms
of its examination traces, consisting
of a sequence of course, grade and
timestamp

Menchaca et al. (2015), Vahdat
et al. (2015), Wise (2014)

Text mining Analyzing the contents of forums,
chats, web pages and documents

Gasevic et al. (2014), Lotsari
et al. (2014), Prinsloo et al.
(2012)

Distillation of
data for human
judgment

Helping instructors to visualize and
analyze the ongoing activities of the
students and the use of information

Aguilar et al. (2014), Grann and
Bushway (2014), Swenson
(2014)

Discovery with
models

Identification of relationships among
student behaviors and characteristics
or contextual variables. Integration of
psychometric modelling frameworks
into machine-learning models

Gibson et al. (2014), Kovanović
et al. (2015), Lockyer and
Dawson (2011)

Gamification Include possibilities for playful
learning to maintain motivation; e.g.
integration of achievements,
experience points or badges as
indicators of success

Holman et al. (2013), Øhrstrøm
et al. (2013), Westera et al. (2013)

Machine
learning

Find hidden insights in data
automatically (based on models who
are exposed to new data and adapt
itself independently)

Corrigan et al. (2015), McKay
et al. (2012), Nespereira et al.
(2016)

Statistic Analysis and interpretation of
quantitative data for decision making

Clow (2014), Khousa and Atif
(2014), Simsek et al. (2015)
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1.4 Discussion and Conclusion

In this chapter, we examined hundreds of pages to introduce a remarkable literature
review of the LA field in the HE domain. We presented a state-of-the-art study of
both domains based on analyzing articles from three major library references: the
LAK conference, SpringerLink and WOS. The total number of relevant publica-
tions was equal to 101 articles in a period between 2011 and 2016.

In this literature review study, we followed the procedure of Machi and McEvoy
(2009) in which we selected the topic, searched the literature to get the answers to
the research questions, surveyed and critiqued the literature and finally introduced
our review. Using this big dataset, we identified the research strands of the relevant
publications. Most of the publications described use cases rather than compre-
hensive research—especially the prior publications, which is comprehensible
because at the time, the universities had to figure out how to handle and harness the
abilities offered by LA for their benefit.

To make a better holistic overview on the advancement of LA field in HE, we
proposed four main RQs. These questions were related to the research strands of
LA in HE, limitations, stakeholders and what techniques were used by LA experts
in the HE domain, respectively.

The first research question was answered by generating a word cloud of a final
corpus which was formed from all abstracts of the included papers. Results revealed

Fig. 1.7 The publication count of the used LA techniques
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that the usage of MOOCs, enhancing learning performance, students behavior, and
benchmarking learning environments were strongly researched by LA experts in the
domain of HE.

The paper with the title “Course signals at Purdue: using learning analytics to
increase student success” by Arnold and Pistilli (2012), was the most cited article of
our inclusion, which focused on a tool of prediction. Also, we identified that there
was a clear increment of publications since 2011 till 2015, Further it was shown the
apparent involvement of the journal articles from the SpringerLink and WOS
libraries in 2013 and 2015 over the LAK conference publications.

The second research questions showed that limitations were mainly concerning
the needed time to prepare data or getting the results, the size of the available
dataset and examined group and ethical reasons. While the discussions of privacy
and ownership have arisen dramatically after 2012, we found that the ethical
constraints drive the limitations to the greatest extent of this literature review study
similar to the arguments in Khalil and Ebner (2015, 2016b).

The analysis shows that there was clamor regarding who are the main stake-
holders of LA and HE. As the leading stakeholders of LA should be learners and
students (Khalil and Ebner 2015), we found that researchers play a major role of the
loop between HE and LA. Figure 1.6 demonstrated the high use of researchers and
administrators in carrying out decisions. The direct overlap between learners and
teachers was not evidently identified in our study.

At the final stage, we tried to elaborate what were the most used techniques of
LA in HE. This research question was answered based on solid articles that dis-
cussed the LA techniques. The scanning showed that prediction, distilling of data
for human judgment, and outlier detection were the most used methods in the HE
domain. General data mining methodologies from text mining to Social Network
Analysis (SNA) were identified with high usage in the analyzed publications. On
the other hand, we noticed that there are new techniques that seem to be used more
frequently in the past two years such as serious gaming, which belongs to the
gamification techniques.

1.5 Future Trends

In this section we tackle the future development in the field of LA in HE, which can
be divided into short-term (1–2 years) and long term (3–5 years) trends.

1.5.1 Short-Term Trends

Over the next 1 to 2 years, universities must adjust to the social and economic
factors, which postulated the change in the capabilities of the students (Johnson
et al. 2016). The tuning of the areas analysis, consultation, examination of
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individual learning outcomes and the visualization of continuously-available,
aggregated information in dashboards are gaining more and more importance.
Students expect real-time feedback during learning with critical self-reflection on
the learning progress and learning goal which strengthens their expertise in
self-organization. If adequate quantities of data from students are available, they
can be carried out for subsequently, predictive analytics (Johnson et al. 2016).

1.5.2 Long-Term Trends

The relevance of LA in HE will mint even more over the next 3–5 years. This trend
is promoted by the strong interest of students for individual evaluations and care.
To serve this market, dashboards and analysis applications that specifically address
the needs of each customer will develop stronger. This approach offers many
advantages: Accessing your own data in an appropriate form allows better
self-reflection and a healthy rivalry among the fellow students. The teachers can
survey a large amount of students and precisely recognize those who need their
help. University and college dropouts can be better detected by appropriate ana-
lyzing and with targeted interventions they remain in the university system
(Shacklock 2016).

To master the associated problems, the LA market will have to change.
Currently, many different systems and analytical approaches are used. The frag-
mentation of the market will grow even further in the future, which makes the
interuniversity comparison very difficult or even impossible. Therefore, the creation
of standards is essential (Shacklock 2016). Furthermore, a change in the type of
analysis is foreseeable. Most current and past data have been used to measure the
success of students. Today, advances in predictive analytics (predictive analysis)
are important. By using the analysis of existing data sets of many students, pre-
dictive models can be developed and warn thus students who are at risk not to meet
their learning success (Shacklock 2016).
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Chapter 2
Teaching and Learning Analytics
to Support Teacher Inquiry: A Systematic
Literature Review

Stylianos Sergis and Demetrios G. Sampson

Abstract Teacher inquiry is identified as a key global need for driving the con-
tinuous improvement of the teaching and learning conditions for learners. However,
specific barriers (mainly related to teachers’ data literacy competences), can defer
teachers from engaging with inquiry to improve their teaching practice. To alleviate
these barriers and support teacher inquiry, the concept of Teaching and Learning
Analytics (TLA) has been proposed, as a complementing synergy between Teaching
Analytics and Learning Analytics. Teaching and Learning Analytics aims to pro-
vide a framework in which the insights generated by Learning Analytics methods
and tools can become meaningfully translated for driving teachers’ inquiry to
improve their teaching practice, captured through Teaching Analytics methods and
tools. In this context, TLA have been identified as a research challenge with sig-
nificant practical impact potential. This chapter contributes the first systematic lit-
erature review in the emerging research field of Teaching and Learning Analytics.
The insights gained from the systematic literature review aim to (a) transparently
outline the existing state-of-the-art following a structured analysis methodology, as
well as (b) elicit insights and shortcomings which could inform future work in the
Teaching and Learning Analytics research field.
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Abbreviations

ED Educational design
RQ Research question
SLR Systematic literature review
SNA Social network analysis
TLA Teaching and learning analytics

2.1 Introduction

Data-driven teacher appraisal is among the key priorities of educational policies
worldwide for continuously monitoring and improving the teaching and learning
conditions offered to learners (OECD 2013). Data-driven teacher appraisal can be
related either to (OECD 2009):

• Meeting external accountability mandates, which take a summative standpoint
towards assessment of teachers’ educational design and delivery practice or

• Developing a continuous cycle of self-improvement, which is guided by the
teachers themselves and takes a formative standpoint towards improvement.

However, since the latter can also be considered as a pre-requisite for the former,
explicit focus is being placed for supporting teachers to engage in self-evaluation
and improvement of their practice (namely educational design and delivery), in a
process commonly termed as teacher inquiry (Check and Schutt 2012).

Teacher inquiry refers to a continuous process of investigation, reflection and
improvement of teaching practice, based on the collection, analysis and interpretation
of diverse educational data (Avramides et al. 2015). However, despite the emerging
global need for teachers to engage in inquiry, specific barriers can hinder its wide
adoption. Examples of such barriers include teachers’ low data literacy competences
for collecting, analyzing and interpreting educational data (Marsh and Farrell 2014),
the need for timely data collection and analysis (Kaufman et al. 2014) as well as the
quality of educational data that can be manually collected (Mandinach 2012). To
address these barriers, specific data Analytics strands have emerged, as follows:

• Teaching Analytics, which refers to the methods and digital tools to help
teachers analyze and improve the educational designs prior to the delivery.
Furthermore, more recent developments on Teaching Analytics also support
analysis of how the teacher delivers the educational designs (e.g., Gauthier
2013; Prieto et al. 2016).1

1In this book chapter, we will consider this extended strand of Teaching Analytics research as part
of the proposed concept of Teaching and Learning Analytics (TLA) and not as part of the Teaching
Analytics strand.
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• Learning Analytics, which refer to the methods and digital tools that allow the
measurement, collection, analysis and reporting of data about learners and their
contexts, for purposes of understanding and optimizing learning and the envi-
ronments in which it occurs (SOLAR 2011).

However, each Analytics strand focuses on supporting specific inquiry tasks,
namely Teaching Analytics mainly focus on capturing and analyzing the teacher
actions during the educational design and delivery process, while Learning
Analytics mainly focus on capturing and analyzing the learner actions, despite the
explicit mention of “[educational] context” in their definition. Therefore, each
digital Analytics strand can offer fragmented support to teachers towards reflecting
on and improving their educational design and delivery. More specifically,
Teaching Analytics do not account for the learners’ actions and, therefore may have
limited value for evaluating the impact of educational designs. On the other hand,
Learning Analytics have not yet fully accounted for the aspect of context (namely
educational design and delivery), which is a significant factor that can affect
learners’ performance and progress (e.g., Dyckhoff 2011; Toetenel and Rienties
2016). The latter limitation is also noticeable in a number of recent analyses of the
Learning Analytics research field (e.g., Papamitsiou and Economides 2014; Sin and
Muthu 2015; Nunn et al. 2016).

As a response to this need, a new Analytics strand has been proposed, which can
be termed Teaching and Learning Analytics (TLA). TLA is presented as a synergy
between Teaching Analytics and Learning Analytics in order to holistically support
the process of teacher inquiry. More specifically, TLA argues for the need for
methods and tools that will allow teachers to analyze their educational design and
delivery process and also utilize learners’ educational data for evidence-based
evaluation, reflection on and improvement of this process (McKenney and Mor
2015). This synergy has been considered as one of the key research challenges in
the field of Technology-enhanced Education (Lockyer et al. 2013; Wasson et al.
2016).

In this context, this book chapter reports on the first systematic literature review
(SLR) in the emerging research field of TLA. The contribution of this book chapter
is that it analyzes the current state-of-the-art in the TLA research, using the concept
of teacher inquiry as a backbone analysis framework, with the aim of providing
transparent overview of overarching insights and shortcomings.

The remainder of the book chapter is structured as follows: Sect. 2.2 presents the
background of this work related to the concept of teacher inquiry and Teaching and
Learning Analytics. Section 2.3 presents the methodology followed in the sys-
tematic literature review process. Section 2.4 presents the results of the systematic
literature review. Finally, Sect. 2.5 discusses the main findings and conclusions.
The Appendix section contains the full analysis of the state-of-the-art research TLA
works, following the analysis framework described in Sect. 2.3.
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2.2 Background

This section will initially present the foundational concepts, namely teacher inquiry
and Teaching and Learning Analytics in corresponding sections. Furthermore, it
will outline the manner in which the two concepts are connected and how TLA can
provide more holistic support to teachers for engaging in the full spectrum of tasks
associated with teacher inquiry.

2.2.1 Teacher Inquiry

Teacher inquiry is defined as a sequence of actions in which “teachers identify
questions for investigation in their practice and then design a process for collecting
evidence about student learning that informs their subsequent educational designs”
(Avramides et al. 2015). Essentially, teacher inquiry is a form of action research, in
which teachers define specific questions regarding their educational design and
delivery and collect evidence to answer these questions (Altrichter et al. 2008).
Therefore, this process can guide reflection and improvement in a systematic and
evidence-based manner (Dana and Yendol-Hoppey 2014).

Teacher inquiry generically follows a cycle of steps (Timperley et al. 2010;
Hansen and Wasson 2016), which is outlined as follows (also depicted in Fig. 2.1):

Problem 
Identification 

Develop Inquiry 
Questions 

Educational 
Design 

Deliver Educational Design and 
collect data

Analyze 
Educational 

Data 

Reflect on Data

Fig. 2.1 Overview of the teacher inquiry cycle
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• Step 1: Problem Identification. During this step, the teacher identifies a specific
aspect of their educational design and/or delivery that they wish to
investigate/evaluate in order to improve it.

• Step 2: Develop Inquiry Questions. During this step, the teacher defines the
specific questions that they will investigate, related to evaluating or investigating
aspects of their educational design and/or delivery. Furthermore, the teacher
defines which educational data they will need to collect during delivery to
answer the specific question they defined, as well as the method for collecting
these data.

• Step 3: Educational Design. During this step, the teacher formulates the edu-
cational design which they will deliver in order to implement their inquiry.

• Step 4: Deliver Educational Design and collect data. During this step, the
teacher delivers the educational design to the learners and collects the educa-
tional data using the collection method.

• Step 5: Analyze educational data. After the teacher has collected the educational
data, they analyse them in order to elicit insights to answer the inquiry question
they have defined.

• Step 6: Reflect on data. Finally, the analysed data are used by the teacher in
order to answer the defined inquiry question and (if needed) revise the practice
in which they conduct their educational design and/or delivery.

As aforementioned, teacher inquiry is gaining momentum globally as teachers
are continuously expected to improve the teaching and learning conditions for their
learners on an evidence-based manner (OECD 2013). However, despite this
emerging push, specific barriers exist that hinder teachers perform each step of the
inquiry cycle, including teachers’ low data literacy competences to collect, analyze
and interpret educational data (Marsh and Farrell 2014), untimely collection and
analysis of educational data (Kaufman et al. 2014) and low quality of educational
data that can be manually collected by the teacher (Mandinach 2012). To address
these issues and facilitate teachers in performing the tasks of the inquiry cycle, a
research synergy to exploit the potential of Teaching Analytics and Learning
Analytics has been recently proposed, namely TLA. The following section
describes the concept of TLA and how it can support the process of teacher inquiry.

2.2.2 Teaching and Learning Analytics

The emerging research strand of TLA refers to the methods and tools for supporting
teachers engage in inquiry for reflecting on and improving their educational design
and delivery. To do that, TLA aims to combine the individual capacity of Teaching
Analytics and Learning Analytics in order to exploit:
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• The potential of Teaching Analytics to analyze the educational designs in the
constituent elements (e.g., learning and assessment activities and educational
resources/tools) and the interrelations between these elements.

• The potential of Learning Analytics to measure, collect, analyse and report on
learners’ educational data and the learning context that they are generated,
aiming to improve the learning conditions for individual learners or groups of
learners (Papamitsiou and Economides 2014).

Essentially, TLA introduces a framework that aims to combine the focal points
of the existing Analytics strands and re-purpose them towards addressing a new
challenge, which is currently under-supported by each individual strand in isolation.
More specifically, TLA argues that insights generated by Learning Analytics
methods and tools can be mapped to the analyzed (through Teaching Analytics
tools) elements of teaching practice that generated them, and therefore support
teachers to reflect on and improve their educational design and delivery based on
evidence (Greller et al. 2014; Greller and Drachsler 2012; Emin-Martinez et al.
2014; Bakharia et al. 2016). In this regard, TLA is appropriate to support the
concept of teacher inquiry (Mor et al. 2015), as defined in the previous section, and
it can be directly linked to all teacher inquiry cycle, as indicated in Table 2.1.

Therefore, in this book chapter, TLA will be defined as a framework to guide the
process of teachers’ reflection on their educational design and delivery, based on
evidence from educational data related to both their learners, as well as their own.

As aforementioned, the research field of TLA is still relatively new but highly
emerging and important (Wasson et al. 2016). Based on this fact, it is reasonable to
argue for the need to have a systematic and critical overview of the current research
state-of-the-art. This overview will provide insights on how the existing works have
been aligned to the overarching challenge that TLA is aimed to address, namely

Table 2.1 Mapping between TLA and the steps of teacher inquiry cycle

Teacher inquiry cycle steps How TLA can contribute

1. Problem identification Teaching analytics can be used to capture and analyze the
educational design and facilitate the teacher to:
• pinpoint the specific elements of their educational design
that relate to the problem they have identified and

• elaborate on their inquiry question by defining explicitly the
educational design elements they will monitor and
investigate in their inquiry

2. Develop inquiry questions

3. Educational design

4. Deliver educational design
and collect data

Learning analytics can be used to collect the learner/teacher
educational data that have been defined to answer their
inquiry question.

5. Analyze data Learning analytics can be used to analyse and report on the
collected data and facilitate sense-making

6. Reflect on data The combined use of TLA can be used to answer the inquiry
questions and support reflection on educational design and
delivery
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support the process of teacher inquiry. Furthermore, these insights could also
outline shortcomings that future TLA research could aim to address.

In this context, the contribution of this book chapter is to perform a systematic
literature review in the research field of TLA and provide the aforementioned
insights following a systematic approach. Using the teacher inquiry cycle as a
backbone framework, the SLR was structured and implemented based on a specific
step-by-step methodology, which is described in detail in the following section.

2.3 Systematic Literature Review Methodology

The systematic literature review followed the widely accepted methodology of
Kitchenham and Charters (2007). More specifically, the methodology included the
definition of (a) the analysis framework of existing research works (depicting the
research questions addressed), (b) the literature inclusion and exclusion criteria and
(c) the literature search strategy adopted (Brereton et al. 2007). Each of these
methodology steps are described in the following sections.

2.3.1 Research Questions: Research Work
Analysis Framework

In order to provide a structured method to analyze the existing research works in
Teaching and Learning Analytics, a set of research questions were defined. These
research questions aimed to collect insights on how the current state-of-the-art in
TLA supports the steps of the inquiry cycle, as they were outlined in Table 2.1.

The research questions (analysis framework) were defined as follows:

• RQ1. What Teaching Analytics tasks were employed? This Research Question
was related to the steps of the inquiry cycle related to “Problem Identification”,
“Develop Inquiry Questions” and “Educational Design”. It aimed to elicit the
Teaching Analytics tasks that each research work adopted in terms of analyzing
the educational design and, thus, supporting the teacher to clearly define inquiry
questions based on the problems they had identified.

• RQ2. Which educational data types were collected regarding the learner? This
Research Question was related to the step of the inquiry cycle “Develop Inquiry
Questions” and aimed to identify the educational data types that each research
work collected, related to learners.

• RQ3. Which educational data types were collected regarding the teacher? This
Research Question was related to the step of the inquiry cycle “Develop Inquiry
Questions” and aimed to identify the educational data types that each research
work collected, related to teachers.
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• RQ4. What data analysis method was used to process the collected
teacher/learner data? This Research Question was related to the steps of the
inquiry cycle “Deliver Educational Design and collect data” and “Analyze
educational data”. It aimed to identify the (Learning Analytics) methods that
each research work exploited towards processing the learners’ and teachers’
educational data.

• RQ5. Which was the focus of reflection? This Research Questions was related to
the step of the inquiry cycle “Reflect on Data”. It aimed to identify which aspect
of teachers’ practice the TLA work provided reflective insights for.

• RQ6. Were teachers provided with recommendations for supporting reflection?
This Research Question was related to the step of the inquiry cycle “Reflect on
Data”. It aimed to elicit whether the research work provided recommendations
to support teachers’ reflection and sense-making, or whether the teacher had to
engage in ad hoc reflective insights based on their own reasoning.

2.3.2 Inclusion and Exclusion Criteria

In order to ensure that the identified research works were relevant to answer the
Research Questions of this SLR, a set of inclusion and exclusion criteria was
defined. The adopted inclusion and exclusion criteria are as follows:

• Inclusion Criterion:

– Publications should describe original research work related to the use of
TLA methods/tools for supporting the teacher to reflect on their teaching
design and delivery.

– No restriction was imposed on the date of publication of the publications.

• Exclusion Criteria:

– Publications should not focus solely on the use of Teaching Analytics
methods and tools that do not take into account the delivery of the educa-
tional design.

– Publications should not focus solely on the use of Learning Analytics
methods and tools to exclusively facilitate the teacher support individual
learners’ progress (but not reflection on their educational design and
delivery).

– Publications should not be included in the conference proceedings as posters
(in case of conference publications).

– Publications should be written in English.
– Abstract-only publications were not considered.
– Updated versions of the same publications were only considered once.
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2.3.3 Literature Search Strategy

The literature search strategy was devised in order to identify and collect research
works and use them to answer the proposed research questions. Following rec-
ommended practice in systematic literature reviews (Brereton et al. 2007), the
search strategy adopted the following protocol in terms of keyword. The keywords
for guiding the search were selected. In order to ensure that any relevant research
papers would not be excluded at this point, general keywords were used, namely
“Teaching Analytics”, “Learning Analytics”, “Educational Analytics”, “Teacher
Inquiry”, “Analytics”. Additionally, the use of Boolean operators (OR, AND)
among the general keywords was also performed in order to extend the search
results. The keywords were appropriately selected in order to include the key
concepts relevant to the focus of the SLR. By adopting general keywords, research
works that were relevant to the SLR but did not explicitly use terms such as
“teacher inquiry”, were also captured. The timeframe in which this literature search
was conducted was May–June 2016.

Regarding the digital databases used in the search, these included prestigious
scientific journals and international conference proceedings relevant to the field of
Teaching Analytics and Learning Analytics, as follows:

• Journal of Learning Analytics [http://learning-analytics.info/].
• Computers & Education [http://www.journals.elsevier.com/computers-and-

education].
• British Journal of Educational Technology [http://onlinelibrary.wiley.com/

journal/10.1111/(ISSN)1467-8535].
• Journal of Educational Technology & Society [http://www.ifets.info].
• IEEE Transactions on Learning Technologies [https://www.computer.org/web/

tlt].
• Computers in Human Behavior [http://www.journals.elsevier.com/computers-

in-human-behavior].
• Proceedings of the Learning Analytics and Knowledge (LAK) Conference

(2012–2016) [https://solaresearch.org/events/lak/].
• IEEE Conference on Advanced Learning Technologies (ICALT) (2012–2015)

[http://ieeexplore.ieee.org/].
• Furthermore, relevant research works directly cited in the initially identified

publications from the above databases were also considered.

The research works selection process was conducted in two steps, as follows:

• Step 1. All research works retrieved using the literature search strategy were
assessed based on the inclusion and exclusion criteria (defined in Sect. 2.3.2).
At this step, each research work was initially assessed in terms of the title and
abstract in order to identify and reject papers that were not relevant to the aims
and Research Questions of this SLR.
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• Step 2. All research works that were initially approved during Step 1, were more
deeply analyzed based on the full text in order to ensure that they were relevant
to the Research Questions.

After the aforementioned process was finalized, a pool of 54 research works
remained, which was used for addressing the defined Research Questions.

2.4 Systematic Literature Review Results

This section will present the results of the SLR for each of the Research Questions.
The results for each of the RQ is outlined in a separate sub-section, presenting both
a discussion of results as well as quantitative analyses of the collected data.
Furthermore, a detailed table depicting the full quantitative results of the full SLR
can be found in the Appendix section.

2.4.1 Results Related to the Teaching Analytics Tasks
Employed (RQ1)

The RQ1 was aimed to elicit which Teaching Analytics tasks each research work
adopted in order to support the first three steps of the inquiry cycle. The critical
analysis of existing works highlighted a set of three overarching and recurring
Teaching Analytics tasks, which are depicted in Table 2.2 and Fig. 2.2.

As Table 2.2 depicts, the analysis of research works led to the definition of the
following Teaching Analytics tasks:

• Analysis of ED in terms of elements (N = 52, x = 96.3%). This Teaching
Analytics task related to the basic analysis of the educational design in terms of
its constituent elements. More specifically, this task aims to create a structured
representation of the educational design, where each element (i.e., each learning
activity, assessment activity and/or educational resource/tool) is explicitly
defined. The main aim of this task is to support the teacher transparently

Table 2.2 Teaching analytics tasks

# Overarching teaching analytics task Occurrence frequency (N = 54) Percentage (%)

1 Analysis of educational design
(ED) in terms of elements

52 96.3

2 Capturing the flow of learning and
assessment activities

20 37.0

3 Analysis of learning and assessment
activity types

13 24.1

The teaching analytics tasks were not mutually exclusive in each research work
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‘decompose’ their educational design and, therefore, be able to define and
investigate inquiry questions on each comprising element (e.g., Romero et al.
2008; Hung et al. 2012).

• Capturing the flow of learning and assessment activities (N = 20, x = 37.0%).
This Teaching Analytics task extended the previous task, by not only capturing
the learning and assessment activities of the educational design but also defining
the specific flow in which these should be delivered. The main aim of this task is
to enable the teacher to compare between their designed flow of activities and
the flow that their learners follow during delivery (e.g., Camilleri et al. 2013).

• Analysis of learning and assessment activity types (N = 13, x = 24.1%). This
Teaching Analytics task aimed to include another layer of detail when analyzing
the educational design, by classifying the learning and assessment activities in
specific types (which were defined based on the focus of each work). To give an
example, Rienties et al. (2015) classified learning activities in seven types
(productive, assimilative, assessment, communication, finding and handling
information, experiential, interactive). The main aim of this task is to allow
teachers to define and answer inquiry questions related to how different learning
activity types can impact their learners’ performance (e.g., Gómez-Aguilar et al.
2015) or their own actions when delivering the educational design (e.g., Prieto
et al. 2016).

2.4.2 Results Related to the Educational Data Types
Collected Regarding the Learner (RQ2)

The RQ2 was aimed to elicit the learner educational data types that TLA research
adopt in order to support the second step of the inquiry cycle (“Develop Inquiry
Questions”). Table 2.3 and Fig. 2.3 depict the resulting set of seven overarching
earner educational data types that were elicited from the critical analysis of the TLA
research works. It is mentioned that 52 (out of the overall 54) TLA research works
utilized learners’ educational data.

13

20

52

0 10 20 30 40 50 60

Analysis of learning and assessment activity types

Capturing flow of learning and assessment activities

Analysis of educational design (ED) in terms of
elements

Occurrence Frequency

Fig. 2.2 Overview of the teaching analytics tasks
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As Table 2.3 depicts, the analysis of research works highlighted the following
learner educational data types:

• Assessment scores (N = 28, x = 53.8%). This educational data type refers to
formative or summative assessment performance of the learners during the
delivery of the educational design. The main aim of this educational data type is
to offer a benchmark for evaluating the impact on the learners’ performance of
specific educational design elements (e.g., specific learning activities) (Mirriahi
and Dawson 2013; Hernández-García et al. 2015) or the teachers’ actions during
the delivery of the educational design (e.g., Howlin and Lynch 2014).

• Engagement in learning activities (N = 27, x = 51.9%). This educational data
type refers to the level in which learners engaged with the learning activities, in
terms of either time spent on the activities (e.g., Fernández-Gallego et al. 2013)

Table 2.3 Learner educational data types

# Learner educational data type Occurrence frequency (N = 52) Percentage (%)

1 Assessment scores 28 53.8

2 Engagement in learning activities 27 51.9

3 Engagement with educational
resources or tools

24 46.2

4 Engagement in discussion activities 21 40.4

5 Customizable list of educational data 11 21.2

6 Demographics 2 3.8

7 Behavior 2 3.8

8 Physical setting 2 3.8

The educational data types were not mutually exclusive in each research work
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Assessment Score
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Fig. 2.3 Overview of the learner educational data types
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or frequency of attempts of the activities (e.g., El-Bishouty et al. 2015). The
main aim of this educational data type was to identify the learning activities that
were attributed with low learner engagement and therefore, might need revising.
Moreover, learning activities which highly engaged learners could also be
highlighted, in order to provide the teacher with a ‘good-practice’ blueprint.

• Engagement with educational resources or tools (N = 24, x = 46.2%). This
educational data type refers to the level in which learners engaged with the
educational resources and tools, in terms of either time spent on the educational
resources/tools (e.g., Rienties et al. 2015) or frequency of access/use (e.g.,
Mirriahi and Dawson 2013). The main aim of this educational data type was to
help the teacher pinpoint specific educational resources/tools that were not
engaging to the learners and, therefore, might need to be revised or replaced.

• Engagement in Discussion activities (N = 21, x = 40.4%). This educational data
type refers to the level of engagement of learners in the learning activities that
explicitly included discussions between the learners or between the learners and
the teacher (e.g., through a forum). The main aim of this educational data type
was to provide evidence on which of these discussion activities were engaging
(or not) to the learners and, inform teachers to possibly revise them (e.g., Ali
et al. 2012).

• Customizable List of Educational Data (N = 11, x = 21,2%). This educational
data ‘type’ aims to depict research works that either did not provide an
exhaustive list of the learner educational data they collected (e.g., Mazza and
Milani 2005) or allowed the teacher to define a custom array of educational data
to be considered (from the presented set of seven overarching learner educa-
tional data types) (e.g., Kladich et al. 2013).

• Demographics (N = 2, x = 3.8%). This educational data type mainly refers to
learners’ past competences. The main aim of this educational data type was to
allow teachers to reflect on their educational design/delivery (or specific ele-
ments), by also explicitly taking into account learners’ prior competences (e.g.,
Dunbar et al. 2014).

• Behavior (N = 2, x = 3.8%). This educational data type mainly refers to
learners’ level of attendance during the delivery of the educational design. The
main aim of this educational data type was to allow teachers to explicitly
consider the level in which learners attended the delivery as an additional
evaluation variable when they reflect on their educational design and delivery
(e.g., Bos and Brand-Gruwei 2016).

• Physical Setting (N = 2, x = 3.8%). This educational data type was used in
research works that aimed to study TLA in the context of informal settings. The
main aim of this educational data type was to allow teachers to investigate
whether their learners were following the designed flow of learning and
assessment activities (in the physical space) and whether there were any devi-
ations that could inform revisions in subsequent educational designs (e.g.,
Melero et al. 2015).
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2.4.3 Results Related to the Educational Data Types
Collected Regarding the Teacher (RQ3)

The RQ3 was aimed to elicit the teacher educational data types that TLA research
adopt in order to support the second step of the inquiry cycle (“Develop Inquiry
Questions”). As Table 2.4 and Fig. 2.4 depict, a set of three overarching teacher
educational data types were elicited from a total of 15 research works that utilized
such educational data.

As Table 2.4 depicts, the analysis of research works highlighted the following
teacher educational data types:

• Engagement in discussion activities (N = 11, x = 73.3%). This educational data
type refers to the frequency of teachers’ participation in learning activities
focused on discussion (e.g., through a forum). The main aim of this educational
data type is to support teachers to reflect on the way they supported learners
during these activities, in terms of feedback and scaffolding (e.g., Dawson
2010). Furthermore, this educational data type could also relate to analyzing the
content of the interventions made by the teacher, in order to help them assess the
‘quality’ of feedback and scaffolding provided (e.g., van Leeuwen et al. 2015).

• Engagement in learning activities (N = 6, x = 40.0%). This educational data
type refers to the level in which teachers participated in the learning activities, in
terms of providing feedback and support to the learners as well as orchestrating
the delivery of the learning activities (Prieto et al. 2011; Martinez-Maldonado
et al. 2016). The main aim of this educational data type was to provide evidence
to teachers on (a) whether they provided the level of feedback and support they
had initially planned for or (b) whether they orchestrated the delivery of the

Table 2.4 Teacher educational data types

# Teacher educational data type Occurrence frequency (N = 15) Percentage (%)

1 Engagement in discussion activities 11 73.3

2 Engagement in learning activities 6 40.0

3 Location/physical data 1 6.7

The educational data types were not mutually exclusive in each research work
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Fig. 2.4 Overview of the teacher educational data types
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learning activities according to their initial design. In both cases, teachers gained
access to evidence that could help them identify and improve potentials prob-
lematic aspects in their practice.

• Location/Physical Data (N = 1, x = 6.7%). This educational data type refers to
teachers’ physical data (e.g., eye-tracking) and physical setting data (e.g.,
position and point-of-view). The main aim of this educational data is to collect
highly granulated evidence on the specific physical actions teachers made during
the delivery of their educational design, without the need for manual data col-
lection and analysis (e.g., Prieto et al. 2016).

2.4.4 Results Related to the Data Analysis Method Used
to Process the Collected Teacher and Learner
Educational Data (RQ4)

The RQ4 was aimed to elicit the analysis methods that existing TLA research works
employ in order to support the “Deliver Educational Design and collect data” and
“Analyze educational data” steps of teacher inquiry. Table 2.5 and Fig. 2.5 present

Table 2.5 Data analysis methods for learner educational data

# Data analysis method Occurrence frequency (N = 52) Percentage (%)

1 Statistics 43 82.7

2 Clustering 17 32.7

3 Classification 11 21.2

4 Regression 8 15.4

5 Social network analysis (SNA) 8 15.4

6 Association rule mining 8 15.4

7 Text mining 4 7.7

The data analysis methods were not mutually exclusive in each research work

4
8
8
8

11
17

43
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Regression
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Clustering

Statistics

Occurrence Frequency

Fig. 2.5 Overview of data analysis methods for learner educational data
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the results of RQ4 regarding the data analysis methods used to process the collected
(from Learning Analytics tools) learner educational data, whereas Table 2.6 and
Fig. 2.6 present the results of RQ4 regarding the data analysis methods used to
process teacher educational data.

As Table 2.5 depicts, a set of seven overarching data analysis methods were
employed by the existing TLA research works. Furthermore, it is mentioned that all
52 research works that exploited learner educational data utilized at least one
analysis method to process them.

Table 2.6 and Fig. 2.6 present the results of RQ4 regarding the data analysis
methods used to process teachers’ educational data, which comprised a set of five
such methods. As the Table 2.6 depicts, all research works that utilized teachers’
educational data (N = 15) also adopted a method (or more) to analyze them.

As both Tables 2.5 and 2.6 depict, the identified data analysis methods used in
the existing TLA research works are consistent with the relevant framework pro-
posed by Papamitsiou and Economides (2014). Therefore, these data indicate that
TLA approaches have directly built on the existing Learning Analytics methods and
tools, simply re-aligning the purpose for which they are exploited (namely, to
support teacher inquiry).

Table 2.6 Data analysis methods for teacher educational data

# Data analysis method Occurrence frequency (N = 15) Percentage (%)

1 Statistics 11 73.3

2 SNA 5 33.3

3 Clustering 3 20.0

4 Classification 2 13.3

5 Regression 1 6.7

The data analysis methods were not mutually exclusive in each research work
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Fig. 2.6 Overview of data analysis methods for teacher educational data
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2.4.5 Results Related to the Focus of Reflection (RQ5)

The RQ5 was aimed to elicit the aspects of teachers’ practice that TLA focused on,
namely which was the TLA task that aimed to support the final step of the inquiry
cycle (“Reflect on data”). Table 2.7 and Fig. 2.7 present the identified set of four
overarching TLA tasks. It is mentioned that all 54 research works focused on
achieving at least one TLA task.

As Table 2.7 depicts, the elicited TLA tasks are as follows:

• Evaluation of educational design elements based on educational data (N = 41,
x = 75.9%). This TLA task refers to eliciting evidence from learners’ and
teachers’ educational data in order to evaluate specific elements of their edu-
cational design. The main aim of this TLA task is to evaluate how the learners
engaged with each element of the educational design (e.g., Ali et al. 2012) and
use these analyses to support teachers answer relevant inquiry questions.

• Evaluation of overall educational design (N = 18, x = 33.3%). This TLA task
refers to supporting teachers to evaluate the impact of their overall educational
design to learners. The main aim of this TLA task is to allow teachers to reflect
on whether the intended educational objectives (e.g., knowledge, skills, atti-
tudes) were successfully met by the learners (e.g., Smolin and Butakov 2012;
Jaggars et al. 2016).

Table 2.7 Teaching and learning analytics tasks

# Focus of reflection (TLA task) Occurrence frequency (N = 54) Percentage (%)

1 Evaluation of educational design
elements based on educational data

41 75.9

2 Evaluation of overall educational
design

18 33.3

3 Reflection on delivery of educational
design

15 27.8

The teaching and learning analytics tasks were not mutually exclusive in each research work

15
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Reflection on delivery of educational design

Evaluation of overall Educational Design

Evaluation of educational design elements
based on educational data

Occurrence Frequency

Fig. 2.7 Overview of teaching and learning analytics tasks
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• Reflection on delivery of educational design (N = 15, x = 27.8%). This TLA
task refers to supporting teachers to evaluate how they deliver the educational
design. The main aim of this TLA task is to process teachers’ educational data
from the delivery and provide insights for reflection and improvement of the
way the teachers deliver their educational designs (e.g., van Leeuwen et al.
2014; Prieto et al. 2016).

2.4.6 Results Related to Whether Teachers Were Provided
with Recommendations for Supporting Reflection
(RQ6)

The RQ6 was aimed to elicit whether the existing TLA works deployed recom-
mendations to facilitate teachers’ reflection and sense-making during the final step
of the inquiry cycle (“Reflect on data”). In case that the TLA work did not offer
such recommendations, the teacher had to engage in ‘ad-hoc’ reflective actions on
how to utilize the analyses of the educational data. Table 2.8 presents the results of
this analysis.

As Table 2.8 depicts, the majority of existing TLA works (N = 50, x = 92.6%)
do not support teachers’ reflection and sense-making through recommendations for
improvement. These works focus on either:

• Providing teachers with the analyses of the collected educational data without
further decision support (e.g., Bos and Brand-Gruwel 2016). An example of
such analyses can include a Social Network Analysis graph depicting the
interactions of learners and teacher in the discussion activities (Dawson et al.
2008).

• Providing teachers with the analyses of the collected educational data and,
further allowing the comparison between these analyses (e.g., Kladich et al.
2013; Bakharia et al. 2016). For example, Pardo et al. (2015) used regression
analysis to identify the impact of different learner performance indicators

Table 2.8 Analysis of TLA works in terms of whether they provided recommendations for
reflection

# Variables Occurrence frequency (N = 54) Percentage (%)

1 Provided recommendations 50 92.6

2 Did not provide recommendations (Ad
hoc reflection)

4 7.4
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(captured in educational data) on the level of their engagement for better
understanding how to improve the educational design.

However, in both cases, the task of translating the results of the analyses or
comparisons to actionable insights for improvement is performed by the teacher in
an ad hoc manner. On the contrary, very few existing TLA works (N = 4,
x = 7.4%) support teachers in this final sense-making inquiry step. More specifi-
cally, these works mainly focused on either:

• Allowing the teacher to initially define questions on their educational design or
delivery, which were answered by the TLA approach based on educational data
from the delivery of the educational design. These insights were fed back to the
teacher for informing their reflection and improvement actions
(Martinez-Maldonado et al. 2016; Rodríguez-Triana et al. 2015).

• Generating textual feedback to the teacher using rule-based, pre-defined feed-
back templates that were populated based on the analyses of educational data
(Kosba et al. 2005; Yen et al. 2015).

In both these cases, teachers received actionable insights, which described
specific ways to improve their educational design and delivery. Considering the low
number of the TLA works that offer recommendations to teachers, however, it is
evident that the TLA state-of-the-art still rely on the teachers’ capacity to translate
data analyses to actionable insights during the “Reflect on data” inquiry step.

2.5 Discussion and Conclusions

Teaching and Learning Analytics is an emerging research field that aims to combine
Teaching Analytics and Learning Analytics in order to support teachers during the
process of inquiry. Considering the potential placed on this research field (Mor et al.
2015; Wasson et al. 2016), this book chapter performed the first systematic liter-
ature review in order to provide insights on how the state-of-the-art in TLA has
realized this potential.

More specifically, using the concept of teacher inquiry and the model of the
inquiry cycle as a backbone framework, a set of Research Questions were defined to
capture and analyze the TLA research, identify trends (discussed in the previous
section) as well as elicit overarching insights and/or shortcomings. The main
insights and/or shortcomings from the SLR are as follows:

• The existing TLA works have mainly adopted basic Teaching Analytics tasks
(RQ1), which are related to depicting the elements of the educational design in a
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transparent, but isolated, manner. Furthermore, the interconnections between
these elements (e.g., the flow of learning and assessment activities) as well as
the actual analysis and classification of these elements (e.g., classify learning
activities to specific types) were accommodated in few research works. This
insight suggests that existing TLA works provide limited support to teachers in
terms of the range of inquiry questions they can potentially investigate, since
they afford fragmented analysis of the educational design.

• The existing TLA works have accommodated the collection of a wide range of
learners’ educational data (RQ2). This diversity suggests that TLA research has
largely exploited the potential of Learning Analytics to collect and process
diverse types of learner educational data. This is also evident in the data pro-
cessing methods (RQ4) for learner (and teacher) educational data, which are
fully aligned with the approaches adopted in the Learning Analytics literature
(e.g., Papamitsiou and Economides 2014).

• The aspect of collecting and processing teachers’ educational data (RQ3)
during the educational design and delivery process is addressed by few works.
This is consistent with findings from the Learning Analytics field (Dyckhoff
et al. 2013). The limited existing work is mainly focused to monitor teachers’
contribution in learning and discussion activities. However, this is a significant
shortcoming that can hinder teachers’ capacity to reflect on their practice in a
holistic manner, since it neglects capturing and evaluating their own actions.

• Regarding the focus of reflection (RQ5), the existing TLA works mainly aim to
support teachers to target their inquiry in investigating the impact of their
educational design to learner, both as a complete product as well as in specific
elements of it. This is consistent with the concept of teacher inquiry, which
engages teachers to investigate elements of their practice that they consider
inefficient. However, few TLA works have explicitly addressed the aspect of
supporting teachers’ reflection on the delivery of the educational design.
Following the previously mentioned shortcoming, this can be a hindering factor
for holistic inquiry, since it neglects the significant factor of how the teacher
actions during the delivery of the educational design can impact its effectiveness
to learners.

• Finally, the SLR highlighted that little research attention has been placed on
providing recommendations (RQ6) to teachers for translating the analyzed data
to actionable reflecting actions on their educational design and delivery. This is
an important challenge to tackle because the process of eliciting actionable
insights for improvement is commonly considered a cumbersome task for
teachers (Marsh and Farrell 2014; Mor et al. 2015). Therefore, providing
teachers with evidence-based recommendations to translate data analyses to
specific reflective insights, can be considered an important need for the TLA
research field.
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Overall, the contribution of the book chapter was to collect and analyze the
existing research woks in the emerging research field of TLA in order to understand
and elicit the main trends and limitations. As the above discussion of the results
indicated, the field of TLA is still in its infancy, with a heavy reliance on exploiting
the existing Teaching Analytics and Learning Analytics methods and tools.
However, new methods and tools to explicitly address the scope of TLA are yet
scarce. Therefore, future research in the TLA field should build on the aforemen-
tioned insights and focus on proposing methods and tools that will address the
shortcomings to extend the current state-of-the-art. Additionally, further analyses of
the identified pool of research works can also be performed in order to elicit more
sophisticated correlations and interconnections between the research focal points,
methodologies and outcomes. As a result of the above, new TLA approaches for
holistically supporting the full cycle of teacher inquiry can be introduced, aiming to
support teachers engage in this important process and improve the teaching and
learning conditions for themselves, as well as their learners.
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Appendix

Table 2.9 depicts the full analysis of the 54 identified TLA research works, in terms
of the Research Questions of the systematic literature review.
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em

en
t
w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s—

en
ga
ge
m
en
t
in

di
sc
us
si
on

ac
tiv

iti
es

–
C
la
ss
ifi
ca
tio

n
–

A
na
ly
si
s
of

le
ar
ni
ng

an
d
as
se
ss
m
en
t

ac
tiv

ity
ty
pe
s

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

A
d
ho
c

9
G
ov
ae
rt
s
et
al
.(
20
11

)
E
ng
ag
em

en
t
w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s—

(t
im

e
sp
en
t)

en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

—
en
ga
ge
m
en
t
in

di
sc
us
si
on

ac
tiv

iti
es

–
St
at
is
tic
s

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

A
d
ho
c

(c
on

tin
ue
d)
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T
ab

le
2.
9

(c
on

tin
ue
d)

#
R
ef
er
en
ce

L
ea
rn
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
2)

T
ea
ch
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
3)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

le
ar
ne
r
(R
Q
4)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

te
ac
he
r

(R
Q
4)

T
ea
ch
in
g
an
al
yt
ic
s

m
et
ho
d
em

pl
oy
ed

(R
Q
1)

R
efl
ec
tio

n
fo
cu
s

(R
Q
5)

R
ec
om

m
en
da
tio

ns
/a
d

ho
c
(R
Q
6)

10
H
ay
a
et

al
.
(2
01
5)

E
ng
ag
em

en
t
w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s—

en
ga
ge
m
en
t
in

di
sc
us
si
on

ac
tiv

iti
es
—

as
se
ss
m
en
t
sc
or
e

–
SN

A
—

te
xt

m
in
in
g—

st
at
is
tic
s

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l

da
ta

+
re
fle
ct
io
n
on

de
liv

er
y
of

ed
uc
at
io
na
l
de
si
gn

+
ev
al
ua
tio

n
of

ov
er
al
l
ed
uc
at
io
na
l

de
si
gn

A
d
ho
c

11
H
er
ná
nd
ez
-G

ar
cí
a

et
al
.
(2
01
5)

D
em

og
ra
ph
ic
s—

as
se
ss
m
en
t
sc
or
e

—
en
ga
ge
m
en
t
in

di
sc
us
si
on

ac
tiv

iti
es

E
ng
ag
em

en
t
in

di
sc
us
si
on

ac
tiv

iti
es

SN
A
—

st
at
is
tic
s

SN
A

A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

A
d
ho
c

12
H
ow

lin
an
d
L
yn
ch

(2
01
4)

E
ng
ag
em

en
t
w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s—

en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

—
as
se
ss
m
en
t

sc
or
e—

en
ga
ge
m
en
t
in

di
sc
us
si
on

ac
tiv

iti
es

E
ng
ag
em

en
t
in

di
sc
us
si
on

ac
tiv

iti
es

St
at
is
tic
s

St
at
is
tic
s

A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

+
ca
pt
ur
in
g
th
e
fl
ow

of
le
ar
ni
ng

an
d

as
se
ss
m
en
t
ac
tiv

iti
es

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l

da
ta

+
re
fle
ct
io
n
on

de
liv

er
y
of

ed
uc
at
io
na
l
de
si
gn

A
d
ho
c

(c
on

tin
ue
d)
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T
ab

le
2.
9

(c
on

tin
ue
d)

#
R
ef
er
en
ce

L
ea
rn
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
2)

T
ea
ch
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
3)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

le
ar
ne
r
(R
Q
4)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

te
ac
he
r

(R
Q
4)

T
ea
ch
in
g
an
al
yt
ic
s

m
et
ho
d
em

pl
oy
ed

(R
Q
1)

R
efl
ec
tio

n
fo
cu
s

(R
Q
5)

R
ec
om

m
en
da
tio

ns
/a
d

ho
c
(R
Q
6)

13
K
la
di
ch

et
al
.
(2
01
3)

C
us
to
m
iz
ab
le

lis
t

of
ed
uc
at
io
na
ld

at
a

–
St
at
is
tic
s—

as
so
ci
at
io
n

ru
le

m
in
in
g

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts
+
ca
pt
ur
in
g

th
e
fl
ow

of
le
ar
ni
ng

an
d
as
se
ss
m
en
t

ac
tiv

iti
es

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l

da
ta

+
ev
al
ua
tio

n
of

ov
er
al
l
ed
uc
at
io
na
l

de
si
gn

A
d
ho
c

14
K
os
ba

et
al
.
(2
00
5)

C
us
to
m
iz
ab
le

lis
t

of
ed
uc
at
io
na
ld

at
a

–
C
lu
st
er
in
g—

st
at
is
tic
s

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

R
ec
om

m
en
da
tio

ns
fo
r

fe
ed
ba
ck

15
M
ar
co
s-
G
ar
cí
a
et

al
.

(2
01
5)

E
ng
ag
em

en
t
w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s—

en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

—
en
ga
ge
m
en
t
in

di
sc
us
si
on

ac
tiv

iti
es

E
ng
ag
em

en
t
in

le
ar
ni
ng

ac
tiv

iti
es

—
en
ga
ge
m
en
t
in

di
sc
us
si
on

ac
tiv

iti
es

SN
A

SN
A

A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts
+
ca
pt
ur
in
g

th
e
fl
ow

of
le
ar
ni
ng

an
d
as
se
ss
m
en
t

ac
tiv

iti
es

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l

da
ta

+
re
fl
ec
tio

n
on

de
liv

er
y
of

ed
uc
at
io
na
l
de
si
gn

A
d
ho
c

16
M
az
za

et
al
.
(2
01
2)

E
ng
ag
em

en
t
in

di
sc
us
si
on

ac
tiv

iti
es
—

as
se
ss
m
en
t
sc
or
es

—
en
ga
ge
m
en
t

w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s—

en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

E
ng
ag
em

en
t
in

di
sc
us
si
on

ac
tiv

iti
es
—

en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

St
at
is
tic
s

St
at
is
tic
s

A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

+
re
fl
ec
tio

n
on

de
liv

er
y
of

ed
uc
at
io
na
l
de
si
gn

A
d
ho
c

(c
on

tin
ue
d)
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T
ab

le
2.
9

(c
on

tin
ue
d)

#
R
ef
er
en
ce

L
ea
rn
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
2)

T
ea
ch
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
3)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

le
ar
ne
r
(R
Q
4)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

te
ac
he
r

(R
Q
4)

T
ea
ch
in
g
an
al
yt
ic
s

m
et
ho
d
em

pl
oy
ed

(R
Q
1)

R
efl
ec
tio

n
fo
cu
s

(R
Q
5)

R
ec
om

m
en
da
tio

ns
/a
d

ho
c
(R
Q
6)

17
M
az
za

an
d
D
im

itr
ov
a

(2
00
7)

E
ng
ag
em

en
t
in

di
sc
us
si
on

ac
tiv

iti
es
—

as
se
ss
m
en
t
sc
or
es

—
en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

–
St
at
is
tic
s

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

A
d
ho
c

18
M
az
za

an
d
M
ila
ni

(2
00
5)

C
us
to
m
iz
ab
le

lis
t

of
ed
uc
at
io
na
ld

at
a

–
C
la
ss
ifi
ca
tio

n
–

A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

A
d
ho
c

19
M
en
de
z
et

al
.
(2
01
4)

A
ss
es
sm

en
t
sc
or
e

–
C
lu
st
er
in
g—

st
at
is
tic
s

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ov
er
al
l

ed
uc
at
io
na
l
de
si
gn

A
d
ho
c

20
M
in
ov
ić

et
al
.
(2
01
5)

E
ng
ag
em

en
t
w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s—

en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

—
as
se
ss
m
en
t

sc
or
e

–
St
at
is
tic
s

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts
+
ca
pt
ur
in
g

th
e
fl
ow

of
le
ar
ni
ng

an
d
as
se
ss
m
en
t

ac
tiv

iti
es

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l

da
ta

+
ev
al
ua
tio

n
of

ov
er
al
l
ed
uc
at
io
na
l

de
si
gn

A
d
ho
c

21
M
ir
ri
ah
i
an
d
D
aw

so
n

(2
01
3)

E
ng
ag
em

en
t
w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s—

en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

—
as
se
ss
m
en
t

sc
or
e

–
St
at
is
tic
s

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

A
d
ho
c

(c
on

tin
ue
d)
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T
ab

le
2.
9

(c
on

tin
ue
d)

#
R
ef
er
en
ce

L
ea
rn
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
2)

T
ea
ch
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
3)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

le
ar
ne
r
(R
Q
4)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

te
ac
he
r

(R
Q
4)

T
ea
ch
in
g
an
al
yt
ic
s

m
et
ho
d
em

pl
oy
ed

(R
Q
1)

R
efl
ec
tio

n
fo
cu
s

(R
Q
5)

R
ec
om

m
en
da
tio

ns
/a
d

ho
c
(R
Q
6)

22
M
on
ro
y
et

al
.
(2
01
5)

E
ng
ag
em

en
t
in

le
ar
ni
ng

ac
tiv

iti
es

E
ng
ag
em

en
t
in

le
ar
ni
ng

ac
tiv

iti
es

St
at
is
tic
s—

re
gr
es
si
on

St
at
is
tic
s—

re
gr
es
si
on

A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

R
efl
ec
tio

n
on

de
liv

er
y
of

ed
uc
at
io
na
l
de
si
gn

A
d
ho
c

23
R
om

er
o
et

al
.
(2
00
8)

C
us
to
m
iz
ab
le

lis
t

of
ed
uc
at
io
na
ld

at
a

–
St
at
is
tic
s,

cl
as
si
fi
ca
tio

n,
cl
us
te
ri
ng
,

as
so
ci
at
io
n

ru
le

m
in
in
g

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l

da
ta

+
ev
al
ua
tio

n
of

ov
er
al
l
ed
uc
at
io
na
l

de
si
gn

A
d
ho
c

24
Sl
ot
ta

et
al
.
(2
01
3)

E
ng
ag
em

en
t
in

le
ar
ni
ng

ac
tiv

iti
es

—
ph
ys
ic
al

se
tti
ng

—
as
se
ss
m
en
t

sc
or
e—

en
ga
ge
m
en
t
w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s

–
C
la
ss
ifi
ca
tio

n
—
cl
us
te
ri
ng

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts
+
ca
pt
ur
in
g

th
e
fl
ow

of
le
ar
ni
ng

an
d
as
se
ss
m
en
t

ac
tiv

iti
es

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

A
d
ho
c

25
Sm

ol
in

an
d
B
ut
ak
ov

(2
01
2)

A
ss
es
sm

en
t
sc
or
e

–
A
ss
oc
ia
tio

n
ru
le

m
in
in
g—

st
at
is
tic
s

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ov
er
al
l

ed
uc
at
io
na
l
de
si
gn

A
d
ho
c

26
Sc
hw

ar
z
an
d

A
st
er
ha
n
(2
01
1)

E
ng
ag
em

en
t
in

di
sc
us
si
on

ac
tiv

iti
es

E
ng
ag
em

en
t
in

di
sc
us
si
on

ac
tiv

iti
es

C
la
ss
ifi
ca
tio

n
—
SN

A
C
la
ss
ifi
ca
tio

n
—

SN
A

A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

R
efl
ec
tio

n
on

de
liv

er
y
of

ed
uc
at
io
na
l
de
si
gn

A
d
ho
c

(c
on

tin
ue
d)
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T
ab

le
2.
9

(c
on

tin
ue
d)

#
R
ef
er
en
ce

L
ea
rn
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
2)

T
ea
ch
er

ed
uc
at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
3)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

le
ar
ne
r
(R
Q
4)

D
at
a
an
al
ys
is

m
et
ho
d
fo
r

te
ac
he
r

(R
Q
4)

T
ea
ch
in
g
an
al
yt
ic
s

m
et
ho
d
em

pl
oy
ed

(R
Q
1)

R
efl
ec
tio

n
fo
cu
s

(R
Q
5)

R
ec
om

m
en
da
tio

ns
/a
d

ho
c
(R
Q
6)

27
va
n
L
ee
uw

en
et

al
.

(2
01
4)

E
ng
ag
em

en
t
in

di
sc
us
si
on

ac
tiv

iti
es
—

en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

E
ng
ag
em

en
t
in

di
sc
us
si
on

ac
tiv

iti
es

T
ex
t
m
in
in
g

—
st
at
is
tic
s

St
at
is
tic
s

A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts
+
ca
pt
ur
in
g

th
e
fl
ow

of
le
ar
ni
ng

an
d
as
se
ss
m
en
t

ac
tiv

iti
es

R
efl
ec
tio

n
on

de
liv

er
y
of

ed
uc
at
io
na
l
de
si
gn

A
d
ho
c

28
Y
en

et
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.
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5)

E
ng
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t
in
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sc
us
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tiv

iti
es
—

en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv

iti
es

–
St
at
is
tic
s—

te
xt

m
in
in
g

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts
+

ca
pt
ur
in
g
th
e
fl
ow

of
le
ar
ni
ng

an
d

as
se
ss
m
en
t
ac
tiv

iti
es

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

R
ec
om

m
en
da
tio

ns
fo
r

fe
ed
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29
Z
ha
ng

et
al
.
(2
00
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E
ng
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t
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en
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at
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at
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at
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at
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d
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c
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B
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a
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16
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E
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on

ac
tiv
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es
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en
ga
ge
m
en
t
in

le
ar
ni
ng

ac
tiv
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es

—
en
ga
ge
m
en
t

w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s—

as
se
ss
m
en
t
sc
or
es

–
C
lu
st
er
in
g—

as
so
ci
at
io
n

ru
le

m
in
in
g—

SN
A

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

+
ca
pt
ur
in
g
th
e
fl
ow

of
le
ar
ni
ng

an
d

as
se
ss
m
en
t

ac
tiv

iti
es

+
an
al
ys
is

of
le
ar
ni
ng

an
d

as
se
ss
m
en
t
ac
tiv

ity
ty
pe
s

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
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en
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se
d
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at
io
na
l
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+
ev
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ua
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n
of

ov
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l
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at
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na
l
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si
gn

A
d
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c

(c
on
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d)

52 S. Sergis and D.G. Sampson



T
ab

le
2.
9

(c
on

tin
ue
d)

#
R
ef
er
en
ce

L
ea
rn
er

ed
uc
at
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(R
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at
io
na
l
da
ta

co
lle
ct
ed

(R
Q
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at
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r
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(R
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yt
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s
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et
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d
em
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ed

(R
Q
1)

R
efl
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tio
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(R
Q
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R
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m
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da
tio
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(R
Q
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d
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ra
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ng
ag
em

en
t
w
ith

ed
uc
at
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at
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re
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at
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at
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at
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at
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at
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at
io
n
of

ed
uc
at
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at
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at
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ra
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at
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at
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at
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at
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at
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l
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at
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d
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c
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D
uq
ue
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C
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m
iz
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at
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–
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s
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E
D
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te
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of
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at
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at
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at
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efl
ec
tio

n
fo
cu
s

(R
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R
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c
(R
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6)

35
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ra
w
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si
on

ac
tiv

iti
es
—

en
ga
ge
m
en
t
w
ith

ed
uc
at
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–
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at
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at
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at
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at
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at
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em

en
ts

+
an
al
ys
is
of

le
ar
ni
ng

an
d
as
se
ss
m
en
t

ac
tiv

ity
ty
pe
s

E
va
lu
at
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C
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C
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n
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in
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at
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s
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E
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s
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E
va
lu
at
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at
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l
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at
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d
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(c
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ta
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ed

(R
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T
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Q
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T
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yt
ic
s

m
et
ho
d
em

pl
oy
ed

(R
Q
1)

R
efl
ec
tio

n
fo
cu
s

(R
Q
5)

R
ec
om

m
en
da
tio

ns
/a
d

ho
c
(R
Q
6)

38
Ja
gg
ar
s
et

al
.
(2
01
6)

A
ss
es
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en
t
sc
or
es
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en
ga
ge
m
en
t
in

le
ar
ni
ng
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tiv

iti
es

—
en
ga
ge
m
en
t

w
ith

ed
uc
at
io
na
l
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so
ur
ce
s/
to
ol
s

E
ng
ag
em
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t
in

di
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us
si
on

ac
tiv
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es
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at
is
tic
s

St
at
is
tic
s

A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

+
ca
pt
ur
in
g
th
e
fl
ow

of
le
ar
ni
ng

an
d

as
se
ss
m
en
t

ac
tiv

iti
es

+
an
al
ys
is

of
le
ar
ni
ng

an
d
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se
ss
m
en
t
ac
tiv

ity
ty
pe
s

E
va
lu
at
io
n
of

ov
er
al
l

ed
uc
at
io
na
l
de
si
gn

A
d
ho
c

39
K
ar
ka
la
s
et

al
.(
20
16

)
E
ng
ag
em

en
t
in

le
ar
ni
ng

ac
tiv

iti
es

—
en
ga
ge
m
en
t

w
ith

ed
uc
at
io
na
l

re
so
ur
ce
s/
to
ol
s

–
C
lu
st
er
in
g—

st
at
is
tic
s

–
A
na
ly
si
s
of

E
D

in
te
rm

s
of

el
em

en
ts

E
va
lu
at
io
n
of

ed
uc
at
io
na
l
de
si
gn

el
em

en
ts
ba
se
d
on

ed
uc
at
io
na
l
da
ta

A
d
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c

40
M
ar
tin

ez
-M

al
do
na
do

et
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.
(2
01
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A
ss
es
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en
t
sc
or
es
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en
ga
ge
m
en
t
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ni
ng
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tiv

iti
es
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en
ga
ge
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t

w
ith

ed
uc
at
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s
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le
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ng
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tiv
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at
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s
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at
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at
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at
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M
ap
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ed
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na
l
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ta
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tio
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ce
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n
(2
01
2)

C
us
to
m
iz
ab
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lis
t
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ed
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io
na
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at
a

–
C
lu
st
er
in
g—
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so
ci
at
io
n

ru
le

m
in
in
g—
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s

–
A
na
ly
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s
of

E
D

in
te
rm

s
of
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at
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n
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io
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l
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d
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l
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ta

A
d
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c
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L
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ta
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ed

(R
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at
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ed
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(R
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4)

T
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s

m
et
ho
d
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pl
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(R
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R
efl
ec
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n
fo
cu
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(R
Q
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R
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m
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c
(R
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O
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(2
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A
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t
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–
C
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at
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A
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at
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at
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l
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c
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E
ng
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t
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le
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C
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at
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s

A
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E
D
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te
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+
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e
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of
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ar
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d
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se
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m
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+
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d
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R
efl
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at
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R
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at
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Chapter 3
A Landscape of Learning Analytics:
An Exercise to Highlight the Nature
of an Emergent Field

Alejandro Peña-Ayala, Leonor Adriana Cárdenas-Robledo
and Humberto Sossa

Abstract Before the increasing efforts for understanding, predicting, and
enhancing students’ learning in educational settings, learning analytics (LA)
emerges as a candidate research area to tackle such issues. Thus, several work lines
have been conducted, as well as diverse conceptual and theoretical perspectives
have been arisen. Moreover, quite interesting and useful outcomes have been
produced during the LA short lifetime. However, a clear idea of diverse questions is
still pending to be given. (e.g., what does learning analytics mean? what are its
backgrounds, related domains, and underlying elements? which are the objects of
its applications? and what about the trends and challenges to be considered?) This is
the reason why the chapter aims at responding those concerns by a sketch of a
conceptual scenery that explains the LA background, its underlying domains and
nature, including a survey of recent and relevant approaches, and a relation of risks
and opportunities.

Keywords Analytics � Learning analytics � Learning settings � Learner �
Prediction � Performance � Behavior � Assessment

A. Peña-Ayala (&)
WOLNM: Artificial Intelligence on Education Lab, 31 Julio 1859, No. 1099-B,
Leyes Reforma, 09310 Iztapalapa, Ciudad de México, Mexico
e-mail: apenaa@ipn.mx

A. Peña-Ayala � L.A. Cárdenas-Robledo
Instituto Politécnico Nacional, Escuela Superior de Ingeniería Mecánica y Eléctrica
Unidad Zacatenco, Av Miguel Othón de Mendizabal, S/N, La Escalera,
07738 Gustavo A. Madero, Ciudad de México, Mexico
e-mail: adriposgrado@gmail.com

H. Sossa
Instituto Politécnico Nacional, Centro de Investigación en Computación,
Av. Juan de Dios Bátiz S/N Casi Esq. Miguel Othón de Mendizábal,
Col. Nueva Industrial Vallejo, 07738 Gustavo A. Madero, Ciudad de México, Mexico
e-mail: hsossa@cic.ipn.mx

© Springer International Publishing AG 2017
A. Peña-Ayala (ed.), Learning Analytics: Fundaments, Applications,
and Trends, Studies in Systems, Decision and Control 94,
DOI 10.1007/978-3-319-52977-6_3

65



Abbreviations

AA Academic analytics
CBE Computer-based education
CBIS Computer-based information systems
CMS Courseware management systems
CSCL Computer-supported collaborative learning
EDM Educational data mining
IMS Instructional management systems
ITS Intelligent tutoring systems
KBS Knowledge-based systems
LA Learning analytics
LAK Learning analytics and knowledge conference
LMS Learning management systems
m–Learning Mobile learning
MOOC Massive open online courses
SRL Self-regulated learning
SIS Student information systems
SNA Social network analysis
SoLAR Society for learning analytics research

3.1 Introduction

Since computers were used for educational, training, teaching, and learning pur-
poses, diverse sorts of computer-based education (CBE) paradigms have appeared,
as the computer-aided instruction. In the early 1960s, this paradigm inspired the
development of computer programs statically organized to embody both the domain
and the pedagogical knowledge of the expert (Wenger 1987). As result of the CBE
evolution, its wide application and increment of users, an explosion of log data has
demanded interdisciplinary views to know how learning occurs. The goal is
improving and enhancing learning at all stages, as well the study of diverse phe-
nomena that happen in academic settings such as student retention and leaning
achievement.

It is because of that since the second mid-2000s several research domains have
born and tried to respond diverse issues, as the aforementioned, according to
specific perspectives, targets, and frameworks. A sample of them correspond to
educational data mining (EDM) (Peña–Ayala 2014a), educational data science
(Piety et al. 2014), and LA (Larusson and White 2014). Since then, such domains
have been evolving, defining their identity, affecting its domain, and extending their
scope.

Thus, with the goal to explain the LA essence, the following research questions
are made: (1) What is the LA background? (2) Which domains are related to LA?
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(3) What is the LA sense? (4) What are the learning paradigms related to LA
research? (5) How is the LA theoretical baseline composed by? (6) Which are the
main application targets for the LA approaches? (7) What to expect from LA?

With the aim at responding those questions, this chapter tailors a conceptual
view that privileges essential items. The scene stated since Sect. 3.3 is inspired on a
sample of recent works, which has been published in journals from 2014 up to date
and pays attention on essential concerns that characterize the LA labor.

Thus, the conceptual LA landscape stated in this chapter embraces three sec-
tions, illustrated in Fig. 3.1. In the second section, a profile of LA is stated through
its ancestor domains and related fields, as well as the definition of its nature. The
third section unveils learning paradigms and theoretical elements, in addition to
uncover legal topics. In the fourth section a sample of approaches is organized
according to functionalities, peer interaction, learner and user support. Finally, in
the fifth section, a vision of LA labor is traced to address future research, as well as
a summary of the work and the responses to the research questions are provided.

3.2 A Glance at Learning Analytics

LA is a surfacing field interested in improving learner success, as well as teaching
efforts, where research questions, as the ones raised by Ochoa et al. (2014), are
made: How do we measure the important characteristics of the learning process, and
how do we use those measurements to improve it? Thus, LA aims at developing
models, methods, and tools that can be widely used, whose deliverables are reliable
and valid at a scale beyond a course or cohort to provide benefits for learners and
educators without distracting or misleading them (Ferguson et al. 2014).

With the purpose to orient researchers interested in practicing LA labor, a profile
is outlined in this section, where a scenery of both underlying and related lines is
stated to provide the background that surrounds LA arena. Moreover, a sketch of
the LA nature is drawn, as well as the LA stakeholders and levels are unveiled.

3.2.1 Underlying Domains

The origin, nature, and scenery that surrounds LA can be recognized through three
essential domains illustrated in Fig. 3.2. Therefore, this section provides a summary
of those domains to frame the LA environment and labor.

3.2.1.1 Computer-Based Information Systems

Since the invention of the computers, data processing has been one of the most
demanded application targets for computer systems, particularly in business arena
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(e.g., government, banks, companies, and schools), where computer-based infor-
mation systems (CBIS) have been built to satisfy such a need (Vlahos 2004).

By means of software engineering methods, techniques, and tools, as well as
computer programming languages, CBIS have been built to gather, validate, update,
store, and process data with the purpose to generate valuable information that
reveals basic knowledge about diverse domains (Leach 2016).

Some of the classic applications of CBIS concern to the administration tasks,
including decision-making, that are daily achieved in the organizations. They
require suitable management of transactions, accurate data processing to produce
useful information, and specialized tasks that discover valuable knowledge to
decide action courses oriented to guide the behavior of people and organizations.

Thus, a diversity of CBIS, data models, and computational data processes have
emerged to support those duties such as: management information systems (Lucey
2005), decision support systems (Power and Sharda 2009), customer relationship
management (Kim 2003), enterprise resource planning (Chand et al. 2005), data-
bases (Harrington 2016), data warehouses (Rahman 2016), online analytical pro-
cessing (Alkharouf et al. 2005), and business intelligence (Isik et al. 2013).

Inclusive academic CBIS, labeled as student information systems (SIS), have
been built to facilitate planning, organization, management, control, and monitoring
labor in various school areas of concern. SIS provide administrative information
and analyzed data (e.g., student profile, enrollment files, courses approved, tuition,
scholarships, attendance records, and teaching evaluation …) to the internal and
external academic stakeholders (Elouazizi 2014).

3.2.1.2 Knowledge-Based Systems

Another branch of data processing computer systems corresponds to knowledge-
based systems (KBS) (Flasiński 2016), which are grounded on artificial intelligence
and sophisticated computational paradigms that are oriented to acquire, elicit,
discover, represent, and exploit knowledge about different domains.

KBS represent a broad diversity of approaches such as: expert systems (Grove
2000), knowledge bases (Laskey 2008), computational intelligence (Azar and

Learning 
analytics 

Computer– 
based 

information 
systems 

Knowledge– 
based 

systems 

Computers 
in  

education 

Fig. 3.2 Underlying domains
that skirt learning analytics
field
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Vaidyanathan 2015), evolutionary computing (Eiben and Smith 2015), neural
networks (Schmidhuber 2015), fuzzy logic (Yager and Zadeh 2012), soft com-
puting (Karray and De Silva 2004), and rule-based systems (Ligêza 2006).

In addition, formal disciplines as statistic, probability, and operations research
have provided essential basis to underpin the KBS line of knowledge discovery that
includes: machine learning (Kodratoff and Michalski 2014), knowledge discovery
in data bases (Wille 2002), data mining (Shmueli et al. 2016), data sciences (Schutt
and O’Neil 2013), as well the assortment of analytics stated in a further section.

The scope and value of knowledge discovery is rising as result of the deploy-
ment of CBIS and KBS approaches on the internet. Moreover, its relevance is
growing due the tendency to build distributed computing (Powell 2012), parallel
processing (Moldovan 2014), and cluster computing (Colmenares et al. 2015) that
have produced novel paradigms as big data (Marr 2015) and cloud computing
(Chao 2012).

As consequence of the aforementioned trends, astronomical distributed data
repositories are object of knowledge discovery applications that unveil valuable
descriptive and predictive patterns, as well reveal findings and analysis to support
the labor being achieved in diverse sorts of organizations.

3.2.1.3 Computers in Education

Education field has also been an object of research, development, and practice in the
computer systems arena. It is because of that CBE has been conceived as knowledge
communication systems (Wenger 1987), which represent a mixture of CBIS
and KBS that also include specific requirements, functionalities, and content.
That is why the first CBE applications emerged in the early 60s, as for example the
nationwide online system built by Harvey Long to train International Business
Machines field engineers (Hunter 2005), and the approach to generate problems on
arithmetic and questions about vocabulary recall tailored by Leonard Uhr (1969).

Since then an explosion of teaching and learning systems emerged as the fol-
lowing: computer-assisted instruction that identifies and meets the needs of indi-
vidual learners who interact with the computer to receive content and feedback
(Tolman and Allred 1984); intelligent tutoring systems (ITS) which behave like
problem-solving monitors, coaches, laboratory instructors, and companions
(Sleeman and Brown 1982); computer-assisted learning to support diverse learning
methods, where student is paired with a computer as virtual teacher (Guttormsen
and Krueger 2000); and intelligent learning environments that include ITS traits
and items for student-driven learning and knowledge acquisition (Brusilovsky
1999).

Later with the inclusion of personal computers, local and wide access networks,
and the internet, CBE systems extended their scope and included novel function-
alities to arise: computer-supported collaborative learning (CSCL), which recreates
a mediated setting that helps learners to communicate in joint activities and provide
assistance in their coordination and application of knowledge (Sinha et al. 2015).
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Courseware management systems (CMS) to support the routine of teachers in
the classroom (e.g., publishing material, examples, and auto-grade quizzes) (Weber
and Brusilovsky 2001). Learning management systems (LMS) to allow instructors
and students to share materials, submit and return assignments, and communicate
online (Lonn and Teasley 2009). Instructional management systems (IMS) combine
curriculum, assessment, practice tools, and student data for educators and staff into
one online system (Ysseldyke et al. 2004).Web-based educational systems emerged
as an open platform to spread teaching–learning services (Su et al. 2005).

Moreover, a trend to provide learner–centered education inspired the conception
of adaptive and intelligent CBE systems such as: adaptive learning systems that
adapt curricula, content, sequencing, assessment, and assistance according to
learners’ goals, skills, and progress (Rehak et al. 2000); intelligent educational
systems, which include curriculum sequencing, solution analysis, and interactive
problem solving to provide the student with individually planned series of tasks
(Brusilovsky and Peylo 2003); intelligent and adaptive systems that combine traits
and functionalities of both sorts, adaptive and intelligent systems (Peña–Ayala
2013).

At present, Web 2.0, wireless communication, mobile supplies, smart devices, as
well as ubiquitous and pervasive computing inspire CBE approaches, such as:
mobile learning (m-Learning) that allows access to learning content and informa-
tion from anywhere and at any time (Ally 2009); ubiquitous learning is based on a
model of human–computer interaction in which computer processing has been
integrated fully into daily activities and objects with which users routinely interact
(Peña–Ayala 2015); pervasive learning recreates an intelligent environment and
context awareness to shape immersive experiences that mediate between the lear-
ner’s mind, physical objects, and virtual contexts (Laine and Joy 2009).

Moreover, a trend for spreading education has emerged to privilege its social-
ization through two well-known options. The first corresponds to education based
on social networks, also called educational networking, which use social net-
working technologies for educational purposes (Holcomb et al. 2010). The second
delivers education at scale by means of massive open online courses (MOOC).
Where MOOC teach domain knowledge based on ‘connectivism’ paradigm for
learning (named cMOOC), as well as a hyper-centralized, content-based, and linear
sequence of topics, named xMOOC (Margaryan et al. 2015). Inclusive, the opposite
option is called small private online courses (Hecking et al 2014).

3.2.2 Learning Analytics Related Lines

LA is an emerging and expanding field that pertains to a trend labeled by the term
analytics. This filed pursues to go in depth of huge databases and beyond of the
scope reached by classic knowledge discovery approaches. Its goal is to draw a
wide, profound, and multidimensional viewpoint that under a holistic perspective
describes and predicts events and situations of a given domain. Thus, in order to
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state an overall idea of what analytics is, diverse kinds of analytics are identified,
including those oriented to educational settings.

3.2.2.1 Analytics

Analytics is a novel branch that is gaining interest in knowledge discovery.
Analytics tries to collect valuable data, intelligently examine information, and
discover useful knowledge to support decision-making. According to Campbell
et al. (2007): “Analytics marries large data sets, statistical techniques, and predic-
tive modeling. It represents the practice of mining institutional data to produce
actionable intelligence”. Analytics tools provide statistical evaluation of rich
data sources to discern patterns that help decision–making in organizations
(EDUCASE 2010).

One derivative line corresponds to web analytics, which according to McFadden
(2005) is: “The collection, analysis and reporting of web site usage by visitors and
customers to understand the effectiveness of online …” It involves the compilation
of data from many users, where trends are noted, hypotheses are formed, and
adaptations to the web site are implemented and tested (Rogers et al. 2010).

Others terms corresponds to: data analytics, which is defined as: the application
of computer systems to the analysis of large data sets for the support of decision–
making; where data are assessed, selected, cleaned, visualized, and analyzed, as
well as the outcomes are interpreted (Runkler 2012); big data analytics has the goal
to analyze massive datasets, which increasingly occur in web-scale business
intelligence problems, by distributing the processing utilizing massive parallel
analysis systems (Saecker and Markl 2013); business analytics is the practice of
bringing quantitative data to bear on decision–making by a range of data analysis
methods, including data visualization and reporting understanding (Shmueli et al.
2016).

What is more, the variety of terms also includes: ubiquitous analytics (Elmqvist
and Irani 2013), social network data analytics (Aggarwal 2011), predictive analytics
(Siegel 2013), advanced analytics (Ryza et al. 2015), visual analytics (Ceneda
2016), text analytics (Xiang 2015), and supply chain analytics (Souza 2014).

3.2.2.2 Analytics in Education

Although analytics have arrived later to education than to government (Siemens
2014), analytics has ventured to support academic labor. That is why specialized
lines have emerged, since those that are suitable for chancellors of academic
institutions, whilst others concentrate on the learning process, as well as the own
learner.

One of such lines is institutional analytics that focuses on the business side of
higher education. Within institutions, units (e.g., finance, advancement, institutional
research, and effectiveness) have troves of data related to institutional performance.
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The aim is to discover new efficiencies, cost savings, or revenue streams by means
of the potential of analytics approaches (Brooks and Thayer 2016).

Another line is academic analytics (AA), term coined by WebCT as Katz says in
the “preface” section of Goldstein and Katz (2005). According to Goldstein (2005):
“AA is the intersection of technology, information, management culture, and the
application of information to manage the academic enterprise”.

Even though they were interested in the application of information to support
decision-making in the academy business functions, they preferred the term AA,
instead of business intelligence, because AA initiatives predict which students are
in academic difficulty, allowing faculty and advisors to customize learning paths or
provide instruction tailored to learning needs (Campbell et al. 2007).

Whereas Norris et al (2008) call to play more action into AA by means of action
analytics, which define it as: “Learner-centric that focuses on issues related to
access, affordability, and success for learners at all stages of their learning lives”.
Over time, action analytics empowers learners to take greater responsibility for their
success, in collaboration with parents, teachers, mentors, and employers.

According to Piety et al (2014), learner analytics collects information around
differences among learners with regard to cognitive traits like aptitudes, cognitive
styles, and the like. It also studies learners’ non-cognitive traits, such as: motivation,
attitudes toward content, attention and engagement, expectancy and incentive,
experiences, extra-curricular interests, socioeconomic status, and family situations.

Social learning analytics refers to the use of social network analysis (SNA) for
learning processes, with the goal of understanding, explaining, and improving learning
as a means to observe the social learning occurring in classes with a high number of
geographically distant and disconnected users (Hernández–García et al. 2015).

In addition, there are some knowledge discovery lines closely related to LA, that
although they are not “authentic analytics” (i.e., because hold their own background
and purpose), it is convenient to consider such as: EDM (Peña–Ayala 2014b), edu-
cational data science (Williamson 2015), science education (Talbot–Smith et al.
2013), learning sciences (O’Neill 2016), and information visualization (Ware 2012).

There are other fields related with LA that are worthy to be mentioned: pedagogy
(Knight et al. 2014), psychometrics (Gray et al. 2014), user modeling (Kahraman
et al. 2016), human–computer interaction (Falzon 2015), computer-mediated
communication (Walther et al. 2015), and recommender systems (Aggarwal 2016).

3.2.3 Learning Analytics Nature

Once diverse domains and lines that ground and shape the LA labor have been
stated in the prior subsections, in this new one the nature of LA is outlined. Thus, as
first step is pertinent to identify the LA background, which takes into account the
foundation of the Society for Learning Analytics Research (SoLAR) and the dif-
fusion of the field through its Learning Analytics & Knowledge Conference
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(LAK) and the Journal of Learning Analytics.1 As a second topic, a sample of
relevant definitions for the LA term is given, as well as the academic settings and
most common learning environments are recognized.

3.2.3.1 Background

Notwithstanding, the systemic use of analytics for improving teaching and learning
is still emerging (Siemens 2014). Thus, it is possible to trace a timeline composed
by three eras. Where the first corresponds to the pioneer works published before
2011. Whilst the emergence of SoLAR and the celebration of the first LAK con-
ference, both in 2011, represent the kick off for the second era. In so far as the
current one starts in 2014 with the launching of the Journal of Learning Analytics.
Thus, a summary of the first two eras is given in this section, and the third is
addressed in the rest of the chapter.

In relation to the first era, one of the earliest works that concerns to LA concept
was the study of causes and cures of college students’ attrition (Tinto 1987), where
a theory of student departure from school is given to serve as a barometer of the
social and intellectual health of college life as much as of the students’ experiences.

Afterwards, the LA term appears in a briefing made by Mitchel and Costello
(2000). They mention the report on opportunities in the e-Learning industry stated
by SRI Consulting Inc., where the firm asserts: “The e-learning industry, now in its
infancy, will grow into adulthood after 2005, driven by advances in e-commerce,
according to the latest report, emerging e-Learning industry, stated by Language on
Demand, Inc. Its adolescence, roughly spanning 2002–05, will see key opportu-
nities in … Tools for LA …” Later on, Berk (2004) edits a report about the state of
LA, which concerns the effectiveness of corporate training programs.

Other pioneer works correspond to Moore (2005) that explains how LA is able
to measure the effectiveness of learning, which is related to the pedagogy. He seeks
to understand whether learning effectively meets its original design objectives.
While Retalis et al. (2006) work on networked LA to discover issues that help
students move toward knowledge construction, understanding of topics of the
subject domain, and problem-solving skills acquisition, either individually or in
groups. In addition, Bach (2010) traces a framework for the development of LA and
ethical issues involved in the application of its methods to educational contexts.

In relation to the second era, most of the LAwork is published in LAK conferences
organized by SoLAR, whose links appear in the first footnote. According to Conol
et al. (2011), three indicators were considered to develop LAK conferences: (1) the
growth of data surpasses the ability of organizations to make sense of it; (2) learning
organizations make little use of the data learners “throw off” in the process of

1To know more about SoLAR, the Journal of Learning Analytics, and the first conferences, readers
should visit: SoLAR: https://solaresearch.org/ Journal of Learning Analytics: http://learning-
analytics.info/ LAK’2011: https://tekri.athabascau.ca/analytics/ LAK’2012: http://lak12.sites.olt.
ubc.ca/ LAK’2013: https://lakconference2013.wordpress.com/.
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accessing learning materials …; (3) educational institutions are under growing
pressure to reduce costs and increase efficiency…. As result, 27 papers make up the
LAK’2011 proceedings, where SNA, prediction and tools are the main targets.

The proceedings of the LAK’2012 conference organize 42 papers into the fol-
lowing topics: SNA, adaptive-recommender systems, reflective learning, institu-
tional views, educator interventions, visualization, EDM, and prediction. Whilst,
the LAK’2013 conference publishes 40 papers related to next domains: visualiza-
tion, SNA, collaboration, discourse, affects, prediction, MOOC, assessment, and
architectures. The proceedings of these three first LAK conferences, as well as the
subsequent ones, LAK’2014–LAK’2016, are worthy to be analyzed in detail by a
future work that highlights the relevant findings and uncovers new tendencies.

3.2.3.2 Definitions of Learning Analytics

In order to shape a concept for LA, several definitions given through the time are
stated, starting with Moore (2005), who said: “The term LA has been thrown around
the training… industry by everyone from technology heavyweights to analysts… In
short, LA means the study of the impact of learning on its learners”. Later, Bach
(2010) defines LA as: “The use of predictive modeling and other advanced analytic
techniques to help target instructional, curricular, and content resources to support
the achievement of learning goals”. Whereas, Siemens (2010) asserts: “LA is the use
of intelligent data, learner-produced data, and analysis models to discover infor-
mation and social connections, and to predict and advise on learning”.

After, Elis (2011) claims: “LA focuses on building systems able to adjust
content, levels of support and other personalized services by capturing, reporting,
processing, and acting on data on an ongoing basis in a way that minimizes the time
delay between the capture and use of data”. Whilst, Siemens et al (2011) say: “LA
is the measurement, collection, analysis, and reporting of data about learners and
their contexts, for purposes of understanding and optimizing learning and the
environments in which it occurs”. Whilst, van Barneveld et al. (2012) assert: “LA
focuses on the learner, gathering data from CMS and SMS to manage student
success, including warning processes where a need for interventions may be
warranted”.

Recent LA definitions includes the one given by Wise and Shaffer (2015) to
state: “LA is the ability to discover patterns and associations across modalities (e.g.,
coordinating talk), over time (e.g., in the revisiting of studied material), or at a
micro-genetic level (e.g., how a teacher uses analytics to monitor student activity)”:
Another is given by Brooks and Thayer (2016) to mean: “LA is the area of analytics
investment and interest that is directly related to the student experience and learning
outcomes with the aim at improving students’ success and student services”.

Before given a new definition for LA, two views of “what learning is” stated by
Schmeck (2013) are expressed. One corresponds to the experiential, also called
phenomenological, where learning is defined by individuals engaged in learning
(i.e., learners depict their experience of events involved in learning). While, the

3 A Landscape of Learning Analytics … 75



behavioral point means, learning is an observable change in a person’s reaction to an
equally observable stimulus situation. Thus, in this work LA is defined as: “A
research line that pursues to study, understand, describe, explain and predict the
learning phenomenon, from both experimental and behavioral views, that happens in
CBE settings by the support of CBIS and KBS to enhance the efficacy of teaching–
learning experiences and increase the learners’ achievements and gratification”.

3.2.3.3 Learning Environments and Resources

Even though, the essence of LA concerns to all modalities (e.g., face-to-face, open
…), levels (i.e., from pre-primary up to postgraduate), settings (e.g., classroom),
and kinds of CBE systems, most of its applications have been oriented to higher
distance education based principally on CMS, LMS, IMS, ITS, and MOOC.

Moreover, the main source of data represents the information automatically
produced by such systems as result of the interaction between users and CBE sys-
tems, recording who accessed what, and when; as well as the dialogues expressed by
learners in social networks and online forums. Use of this kind of data is termed
usage logs, audit trails, log data, dataset… (Phillips et al. 2011). The data are used
to track, how students use the CBE systems, as well as to reconstruct an individual
student‘s online presence in detail. Therefore, the analysis of the association between
variables of learners’ behavior extracted from log data attain attention.

A good example of the information stated in log data is given by Joksimovic
et al. (2015), who map Moodle logs to the next interaction types: student–student,
student–teacher, student–system, and student–content. Whilst, Gašević et al (2015)
assert: trace data contain time-stamped events about views of specific resources,
attempts and completion of quizzes, or discussion messages viewed or posted. In
consequence, they edit the following individual types of trace data recorded by a
LMS across diverse courses: assignment, book, chat, course logins, feedback,
forum, light box gallery, map, quiz, resource, virtual classroom, and Turnitin (i.e.,
program that can be integrated with Moodle to detect plagiarism).

In addition to source data, emerges the synthetic data, also known as simulated
data, with the purpose to avoid accidental disclosure or reconstruction of infor-
mation. According to Berg et al. (2016), such kind of data can be used as example
data to train predictive models. Also, synthetic data are useful for benchmarks.

In another vein, learning resources are the main asset of any CBE system
because represents the domain knowledge to be taught and learned. Online learning
resources are authored through a diversity of multimedia content, such as static and
dynamic web pages, quizzes, exercises, wikis, self–tests, as well as tools for
manipulation and search to satisfy different learning needs. In this regard, Hecking
et al. (2014) apply network analysis methods to investigate the dynamics of rela-
tions between students and resources to identify characteristic patterns of the
courses.

As supplementary sources for exploitation appear SIS, curriculum, learner
models, learning resources metadata, assessments, pedagogical strategies, learning
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paradigms, and multimodal data (e.g., gesture, eye-tracking, biosensors, object
manipulation). This increasing relevance of datasets in LA is: they are information
assets that, if used properly, empower many aspects of the academic institution labor.

Nevertheless, diverse issues need to be taken into account such as: the
assumption that data stored within institutional SIS can be directly associated with
an individual student’s identity, something that is not always feasible due to ethical
regulations (Ognjanovic et al. 2016). Other issue corresponds to the meaning of the
masses of data collected, it is not always clear. One more is pointed out by Ochoa
et al. (2014) who assert: A challenge is the collection of datasets that can be shared
for research goals in order to collect data captured in real–life settings, from diverse
learning settings, and to make such data available for comparison purposes.

In addition, Elouazizi (2014) identifies a couple of issues related to datasets as
information assets: (1) they are often the worst governed, least understood, and
most poorly utilized key asset; (2) they are dynamic in nature, multifaceted, and
increase exposure to security and privacy risks.

3.2.3.4 Stakeholders and Levels

The complexity of LA is not only due its wide and heterogeneous underlying
do-mains, it is also because the diversity and dynamic interests of its stakeholders to
be met. As this regard, Buerck and Mudigonda (2014) claims: Few studies exist that
depict the constraints that preclude a LA initiative from succeeding fully, meeting
the criteria of success as defined by involved stakeholders.

The LA labor demands hierarchical, distributed and networked actions, as well
as data streams, where stakeholders submit input, provide advice, and demand
information, whose outcome represents knowledge, visualization, interpretation and
analysis to enrich the learning process and reach the goals of all stakeholders. For
instance, Knight and Littleton (2015a) acknowledge a three-tier architecture to
collect, analyze, and feedback data to stakeholders at the macro, meso, and micro
levels, which respectively correspond to region, state, national and international
scope; institution wide, and individual user actions.

A key mapping between stakeholders and data uses is given by Elouazizi (2014),
which also includes data sources. Some of its items are used to illustrate a proposed
taxonomy of LA stakeholders, which also includes other instances provided by
Reyes (2015), and Buerck and Mudigonda (2014) as follows:

• Organizations: (1) government: educational policies, improving accountability,
assess of policies … (2) academic institutions: enrollment, attrition, desertion,
graduates impact … (3) training companies: quality, prestige, certifications …

• Formal areas: (1) academic boards: instructional practices, assessment criteria
… (2) research labs: pedagogy paradigms, learning styles … (3) counselling:
students at risk, retention … (4) management: student flow-through and atten-
dance …
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• Roles: (1) students: access to learning resources, self-monitoring … (2) faculty:
teaching effectiveness, learning processes, learners collaboration … (3) instruc-
tors: monitor student activity, warning signals … (4) researchers: EDM out-
comes, visualization hints … (5) community and donors: educational outreach,
investment profit, social impact … (6) learning systems, content and support
staff: user experience, instructional design, user support services … (7) course
coordinator: usefulness of content, problem solving, sequence patterns, learners
interaction …

• Individuals: (1) department head: teaching effectiveness, program evaluation …
(2) dean: enhancing reputation, empowering education; (3) executive officer:
process optimization, improving graduation rates … (4) tutor: student behavior
and performance … (5) parents: student status, achievements, issues …

3.3 Learning Surroundings

In this section2 a conceptual, logistic, and juridical surrounding of LA is sketched to
illustrate the learning paradigm that grounds LA approaches. Moreover, the theo-
retical frame that guides the development of LA approaches is outlined. Inclusive,
the legal context to be taken into account to regulate LA labor is also exposed.

3.3.1 Learning Paradigms

According to Wise and Shaffer (2015): “There is a danger in thinking that with
enough data, the numbers speak for themselves. In fact, with larger amounts of data,
learning theory plays an ever more critical role in analysis”. Thus, a sample of
learning paradigms considered in the surveyed works is stated as follows.

3.3.1.1 Self-regulated Learning

According to Segedy et al. (2015), Self-Regulated Learning (SRL) is an active
theory of learning that describes how learners are able to set goals, create plans,
monitor their progress, and revise their plans. They develop coherence analysis to
analyze students’ SRL behaviors, which focus on students’ ability to seek for,
interpret, and apply information encountered while at problem-solving. Whilst, You
(2016) aims at predicting course achievement by using frequencies, duration of

2Citations stated in Sects. 3.3 and 3.4 pertain to the papers published in journals since 2014, where
their statements presented here could correspond to other authors cited in those works. Thus,
readers should seek the real author of the exposed definitions in those citations.
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study time, and measures that are indicative of SRL practices such as
time-management.

In addition, Roll and Winne (2015) claim: Because learners are agentic, LA can
inform them about options that may bear on the phases of their SRL. Thus, the goal
is to explore how options for SRL are usefully described given the complexity of
learning activities patterns. Whilst, Tabuenca et al. (2015) use mobile time–logs to
foster SRL in m-Learning, they deliver LA to students via mobile
chart-visualizations and notifications to help learners by raising awareness on time
management.

Cutumisu et al (2015) deploy a game–based assessment, Posterlet, to measure
students’ SRL choices, in which learners design posters and apply graphic design
principles from feedback. They found evidence that seeking negative feedback and
revising are good behaviors for SRL. An additional series of LA and SRL works is:
Sonnenberg and Bannert (2015) focus on the effect of metacognitive prompting on
the sequential structure of SRL processes using process mining techniques;
Timmers et al. (2015) apply SRL to facilitate regulation feedback on problem
solving; Nussbaumer et al. (2015) build a competence—based service to support
SRL; Colthorpe et al. (2015) evaluate students use of SRL strategies; Siadaty et al.
(2015, 2016) measure SRL, as well as scaffold at micro-level processes of SRL.

3.3.1.2 Metacognition

Based on a third-party concept for metacognition (i.e., it is monitoring and regu-
lating one’s own knowledge, emotions, and actions), Chiu and Fujita (2014) assert:
Social metacognition is a group members’ monitoring and controlling one another’s
knowledge, emotions, and actions. In that way, they apply statistical discourse
analysis to study how people influence one another through their interactions in
online forums. Thus, they test whether three types of cognition and three types of
social metacognition (ask for explanation, ask about use, and different opinion)
increase the likelihoods of new information or theoretical explanations in next
messages.

Furthermore, Segedy et al. (2015) apply coherence analysis to model learning
behavior at problem-solving by measuring students’ metacognitive behavior (e.g.,
goal setting, planning, monitoring, and reflection). Sonnenberg and Bannert (2015)
provide metacognitive support for learning through inducing regulatory activities
by asking students to reflect upon, monitor, and control their own learning process.

In addition, Nussbaumer et al. (2015) aim at fostering SRL and reflection. They
also provide support for planning, goal setting, self–monitoring, and self-evaluation
by metacognitive strategies (i.e., monitoring, evaluating, and planning the learning).
Colthorpe et al. (2015) examine the SRL traits of students, using the evaluation of
responses to meta-learning (i.e., awareness of one’s own learning that involves
various metacognitive aspects of learning) assessment tasks supported by access
data from a LMS. As Siadaty et al. (2015, 2016) assert: Traces are the observable
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indicators about cognition that students create as they engage with a task. They
achieve a trace–based micro analytic measurement of learners’ metacognitive states.

3.3.1.3 Collaborative Learning

Paraphrasing Kelly et al. (2015), who cite several authors: Collaborative learning is
ground on the sociocultural theory of Vygotsky, communities of practice, con-
versation analysis, and computers in cognition—including Bandura’s social learn-
ing theory—where cognition is “distributed across people and tools, situated in
contexts, within small groups, involved in activities and across communities of
practice”. From that view, they develop a tool for orchestration of online collab-
orative learning. In addition, Schneider and Pea (2015) study the effect of mutual
visual gaze perception on student discourse in CSCL. They analyze students’ lin-
guistic coherence and coordination, and assess their value for estimating learning
gain.

Moreover, van Leeuwen et al. (2015) find that groups of students may face
problems concerning cognitive activities in CSCL. Thus, they provide LA adaptive
support to teachers for monitoring and solving the occurrence of problems. Van
Leeuwen (2015) reports on teacher use of diverse LA tools to diagnose student
progress and intervene during student learning activities in CSCL. Whilst, Fidalgo–
Blanco et al. (2015) build a LA system as support teachers to evaluate and monitor
individual progress within teamwork. The goal is preventing problems, performing
corrective measures, and making decisions to improve the learning process of
teamwork.

3.3.1.4 Learning in Social Settings

Chung and Paredes (2015) review learning and social network theories to culminate
at a social networks model for understanding learning and performance. One of
their cited theories is situated learning theory that claims: Learning takes place in
social situations where individuals develop skills by interacting with others who can
provide them with insights about existing knowledge and previous experiences
within a community of practice. Another mentioned theory is social learning,
which assumes that modeling processes (e.g., attention, retention, motoric repro-
duction, reinforcement, and motivation) generate learning due their informative
functions and that observers acquire symbolic representations of modeled
associations.

Hernández–García et al. (2015), cite a work where two lines of social analytics
are stated, one is labeled as social learning analytics (i.e., derived from the analysis
of interpersonal relationships), another is called discourse analytics (i.e., focused on
language–based constructed knowledge). They focus on the first one to study the
emerging social network structures from student and teacher interactions in online
classrooms and their relation to student performance. Moreover, Hecking et al.
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(2014) analyze resource access patterns in a blended learning (i.e., provide hybrid
approaches that combine the benefits of online learning and face-to-face sessions)
course and a MOOC from collaborative wikis, self-tests, and thematic videos. They
adapt SNA methods and apply them to dynamic bipartite student–resource net-
works built from event logs of the students’ resource access.

3.3.1.5 Natural Language Processing, Discourse, and Conversation

Knight and Littleton (2015b) explore productive educational dialogue in classroom,
or free-chat based environments. The approach lays on the sociocultural theory,
which explains how individual mental functioning is related to cultural, institu-
tional, and historical context. Their object of enquiry is the dialogue itself (as a
representation of, and a tool for learning). They study the ways that dialogue is used
to create common knowledge (i.e., a shared understanding built during the time by
people involved in a dialogue, and which is an essential part of learning).

Also, Knight and Littleton (2015a) claim: Discourse-centric LA facilitates
exploring the ways in which discourse about learning resources and evidences
occurs. Their approach supports the study of ways in which small and large groups,
as well as individuals make and share meaning together through their language.
Moreover, they analyze diverse kinds of language from discipline specific, to
argumentative and socio emotional associated with positive learning outcomes.
What it is more, Ferguson and Clow (2015) investigate whether the same patterns
of active engagement with course (e.g., content, assessment, and discussion) are
found in MOOC that employ social constructivist. A pedagogy based on the
conversational framework, where knowledge is jointly constructed through con-
versation, and contributing to or reading discussion comments are relevant parts of
the learning process.

3.3.1.6 Diverse Learning Paradigms

Gray et al. (2014) show a depth review of psychometric variables to evaluate
learners’ academic performance, such as: (1) SRL; (2) expectancy theory of moti-
vation explores how an outcome is a consequence of person behavior; (3) goal
theory of motivation associates a student setting with challenging goals about
academic achievement (e.g., performance goals—where a person is looking for
favorable feedback—and learning goals—where people wish enhancing compe-
tency); (4) self-determination theory focuses on human innate psychological need
for competency and analyzes the kinds of goals learners adopted and the reasons;
where intrinsic motivation arises from enjoyment of activity, and extrinsic moti-
vation reveals that the outcome is attractive; (5) learning style holds classic con-
structs known as instructional preference, information processing style, and
cognitive personality style, whilst learners are classified as shallow, deep, and
strategic.
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Tabuenca et al. (2015) aim at facilitating a mobile tool that can be smoothly
integrated by any student in his daily learning routine as a way of seamless
learning, paradigm that makes the transitions between diverse learning situations
and context as easy as possible. Whereas Andergassen et al. (2014) investigate
potential correlations between learning results and LMS usage during exam
preparation in blended learning courses, focusing on practice and repetition.

Wanli et al. (2015) based on the theory of online learning as online participation
operationalize activity theory to holistically quantify students’ activity in the CSCL.
Where the former asserts: online learner participation, which is supported by
physical and psychological tools, is a complex process of taking part and main-
taining relations with others as well as all kinds of engaging activities. While the
later offers a holistic framework that depicts activities in practice while join both
individual and social behavior. The aim is to explore the development and repre-
sentation of prediction models using data from a collaborative problem-solving
environment.

In relation to Fulantelli et al. (2015), they shape a framework to facilitate edu-
cational decision-making in m-Learning that takes into account the relationships
between the different types of interactions occurring in an activity and the tasks
which are pedagogically important for learning activity. The framework’s baseline
includes the task model for mobile learners, which considers the activity theory.

In another vein, Serrano–Laguna et al. (2014) apply LA and game analytics in
game-based learning scenarios (i.e., paradigm based on the theory of narrative-
centered learning that holds two principles of cognitive processes, one where
learners are transported, the other where learners perform the narrative). They aim
at creating reliable assessment systems for videogames that facilitate the diverse
forms of assessment. In addition, Gibson and de Freitas (2015) trace an exploratory
analysis that summarizes methods, observations, challenges, and implications for
games-based virtual performance assessment.

3.3.2 Learning Analytics Baseline

Even though LA is an incipient research line, an increasing and valuable work has
been made to outline a conceptual baseline that supports research, development,
deployment, and application of diverse kinds of approaches. Therefore, in this
section an inventory of several works oriented to introduce some theoretical con-
tribution (e.g., models, frameworks, methods, techniques, and tools) is given.

3.3.2.1 Models

The essential and most common underlying LA element are the models! Where
diverse models trace how the LA process should be carry out, whilst others focus on
particular targets of description. A sample of them is summarized as follows:

82 A. Peña-Ayala et al.



• Three big data analytical models: Conceives the intersection of descriptive,
predictive, and prescriptive analytics models to support association, triggering,
and assessment, and analytical representations; model proposed by Daniel
(2015).

• Learning analytics model: Depicts the dynamic interaction of stakeholders with
their data supported by visual analytics, for instance: self–organizing maps, to
generate conversations, and solution-seeking (de Freitas et al. 2015).

• Model for instructional effect of feedback: Embraces five stages: learners initial
state, search and retrieval strategies, response, evaluation, and adjust initial state,
model used in computer-based formative assessment (Timmers et al. 2015).

• Process of information problem solving: Models five skills: defining informa-
tion problem, searching information, scanning information, processing infor-
mation, and organizing and presenting information, applied in (Timmers et al.
2015).

• Social networks-based model for understanding learning and performance:
Studies the association between social networks, content richness in academic
learning discourse, and performance, stated by Chung and Paredes (2015).

• Community of inquiry: Assists the design of educational experiences in com-
munities and networks of learners, by the description of inquiry through the
cognitive, social, and teaching presences, model used by Kovanović et al.
(2015a).

• 5E+I/A: Adds the intervention and acceleration steps to the five ones (e.g., engage,
explore, explain, elaborate, evaluate, intervention, and acceleration) of the science
inquiry model to comprise a lesson cycle, stated by Monroy et al. (2014).

• Data and learning outcomes curriculum development model: Depicts a
learning-outcome-centered curriculum cycle that includes: specification of curric-
ular design, identification of a conceptual model, curricular development, testing
and evaluation, and curriculum refinement, described in (Méndez et al. (2014).

• Technology-enhanced learning technology complex: Identifies the components
of the technology complex: pedagogy, stakeholders, communities, current
practices, context, technical, and business model, cited in (Ferguson et al. 2014).

• Technology-enhanced learning innovation process: Highlights components to
address educational projects, mentioned by Ferguson et al. (2014).

• Analyze, design, develop, implement, and evaluate model: Guides curriculum
and course design through a cycle make up by those five actions. This former
model is cited and used by Dunbar et al. (2014).

• Structural topic model: Finds syntactic patterns with semantic meaning in
un-structured text, as well as identifies variation in those patterns, and unveils
texts that exemplify documents within a topical pattern. Model stated by Reich
et al. (2015).

• LA frameworks and models: Summarizes five models: (1) knowledge contin-
uum: data, information, knowledge, wisdom; (2) five steps of analytics: capture,
report, predict, act, refine; (3) web analytics objectives: define goals, measure,
use, share; (4) collective applications model: select, capture, aggregate, process,
display; (5) process of LA: select, capture, aggregate and report, predict, use,
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refine, share. Knight and Littleton (2015a) cite a third-party work that presents
such models, and compare them.

• Model for retention of coherent understanding of complex phenomena: Joins the
knowledge integration framework and the research on distributed practice
sequence in order to guide learning design. Model adopted by Svihla et al. (2015).

• Course engagement: Considers five observed behaviors (e.g., counts of logins,
days, spent hours, posts viewed, posts authored) that reflect course engagement.
Conceptual model sketched by Lowes et al. (2015).

• RAPID Outcome Mapping Approach: This model is based on the technology
complex model with the goal to deploy LA for supporting technology—en-
hanced learning. This model has been introduced in the prior section (Ferguson
et al. 2014).

3.3.2.2 Frameworks

Other relevant and popular LA ground corresponds to the frameworks! They pro-
vide key insights to be considered at designing, or represent a scaffold to orient the
development of a LA approach. Diverse frameworks are identified as follows:

• Framework to describe big data in higher education: Acknowledges four items:
institutional analytics, information technology, AA, and LA (Daniel 2015).

• Ideal data: Logically relates six data systems: administrative, research, student,
teaching and learning, curriculum, and department (Daniel 2015).

• Theoretical framework for student performance prediction model: Joins theory,
EDM, application, and LA through computation, optimization, interpretation,
and contextualization tasks to predict performance. This framework is cited in
(Wanli et al. 2015).

• Quality indicators: Standardizes the evaluation of LA tools and advices how to
capture evidence for the impact of LA on education (Scheffel et al. 2014).

• Construction of proxy variables: Transforms an unstructured data set into proxy
variables to define time management strategies, outlined by Jo et al. (2015).

• Development of predictive models based on student data: Studies the scaling
issues concerned to portability and intervention effectiveness. Framework
developed by the Open AA Initiative (Jayaprakash et al. 2014).

• Online academic support environment design framework: Considers learner
interactions with the aim at creating a compelling online environment in which
learners feel part of an academic support community (Jayaprakash et al. 2014).

• Psycho-pedagogical: Infers psychological assumptions on underlying skills and
competences needed for problem solving, which includes both domain and user
models to plan and set goals, use learning resources, assess knowledge and
competence, and reflect on learning process. Framework outlined by
Nussbaumer et al. (2015).

• General framework for design of automated discourse analysis instruments and
representations from first principles: Guides the design of tools for assisting
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instructors with the orchestration of online groups. Framework stated by Kelly
et al. (2015).

• Knowledge integration: Advices learners to integrate their diverse and
conflicting ideas about core topics by building coherent understanding through
elicit, add, distinguish, and link ideas. Framework described and cited by Svihla
et al. (2015).

• Learning awareness tools-user eXperience: It is an iterative five stages (e.g.,
problem identification, low and higher fidelity prototyping, pilot studies, and
classroom use) workflow to guide the development of awareness tools for
technology-enabled learning settings (Martínez–Maldonado et al. 2015).

• Trace-based microanalytic measurement protocol: Estimates the effects of scaf-
folding interventions on SRL processes by the achievement of prerequisites (e.g.,
formulation of the SRL model, defining micro-level SRL processes …) and the
measurement (e.g., identifying SRL interventions events, translating traces to SRL
events, editing contingency records). Framework shaped by Siadaty et al. (2015).

3.3.2.3 Strategies, Methods, Techniques, and Algorithms

Once the first-tier underlying elements to conceive and design a LA approach have
been identified, now a sample of strategies, methods, and techniques is going to be
stated respectively in Tables 3.1, 3.2 and 3.3 in order to sketch an overview of

Table 3.1 Sample of strategies used in LA field

Name/author Profile

Muñoz-Merino et al.
(2015)

Precise effectiveness: analyzes learners’ effectiveness with educational
resources and activities in MOOC

Kim et al. (2016) Facilitative: encourages potential low achiever students to participate
during a course
Structured: guides novice learners at an initial stage of discussion by
means of discussion prompts

Chiu and Fujita
(2014)

Statistical discourse analysis strategies to address analytic difficulties:
contains suitable strategies to deal with diverse difficulties for data set,
dependent and explanatory variables

Knight and Littleton
(2015a)

Inductive: it is a data-driven approach to derive data, from which
hypotheses are produced and validated
Deductive: it is the traditional scientific hypothetic-deductive model
that constructs hypotheses to test through data collection and analysis

Kovanović et al.
(2015b)

Time-oriented heuristics: places an upper limit on the total session
time or a single Web page time
Navigation-oriented heuristics: seeks a web page connectivity to
identify user sessions

Siadaty et al. (2015) Motivational strategies for learning questionnaire: assess learners’
motivational orientation and use of different learning strategies
Learning and study strategy inventory: assesses the learning strategies
that university students report using
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logistic frames that guide the LA labor. Moreover, in the sample of published
journal papers in the LA arena, only three works reveal particular interest in the use
of a kind of EDM algorithm. Thus, such works are going to be summarized as
follows.

The first is the tree-based that uses random subsets of the data where each node
in the tree is then split using the best split among all variables. It is used by Kim
et al. (2016) to measure how well the proxy variables classify the low and high
achievers in terms of accuracy, precision, recall, and specificity. The second
algorithm is k-means that is oriented to clustering a data set according to a distance
criterion of some attributes. It is applied by Wise and Shaffer (2015) with the
purpose of using all of the students’ action segments to develop a set of

Table 3.2 Sample of methods used in LA arena

Name/author Profile

Fidalgo–Blanco
et al. (2015)

Comprehensive training model of the teamwork competence:
integrates tools from several LMS and facilitates registration of user
interactions, as well as the access to teamwork evidence

Kim et al. (2016) Extracting proxy variables: depicts key factors considered in
asynchronous online discussion

Chiu and Fujita
(2014)

Statistical discourse analysis: modeling online discussion processes to
face diverse analytic difficulties involving the data, outcome, and
explanatory variables

Knight and Littleton
(2015a)

Traditional and data-driven science: compares the views of both
methods, as well as their steps based on inductive and deductive
strategies

Kovanović et al.
(2015b)

Time-on-task estimation: analyzes learners performance based on two
strategies, time-oriented heuristics, and navigation-oriented heuristics

Siadaty et al. (2015) Trace-based measurement protocol: measures the effects of
scaffolding interventions on SRL processes

Table 3.3 Sample of techniques used in LA domain

Name/author Profile

Fidalgo–Blanco
et al. (2015)

Virtual teamwork: includes forums, wikis, what’s up … in a blended
learning environment, where teams also have meetings in person

Muñoz–Merino et al.
(2015)

Expert validation: gets diverse perspectives from the results according
to the application context

Kim et al. (2016) Random forest: features random sampling and ensemble strategies

Wise and Shaffer
(2015)

Sequence segmentation: organizes sequences of user actions at each
time a user completes an “evaluate” action

Knight and Littleton
(2015a)

Discourse functions, focus, content, and example discourse-centric
learning analytics: contains a set of suitable techniques devoted to
four instances of relations between a specific function, focus, and
content

Kovanović et al.
(2015b)

Time-on-task estimation: calculates time spent reading discussions,
time on-task from trace-data, and self-reported data on the amount of
time students spent using the system
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generalizable action segments. The third algorithm is pattern—matching, which is
designed to generate patterns of traits that are common to a set of items that are used
to compare against other instances to try to identify some similarities. Such an
algorithm is deployed by Siadaty et al. (2015) to accomplish the goal of first
searching for occurrences of all available patterns defined in the pattern library in
users’ log files.

3.3.2.4 Tools

A valuable resource in LA environments are the tools. A software application, a
complete system or environment that facilities the development of specialized tasks
to be achieved by learners, academic, and research staff. A sample of tools built,
used or cited by the collected sample of LA works is introduced in this section.

The first is the “mobile environment for learning with linked open data”,
MeLOD. The tool provides didactical contents directly embedded into the learner’s
current situation and deploys m–Learning scenarios (Fulantelli et al. 2015). The
second tool is ALAS–KA, the “add-on of the LA support of the Khan Academy”
developed by Ruipérez–Valiente et al. (2015) as a module to extend the MOOC
Khan Academy plaform. It provides visualizations and information for the class, as
well as for individual students that help teachers and learners to make decisions.
Gómez–Aguilar et al. (2015) develop the “semantic spiral timeline”, SPT, to group
and filter demands by providing a landscape of the overall use of CMS.

In another vein, Epp and Bull (2015) analyze uncertainty representation in
visualizations of LA by a review of learning dashboards and visual analytics tools,
such as: (1) SQL-Tutor, open learner model: shows learners what they have
understood and misunderstood; (2) Narcissus: enables the monitoring and com-
parison of individual team member’s contributions against one another … (3) My-
Pet: illustrates learner’s affect and motivation, as well as reflects the learner’s
observed interest in a topic; (4) Pepper: shows the relationship between discussion
forums and learner interest, as well as depicts group level interest in topics;
(5) ProTutor: tracks the user’s ability to pronounce Russian characters; (6) Next—
TELL open learner model: shows the relationship between competencies; (7) “stu-
dent activity monitor”, SAM: visualizes student activity; (8) Comtella: encourages
learners to notice both their and their classmates’ contributions, and highlights the
differences in their contributions.

Sedrakyan et al. (2014) analyze modeling behavior using experimental logging
functionality of the JMermaid modeling tool. Such a tool is a computer aided
software engineering program that assists users in creating and validating models in
the requirements analysis phase of an enterprise systems development project
according to the method for requirements engineering, labeled MERODE. Whilst
Reyes (2015) identifies the following LA resources: (1) Blackboard analytics:
offers self-service analytics applications; (2) GISMO: displays data by a graphical
interface; (3) SNAPP: is a SNA tool; (4) Meerkat–ED: analyzes users’ participa-
tions and their interactions in forums; (5) SunGard assessment and curriculum
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management: facilitates assessment analysis and management, as well as curricu-
lum management; (6) Desire2Learn: analyses engagement, retention, and learning
outcomes.

Wise et al. (2014) aims at helping learners to monitor and regulate how they
speak and listen in online discussions. Thus, with the purpose to foster engagement
in discussions, they cite the Starburst discussion forum. Such a tool exhibits dis-
cussion threads as a radial tree, allowing learners to see the structure of the dis-
cussion and the location of their comments within it. Dunbar et al. (2014) build the
tool “browser of student and course objects”, BoSCO, to relate the analytics space
and the course—curriculum design environment and encourage faculty to use
analytics for course and curricular design. As for Nussbaumer et al. (2015), they
tailor a SRL process model to depict learning as a cyclic sequence of four main
phases: planning and goal setting, using learning resources, knowledge and com-
petence assessment, and reflecting on learning behavior and progress. For each of
these phases, a visual tool is built to support the respective cognitive and
metacognitive activities.

Finally, van Leeuwen (2015) study the effects of LA tools and how teachers use
them. Thus, she develops a case where collaborating groups have to read and
analyze historical sources (using the Sources tool), discuss the information (by the
Chat tool), and write a report (using the Cowriter tool). For all, the three activities
are all automatically logged by the “Virtual collaborative research institute” CSCL
system in the form of opening and closing of tools, messages, and written words.

3.3.3 Legal Landscape

With the goal to frame the LA labor, diverse topics should be considered for
researchers, developers, and practitioners. Where the first one corresponds to the
governance of the applications, data, and outcomes. Ethical and privacy matters
constitute the next topics, which are needed to shape a legal framework to be
observed by LA stakeholders. The fourth concerns to data protection matters, whilst
legal terms are stated in the fifth topic. The last one describes a couple of subjects,
one related to the epistemology nature of LA and the other to vulnerability.

3.3.3.1 Governance

In regards to governance, Elouazizi (2014) cites the definition given by Richard
Alfred to say: “Governance is the process for distributing authority, power, and
influence for academic decisions among campus constituencies”. He also identifies
some of the challenges of data governance modeling in the context of LA (e.g., the
ownership of LA data sets, the interpretation of the data, and the decision-making
based on data), as well as discusses the critical factors for designing data gover-
nance models (e.g., unicameral, bicameral, tri-cameral, and hybrid).
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In order to inspire a LA data governance model that clearly defines who owns
the physical LA data, who holds the interpretation of the LA data, and who is able
to make decisions based on LA data, Elouazizi (2014) traces a relationship between
LA stakeholders, data uses, and data sources overlaps.

Additionally, Berg et al. (2016) analyze the impact of synthetic data on LA
infrastructures, with a particular focus on data governance. They consider data
governance and ethics issues should be taken into account for any LA framework.
Thus, they propose the use of synthetic data to foster the prototyping of services
before the real data feed the LA application. Its availability supports proof of
concept, security testing, practicing, and training around data governance processes.

3.3.3.2 Ethics

In order to clarify the meaning of ethics, Ferguson et al. (2016) cite the definition
given by Drachsler and Greller to mean: “Ethics is the philosophy of morality that
involves systematizing, defending, and recommending concepts of right and wrong
conduct”. In addition, Ferguson et al. (2016) identify 21 LA challenges with ethical
dimensions, where six correspond to ethics as a restriction on action. One more is
devoted to informed consent, three correspond to the ethical goal that should
safeguard. Another concerns to an ethical goal of a society in which everyone has
equal access to education, and one more is associated with the purpose of a just
society.

Inclusive, Ferguson et al. (2016) suggest nine ethical goals related to: student
success, educational institutions, private and group assets, property rights, educators
and educational institutions, access to education, laws, freedom from threat, and
integrity of self. Additionally, Khalil and Ebner (2016) cite a work that points out
diverse categories of ethical issues, such as: transparency of data collection …,
anonymization and de-identification of individuals, ownership of data, data
accessibility and accuracy of the analyzed results, security of the examined data
sets.

Even though, the extraction and analysis of learners and faculty online behavior
can uncover useful insights into the learning process, these analyses also raise
concerns about the ethics and privacy of these forms of analysis and research
(Ognjanovic et al. 2016). Additionally, Elouazizi (2014) claims: Who designs and
interprets the ethical guidelines for gathering, using, and purging such data? He also
points out that: Some of LA stakeholders may generate or use LA data object under
legal and ethical restrictions. Furthermore, LA data governance models should
allow for a shared understanding of the ethical and legal aspects of using the data.

Moreover, Andergassen et al. (2014) acknowledge the need of an ethical
framework that defines learner rights and data ownership, including opting out of
the analytics record and giving informed consent for data usage to researchers.
What is more, they cite six principles, given by third-party authors, towards an
ethical framework, whose essence is: (1) LA should function as moral practice;
(2) students should be seen as agents … (3) data collected about performance
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should be seen as temporal, dynamic constructs … (4) student success should be
seen as a multidimensional phenomenon … (5) transparency about data usage;
(6) need to use LA better to understand and develop outcomes for students.

As for the ethics view of Rodríguez–Triana et al. (2016), they depict the ethical
issues that emerged in small-scale classroom oriented approaches that aim at sup-
porting teachers in their practice learning scenarios such as: responsibility, trans-
parency, consent, privacy, validity, minimizing impact, and stewardship of data.
Also, they propose expanding an ethical framework for LA through a series of
recommendations devoted to the following categories: consent, transparency,
access, responsibility, stewardship, validity, privacy, and avoiding negative impact.

In regards ethical principles, Steiner et al. (2016) survey the following five series
proposed by diverse authors they cited, which are worthy to be analyzed: privacy,
consent, location of data, management, ownership, possibility of error, role of
knowing, legal requirements, cultural and social norms, risks, safeguards, vulner-
able groups, clarity, comfort and care, choice and consent, consequence and
complaint, moral practice, students as agents, student identity, students success, use
of data, transparency, right to access, student control over data, accountability and
assessment, responsibility, transparency, validity, enabling positive interventions,
minimizing adverse impacts, and stewardship of data.

What is more, Steiner et al. (2016) define the following eight principles relating
to privacy, data protection, and ethics to scaffold their LEA’S Box privacy and data
protection framework: data privacy, purpose and data ownership, consent, trans-
parency and trust, access and control, accountability and assessment, data quality,
and data management and security.

3.3.3.3 Privacy

Once again, it is convenient to consider another definition given by Drachsler and
Greller that is cited in (Ferguson et al. 2016): Privacy is a living concept made out
of continuous personal boundary negotiations with the surrounding ethical envi-
ronment. Moreover, Ferguson et al. (2016) assert: Privacy is understood as a
freedom from unauthorized intrusion: the ability of an individual or a group to
seclude themselves or the information about them, and thus to express themselves
selectively.

Additionally, a study about privacy, as well as a review about theories of privacy
are published by Heat (2014), who claims: Privacy is an ill-defined concept and
subject to various interpretations and perspectives, including those of philosophers,
lawyers, and information systems specialists. Moreover she cites, a person can be
said to have privacy if, in a given situation, the individual is offered protection from
intrusion, interference, and information access by others.

Also, Heat (2014) traces a view of privacy through four levels: (1) individuals
have privacy in a particular situation if they are offered protections from infer-
ence, information access, and intrusion; (2) normative and descriptive privacy
situations; (3) control and limitation early theories of privacy; (4) recent theories:

90 A. Peña-Ayala et al.



ontological theory of information privacy, contextual integrity theory of infor-
mation privacy, and hybrid Regional Alternative Licensing Centers theory of
privacy.

Whereas Buerck and Mudigonda (2014) claim: Eny LA initiative should ensure
compliance to various privacy related guidelines and laws, where external con-
straints concern to conventions, norms, and legal requirements pertaining to data
privacy (e.g., the US Family Educational Rights and Privacy Act), research ethics.

In regards the proposal for expanding an ethical framework for LA made by
Rodríguez–Triana et al. (2016), they provide a couple of recommendations for
privacy: (1) if some data must be anonymous, be sure it cannot be re-identified by
contextual information available to the users; (2) if you use data from external
sources, be sure you can identify the owner correctly, and that other ethical and
privacy issues are not put at risk when using those sources.

As for the data privacy principle that guides the LEA’S Box privacy and data
protection framework, Steiner et al. (2016) assert: Collection and use of personal
data must be fair and provide appropriate protection of privacy. Thus, they
encourage designing and building data-sensitive educational apps equal to the
well-established principles of other critical online solutions, including transaction
numbers for accessing delicate information.

A key object of privacy corresponds to personal information, which gathers the
minimal data necessary to identify an individual (e.g., name, address, photograph,
Email, phone …). In the education sector, this kind of information is known as
personal identifiable information. Particularly, when such an information includes
educational details (e.g., courses, qualifications, assessments …). In contrast, a leak
of learners’ personal and educational information could induce misuse of data, and
unreliable outcomes. Even though academic institutions that are engaged in
exploiting LA approaches are demanded to share diverse findings, as well as
provide some details about such kind of information (e.g., students’ drop out,
attrition …).

Those are some reasons why Khalil and Ebner (2016) proposed a conceptual
de-identification LA framework to prevent uncovering individual identity and
keeping the personal identifiable information absolutely confidential. The frame-
work begins with students involved in learning environments. In the next step the
de-identification process applies techniques (e.g., anonymization, masking, blur-
ring, and perturbation) to convert personal and private information into anonymized
data take place. In the final step the de-identified data linked with a unique
descriptor that may be examined by LA researchers and benefit stakeholders, but
ultimately must be used only to the advantage of students.

On the side of Hoel and Chen (2016), they claim, for privacy-driven design as an
essential part of LA applications development. Particularly, they are aware of
giving priority to privacy in terms of data exchange and application design. Thus,
they propose the “LA design space model”, as a conceptual tool to ease the
requirement solicitation and design for new LA solutions. Such a tool is organized
as a cyclic workflow composed by three construction processes: problem space,
solution space, and the design space and selecting a first solution.
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According to Prinsloo and Slade (2016), vulnerability in the digital context
depends on our understanding of the notion of privacy. Thus, they explore the
Solove’s taxonomy of privacy to illustrate the potential for increasing individuals’
vulnerability, which embraces four categories of privacy problems that contains
particular elements as follows: (1) information collection (e.g., surveillance, inter-
rogation); (2) information processing (e.g., aggregation, identification, insecurity,
secondary use, exclusion); (3) information dissemination (e.g., disclosure, expo-
sure, accessibility, blackmail, appropriation, distortion); (4) invasion (e.g., intru-
sion, and interference).

3.3.3.4 Data Protection

A key topic is data protection, which corresponds to the logistic, processes,
resources, and security measure to preserve data of authorized access, destruction,
and lost. In this regards, Ferguson et al. (2016) define seven LA challenges with
ethical dimensions that concern with data protection, and demand a legal response
that depends on the area of jurisdiction and regional attitudes towards data
security.

However, a “contradictory” statement is cited by Steiner et al. (2016) that says:
The right to data protection is not an absolute right; it must be balanced against
other rights, it needs to be considered and implemented always in relation to its
function in society. However, they aim at defining a privacy and data protection
framework for a LA toolbox, which considers several ethical and privacy principles
for researching and exploring the educational possibilities of benefitting from LA
without sacrificing privacy. In consequence, four of the eight principles stated for
their framework correspond to data protection, such as: purpose and data owner-
ship, access and control, data quality, and data management and security.

For its part, Cormack (2016) proposes a data protection framework for LA based
on an approach used in data protection law, where he advises: An ethical frame-
work should treat LA as two separate stages, using different justifications and their
associated ways of protecting individuals. The first is called analysis, which is
oriented to discover significant patterns treated as a legitimate interest of the
organization that must include safeguards for individuals’ interests and rights.
Whilst the second is labeled intervention, which is devoted to the application of
those patterns to meet the needs of particular individuals that require their informed
consent or, perhaps in future, a contractual agreement.

3.3.3.5 Legal Terms

Ethical and legal objections to LA are barriers against the development of the field.
In consequence, Sclater (2016) introduces an initiative to define a code of practice
for LA. The code covers the main issues that institutions need to address in order to
progress ethically and legally. As result, he tailors a taxonomy of ethical, legal, and
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logistical issues for LA, which embraces the following groups: ownership and
control, consent, transparency, privacy, validity, access, action, adverse impact, and
stewardship. In regards the code, it is grouped into the next eight areas: responsi-
bility, transparency and consent, privacy, validity, access, enabling positive inter-
views, minimizing adverse impacts, and stewardship of data.

In relation to consent, Cormack (2016) reflects: To date LA has largely been a
subject for educational research. However, the techniques are increasingly being
adopted as part of the routine operation of universities and colleges. Such processes
may affect all current and future students and staff, not just those who participate in
research studies, through changes to how education is provided in general and
through specific individual interventions. With this significantly increased impact,
informed consent may no longer provide adequate protection and guidance either
for individuals or for organizations.

What is more, Cormack (2016) cites works achieved by diverse authors to state:
Law and ethics claim that for consent to be valid, it must be both informed and
freely provided. Moreover, the law presumes that consent is not freely given
in situations where the party requesting consent has significant power over the
individual granting it. Inclusive, he states: The use of consent may well bias the
outcomes of LA, potentially excluding those who have most to gain from the pro-
cess. A consent demands individual learners to take responsibility for technologies
and business practices that they do not create themselves, but find themselves
increasingly dependent upon.

As this regard, Berg et al. (2016) analyze the student consent service that an
analytics-based alert and intervention system is able to prompt staff and students in
the case of certain specific situations. For instance, such a system offers students
some degree of control over what is done with their data by means of a student
consent service.

3.3.3.6 Diverse Topics

A couple of supplementary topics are introduced in this section, the first concerns to
epistemology, known as the nature of knowledge. According to Knight et al.
(2014): Epistemology is the philosophical study of what knowledge is, and what it
means for someone to “know” something. Central to the field of epistemology,
there are questions regarding to the nature of truth, the nature of justification, and
types of knowledge (e.g., knowing how—skills—or knowing that—facts).
Inclusive, they assert: Epistemology could be seen as driving assessments aimed at
uncovering student knowledge, and driving pedagogy to build high quality
knowledge to that end. They justify a consideration of epistemology for LA because
the assessment ways, the sorts of tasks, and the kinds of learning, and how epis-
temology relates to assessment regimes. They also introduce epistemic beliefs to
relate the intrapersonal and psychological conceptualizations that individuals hold
regarding knowledge.
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As for the second topic, it corresponds to vulnerability, both institutional and
individual, which triggers a relevant and useful lens on the collection and use of
student data. In this regard, Prinsloo and Slade (2016) adopt the notion of vul-
nerability as an interpretive lens to consider the control and choices available to
users of digital networks. All of this with the aim at engaging with issues sur-
rounding privacy and student privacy, self-management, and agency. They focus
particularly on student vulnerability in the nexus between realizing the potential of
LA, and the fiduciary duty of academic institutions in the context of their asym-
metrical information and power relations with students. Thus, they take into
account their former framework for mapping user vulnerability and privacy
self-management to design an enhanced version called “framework for learner
agency” with the purpose to explore ways to decrease student vulnerability,
increase their agency, and empower them as participants in LA.

3.4 Applications

The employment of LA in education is oriented to pursue diverse goals related to
the learners, academics, researchers, staff, and their teaching–learning contexts,
with the purpose to understand and improve learning. These are the reasons why
this section presents a review of relevant functionalities and approaches devoted to
apply LA in educational settings. In the first part, the typical LA functionalities
oriented to enhance learning processes are described. Whilst in the second sub-
section, several approaches are briefly described stated.

3.4.1 Functionalities

A key aspect of LA is the ability to provide outcomes and findings to support
decision-making for the different entities that intervene in a learning process such as
the student and faculty members. Thus, some of the most common functions and
features outlined in the works that compose the sample are highlighted as follows.

3.4.1.1 Prediction

LA in education aims at predicting students in academic difficulty in order to
provide timely instruction or advise to specific needs supported by actionable
intelligence, which is based on the exploration of datasets, statistical techniques,
and predictive modeling. In relation to performance prediction, its objective is to
estimate an unknown value, in this case the final performance of the student (Wanli
et al. (2015). It is because of that such authors propose a framework for exploring
more understandable prediction based on genetic programming.
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Regarding academic prediction, Tempelaar et al. (2015) use a range of demo-
graphic data, cultural differences, learning styles, learning motivation, engagement,
learning emotions, and diverse user behaviour attributes from a LMS. In the same
manner, Iglesias–Pradas et al. (2015) predict teamwork (i.e., referring to knowl-
edge, skills, and attitudes) and commitment (e.g., degree of engagement and stu-
dents’ willingness) based on interactions extracted from a LMS.

In another vein, temporal prediction is critical to place at–risk students in a
chronological order, so the teachers can provide timely intervention to the students
(Xing et al. 2016). They propose a temporal modeling approach for students’
dropout behavior based on the principle component analysis and stacking gener-
alization. Other instance is an open source analytical initiative introduced by
Jayaprakash et al (2014), where the process and challenges of collecting, orga-
nizing, and mining student data to predict academic risk are anticipated. Moreover,
the prediction models have been released under the standard predictive model
markup language to further use and enhancement by the community.

What is more, Ognjanovic et al. (2016) develop an approach for extracting
student preferences from institutional data to predict student course selections in
higher education. They employ a framework based on the analytical hierarchical
process to model different preference structures according to their importance.

3.4.1.2 Assessment

Regarding assessment, Timmers et al. (2015) express that the main aim of formative
assessment is to support and stimulate student learning. In consequence, they
examine the effect of regulation feedback in computer-based formative assessment
applied on information problem solving.

Related to teamwork assessment, Fidalgo–Blanco et al. (2015) propose indica-
tors based on the interaction to assess the individual development in the teamwork
context. In the same manner, LA is also applied to assess learners based on their
interaction and performance derived from gaming. For instance, Serrano–Laguna
et al. (2014) present a two-step approach to define a scalable LA system that
supports diverse forms of assessment in game-based learning activities. Another
instance is presented by Cutumisu et al. (2015), who build an assessment game. In
this setting, students design posters and learn graphic design principles from
feedback. The authors also measure the student behaviors and achieved learning
with respect to positive and negative feedback, as well as determine the differences
of individuals’ SRL skills.

3.4.1.3 Performance

LA has an essential role in predicting student performance by means of extracting
key indicators to provide insights to benefit students and institutions. In this con-
text, Aguiar et al. (2014) study the relation engagement-performance to predict
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student attrition. They claim: “… placing disproportional focus on academic per-
formance data can result in warning systems that may fail to identify students losing
interest and disengaging from school …” Those authors employ measurements of
engagement from students’ electronic portfolios and use them to augment the
quality of predictions.

In contrast, Lowes et al. (2015) explore the link between online behaviors and
course performance based on LMS data. They find that the higher levels of online
behaviors are associated with higher performance, and two types of behavior.
Where one is associated with attendance, and the other with interactivity.
Nevertheless, both operate separately and differently on gender.

On the other hand, a study that aims to identify significant LMS data indicators,
including SRL indicators to predict course achievement is conducted by You
(2016). The author examines whether the data collected in the middle of the course
can successfully predict final course achievement, and studies the relationship
between online learning strategies and academic achievement.

Another performance work is developed by (Gray et al. 2014), who assert:
Psychometric factors (e.g., ability, personality, motivation, and learning strategies)
are taken into account to predict academic performance. Their study emphasizes on
factors that can be measured prior to, or during learner enrolment to facilitate and
inform early engagement with students potentially at risk of failing.

Furthermore, Chung and Paredes (2015) develop a theoretical model based on
social learning and social network theories to understand how knowledge profes-
sionals engage in learning and performance, both as individuals and as groups. The
model fosters understanding social factors that influence learning and performance
in project management.

3.4.1.4 Feedback

In relation to feedback, it provides information to students and teachers about the
state and performance of the learning processes. Because timely feedback is
essential to regulate learning process, Timmers et al. (2015) focuses on regulation
feedback in a way that stimulates students to engage in evaluating their perfor-
mance. The purpose of their work is to examine the effect of regulation feedback on
student performance and behavior.

In addition, Tempelaar et al. (2015) explore components from diverse data
sources to generate timely feedback and signaling risk of underperformance. They
investigate learning dispositions, outcomes of continuous formative assessments,
and other system generated data in modeling student performance and their
potential to generate informative feedback. Other feedback example case is carried
out by Cutumisu et al. (2015), where they assess children’s choices to seek in-
formative negative feedback and to revise their work. The authors express: “…
behaviors after feedback, such as revising and help seeking, can be important
factors of learning because they enable students to practice the correct skill”.
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3.4.2 Learner Support

Another component of an effective learning process corresponds to the support that
helps learners beyond the primary delivery content. In this section factors related to
the inner aspects of the learner are presented, as well as outer features of the learner
are point out. A brief sample related with both views is presented as follows.

3.4.2.1 Internalization

Regarding engagement, Aguiar et al. (2014) utilize electronic portfolios to measure
student engagement by means of capturing and documenting student learning and
engagement through their reflection, rationale building, and planning. They suggest
that applying EDM techniques to this kind of portfolio could generate a LA
approach to improve the understanding of teaching and learning.

In relation to motivation, Lonn et al. (2015) focus on students’ motivational
orientations, as well as how to assess them. Furthermore, the authors believe such
orientations can conduct to an intervention based on LA with the aim at supporting
data-driven decisions and actions of the academics.

Another example corresponds to the work published by Gray et al. (2014), who
review ability, personality, and motivation factors that could be used to predict
academic performance. The authors claim that: Models predicting academic per-
formance that include factors of motivation with cognitive ability yield a lower error
variance than models of cognitive ability alone.

3.4.2.2 Externalization

Online courses generate data from CBE systems, which can be employed to provide
insights related to student habits and behavior. In relation to behavior, Lowes et al.
(2015) express that the literature suggests a link between online behaviors and
learning outcomes. The authors explore behaviors related to attendance such as
number of days, number of logins, session duration, as well as interactivity (e.g.,
posts viewed and posts authored). Whilst, Ferguson and Clow (2015) explore
patterns of individual learner behavior within a MOOC. They express that studying
learner behavior might shed light on the associations between MOOC character-
istics and learner behaviors.

Concerning retention, Jayaprakash et al. (2014) express that: It can be defined as
continued enrollment or graduation at a given institution. The authors try to identify
students at risk of course failure. They also study the effectiveness of two different
interventions, awareness messaging and participating in an online academic support
environment, with the aim at improving student outcomes.

For its part, Buerck and Mudigonda (2014) use the retention center of
Blackboard LMS to implement an early warning system in a selection of courses.
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The purpose is to determine which approaches seem to work best and identify
students that need intervention and feedback opportunely. Likewise, Svihla et al.
(2015) identify analytics that guide the design of learning experiences to support
retention. The authors explore revisiting previously studied material in different
ways, for example: revisiting specific curricular steps, revisiting material on dif-
ferent days, and revisiting specific steps on different days.

In so far as Pardos et al. (2014), they study the correlation between student affect
and behavioral engagement. The authors focus on detectors that estimate the student
state (e.g., boredom, concentration, confusion, frustration) based on data from an
ITS. In relation to advising, Krumm et al. (2014) depict an early warning system for
an advising program. The goal is to identify students who need academic support.
Thus, they develop a three-level classification scheme—engage, explore, and
encourage—that informs advisors the relationships between academic performance
data, longitudinal data, intra-course comparisons, and log-in events. Whilst,
Colthorpe et al. (2015) examine the self-regulatory traits of health students. They
employ the evaluation of responses to meta-learning assessment tasks supported by
access data from LMS, and depict student behavior at interacting with course
materials.

3.4.3 Peer Interaction

Student success in a course can be facilitated by offering communication channels
among peers, instructors, and contents. LA provides tools and facilities to exploit
the data to benefit relationships among students during their learning experience.
Thus, in this section a paragraph is reserved for describing a CSCL approach, while
a sample of works concerned to social LA and natural language processing are
summarized, exposed, and cited in the following two subsections.

According to van Leeuwen et al. (2015), CSCL is an instructional strategy
supported by technology that fosters collaboration among students, based on the
idea that collaboration is beneficial for learning. The authors explore the effect of
two learning analytics tools: concept trail and progress statistics that give infor-
mation about students’ cognitive activities. They examine whether teacher sup-
porting tools could assist teachers by visualizing analyses of students’ cognitive
activities.

3.4.3.1 Social Learning Analytics

Instead of focusing on learners in an isolated manner, social LA is interested in
processes where learners are engaged in a social activity with peers to develop
educational networking. A sample of works are briefly described as follows:
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• Message boards in online learning: Examines the relation between the
parameters of both social networks and classroom in regards with student per-
formance (Hernández–García et al. 2015). They also explore the potential of
social network visualizations to observe student and teacher behaviors.

• Analyzing the main paths of knowledge: Presents a network analysis technique
to address learning dynamics in the context of an open learning community.
Thus, scientometric methodology is used to analyze biology and electrical
engineering domains in wikiversity for collaborative creation of knowledge
artifacts (Halatchliyski et al. 2014).

• Analysis of dynamic resource access patterns: Investigates characteristic pat-
terns of resource usage of the learners. Hecking et al. (2014) adapt methods from
SNA and apply them to dynamic bipartite student-resource networks using
event logs. They also outline a method to identify patterns of the cluster evo-
lution over time with the purpose to gain deeper insights into the usage of
learning materials.

3.4.3.2 Natural Language Processing

LA supports natural language processing which concerns to the interactions
between computers and human natural languages. The aim is to provide evidence to
academics about the words and dialogues expressed by students during the
development of learning activities. Thus, a set of related works is presented as
follows.

• Student’s written language: Develops an analysis method and tool to track how
a student’s written language migrates from paraphrase to mastery. The infor-
mation is provided to instructors, allowing customized visualization and
self-monitoring (White and Larusson 2014).

• Narrative and cohesive linguistic features: Examines students’ essays within an
automated writing evaluation system. Natural language processing techniques
and entropy analyses are employed to calculate how rigid or flexible students are
in their narrative and cohesive linguistic features over time Snow et al. (2015).

• Additional works: A series of diverse LA approaches correspond to the fol-
lowing works: Wise et al. (2014) explore asynchronous online discussions
applying embedded and extracted analytics; Chiu and Fujita (2014) focus on
discourse analysis and propose a method for modelling discussion; Reich et al.
(2015) describe an approach to language processing to find syntactic patterns
with semantic meaning in unstructured text and identify variations. Whilst
supplementary works are accomplished by Kelly et al. (2015), Knight and
Littleton (2015a, b), and Schneider and Pea (2015).
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3.4.4 User Support

Effective use of LA helps students and academics to enhance learning achievements
by providing timely support to increase the efficiency of teaching and learning
processes. Thus, a sample of works related to teaching support, visualization, and
time management are described and others cited in the next subsections.

3.4.4.1 Teaching Support

LA can provide insights of the students’ performance and behavior, where teachers
and academics become aware of learners’ conduct. In this way, they are able to
foster and enhance best practices in teaching and learning resources. For instance, a
couple of aspects are described and instantiated by a set of citations.

In relation to educational content, Gunnarsson and Alterman (2014) study the
practicality of using learner promotions of content, to identify quality content, and
implications for students and instructors. The authors identify which students are
good and poor predictors of quality content, and what instructors can do with this
information in terms of feedback and guidance.

Regarding curriculum design, it is essential to plan the sequence of learning
experiences taking advantage of LA. In this way, LA empowers the academia to do
a better design of the lectures and classes, workgroup, private study, and assess-
ment. A sample of works related to curriculum is published by Monroy et al.
(2014), Méndez et al. (2014), Dunbar et al. (2014), and Leeuwen et al. (2015),
whose contributions have been introduced in previous sections, where other aspects
are exposed.

3.4.4.2 Visualization

In regards visualization, Martinez–Maldonado et al. (2015) express: the achieve-
ment of affective visualizations is one of the key aspects to be addressed for
advancing the LA field. However, the main issue is to identify the real value of
visualizations, when they are used in real learning contexts, and the impact they
represent on the learning experience.

The authors offer a set of guiding principles and recommendations derived from
a workflow for designing and deploying awareness tools for technology-enabled
learning settings. The purpose is to guide the design of LA visualizations that can
inform pedagogical decisions or intervention strategies.

In this context, Minovic et al. (2015) develop a tool for visualization of student
learning model during a gameplay session. This tool is useful for tracking the game
progress by educators and students. Thus, educators receive real-time tracking of
students learning. Moreover, the tool enables them to react and influence the overall
learning process. Additional visualization related works are reported by Ruipérez–
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Valiente et al. (2015) and Epp and Bull (2015), whose characteristics were
described in previous sections.

3.4.4.3 Time Management

The application of LA in time management helps to deal with analytics related to
recording and reporting time. This kind of user support is useful to provide insight
into the future and actionable recommendations for actors involved in learning
process. One example corresponds to the approach presented by Miyamoto et al.
(2015), who examine the relationship between students’ allocation of their time in
MOOC and their performance. They express that the number of sessions students
initiate is correlated with certification rate across students in all courses.

In contrast, procrastination refers to put off or defer an action. As this regard,
You (2016) examines the effect of academic procrastination on achievement using
LMS data in e-Learning. The author focuses on the delays in weekly scheduled
learning and late submission of assignments calculated from log data. Additional
works concerning time management are found in Ferguson and Clow (2015), Jo
et al. (2015), Kovanović et al. (2015b), and Tabuenca et al. (2015), whose
description has been outlined in prior sections concerning to supplementary topics.

3.5 Conclusions

Once the essence of the landscape for LA has been unveiled through Sects. 3.2, 3.3,
and 3.4, in this last one a couple of topics are stated in order to complement the LA
scene. Therefore, the first topic corresponds to a discussion of the current state and
future trends for LA arena; while the second is oriented to provide the responses for
each research question made in Sect. 3.1.

3.5.1 Discussion

Even though LA is a novel domain of research, a growing and vigorous community
of researchers, academics, and practitioners is devoted to deal with demanding
challenges, ambitious goals, emergent demands, and diverse issues. For its part,
learners, staff, and academic authorities are increasing their demands, requirements,
and expectations. Inclusive, the evolution of CBE systems and the spread of their
application, as well as the extension of their scope represent additional reasons to
consider the need to invest in more and better LA resources. Thus, based on the
already traced LA conceptual landscape and the sample of related works already
summarized, in this section a sample of strengths, weaknesses, opportunities, and
threats is outlined in Tables 3.4, 3.5, 3.6 and 3.7.
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3.5.2 Final Comments

This work has been conceived as result of becoming aware of the need to know and
precise the nature of LA, as well as to spread its research and application.
Particularly we found out three prerogatives, where the first corresponds to the need
for disseminating the knowledge and awareness of the LA domain through a clear

Table 3.4 Example of strengths that empowers LA

Id Strengths

1 A robust background composed by its underlying domains (e.g., CBIS, KBS, and CBE
systems) grounds LA as a research and application area

2 Being part of a revolutionary branch, analytics, including the wide sort of diverse
analytics, as well as the variety of analytics in education

3 The broad and heterogeneous repertory of learning paradigms that inspire
hypothesis-driven research

4 An evolving collection of underlying elements that ground the design, development, and
deployment of approaches

5 An incipient legal frame to inspire and regulate the labor and application

6 The improvement and extension of the scope and reliability of the applications that gains
diffusion, impact, acceptation, and demand

7 The support of the four classic epistemological items: (1) an incipient, but dynamic
growing theory of knowledge about LA; (2) a formal community, SoLAR; (3) a devoted
four-monthly Journal of Learning Analytics; (4) a specialized annual LAK conference

8 The alliances and collaborative work for spreading and improving research with other
communities specialized in diverse domains (e.g., EDM, User Modeling and Artificial
Intelligence in Education societies …)

Table 3.5 Set of weaknesses to deal with in LA

Id Weaknesses

1 The complexity nature of the LA arena, its approaches, and goals

2 The lack of a well-sounded systematic, cybernetic, and holistic theoretical baseline
ground on the theory of systems

3 The plurality of requirements, needs, and interests represented by each kind of
stakeholder that demand a holistic solution

4 The low knowledge, consciousness, and acknowledgment of the LA labor between the
technical practitioners, as well as user community

5 The need of a new kind of software engineering that merges the mixture of resources,
interests, and requirements from the underlying domains and related lines; particularly
SIS, knowledge discovery, knowledge communication systems, and the plethora of
analytics variations

6 The additional investment that represents for the academic institution the implementation
of LA human and computer resources devoted to develop and operate LA approaches to
enhance the diversity of CBE systems

7 The viability, convenience, and overhead that represent the application of LA in real-time
processing linked or embedding to CBE systems
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exposition of the LA essence. All of this in order to benefit the quality of education
and improve the learning achievements.

As for the second, it represents the growing demands for achieving better results
in the use of CBS, as well as innovate diverse learning paradigms, more reliable
assessments, improve the predictive power of the approaches, and recreate a
proactive attitude of the learning environment that benefits students and academics.

Table 3.6 Relation of opportunities for LA

Id Opportunities

1 The maturity in progress of LA opens new targets of study and application such as: active
assistance in classrooms, help in informal learning, adaptive functionalities, active
support for decision-making …

2 The design and instrumentation of an architecture that organizes the offer that the diverse
kinds of educational analytics (e.g., from institutional analytics, AA, LA … up to learner
analytics) provide to academic institutions

3 The conception, development, and deployment of a multidimensional layout that meets
the requirements of all types of stakeholders with the suitable grey level of services,
functionalities, tools, and outcomes

4 To rise LA as a virtual companion of learners, as well as teachers, that facilitates their
daily learning and teaching activity respectively

5 To demonstrate the benefits, profits, and improvements produced by the application of
LA approaches to enhance the academic institution’s life

6 To encourage the LA labor to the best practices, codes, and laws that regulate ethics,
privacy, data protection, and user consents

7 The integration of LA functionalities, services, approaches, and complete systems to
classic CBE systems

Table 3.7 List of threats to be faced by LA

Id Threats

1 The misunderstanding of the LA nature (i.e., a classic misconception is to consider LA
and EDM are similar fields, inclusive interchangeable terms)

2 The ignorance, unawareness, and doubts of academic authorities about the LA labor, its
benefits and return on investment, which avoid or constraint the provision of funding to
support research, development, and deployment

3 The revolution in the academic life of the institutions as a result of implementing LA as a
regularly service that should be taken into account to supervise, warn, and transform the
daily activities

4 The improper use of data, LA approaches, and its outcomes that violate the legal, ethics,
privacy, and consent statutes

5 The undue exploitation of LA applications and results to manipulate and distort its pure
purposes

6 Potential claims of users that dislike a kind of “big brother” system that coldly monitors
and interprets what they do all the time …

7 The technical overhead in the CBE systems that incorporate LA services at real–time, as
well as the cognitive load that impose on the stakeholders who are responsible for
interpreting the outcomes and making the correspondent decisions
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Whilst the third corresponds to the confusion that exists between the nature,
purpose, scope, baseline, and differences between LA and other fields, especially
EDM, where some practitioners use both terms as if they were synonym.

In consequence, this chapter tries to explain the roots, essence, orientation, and
application of the LA field to promote future labor. Therefore as the last task, the
responses to the seven research questions that inspired this chapter are unveiled next
with the purpose to reinforce the sketched LA landscape that is illustrated in Fig. 3.1.

1. What is the LA background? It is make up by three underlying domains CBIS,
KBS, and computers in education (Sect. 3.2.1). These domains represent a
plethora of research lines, paradigms, theoretical elements, approaches, and
applications that shape a robust, heterogeneous, and rich support for LA.

2. Which domains are related to LA? In addition to the underlying domains, the
analytics and analytics in education domains described in Sect. 3.2.2 highlight
the diversity of analytics variants that surround LA labor.

3. What is the LA sense? According to the top–down strategy followed in this
chapter, Sect. 3.2.1 traces the outer domain for LA as well as its roots, next the
related domains stated in Sect. 3.2.2 represent the inner domain that precises the
nature of LA, whilst Sect. 3.2.3 constitutes the kernel of LA nature because
provides its background, a series of definitions proposed for LA, the classic
learning environments and resources, and its stakeholders and levels.

4. What are the learning paradigms related to LA research? Section 3.3.1 identifies
diverse learning paradigms and settings that are considered by several LA
approaches, where some correspond to soft skills (e.g., SRL and metacognition),
others to socialization (e.g., CSCL, social networks, natural language process-
ing), and others are diverse (e.g., m-learning, game-based learning …).

5. How is the LA theoretical baseline composed by? It embraces a variety of
models, frameworks, strategies, methods, techniques, algorithms, and tools,
whose a sample of them is outlined in Sect. 3.3.2.

6. Which are the main application targets for the LA approaches? They are
organized into four categories, such as: functionalities, learner support, peer
interaction, and user support, where a review of related works is given in
Sect. 3.4.

7. What to expect from LA? The discussion based on the exposition of several
strengths, weaknesses, opportunities, and threats exposed in Sect. 8.1 offers a
view of diverse objects that demand attention for the LA community.
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Chapter 4
A Review of Recent Advances in Adaptive
Assessment

Jill-Jênn Vie, Fabrice Popineau, Éric Bruillard and Yolaine Bourda

Abstract Computerized assessments are an increasingly popular way to evaluate
students. They need to be optimized so that students can receive an accurate
evaluation in as little time as possible. Such optimization is possible through
learning analytics and computerized adaptive tests (CATs): the next question is then
chosen according to the previous responses of the student, thereby making
assessment more efficient. Using the data collected from previous students in
non-adaptive tests, it is thus possible to provide formative adaptive tests to new
students by telling them what to do next. This chapter reviews several models of
CATs found in various fields, together with their main characteristics. We then
compare these models empirically on real data. We conclude with a discussion of
future research directions for computerized assessments.
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MOOC Massive online open course
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4.1 Introduction

Today, educational assessments are often automatized, so we can store and analyze
student data in order to provide more accurate and shorter tests for future learners.
The learning analytics process consists in collecting data about learners, discov-
ering hidden patterns that can lead to a more effective learning experience, and
constantly refining models using new learner data (Chatti et al. 2012). Learning
analytics for adaptive assessment have specific and well-defined objectives: they
must improve the efficiency and effectiveness of the learning process, and tell
learners what to do next by adaptively organizing instructional activities (Chatti
et al. 2012). Reducing the test length in needed even more as students today are
over-tested (Zernike 2015), leaving less time for instruction.

Traditionally, models used for adaptive assessment have been mostly summa-
tive: they measure or rank effectively examinees, but do not provide any other
feedback. This is in particular the case of models encountered in item response
theory (Hambleton and Swaminathan 1985). Recent advances have focused on
formative assessments (Ferguson 2012; Huebner 2010), providing more useful
feedback for both the learner and the teacher; hence, they are more useful to the
learning analytics community. Indeed, Tempelaar et al. (2015) have shown that
computer-assisted formative assessments have high predictive power for detecting
underperforming students and estimating academic performance.

In this chapter, we prove that such adaptive strategies can be applied to for-
mative assessments, in order to make tests shorter and more useful. Our primary
focus is the assessment of knowledge and we do not consider dimensions of
conscientiousness, i.e., perseverance, organization, carefulness, responsibility. Our
second focus is to provide useful feedback at the end of the test. Such feedback can
be aggregated at various levels (e.g., at the level of an individual student, of a class,
or of a school, district, state, or country) for decision-making purposes (Shute et al.
2016).

We assume that data is provided as dichotomous response patterns, i.e., learners
answer each question either correctly or incorrectly. A general method is to train
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user models so they can help uncover the latent knowledge of new examinees using
fewer, carefully chosen questions. We here develop a framework that relies solely
on dichotomous data in order to compare different adaptive models on the same
data. Our approach is thus generic and can be specialized for different environ-
ments, e.g., serious games. Based on our analysis, one can choose the best model
suitable to their individual needs.

This chapter is organized as follows. First in Sect. 4.2, we present the learning
analytics methods that will be used in the chapter. Then in Sect. 4.3, we describe
the adaptive assessment models used in diverse fields, ranging from psychometrics
to machine learning. Later in Sect. 4.4, we present a protocol to compare adaptive
assessment strategies for predicting student performance, and expose our experi-
mental results on real data in Sect. 4.5. In Sect. 4.6, we highlight which models suit
which use cases, specify the limitations of our approach in Sect. 4.7, discuss
possible directions for the future of assessment in Sect. 4.8 and finally draw our
conclusions in Sect. 4.9.

4.2 Learning Analytics

Educational data mining and learning analytics are two research communities that
analyze educational data, typically collected in online environments and platforms.
The former focuses on automated adaptation while the latter provides tools for
human intervention. Indeed, various dashboards, visualizations and analytics
packages can help inform pedagogical decision-making. Faculty, instructional
designers, and student support services often use data to improve teaching, learning,
and course design.

Among the objectives of learning analytics (LA), Chatti et al. (2012) describe the
need for intelligent feedback in assessment, and the problem of choosing the next
activity to present to the learner. To address these needs, they highlighted the
following classes of methods: statistics, information visualization, data mining and
social network analysis. In this chapter, we describe the methods used to provide
adaptive assessments.

Adaptive assessments can lead to improved personalization, by organizing
learning resources. For example, the problem of curriculum sequencing studies how
we can choose learning paths in a space of learning objectives (Desmarais and
Baker 2012). It aims to use skills assessment to tailor the learning content, based on
as little evidence as possible. As stated by Desmarais and Baker (2012), “The ratio
of the amount of the evidence to the breadth of the assessment is particularly critical
for systems that cover a large array of skills, as it would be unacceptable to ask
hours of questions before making a usable assessment.”

In educational systems, there is an important difference between adaptivity, the
ability to modify course materials using different parameters and a set of
pre-defined rules, and adaptability, the possibility for learners to personalize the
course materials by themselves. As Chatti et al. (2012) indicate, “more recent
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literature in personalized adaptive learning have criticized that traditional approa-
ches are very much top-down and ignore the crucial role of the learners in the
learning process.” There should be a better balance between giving learners what
they need to learn (i.e. adaptivity) and giving them what they want to learn (i.e.
adaptability), the way they want to learn it (e.g., giving them more examples, or
more exercises, depending on what they prefer). In either case, learner profiling is a
crucial task.

As a use case scenario, let us consider users who register on a massive online
open course (MOOC). As these users may have acquired knowledge from diverse
backgrounds, some may be missing some prerequisites of the course, whereas other
could afford to skip some chapters of the course. Therefore, it would be useful to
adaptively assess user needs and preferences, to filter the content of the course
accordingly and minimize information overload. Lynch and Howlin (2014) describe
such an algorithm to uncover the latent knowledge state of a learner, by asking a
few questions at the beginning of the course. Another lesser-known use case is the
automated generation of testlets of exercises on demand, that reduce the costs of
practice testing.

In learning analytics, methods in data mining include machine learning tech-
niques such as regression trees for prediction. For instance, gradient boosting trees
can be used to highlight which variables are the most informative to explain why a
MOOC user obtained a certificate (or failed to obtain it). Gradient boosting trees
have also been successful to tackle prediction problems, notably in data science
challenges, because they can integrate heterogeneous values (categorical variables
and numerical variables) and they are robust to outliers. It is surprising to see that
learning analytics methods produced so many models to predict some objective
from a fixed set of variables, and so few models to assess the learner about their
needs and preferences. We believe that a lot of research can still be done towards
more interactive models in learning analytics.

Recommender systems are another tool to aggregate data about users in order to
recommend relevant resources (such as movies, products). They are increasingly
used in technology-enhanced learning research as a core objective of learning
analytics (Chatti et al. 2012; Manouselis et al. 2011; Verbert et al. 2011). Most
recommender systems rely on collaborative filtering, a method that makes auto-
mated predictions about the interests of a user, based on information collected from
many users. The intuition is that a user may like items that similar users have liked
in the past. In our case, a learner may face difficulties similar to the ones faced by
learners with similar response patterns. There are open research questions on how
algorithms and methods have to be adapted from the field of commercial recom-
mendations. Still, we believe that existing techniques can be applied to adaptive
assessment.

Another approach, studied in cognitive psychology, is to measure the response
time during an assessment. Indeed, the amount of time needed by a person needs to
answer a question can give some clues about the cognitive process. To do so,
sophisticated statistical models are needed (Chang 2015); we do not consider them
in this chapter.
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4.3 Adaptive Assessments

Our goal is to filter the questions to ask to a learner. Instead of asking the same
questions to everyone, the so-called computer adaptive tests (CATs) (van der
Linden and Glas 2010) select the next question to ask based on the previous
answers, thus allowing adaptivity at each step. The design of CATs relies on two
criteria: a termination criterion (e.g., a number of questions to ask), and a next item
criterion. While the termination criterion is not satisfied, questions are asked
according to the next item criterion, which picks questions, e.g., that are the most
informative about the learner’s ability or knowledge. Lan et al. (2014) have proven
that such adaptive tests needed fewer questions than non-adaptive tests to reach the
same prediction accuracy.

This gain in performance is important: shorter tests are better for the system,
because they reduce load, and they are better for the learner, who may be frustrated
or bored if they need to give too many answers (Lynch and Howlin 2014; Chen
et al. 2015). Thus, adaptive assessment is more and more useful in the current age
of MOOCs, where motivation plays an important role (Lynch and Howlin 2014). In
real-life scenarios, however, more constraints need to be taken into account. First,
the computation of criteria should be done in a reasonable time; hence the time
complexity of the approaches is important. Second, assessing skills must be per-
formed under uncertainty: a learner may slip, i.e., accidentally or carelessly fail an
item that they could have solved, or they may guess, i.e., correctly answer an item
by chance. This is why adaptive assessment cannot simply perform a binary search
over the ability of the learner, i.e., asking a more difficult question if they succeed
and an easier question if they fail. Thus, we need to use more robust methods, such
as probabilistic models for skill assessment.

CATs have been extensively studied over the past years, and they have been put
into practice. For instance, the Graduate Management Admission Council has
administered 238,536 adaptive tests of this kind in 2012–2013 through the
Graduate Management Admission Test (GMAT) (Graduate Management
Admission Council 2013). Given a student model (Peña-Ayala 2014), the objective
is to provide an accurate measurement of the parameters of an upcoming student
while minimizing the number of questions asked. This problem has been referred to
as test-size reduction (Lan et al. 2014), and it is also related to predicting student
performance (Bergner et al. 2012; Thai-Nghe et al. 2011). In machine learning, this
approach is known as active learning: adaptively query the informative labels of a
training set in order to optimize learning.

Several models can be used, depending on the purpose of the assessment, e.g.,
estimating a general level of proficiency, providing diagnostic information, or
characterizing knowledge (Mislevy et al. 2012). At the end of the test, rich feedback
can help teachers identify at-risk students. It also protects against perseveration
errors when students respond incorrectly on a practice test (Dunlosky et al. 2013).
In what follows, we describe those models under the following categories: item
response theory for summative assessment (Sect. 4.3.1), cognitive models for
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formative assessment (Sect. 4.3.2), more complex knowledge structures
(Sect. 4.3.3), adaptive assessment and recommender systems (Sect. 4.3.4), explo-
ration and exploitation trade-off (Sect. 4.3.5), and multistage testing (Sect. 4.3.6).

4.3.1 Psychometrics: Measuring Proficiency Using Item
Response Theory

The simplest model for adaptive testing is the Rasch model, also known as the
1-parameter logistic model: it falls into the data mining category of LA. This model
represents the behavior of a learner with a single latent trait, called ability, and the
items or tasks with a single parameter, called difficulty. The tendency for a learner to
solve a task only depends on the difference between the difficulty of the task and the
ability of the learner. Thus, if a learner i has ability hi and wants to solve an item j of
difficulty dj, the probability that the learner i answers the item j correctly is given by
Eq. (4.1), where U : x 7! 1=ð1þ e�xÞ is the logistic function:

Pr ``learner i answers item j''ð Þ ¼ U hi � dj
� �

: ð4:1Þ

Of course, we cannot specify all difficulty values by hand, as it would be
time-consuming and probably inaccurate (i.e., be too subjective, and poorly fit
student data). Fortunately, the Rasch model makes it possible to estimate param-
eters efficiently: using former student data, we can calibrate item difficulties and
learner abilities automatically, computing the maximum likelihood estimates. In
particular, this estimation process does not depend on any domain knowledge.

When a new user takes a test, the observed variables are its outcomes over the
questions that are asked to the user, and the hidden variable we want to estimate is
the ability of the user, given the known difficulty parameters. This is usually per-
formed using maximum likelihood estimation: we can easily do this computa-
tionally, using Newton’s method to find the zeroes of the derivative of the
likelihood function. Therefore, the adaptive process can be phrased as follows:
given an estimate of the learner’s ability, which question outcome will be the most
useful to refine this estimate? Indeed, we can quantify the information that each
item j provides over the ability parameter: this can be done using Fisher infor-
mation, defined as the variance of the gradient of the log-likelihood with respect to
the ability parameter, given by Eq. (4.2):

Ij hið Þ ¼ E
@

@h
log f Xj; hi

� �� �2
�����hi

 !
: ð4:2Þ

where Xj is the binary outcome of the learner i over the item j and f Xj; hi
� �

is the
probability function for Xj depending on hi: f ðXj; hiÞ ¼ Uðhi � djÞ:

118 J.-J. Vie et al.



Therefore, an adaptive assessment can be designed as follows: given the lear-
ner’s current ability estimate, pick the question which yields the most information
about the ability, update the estimate according to the outcome (i.e., whether the
user answered correctly or incorrectly), and so on. At the end of the test, one can
visualize the whole process like in Fig. 4.1. As we can see, the confidence interval
for the ability estimate is refined after each outcome.

As the Rasch model is a unidimensional model, it is not suitable for cognitive
diagnosis. Still, it is really popular because of its simplicity, its stability, and its
sound mathematical framework (Desmarais and Baker 2012; Bergner et al. 2012).
Also, Verhelst (2012) has showed that, if the items are split into categories, we can
provide to the examinee a useful deviation profile, specifying the categories where
the subscores were higher or lower than expected. Specifically, let us consider that,
in each category, an answer gives one point if correct, and no point otherwise. The
subscores are then the number of points obtained by the learner in each category,
which sum up to the total score. Given the total score, we can then compute the
expected subscore of each category by simply using the Rasch model. Finally, the
deviation profile, namely, the difference between the observed and expected sub-
scores, provides a nice visualization of the categories that need further work: see
Fig. 4.2 for an example. Such deviation profiles can be aggregated across a country
to highlight the strong and weak points of its students, which can help identify
deficiencies in the national curriculum. These profiled can then be compared
worldwide in studies of international assessments, such as the Trends in
International Mathematics and Science Study (TIMSS). For instance, Fig. 4.2
presents the TIMSS 2011 dataset of proficiency in mathematics, highlighting the
fact that Romania is stronger in Algebra than expected, while Norway is weaker in

Fig. 4.1 Evolution of the ability estimate throughout an adaptive test based on the Rasch model.
Filled circles denote correct answers while crosses denote incorrect answers
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Algebra than expected. This belongs to the information visualization class of
learning analytics methods, and shows what can be done using the simplest psy-
chometric model and the student data only.

In adaptive testing, however, we do not observe all student responses, but only
the answers to the subset of questions that we asked, and these may differ from a
student to another. It is still possible to compute the deviation profile within this
subset, but it cannot be aggregated to a higher level in this fashion, because of the
bias induced by the adaptive process.

A natural direction to extend the Rasch model is to study multidimensional
abilities. In Multidimensional Item Response Theory (MIRT) (Reckase 2009), both
learners and items are modeled by vectors of a certain dimension d, and the ten-
dency for a learner to solve an item depends only on the dot product of those
vectors. Thus, a learner has a greater chance to solve items that are correlated with

Fig. 4.2 Above the deviation profile of a single learner. Below the deviation profile of different
countries on the TIMSS 2011 math dataset, from the presentation of N.D. Verhelst at the workshop
Psychoco 2016

120 J.-J. Vie et al.



their ability vector, and asking a question brings information in the direction of its
item vector.

Thus, if learner i 2 f1; . . .; ng is modelled by vector hi 2 Rd and item j 2
f1; . . .;mg is modelled by vector dj 2 Rd , the probability that the learner i answers
the item j correctly is given by Eq. (4.3):

Prð``learner i answers item j''Þ ¼ Uð#i � djÞ: ð4:3Þ

Using this model, the Fisher information becomes a matrix. When trying to ask
the most informative questions, we may either choose to maximize the determinant
of this matrix (“D-rule”), or choose to maximize the trace (“T-rule”). The D-rule
chooses the item that provides the maximum volume of information, and hence the
largest reduction of volume in the variance of the ability estimate. By contrast, the
T-rule chooses an item that attempts to increase the average information about each
component of the ability, ignoring the covariance between components.

MIRT can be restated as a matrix factorization problem, given by Eq. (4.4):

M ’ U HDT
� � ð4:4Þ

where M is the n� m student data, H is the n� r learner matrix composed of the
vectors of all learners, and D is the m� r item matrix which contains of all item
vectors.

Nevertheless, those richer models involve many more parameters: d parameters
are estimated for each of the n learners, and d parameters are estimated for each of
the m items. Thus, this model is usually much harder to calibrate (Desmarais and
Baker 2012; Lan et al. 2014).

4.3.2 Cognitive Diagnosis: Adaptive Assessment
with Feedback

In cognitive diagnosis models, we assume that we can explain a student’s success or
failure on a learning task, based on whether they master (or fail to master) some
knowledge components (KC). The point of these knowledge components is that
they allow a transfer of evidence from one item to another. For instance, to evaluate
correctly the sum 1=7þ 8=9, a learner needs to know how to add numbers, and how
to convert two fractions to the same denominator. By contrast, a learner that solves
1=7þ 8=7 only needs to know how to add. To use these cognitive models, we need
to specify, for each item proposed in the test, which KCs are required to solve it:
this information is represented as a binary matrix, called the q-matrix. The q-matrix
simply maps items to KCs: it is a transfer model. See Fig. 4.3 for a real-world
example of a q-matrix.
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The DINA model (“Deterministic Input, Noisy And”) assumes that the learner
will solve a certain item i with probability 1� si if they master every required KC,
and will solve it with probability gi otherwise. The parameter gi is called the guess
parameter of item i, and it represents the probability of guessing the right answer to
item i without being able to solve it. The parameter s_i is called the slip parameter
of item i: it represents the probability of slipping on item i, i.e., failing to answer it
even when the correct KCs are mastered. By contrast, in the DINO model
(“Deterministic Input, Noisy Or”), the learner solves an item with probability 1 − si
whenever it masters one of the KCs for this item; if the learner masters none of
them, the probability of solving the item is gi.

The latent state of a learner is represented by a vector of K bits ðc1; . . .; cKÞ
where K is the total number of KCs. The vector indicates which KCs are mastered:
for each KC k, the bit ck is 1 if the learner masters the k-th KC, and 0 otherwise.
Each time the learner answers an item, we obtain more information about their
probable latent state. Xu et al. (2003) have used adaptive testing strategies in order
to infer the latent state of the learner using few questions: this is called cognitive
diagnosis computerized adaptive testing (CD-CAT). Knowing the mental state of a
learner, we can infer their behavior over the remaining questions in the test; we can
then use this information to choose which questions to ask, as we will now describe.
At each point in time, the system keeps a probability distribution over the 2K

Knowledge components
1 2 3 4 5 6 7 8

Item 1 0 0 0 1 0 1 1 0
Item 2 0 0 0 1 0 0 1 0
Item 3 0 0 0 1 0 0 1 0
Item 4 0 1 1 0 1 0 1 0
Item 5 0 1 0 1 0 0 1 1
Item 6 0 0 0 0 0 0 1 0
Item 7 1 1 0 0 0 0 1 0
Item 8 0 0 0 0 0 0 1 0
Item 9 0 1 0 0 0 0 0 0
Item 10 0 1 0 0 1 0 1 1
Item 11 0 1 0 0 1 0 1 0
Item 12 0 0 0 0 0 0 1 1
Item 13 0 1 0 1 1 0 1 0
Item 14 0 1 0 0 0 0 1 0
Item 15 1 0 0 0 0 0 1 0
Item 16 0 1 0 0 0 0 1 0
Item 17 0 1 0 0 1 0 1 0
Item 18 0 1 0 0 1 1 1 0
Item 19 1 1 1 0 1 0 1 0
Item 20 0 1 1 0 1 0 1 0

Description of knowledge components:
1. convert a whole number to a fraction
2. separate a whole number from a frac-

tion
3. simplify before subtracting
4. find a common denominator
5. borrow from whole number part
6.column borrow to subtract the second 

numerator from the first
7. subtract numerators
8. reduce answers to simplest form

Fig. 4.3 The q-matrix corresponding to Tatsuoka’s (1984) fraction subtraction data set of 536
middle school students over 20 fraction subtraction test items. The matrix has 8 knowledge
components, which are described on the right
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possible latent states: this distribution is refined after each question, using Bayes’
rule. A usual measure of uncertainty on the distribution is entropy, defined by
Eq. (4.5):

HðlÞ ¼ �
X

c2 0;1f gk
l cð Þ log lðcÞ: ð4:5Þ

Hence, to converge quickly into the true latent state, the best item to ask is the
one that reduces average entropy the most (Doignon et Falmagne 2012; Huebner
2010). Other criteria have been proposed: for instance, we can ask the question that
maximizes the Kullback-Leibler divergence, which measures the difference
between two probability distributions (Cheng 2009). It is given by Eq. (4.6):

DKLðPjjQÞ ¼
X

i

P ið Þ log P ið Þ
QðiÞ: ð4:6Þ

As Chang (2015) states, “A survey conducted in Zhengzhou found that CD-CAT
encourages critical thinking, making students more independent in problem solving,
and offers easy to follow individualized remedy, making learning more interesting.”

For large values of K, it may be intractable to maintain a probability distribution
over the 2K states. Hence, in practice, we often take K� 10 (Su et al. 2013). We can
also reduce the complexity by assuming prerequisites between KCs: if mastering a
KC implies that the student must master another KC, the number of possible states
decreases, and so does the complexity. This approach is called the Attribute
Hierarchy Model (Leighton et al. 2004): it can be used to represent knowledge
more accurately and fit the data better (Rupp et al. 2012).

The q-matrix may be costly to build. Thus, devising a q-matrix automatically has
been an open field of research. Barnes (2005) used a hill-climbing technique while
Winters et al. (2005) and Desmarais et al. (2011) tried non-negative matrix fac-
torization techniques to recover q-matrices from real and simulated multidisci-
plinary assessment data. Experimentally, these approaches can efficiently separate
items in categories when the topics are clearly separated, e.g., French and
Mathematics. Formally, non-negative matrix factorization tries to devise matrices
with non-negative coefficients W and Q such that the original matrix M verifies
M ’ WQT. Additional constraints can be made: for instance, sparse PCA (Zou et al.
2006) looks for a factorization of the form M ’ WQT where Q is sparse, following
the assumption that only few knowledge components are required for any one task.
On the datasets we described in Sect. 4.5, the expert-specified q-matrix fitted the
data better than a q-matrix devised automatically using sparse PCA. Further, even if
we could fit the data better with an automatically devised q-matrix, this would not
allow us to deduce human-readable names for the knowledge components. Lan
et al. (2014) tried to circumvent this issue, by studying how to interpret a posteriori
the columns of a q-matrix devised by an algorithm, with the help of expert-specified
tags. A more recent work from (Koedinger et al. 2012) managed to combine
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q-matrices from several experts using crowdsourcing in order to find better cog-
nitive models that are still understandable for humans.

A natural goal is then to design a model that combines the best of both worlds,
and represent which knowledge components are required for tasks, as well as some
notion of the difficulty of tasks. Unified models have been designed towards this
end, such as the general diagnostic model for partial credit data (Davier 2005),
which generalizes both MIRT and some other cognitive models. It is given by
Eq. (4.7):

Prð``learner i answers item j''Þ ¼ U bi þ
XK

k¼1

hikqjkdjk

 !
ð4:7Þ

where K is the total number of KCs involved in the test, bi is the main ability of
learner i, hik is its ability for KC k, djk the difficulty of item j over KC k, and qjk is
the ðj; kÞ entry of the q-matrix: 1 if KC k is involved in the resolution of item j, and
0 otherwise. Intuitively, this model is similar to the MIRT model presented above,
but the dot product is computed only on part of the components. In other words, we
consider a MIRT model where the number of dimensions is the number of KCs of
the q-matrix: d = K. When we calibrate the feature vector of dimension d of an item,
only the components that correspond to KCs involved in the resolution of this item
are taken into account: see Fig. 4.4. This model has one important advantage: as
few KCs are usually required to solve each item, this allows the MIRT parameter
estimation to converge faster. Vie et al. (2016) used this model in adaptive
assessment under the name GenMA (for General Multidimensional Adaptive).
Another advantage of this model is that, at any point in the test, the ability estimate
represents degrees of proficiency for each knowledge component. The GenMA
model is therefore a hybrid model that combines the Rasch model and a cognitive
model.

Fig. 4.4 The GenMA hybrid model, combining item response theory and a q-matrix
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4.3.3 Competence-Based Knowledge Space Theory
and Applications

Doignon and Falmagne (2012) have developed knowledge space theory, an abstract
theory that relies on a partial order between subsets of a discrete knowledge space.
Formally, let us assume that there is a certain number of KCs to learn, following a
dependency graph specifying which KCs needs to be mastered before learning a
certain KC. We present an example of dependency graph in Fig. 4.5. From this
graph, one can compute the feasible knowledge states, i.e., the KCs that are actually
mastered by the learner. For example, fa; bg is a feasible knowledge state while the
singleton fbg is not, because a needs to be mastered before b. Thus, for this
example there are 10 feasible knowledge states: ;, fag, fbg, fa; bg, fa; cg,
fa; b; cg, fa; b; c; dg, fa; b; c; eg, fa; b; c; d; eg, fa; b; c; d; e; f g. An adaptive
assessment can then uncover the knowledge state of the examinee, in a similar
fashion to the Attribute Hierarchy Model described above at Sect. 4.3.2. Once the
knowledge subset of a learner has been identified, this model can suggest to him the
next knowledge components to learn in order to help them progress, through a
so-called learning path. For instance, from the knowledge state fag on Fig. 4.5, the
learner can choose whether to learn the KC b or the KC c first.

Falmagne et al. (2006) provide an adaptive test in order to guess effectively the
knowledge space using entropy minimization, which is however not robust to
careless errors. This model has been implemented in practice in the ALEKS system,
which is used by millions of users today (Kickmeier-Rust and Albert 2015;
Desmarais and Baker 2012).

Lynch and Howlin (2014) have implemented a similar adaptive pretest at the
beginning of a MOOC, in order to guess what the learner already masters, and help
them jump directly to useful materials in the course. To address slip and guess
parameters, they combine models from knowledge space theory and item response
theory.

Another line of work has developed more fine-grained models for adaptive
testing, by considering even richer domain representations such as an ontology

Fig. 4.5 On the left an
example of precedence
diagram. On the right the
corresponding learning paths
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(Mandin and Guin 2014; Kickmeier-Rust and Albert 2015) of the domain covered
by the test. However, such knowledge representations are costly to develop.

4.3.4 Adaptive Assessment and Recommender Systems

We now describe how two well-known problems from recommender systems find
their counterparts in adaptive assessment. Recommender systems can recommend
new items to a user based on their preferences on other items. Two approaches are
used:

• content-based recommendations, that analyze the content of the items in order to
devise a measure of similarity between items;

• collaborative filtering, where the similarity between items depends solely on
user preferences, i.e., items that are liked by the same people are considered to
be similar.

Overall, the aim of these approaches is to predict the preference of a user over an
unseen item, based on their preferences over a fraction of the items that they know.
In our case, we want to predict the performance of a user over a question that we did
not ask yet, based on the previous performance of the user. Collaborative filtering
techniques have been applied on student data in an user-to-resource fashion
(Manouselis et al. 2011; Verbert et al. 2011) and in an user-to-task fashion (Toscher
and Jahrer 2010; Thai-Nghe et al. 2011; Bergner et al. 2012).

All recommender systems face the user cold-start problem: given a new user,
how to quickly recommend new relevant items to them? In technology-enhanced
learning, the problem becomes: given a new learner, how to quickly identify the
resources that they will need? To the best of our knowledge, the only work that
references the cold-start problem in educational environments is (Thai-Nghe et al.
2011): “In the educational environment, the cold-start problem is not as harmful
than in the e-commerce environment where [new] users and items appear every day
or even hour, thus, the models need not to be re-trained continuously.” However,
this article predates the advent of MOOCs, therefore this claim is no longer true.

Among the most famous approaches to tackle the cold-start problem, one
method of particular interest is an adaptive interview that presents some items to the
learner, and asks the learner to rate them. Golbandi et al. (2011) build a decision
tree that starts an interview process with the new user in order to quickly identify
users similar to them. The best items are the ones that bisect the population into
roughly two halves, and are in a way similar to discriminative items in item
response theory. If we transfer this problem to adaptive assessment with test-size
reduction, it can be phrased as follows: what questions should we ask to a new
learner in order to infer their whole vector of answers? The core difference with an
e-commerce environment is that learners might try to game the system more than in
a commercial environment, thus their answers might not fit their ability estimate.
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Most collaborative filtering techniques assume that the user-to-item matrix M is
of low rank r, and look for a low-rank approximation under the matrix factorization
M ’ UVT where U and V are assumed of width r. Note that, if M is binary and the
loss function for the approximation is the logistic loss, we get back to the MIRT
model (as a generalized linear model) described in Sect. 4.3.1.

Diversity Recommender systems have been criticized because they “put the user
in a filter bubble” and harm serendipity. But since then, there has been more
research into diversity (i.e., finding a set of diverse items to recommend), and into
explained recommendations. More recently, there has been a need for more inter-
active recommender systems, giving more power to users by allowing them to steer
the recommendations towards other directions. The application to learner systems is
straightforward: this could help the learner navigate the course.

Implicit feedback In e-commerce use cases, recommender systems differentiate
explicit feedback given willingly by the user, such as “this user liked this item”,
from implicit feedback resulting from unintentional behavior, such as “this user
spent a lot of time on this page”, which may imply that they are interested by the
contents of this page. Such implicit feedback data is therefore used by e-commerce
websites in order to know their clients better. In technology-enhanced learning use
cases, explicit feedback data is often sparse; thus, implicit feedback techniques are
attractive candidates to improve recommender performance. For instance, these
techniques could use the time spent on a page, the search terms provided by the
user, information about downloaded resources, and comments posted by the user
(Verbert et al. 2011). Such data may also be useful if they are recorded while the
test is administered, e.g., some course content a learner is browsing while
attempting a low-stakes adaptive assessment might be useful for other learners.

Adding external information Some recommender systems embed additional
information in their learning models: for instance, the description of the item, or
even the musical content itself in the scope of music recommendation. In order to
improve prediction over the test, one could consider extracting additional features
from the problem statements of the items, and incorporate them within the feature
vector.

4.3.5 Adaptive Strategies for Exploration–Exploitation
Tradeoff

In some applications, one wants to maximize a certain objective function while
asking questions. This leads to an exploration–exploitation trade-off: we can
increase our knowledge of the user more, by exploring the space of items, or we can
exploit what we know in order to maximize a certain reward. Clement et al. (2015)
applied these techniques to intelligent tutoring systems: they personalize sequences
of learning activities in order to uncover the knowledge components of the learner
while maximizing the user’s learning progress, as a function of the performance

4 A Review of Recent Advances in Adaptive Assessment 127



over the latest tasks. They use two models based on multi-armed bandits: the first
one relies on Vygotsky’s zone of proximal development (Vygotsky 1980) under the
form of a dependency graph, the second one uses an expert-specified q-matrix.
They tested both approaches on 400 real students between 7 and 8 years old. Quite
surprisingly, they discovered that using the dependency graph yielded better per-
formance than using the q-matrix. Their technique helped improve learning for
populations of students with larger variety and stronger difficulties.

4.3.6 Multistage Testing

So far, we always assumed that questions were asked one after another. However,
the first ability estimate, using only the first answer, has high bias. Thus, ongoing
psychometrics research tends to study scenarios where we ask pools of questions at
each step, performing adaptation only once sufficient information has been gath-
ered. This approach has been referred to as multistage testing (MST) (Yan et al.
2014). After the first stage of k1 questions, according to their performance, the
learner moves to another stage of k2 questions that depend only on their perfor-
mance, and so on, see Fig. 4.6. MST presents another advantage: the learner can
revise their answers before moving to the next stage, without the need of compli-
cated models for response revision (Han 2013; Wang et al. 2015). In the language
of clinical trials, MST design can be viewed as a group sequential design, while a
CAT can be viewed as a fully sequential design. The item selection is performed
automatically, but all stages of questions can be reviewed before administration
(Chang 2015). Wang et al. (2016) suggest to ask a group of questions at the
beginning of the test, when little information about learner ability is available, and
progressively reduce the number of questions of each stage in order to increase
opportunities to adapt. Also, asking questions in pools means that we can do
content balancing at each stage, instead of jumping from one knowledge component
to the other after every question.

1 medium

2 hard

2 medium

2 easy

3 hard

3 medium

3 easy

Fig. 4.6 In multistage
testing, questions are asked in
a group sequential design
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4.4 Comparison of Adaptive Testing Models

Adaptive assessment models need to be validated on real data, in order to guarantee
that the model accurately assesses the constructs that it is supposed to assess
(Desmarais and Baker 2012). A common way to validate a model is to measure
how well the assessment can predict future performance within the learning system.

To evaluate on real data the models that we presented above, we can embed
them in a unified framework: all of them can be seen as decision trees (Ueno and
Songmuang 2010; Yan et al. 2014), where nodes are possible states of the test, and
edges are followed according to the answers provided by the learner, like a flow-
chart. Thus, within a node, we have access to an incomplete response pattern, and
we want to use our student model and infer the behavior of the learner over the
remaining questions. The best model is the one that classifies the remaining out-
comes with minimal error.

Formally, let us consider a set I of students who answer questions from a set
Q. Our student data is a binary matrix D of size jIj � jQj, where Diq is 1 if student
i answered question q correctly, 0 otherwise. An adaptive test can be formalized as
follows.

TEST(student ): 
While some questions still need to be asked

  ASK to student the next question
We want to compare the predictive power of different adaptive testing algo-

rithms that model the probability of student i solving question j. Thus, for our
cross-validation, we need to define:

• a student training set Itrain � I;
• a student testing set Itest � I;
• a question validation set Qval � Q.

We use the same sets for all the models that we study. Model evaluation is
performed using the EVALUATEMODEL function:

EVALUATEMODEL(model , students , students , questions ) :  
 TRAIN model using lines of 

For each student of do
While not all questions have been asked  

   CHOOSENEXTITEM and ask it to student 
Evaluate predictions of model over questions . 

We make a cross-validation of each model over 10 subsamples of students and 4
subsamples of questions (these constant values are parameters that may be chan-
ged). Thus, if we number student subsamples Ii for i ¼ 1; . . .; 10 and question
subsamples Qj for j ¼ 1; . . .; 4, experiment ði; jÞ consists in the following steps:
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• train the evaluated model over all student subsamples except the i-th, i.e.,
Itrain ¼ InIi;

• simulate adaptive tests on the i-th student subsample (i.e., Itest ¼ Ii) using all
question subsamples except the j-th (namely, Qj), and evaluate after each
question the error of the model over the j-th question subsample (i.e.,
Qval ¼ Qj).

The error is given by Eq. (4.8), called score or log loss:

e p; tð Þ ¼ 1
jQvalj

X

k2Qval

tk log pk þ 1� tkð Þlogð1� pkÞ ð4:8Þ

where p is the predicted outcome over all jQj questions and t is the true response
pattern.

In order to visualize the results, errors computed during experiment ði; jÞ are
stored in a matrix of size 10� 4. Thus, computing the mean error for each column,
we can see how models performed on a certain subset of questions, see Fig. 4.7.

4.5 Results

For our experiments, we used three real datasets. The models considered were the
Rasch model, the DINA model with an expert-specified q-matrix, and the GenMA
model with the same q-matrix.

( )

Qval = Qj

Itest = Ii

Fig. 4.7 Cross-validation
over 10 student subsamples
and 4 question subsamples.
Each case ði; jÞ contains the
results of the experiment ði; jÞ
for student test set (Itest ¼ Ii)
and question validation set
(Qval ¼ Qj)
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We now describe the results of our cross-validation, for different sizes of training
and testing sets. For each dataset, the mean error of each model has been computed
over all experiments.

4.5.1 ECPE

This student dataset is a 2922 � 28 binary matrix representing the results of 2922
learners over 28 English questions from the Examination for the Certificate of
Proficiency in English (ECPE). The ECPE purports to measure three attributes,
therefore the corresponding q-matrix has only 3 skills: knowledge of morphosyn-
tactic rules, cohesive rules, and lexical rules. This dataset is featured in (Templin
and Bradshaw 2014).

For this dataset, there were 5 student subsamples, and 4 question subsamples,
i.e., the student training set was composed of 80% of the students, and the vali-
dation question sets were composed of 7 questions. The results are given in
Table 4.1 and Fig. 4.8.

The GenMA model outperforms the Rasch and DINA models. The estimated
slip and guess parameters of the DINA model for this dataset are reported in
Table 4.2.

4.5.2 Fraction

This student dataset is a 536 � 20 binary matrix representing the results of 536
middle school students over 20 fraction subtraction questions. The corresponding
q-matrix has 8 skills, described in Fig. 4.3 and can be found in (DeCarlo 2010).

There were 5 student subsamples, and 4 question subsamples, i.e., the student
training set was composed of 80% of the students, and the validation question sets
were composed of 5 questions. For this dataset only, we compared two occurrences
of the GenMA model, one with the original expert q-matrix, the other one with a
different q-matrix which was computed automatically, using sparse PCA. The
results are given in Table 4.3 and Fig. 4.9.

The best model is GenMA + expert: 4 questions over 15 are enough to provide a
feedback that predicts correctly 4 questions over 5 in average in the validation set.

Table 4.1 Mean error of the different models considered for the ECPE dataset

Model After 5 questions After 10 questions After 15 questions

Rasch 0.533 ± 0.010 0.522 ± 0.009 0.514 ± 0.009

DINA 0.535 ± 0.008 0.527 ± 0.008 0.521 ± 0.008

GenMA 0.515 – 0.008 0.484 – 0.008 0.480 – 0.008

The lowest values are denoted in bold
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Fig. 4.8 Mean error (negative log-likelihood) over the validation question set as a function of
how many questions have been asked, for the ECPE dataset

Table 4.2 The q-matrix used for the ECPE dataset, together with the guess and slip parameters,
and the success rate for each question

q-matrix Success rate (%)

Entries Guess Slip

1 1 0 0.705 0.085 80

0 1 0 0.724 0.101 83

1 0 1 0.438 0.266 57

0 0 1 0.480 0.162 70

0 0 1 0.764 0.040 88

0 0 1 0.717 0.066 85

1 0 1 0.544 0.085 72

0 1 0 0.802 0.040 89

0 0 1 0.534 0.199 70

1 0 0 0.483 0.163 65

1 0 1 0.556 0.099 72

1 0 1 0.195 0.305 43

1 0 0 0.633 0.122 75

1 0 0 0.517 0.212 65

0 0 1 0.749 0.040 88

1 0 1 0.549 0.126 70

0 1 1 0.816 0.058 88

0 0 1 0.729 0.086 84
(continued)

132 J.-J. Vie et al.



Table 4.3 Mean error of the different models considered for the fraction dataset

Model After 4 questions After 10 questions After 15 questions

Rasch 0.461 ± 0.028 0.420 ± 0.027 0.413 ± 0.027

GenMA + expert 0.454 – 0.022 0.357 – 0.018 0.322 – 0.017
GenMA + auto 0.544 ± 0.013 0.447 ± 0.012 0.393 ± 0.011

DINA 0.578 ± 0.030 0.429 ± 0.027 0.414 ± 0.029

The lowest values are denoted in bold

Fig. 4.9 Mean error (negative log-likelihood) over the validation question set as a function of
how many questions have been asked, for the fraction dataset

Table 4.2 (continued)

q-matrix Success rate (%)

Entries Guess Slip

0 0 1 0.473 0.150 71

1 0 1 0.239 0.295 46

1 0 1 0.621 0.097 75

0 0 1 0.322 0.188 63

0 1 0 0.637 0.075 81

0 1 0 0.313 0.322 53

1 0 0 0.512 0.272 61

0 0 1 0.555 0.211 70

1 0 0 0.265 0.369 44

0 0 1 0.659 0.086 81

The highest guess value is represented in bold
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As an example, for one of the test students, GenMA chooses 4 questions to ask
in an adaptive way, then predicts that the student will correctly answer the questions
from the validation question set with probabilities [61.7, 12.3, 41.8, 12.7, 12%].
Actually the true performance of the student over the validation question set is
[correct, incorrect, correct, incorrect, incorrect], so the mean error is 0.350,
according to Eq. (4.8).

4.5.3 TIMSS

This student dataset is a 757 � 23 binary matrix representing the results of 757
students over 23 questions from the Trends in International Mathematics and
Science Study (TIMSS) 2003, an U.S. eighth grade mathematics test. The corre-
sponding q-matrix has 13 skills over the 15 specified in (Su et al. 2013), i.e., all
skills except the 10th and the 12th.

There were 4 student subsamples, and 2 question subsamples, i.e., the student
training set was composed of 75% of the students, and the two validation question
sets were composed of 11 and 12 questions. The results are given in Table 4.4 and
Fig. 4.10. The best model is GenMA: after having asked 4 questions, GenMA
outperforms the other models.

4.6 Discussion

In all experiments, the hybrid model GenMA with the expert q-matrix performs the
best.

In the ECPE dataset, DINA and Rasch have similar predictive power, which is
quite surprising given that Rasch does not require any domain knowledge. This
may be because, in this dataset, there are only 3 skills: thus, the number of possible
states for a learner is 23 = 8, for many possible response patterns (228).
Consequently, the estimated guess and slip parameters are very high (see
Table 4.2), which explains why the information gained at each question is low.
Indeed, the item which requires KC 2 and 3 is really easy to solve (88% success
rate), even easier than items that require only KC 2 or only KC 3. Hence, the only
way for the DINA model to express this behavior is to boost the guess parameter.

Table 4.4 Mean error of the different models considered for the TIMSS dataset

Model After 4 questions After 8 questions After 11 questions

Rasch 0.576 ± 0.008 0.559 ± 0.008 0.555 ± 0.008

DINA 0.588 ± 0.005 0.570 ± 0.006 0.566 ± 0.006

GenMA 0.537 – 0.006 0.505 – 0.006 0.487 – 0.006
The lowest values are denoted in bold
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On the contrary, GenMA calibrates one difficulty value per knowledge component,
so it is a more expressive model. The same reason may explain why the mean error
of GenMA converges after 11 questions: this 3-dimensional model may not be rich
enough to understand the dataset, while in the Fraction dataset, the 8-dimensional
GenMA model can learn after every question.

In the Fraction dataset, the DINA model tries to identify the latent state of the
learner over 28 possible states, asking questions over few KCs at each step. This
may explain why DINA requires many questions in order to converge. Rasch and
GenMA-expert have similar predictive power in the early questions, but at least
GenMA-expert can provide useful feedback, whereas Rasch cannot. The auto-
matically generated q-matrix used in GenMA-auto has lower predictive power.
Hence, for this dataset, Rasch provides a better adaptive assessment model than a
q-matrix that is computed automatically.

In the TIMSS dataset, the DINA model tries to identify the latent state of the
learner over 213 possible states, which is why it needs many questions in order to
reduce the prediction error. Similarly, the unidimensional Rasch model might not
be enough to comprehend this multidimensional dataset. The hybrid model GenMA
outperforms the other models, and can provide a feedback over 13 dimensions that
achieves a mean accuracy of 77% over the validation question set of 12 questions,
after 4 questions have been asked in an adaptive way.

Fig. 4.10 Mean error (negative log-likelihood) over the validation question set as a function of
how many questions have been asked, for the TIMSS dataset
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4.6.1 Adaptive Pretest at the Beginning of a Course

At the beginning of a course, we have to fully explore the knowledge of the learner,
in order to identify their latent knowledge using as few questions as possible. This
is a cold-start problem, where we have to identify whether the learner holds the
prerequisites of the course, and possibly their weak and strong points. If a
dependency graph is available, we suggest to use Doignon and Falmagne’s adaptive
assessment model (see Sect. 4.3.3). If a q-matrix is available, we suggest to use the
GenMA model (see Sect. 4.3.2). Otherwise, the Rasch model at least provides a
way to measure the level of the learner in order to detect students that will require
more attention.

4.6.2 Adaptive Test at the Middle of a Course

Learners often wish to have a taste of the tasks they will be expected to solve in the
final test, in the form of a mock self-assessment that does not count towards their
final results. There are several scenarios to consider. If learners have access to the
course while taking this low-stakes test, an adaptive assessment should take into
account the fact that the level of learners may change while they are taking the test,
for example because they are checking the course material during the test. Hence,
this is a good use case for models that measure the progress of the learner, such as
multi-armed bandits (Clement et al. 2015), mentioned in Sect. 4.3.5. Recall that
such models need either a dependency graph or a q-matrix. If learners do not check
the course material while taking the test, for example because they have limited
time, the GenMA model can ask them a few questions and provide feedback, under
the condition that a q-matrix is available.

Depending on the context, students should be tracked from one occurrence of the
test to the next one, or not. If the test is fully anonymous, a student might get the
same item twice when taking the test twice. Also they will have to record their
progress themselves, e.g., by exporting their results. If students are tracked, the
teacher can be notified whenever a student struggles at obtaining some KC.

Whenever students want to practice specific KCs, they can filter at the beginning
of the test the KCs for which they will be assessed. This is an example of the
adaptability of such models instead of pure adaptivity, as stated in Sect. 4.2.
Students can therefore learn at their own pace.

4.6.3 Adaptive Test at the End of a Course

A high-stake test at the end of the course might rely on the usual adaptive
assessment strategies in item response theory, in order to measure examinees
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effectively and grade them. On this last examination, we assume that feedback is
not so useful, so any model will be suitable. Examples include the GMAT and GRE
standardized tests.

4.6.4 Other Applications

Adaptive assessment cognitive models such as DINA or GenMA can provide
feedback under the form of degrees of proficiency over several KCs. Whenever a
learner wants to sit for an anonymous test, he can understand what he did wrong.
Combined with a recommender system, our model could automatically suggest
lessons based on the KCs that need further work. A teacher can map student
learning outcomes to KCs and KCs to items in order to be notified whenever a
student is experiencing difficulty at attaining a concept. All the data collected by
tests can be embedded in dashboards for visualization, in order to figure out what
KCs are the most difficult to obtain for a population of students, and possibly
suggest grouping students with similar difficulties, or at the contrary with disjoint
difficulties.

4.7 Limitations

Here we only considered assessment of knowledge and no other dimension such as
perseverance, organization, carefulness, responsibility. By reducing items, we
reduce the time spent by students being assessed, which prevents boredom and
leaves more time for other activities.

In our case, within a test our models never ask the same question twice. In many
scenarios though, presenting the same item several times is better, for example in
vocabulary learning. Spaced repetition systems based on flashcards such as Anki
have been successfully used for vocabulary learning (Altiner 2011). In our case, we
prefer to ask different items that need similar KCs (knowledge components), e.g.,
variants of a same exercise in mathematics. Such an approach has been referred to
as interleaved practice (Dunlosky et al. 2013) and reduces the risks of guessing the
correct answer.

Our approach is mainly static, which means we assume that the knowledge of
the student does not increase within a test, even while he gets several opportunities
of being assessed on the same KCs. This assumption can be made because the
learner receives feedback only at the end of the test. Thus, our diagnostic test
provides a snapshot of the student’s knowledge at a certain time. Students can
record these snapshots in order to visualize their own progress.

For simplicity, we do not consider learner metadata in our experiments, such as
demographic information. This allows us to provide an anonymous test, i.e., the
results are stored anonymously. This prevents stress from the examinee and helps
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them jump more easily into practice testing, which is useful for their learning
(Dunlosky et al. 2013).

4.8 The Future of Assessment

We presented several models that could be used for adaptive assessment.
A promising application is low-stakes adaptive formative assessments: before
high-stakes assessments, learners like to train and to measure what they must know
to complete the course. Such adaptive tests would be able to quickly identify the
components that need further work and help the learner prepare for the final
high-stakes test. It would be interesting to combine this work with automatic item
generation. Learners could obtain as many variants of the same problem as they
need so as to master the skills involved. The results of these adaptive tests may be
recorded anonymously, so that the student can start over “with a clean state”,
without any tracking. Indeed, no learner would like their mistakes to be recorded for
their entire lives (Executive Office of the President 2014).

With the help of learning analytics, explicit testing may be progressively
replaced with embedded assessment, using multiple sources of data to predict
student performance and tailor education accordingly (Shute et al. 2016; Redecker
and Johanessen 2013). Indeed, if the learner is continuously monitored by the
platform and if a digital tutor can answer their questions and recommend activities,
they can be full actors of their continually changing progress and there is no need
for an explicit test at the end of the course.

Even in such cases, however, we will still need adaptive pretests for specific
uses, e.g., for international certifications (GMAT, GRE), or for newcomers at the
beginning of a course, in order to identify effectively the latent knowledge they
acquired in their past experience (Baker and Inventado 2014; Lynch and Howlin
2014).

Note that the only input to our adaptivity rules are the answers given so far by
the learner, not their previous performance: this allows a learner to start from
scratch whenever they wish. Using profile information such as the country to select
the questions may lead to more accurate performance predictions: for example,
from one country to another, the way to compute divisions is not the same.
However, if we bias the assessment by sensitive information of this kind, we may
inadvertently discriminate against some students.

In the future, an online platform could first ask the learner about their presumed
knowledge. The platform could then verify if the self-assessment holds, and, if
needed, explain the discrepancy. The learner could then possibly correct this
assessment by proving that they actually master the knowledge components
required: this could also allow them to learn more material.
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4.9 Conclusion

We presented several recent student models that can be used to leverage former
assessment data in order to provide shorter, adaptive assessments. As Rupp et al.
(2012), rather than attempting to determine the best model for all uses, we have
compared them in terms of brevity and predictive power, to see which model is
better suited to which use. Note that, throughout this chapter, we have focused on
the assessment on a single learner. Readers interested in computer-supported col-
laborative learning in group assessments may consider reading (Goggins et al.
2015).

Models which use q-matrices are usually validated using simulated data. In this
chapter, we compared the strategies on real data. Our experimental protocol could
be tried on yet other adaptive assessment models. It could also be generalized to
evaluate multistage testing strategies.

According to the purpose of the test (e.g., beginning, middle or end of term), the
most suitable model is not the same. In order to choose the best model, one should
wonder: What knowledge do we have about the domain (dependency graph,
q-matrix)? Is the knowledge of the learner evolving while they are taking the test?
Do we want to estimate the knowledge components of the learner or do we want to
measure their learning progress while they are taking the test?

The models we described in this chapter have been introduced in several lines of
work which are mostly independent. In our opinion, this implies that experts should
communicate more across fields, in order to avoid giving different names to the
same model. There is a need for more interdisciplinary research, and methods from
learning analytics and CAT should be combined in order to get richer and more
complex models. Also, crowdsourcing techniques could be applied in order to
harvest more data. One might imagine the following application of implicit feed-
back: “In order to solve this question, you seem to have spent a lot of time over the
following lessons: [the corresponding list]. Which ones helped you answer this
question?” Such data can help other learners who may experience difficulties over
the same questions in the future.

As we stated in Sect. 4.2, we think more research should be done in interactive
learning analytics models, giving more control back to the learner. In this chapter,
we took a first step in this direction, being inspired by CAT strategies.

The focus on modern learning analytics for personalization does not only lead to
automated adaptation: it can also increase the engagement and affect of learners in
the system. This raises an open question on whether the platform should let users
access everything it knows about them. One advantage would be to leverage trust
and engagement, one risk would be that learners may change their behavior
accordingly, to try to game the system.

There exist different interfaces for assessment such as serious games or stealth
assessment, which lead to more motivation and engagement from the students, e.g.,
Packet Tracer for learning network routing (Rupp et al. 2012), or Newton’s
Playground for learning physics (Shute et al. 2013). We believe our approach is
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more generic: it only needs student data under the form of 1 and 0’s and may also
be applied to these serious-game scenarios. We leave this for further research.
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Chapter 5
Data-Driven Personalization of Student
Learning Support in Higher Education

Danny Yen-Ting Liu, Kathryn Bartimote-Aufflick, Abelardo Pardo
and Adam J. Bridgeman

Abstract Despite the explosion of interest in big data in higher education and the
ensuing rush for catch-all predictive algorithms, there has been relatively little focus
on the pedagogical and pastoral contexts of learning. The provision of personalized
feedback and support to students is often generalized and decontextualized, and
examples of systems that enable contextualized support are notably absent from the
learning analytics landscape. In this chapter we discuss the design and deployment
of the Student Relationship Engagement System (SRES), a learning analytics
system that is grounded primarily within the unique contexts of individual courses.
The SRES, currently in use by teachers from 19 departments, takes a holistic and
more human-centric view of data—one that puts the relationship between teacher
and student at the center. Our approach means that teachers’ pedagogical expertise
in recognizing meaningful data, identifying subgroups of students for a range of
support actions, and designing and deploying these actions, is facilitated by a
customizable technology platform. We describe a case study of the application of
this human-centric approach to learning analytics, including its impacts on
improving student engagement and outcomes, and debate the cultural, pedagogical,
and technical aspects of learning analytics implementation.
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EDM Educational data mining
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LA Learning analytics
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SRES Student Relationship Engagement System

5.1 Introduction

5.1.1 The State of Data-Driven Student Support

The rise in use of technology mediation in learning scenarios is providing
unprecedented amounts of data about how educational institutions work and how
students participate in learning experiences. At the same time, learning scenarios
are becoming increasingly diverse and complex. The areas of educational data
mining (EDM) and learning analytics (LA) have emerged to address the issue of
how to use data to improve our understanding of learning, and enhance the overall
quality of the learning experience for the student. Although EDM and LA
researchers and practitioners maintain a similar focus (Baker and Siemens 2014),
they differ in their approach to data generated in educational settings. Researchers
in EDM frequently focus their analyses on the formulation or improvement of data
mining algorithms designed to detect and predict important factors in a learning
scenario. LA, on the other hand, focuses on how these algorithms can be deployed
and integrated in learning designs, used by teachers, and provide tangible
improvements for students. However, in their initial stages, both disciplines placed
their emphasis mostly on how data can be collected and used by algorithms and not
so much on how these data can then lead to actions that have a positive effect on
students.

Prior to the availability of massive amounts of data, the areas of intelligent
tutoring systems (Corbett et al. 1997), educational hypermedia (Bra 2002), and
adaptive hypermedia (Kobsa 2007; Brusilovsky 1996) used technology mediation
to increase the support students receive while participating in a learning experience.
But this recent increase in the number of data sources about events and information
produced while students learn has prompted the use of new types of algorithms and
techniques to achieve these improvements through more comprehensive under-
standing of how students work in these contexts.

The first initiatives in the LA space were conceived by comparing education
with other fields such as business intelligence in which massive data sets were
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processed by algorithms to discover knowledge in a specific context. The term
academic analytics was used initially to describe the application of business
intelligence techniques to analyze the admission process in higher education
institutions (Goldstein and Katz 2005). The objective was to use information about
high school transcripts and previous tests to better understand student enrolment
and retention during their first year at an institution. Campbell et al. (2007) later
defined the steps involved in using student data, the stakeholders in this process,
and the ensuing support that could be provided to students. Shortly after these
initiatives, numerous decision-making processes in higher education institutions
were reconsidered in the presence of data and algorithms. Long and Siemens (2011)
further divided this area and provided the name “learning analytics” to those ini-
tiatives targeting improvements at the departmental or course level that specifically
target learners.

One of the challenges addressed by early initiatives was the detection of
so-called students at risk. These students are enrolled in an educational institution
but are likely to fail, drop a course, or abandon their studies entirely. Numerous
institutions have deployed LA initiatives to detect these students and offer addi-
tional support before they decide to abandon their studies (see Norris et al. 2008 for
a review), thereby reducing the dropout rate and improving retention.

In more recent years these initial support actions have been extended to address
other common difficulties faced by students while participating in a course. These
systems are generically known as early warning systems (EWSs) and usually rely
on a combination of demographic datasets and data derived from academic envi-
ronments to identify students who need extra support (Lonn et al. 2012;
Jayaprakash et al. 2014). The output from EWSs typically include notifying
teachers which students are at risk (and perhaps suggesting a range of ways they
could further support these students to stay at university), as well as actions directly
proposed to the students (Krumm et al. 2014). Nowadays, this application of LA
has grown to encompass a wide variety of sub-areas to provide student support
through a variety of methods (Ferguson 2012b). For example, some initiatives
provided the information derived from predictive algorithms directly to students to
alert them about the possibility of failing a course (Tanes et al. 2011).

Other initiatives consider the social dimension of learning using data retrieved
from discussion forums to deduce patterns of interaction among students. These
patterns are represented as networks, and social network analysis algorithms used to
derive certain features and to visualize their topology (Dawson 2010; Dawson et al.
2010). Students can then be advised to re-assess their participation, or simply to
reflect on their position in the network. The text exchanged by students in dis-
cussion forums is also a valuable data source for more recent techniques known as
discourse-centric analytics that seek to detect evidence of learning, and language
usage patterns that are associated with positive academic outcomes (Ferguson and
Buckingham Shum 2011; De Liddo et al. 2011; Knight and Littleton 2015). The
characterization of these discussions offers the possibility to provide highly detailed
and potentially effective feedback for students to increase their performance.
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Making data available to teachers can assist them in better understanding and
designing learning. For example, data visualizations are often used as artifacts to
either help teachers gain insight about how a learning environment unfolds
(Verpoorten et al. 2011; Verbert et al. 2014), but can also be offered directly to
students to help them reflect on their approach to learning (Kahn and Pardo 2016;
Corrin and de Barba 2015). Also, some authors have identified the need to consider
LA techniques during the learning design stages and propose how to integrate the
data collection, analysis, reporting, and interventions in a unified workflow
(Lockyer et al. 2013; Bakharia et al. 2016). In this case, increasing the quality of
learning designs indirectly supports students.

Although these initiatives can all be connected to improvements that affect
students, their focus is primarily on the steps to collect, analyze, and report data.
Wise (2014) identified the need for the LA community to focus more precisely on
the actions derived from the use of data. We argue that considering these inter-
ventions as personalized learning support actions is a very effective approach that
connects the collection of data to tangible and effective changes in learning expe-
riences, which then translate into quantifiable improvements. For example, dash-
boards that are available to teachers may well provide valuable insight about
aspects of a learning experience that were never observed. However, the benefit of
the initiative is only realized when teachers deploy actions derived from these
observations. Indeed, using technology only for the steps of collection and analysis,
and ignoring the actions, may have a serious impact on the overall effectiveness of
LA initiatives (Clow 2012).

Many existing approaches to driving actions in response to student data tend to
take a one-size-fits-all approach (e.g. Jayaprakash et al. 2014), building models to
predict student engagement and success and then applying these models to detect
and contact aberrant students. To increase predictive power, these approaches
typically seek out large datasets from a range of courses or even across institutions.
The innately contextualized nature of different courses means that the variables that
are common across courses and institutions (and therefore able to be used in such
models) are predominantly based on demographics and educational background. At
best, this risks limiting our view of students’ ability to their past performance and,
at worst, perpetuates stereotypes (Slade and Prinsloo 2013). Further, such analyses
ignore the more granular nature of ongoing learning processes. Even when current
learning data such as interactions with the learning management system (LMS) are
available, the highly contextualized nature of learning environments and instruc-
tional designs emphasizes the risks with one-size-fits-all data-driven approaches
(Gašević et al. 2016). Therefore, a key argument of this chapter is that the data that
drive support actions must be locally contextualized.
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5.1.2 Local Contexts Influencing Data-Driven
Student Support

With the costs for students of higher education increasing, and participation
widening, there has been an increased and understandable focus by institutions, as
well as government scrutiny, of dropout and attrition rates. In the Australian context
a decrease in government funding to the higher education sector has meant that
universities themselves see increasing retention rates as a financial necessity, in
addition to the moral imperative most feel to maximize the learning experience and
success of all the students they enroll.

Concurrent with these sector-wide structural changes, there has been an increase
in the range of available data sources and computational methodologies, which has
led many institutions to identify LA as a strategic priority and to invest, sometimes
heavily, in software solutions (Colvin et al. 2016). At the time the system reported
in this chapter was initially developed, LA was not a priority at our institution but
there was already an active network of teaching leaders and central student support
staff concerned with the experience of first year students and their transition to
university. Their efforts to improve the experience and outcomes of first year stu-
dents had been informed by the notion of the transition pedagogy.

Building upon extensive research into students’ social and learning experiences
by researchers including Tinto (2006), Kift (2009), and Nelson and Clarke (2014),
the transition pedagogy articulates the importance of a unified design of the
undergraduate first year curriculum and co-curriculum and stresses the role of
engaging teachers in proactive, just-in-time academic and pastoral support. It thus
highlights the need for a whole-of-institution approach where student success and
retention are “everybody’s business” (Kift 2008) including support staff, teachers,
and institutional leaders. Unconnected work from any one single area may be un- or
even counter-productive. For example, excellent institution-wide support services
may be underused or wasted if students are disengaged by impersonal teaching or
swamped by poorly designed or aligned assessment regimes. However, timely and
personalized feedback and support, directly connected to each student’s own
learning data, can positively influence student engagement (Bridgeman and
Rutledge 2010).

The transition pedagogy promotes the value of learning communities with active
teacher-student interaction. In addition, it highlights the role of formative evalua-
tion, feedback, monitoring, and timely interventions. Given the increasing role of
online learning, this requires engagement with data by teachers and course coor-
dinators—those most experienced with the particular stress points in their courses
and able to intervene during semester. It also requires this work to be joined up with
institutional support and wellbeing frameworks and services. Particularly when
enrolments are large and students are taking a wide variety of subjects including
electives and service courses out of the enrolling faculty, ready access to relevant
engagement and success data enables effective and personalized interventions at the
point needed.
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Divorcing the teachers from the process through an overly centralized approach
has the potential to lead to the usage of easily-obtainable but generic data. As well
as excusing or even excluding the teachers from the analysis, such an approach is
unlikely to reflect the importance and unevenness of the learning experience.
Similarly, without some degree of central coordination, efforts can be duplicated or
unaligned with each other and the support systems. For students, this can cause
frustrations and disengagement.

5.1.3 Our Approach to Data-Driven Student Support

Here, we present a case study of an LA platform, the Student Relationship
Engagement System (SRES), at The University of Sydney that is centered on
student-teacher interactions in an attempt to connect teachers with their students
through data. We describe the design and development of the SRES, which enables
teachers to leverage data that are meaningful to them to provide scalable and
contextualized personalized learning support with students in large cohorts. These
cohorts typically consisted of 600–1800 students in a single course, which con-
tributed to our desire to not only reduce the substantial amounts of money lost to
attrition but also improve students’ learning experiences in a normally highly
depersonalizing environment (Krause 2005).

In the rest of this chapter, we outline the needs, principles, and philosophies that
guided its development, and then provide a description of the system itself. We then
highlight some real applications of the SRES and the impact it has had on students.
Finally, we conclude the chapter with a discussion of potential limitations and
affordances of the current system, and avenues for wider institutional impact and
development.

5.2 The Student Relationship Engagement System

The SRES started as a small-scale initiative in 2012 that initially sought to improve
the efficiency and accuracy of in situ data collection during face-to-face
staff-student interactions. At the time, the LA field was in its infancy and was
primarily on a different trajectory; that is, finding algorithmic meaning in masses of
pre-existing data. Although our approach also involved data, it was starkly con-
trasted because it presumed that teachers would know the most appropriate data and
their meaning, and they needed a platform to collect, analyze, and perform actions
on these data at scale. As such, the SRES started with relatively small datasets that
were created by teachers, and has gradually expanded to provide for more ‘tradi-
tional’ learning analytics functionality as the data appetites and capabilities of
teachers have grown.
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5.2.1 Supporting Pressing Needs in Local Contexts

The SRES was initially developed to address a simple need to which most teachers
in face-to-face and blended environments are resigned: the perennial scraps of paper
or malformed spreadsheets for attendance gathering and grading. These are usually
followed by manual transcription and collation into a central spreadsheet, a process
that usually ranges from non-existent to error-prone. Even then, teachers could do
little with the spreadsheet apart from providing simple numerical grades to students.

An argument could be made that these data are perfunctory as opposed to
pedagogically meaningful (and by extension, valuable for LA). Although interim
grades and other performance data are often ignored by, or unavailable to, LA
systems (Clow 2012), large-scale analyses have shown that they can be one of the
most important predictive variables in models of academic risk (Jayaprakash et al.
2014). Similarly, in the context of face-to-face education, class attendance has been
positively associated with improved student outcomes (Rodgers 2001; Massingham
and Herrington 2006; Superby et al. 2006), and although being a frequently
requested data source for teachers, it is notoriously difficult to collect (Shacklock
2016; Dyckhoff et al. 2012). Additionally, a large proportion of meaningful
student-teacher interaction and assessment may occur outside of the LMS, which is
a blind-spot for typical LA approaches (West et al. 2015).

Beyond data collection, interventions are a key part of LA (Clow 2012), and it is
important that affordances for such actions are closely associated (Jones et al.
2013). In this chapter, we adopt a high-level understanding of intervention,
involving “any change or personalization introduced in the environment to support
student success, and its relevance with respect to the context” (Macfadyen et al.
2014). While direct student contact is certainly not the only intervention that should
arise from LA, the affordances of an electronic system to accelerate this process was
critical in our context.

5.2.2 Approach and Philosophy for Design
and Development

There appears to be a lack of connection between the capabilities of extant LA tools
(which, as we have argued, focus on data collection, analysis, and reporting), and
the data needs of teachers to act (for example, by connecting with their students at
scale). In light of this, a pressing and tangible need for our teachers was therefore a
platform capable of allowing efficient and accurate collection of desirable data, and
action based on these data.

To address this, we took a participatory design approach similar to that of others
working to design and develop LA that would be practically useful and meaningful
for teachers and other staff (Lonn et al. 2013; Dyckhoff et al. 2012). From 2012 on,
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a basic platform that recorded attendance via a web-based, mobile-friendly interface
and saved data to a central database was iteratively designed and refined based on
user feedback to become the SRES.

Throughout this process, we followed a set of basic design philosophies to guide
development. These were fundamentally LA-contextualized reflections of the
attributes of diffusible innovations, in particular the notions of relative advantage,
compatibility, complexity, trialability, and observability from Rogers (2003), and
we ground the following discussion on these attributes.

Teacher-centered. A truism is that “faculty have, for the most part, relied on
their intuition and hunches to know when students are struggling, or to know when
to suggest relevant learning resources, or to know how to encourage students to
reflect on their learning … these hunches are not going to disappear with the advent
of learning analytics, nor are the actions derived from them” (Dietz-Uhler and Hurn
2013). Additionally, given that (i) LA is “not an elixir for ineffective teaching, nor
does it reveal an ideal pedagogy” (Pistilli et al. 2014), (ii) teachers have
pre-conceived notions of meaningful data about their students (as argued above),
and (iii) compatibility of innovations with existing ideas and felt needs are posi-
tively related to adoption (Rogers 2003), an LA innovation needs to address the
contexts that real-world teachers face.

Part of a possible solution lies in a system architecture that corresponds with
teachers’ conceptualization of data and how to work with it, helping to address
issues around compatibility with existing ideas. Additionally, a solution should be
cognizant of, and tangibly address, concerns around academic workload
(Macfadyen and Dawson 2012), yielding a high level of relative advantage and
being compatible with felt needs.

Human-centered. Despite the LA field claiming to differentiate itself from EDM
by highlighting the centrality of leveraging human judgment (Siemens and Baker
2012), a large proportion of LA work appears to focus on propelling data at
algorithms in order to extract meaning. Ryan Baker’s recent propositions of moving
these fields towards the amplification of human intelligence are instructive here:
“Humans are flexible and intelligent. Humans cannot sift through large amounts of
information quickly… But once informed, a human can respond effectively” (Baker
2016).

Lack of human-centeredness in LA also extends beyond approaches to analyses
and pervades implementation. A concern that should be raised more frequently is
that “the focus of LA appears fixed to an institutional scale rather than a human
scale” (Kruse and Pongsajapan 2012). These somewhat condemning perspectives
remind us of one of the seminal principles of good practice in higher education,
namely encouraging the human relationship between teachers and students
(Chickering and Gamson 1987). Solutions addressing this problem must keep
humans using the system at the center instead of data and analytics.

Customizable, flexible, and scalable. A substantial amount of learning inter-
actions and data exist outside traditional sources (typically LMS and SIS databases)
that LA systems can and do interrogate (West et al. 2015). Beyond the obvious
challenges around data warehousing and integration (Bichsel 2012) and despite the
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best intentions of designers and developers, there may be several pieces of offline or
other system data that cannot be automatically integrated. Additionally, teachers
often demand the freedom to teach how they wish, which has important implica-
tions for the affordances of LA tools (West et al. 2015). Therefore instead of
coercing teachers into a system with pre-defined (and possibly limited) data, a
different solution lies in building avenues that allow teachers to define and bring in
their own local and contextualized data (Graf et al. 2011).

Transparent. In this age where opaque algorithms run so many aspects of our
lives, algorithmic accountability has become an important ethical challenge
(Diakopoulos 2015). Learning analytics is not immune to this trend. Distrust of data
and their analyses can lead to significant barriers for LA adoption (Bichsel 2012).
Nevertheless, large-scale deployments of LA systems have typically relied on
opaque algorithms to predict student performance (e.g. Arnold 2010; Jayaprakash
et al. 2014). A possible solution to avoid such algorithmic black boxes lies in
simplifying (perhaps even oversimplifying) the analytics to the extent that it is
completely controlled by teachers (Liu et al. 2015). This may help to reduce per-
ceived system complexity, and enhance the ability for teachers to experiment with
analytics.

Actionable. In keeping with a human focus, the predominant avenue of inter-
vention arising from LA appears to still be teachers or other staff interacting with
students. In an Australian study, personal responses through emails, phone calls,
and consultations were the preferred mechanism of data-driven actions (West et al.
2015). In another study, tools that “manage data inputs and generate outputs in the
form of actionable feedback” were found to be the most adoptable (Colvin et al.
2016). Even large-scale implementations that involve opaque algorithms eventually
involve teachers contacting students based on the outputs of these algorithms (e.g.
Arnold 2010; Jayaprakash et al. 2014). In an exemplar of intelligence amplification
(Baker 2016), LA provided the means to focus discussions that students had with
their academic advisors, and to target help where it was most needed (Lonn et al.
2012). A possible solution includes the provisioning of customizable actions to
promote and support teacher-student interactions. These tangible outputs may also
help to promote the observability of any LA innovation.

Ethical and secure. An LA system that augments the ability of teachers to
provide data-driven student support can help to simultaneously balance ethical and
operational issues around irrelevance and intrusiveness. Decontextualization of data
and consequent generalizations about students can lead to invalid assumptions and
unhelpful data-driven support (Slade and Prinsloo 2014). One possible solution is to
leverage the data on students’ studies that teachers already have access to and use
(perhaps in an inefficient, distributed fashion). If these data were easy to curate and
act upon at scale, such an LA solution may not overstep students’ existing
expectations of privacy. This is in keeping with our design philosophy of aug-
menting teachers’ intelligence and abilities.

Data protection must be a core value in any LA venture and helps to build trust
in LA systems (Drachsler and Greller 2016). This may involve ensuring that all
student data are encrypted during transit, and stored on secure university-owned
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and -controlled servers (Slade and Prinsloo 2013). Removing identifiable records
after a set timeframe in line with university record retention policies may also help
address some concerns over data security. Beyond the critical ethical and legal
issues surrounding data security, any negative occurrences could have severe
repercussions for the adoption of future innovations (Rogers 2003).

Working with these philosophies, we sought to design and develop an LA
system that met real and pressing needs of teachers in our contexts. Our approach
was to build a platform that required active input from teachers but provided them
the ability to personalize student support at scale and gain insight into their cohorts
while saving time in the execution of these processes. We purposely designed the
data and system architecture to support these goals.

From a teacher’s perspective, an electronic spreadsheet is one of the most
common ways to handle student data—it is inherently customizable and extensible,
has no hidden algorithms, and typically represents rows of students with corre-
sponding columns of data. The issue with spreadsheets is that they are not
immediately actionable, and deriving meaning at scale is difficult. Nevertheless, this
matrix structure of student data seems to be eminently accessible and understand-
able by teachers and other staff. As Rogers (2003) points out, “[o]ld ideas are the
main mental tools that individuals utilize to assess new ideas and give them
meaning. Individuals cannot deal with an innovation except on the basis of the
familiar. Previous practice provides a standard against which an innovation can be
interpreted, thus decreasing its uncertainty” (p. 269). Since this matrix structure of
data is familiar and flexible, we opted to ground the data architecture on the idea of
students (in rows) and data (in columns representing different variables or features)
belonging to courses (in tables).

5.2.3 Flexibility in Importing Students and Data

While connection with enterprise student information systems have allowed some
LA developers to leverage institutional data warehouses (Lonn et al. 2013), in our
context this was not possible, which encouraged us to design an interface that
allowed teachers to import student enrolment information semi-automatically. This
required them to download an enrolment list from another (enterprise) university
system and upload it to the SRES; we made this process as streamlined as possible
in the importer interface (Fig. 5.1). The benefits of this included that staff (i) could
combine lists from different courses, (ii) could add non-regular students (such as
those from outside the university as often exists in bridging courses), (iii) could
record other details such as a preferred name which was not possible using enter-
prise systems, (iv) could have as many lists (tables) with as many students as they
liked, and (v) could work in the system safely without affecting data on other
enterprise systems. Obvious drawbacks included the need for semi-manual updating
of course lists when enrolments changed, and duplication of some data on multiple
university systems.
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Once the students (rows) were in place in a list (table), teachers could update
these as necessary and also specify an unlimited number of columns. The data in
these columns could also be brought into the system through an importer interface
(Fig. 5.1), which accepted comma- or tab-delimited plain text files [e.g.
comma-separated value (CSV) files] and guided the teacher through mapping a
student identifier column and data columns.

Mobile interface

Messaging engine
Querying interface

Importer interface
Data core

Column_1 Column_2 … Column_nStudent_1Student_2…Student_i
Data takeout

Machine learning interface
EmailsSMS

Administration interface

Web interface

Student view interface

Fig. 5.1 Data and system architecture of the SRES. The SRES core data model is based on
familiar tabular student records. Various user interfaces can bring data into the SRES, such as an
importer, mobile application, and a web-based interface. Flexible querying and messaging
interfaces and engines power the majority of the data-driven student support, allowing teachers to
build and deploy highly personalized interventions. Experimental features (shown as dashed
boxes) take advantage of the data that are already stored in the SRES. Teachers can build
customized student views to conditionally show students their own data and other information.
A machine learning interface guides teachers through preparing and analyzing data within the
SRES using various machine learning algorithms in order to uncover hidden patterns
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5.2.4 Mobile Interface for Staff

One of the primary drivers for developing the SRES was the need for live, in situ,
data storage and retrieval in face-to-face learning scenarios. To enable this process,
we built a mobile-friendly web-based interface that would allow staff members
interacting with students to select columns for which they wanted to input data,
specify the data entry pattern, and save data for each row (Fig. 5.2). An example of
one of the workflows for this mobile interface is:

1. A teacher authenticates and accesses a pre-defined column in the SRES by
scanning a 2D barcode or following a link on their mobile device.

2. The column receiving the data is shown to the teacher.
3. The teacher identifies a student by (i) scanning a code that uniquely identifies

the student (e.g. a student card, or a 2D barcode produced by the SRES), or
(ii) searching for the student using identification number, email, or name.

4. Once the student is identified, the interface displays a set of values pre-defined
by the mentor for that column, and/or allows entry of a custom value.

5. The value selected or entered is saved to the table.

Fig. 5.2 An example of the SRES mobile interface, at step 4 of a timestamp data entry pattern
(see text). The upper section of the screen is fully customizable and can display data from other
columns. The lower section provides alternative means to identify students, such as scanning 1D or
2D barcodes, and searching
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Aside from the benefit of capturing information in an efficient and secure way in
face-to-face scenarios, the mobile interface allows a coordinating teacher to choose
the information displayed after a student is identified (Fig. 5.2). This display could
include any user-editable hypertext, as well as data drawn from other columns in the
table, and identifying information about the student (such as their preferred name).
This functionality proved powerful because it allowed teachers to (i) define the
important data related to a column, and (ii) have immediate visibility of these data
when interacting with students. In a similar way, Lonn et al. (2012) found it
powerful to provide mentors with up-to-date data to inform in-person discussions.

By providing data in situ (indeed, as data were being collected), the SRES can
support teachers to build better relationships with their students, and engage with
them on a deeper, data-driven level. In a case of data systems that augment and
leverage the intelligence of humans (Baker 2016), teachers can initiate the neces-
sary conversations and bring in contextual and other factors to which data may be
blind. As Rogers (2003) points out, “[w]ords are the thought units that structure
perceptions” (p. 276), leading us to name the system the Student Relationship
Engagement System, in order to emphasize this criticality of engagement and
relationships in data-driven student support.

5.2.5 Querying Interface and Messaging Engine

In addition to the face-to-face data-driven support catalyzed through providing
pertinent and accurate data, the SRES was also built to be massively scalable and
allow teachers of even very large courses to personalize interactions with their
students. As we have described, providing a mechanism for efficient data-driven
actions addresses a felt need for such teachers. The course size does not necessarily
need to number in the hundreds or thousands; it is already a significant workload
imposition to personalize regular electronic contact with a cohort of 70. To be
effective, the SRES needed to provide a relative advantage for these teachers
compared to the alternatives of manual efforts or even not contacting their students.
Indeed, relative advantage is one of the strongest positive predictors of whether an
innovation will be adopted, and its contributing factors include the saving of time
and effort, immediacy of reward, low initial costs, and economic profitability
(Rogers 2003).

To provide this, we built a fully customizable querying interface and messaging
engine into the SRES (Fig. 5.1). This allowed teachers to use Boolean and other
operators to combine condition statements on data stored in the SRES, similar to
advanced search engine queries. To increase compatibility with existing ideas, we
mimicked the filtering terminology of spreadsheet applications, and built a graph-
ical user interface where teachers could select any column, choose a comparison
operator (e.g. less than, contains, not equals to, is empty, etc.), and a comparison
value (Fig. 5.3). These conditions could then be combined to form a complex
query. For example, a teacher could query the SRES to find students who had a low
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performance on a test, and had not attended class, and had not logged into the LMS
for a while (Fig. 5.3), while another teacher in a different context could ask different
questions.

Another advantage was that a teacher (with the appropriate system permissions)
could query across columns from multiple tables; for example, allowing a program
coordinator to quickly find high-performing students across a number of courses.

The querying interface was closely linked with a messaging interface and
engine, where teachers could compose a personalized message to selected students
(Fig. 5.4). This interface allowed the user to bring in any data from the SRES
database, including user information (e.g. preferred name) to assist in composing
the message to each individual student, drawing on information personally relevant
to them. The messaging engine was connected to an email server as well as an SMS
service; the former is common practice in LA interventions, while the efficacy of
the latter is starting to be explored (Goh et al. 2012).

Fig. 5.3 Screenshot of the simple querying interface showing how filter conditions are built by
selecting columns and specifying comparisons
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To help teachers gain confidence in this entire process, we built preview func-
tionality into the SRES so that before anything was committed (e.g. messages sent
to students), users could preview and download tabulated results of their query, as
well as preview each individual personalized message. This also served to enhance
the trialability of the system (Rogers 2003) in that users could safely experiment.

5.2.6 System Adoption, Usage, and Impact

From early on in the LA story, one of three key factors proposed for successful
analytics initiatives was a flexible technology platform that allowed users to
warehouse data from a variety of sources into a common structure and to perform
analyses on these data (Campbell et al. 2007). While the architecture of the SRES is
not a data warehouse in the traditional sense and as intended by Campbell et al., our
argument here is that the nature of allowing teachers to efficiently select, combine,
and apply data of their choice that is relevant to their contexts can be a powerful
alternative for LA.

As Colvin et al. (2016) noted, “implementers require an analytic tool or com-
bination of tools that manage data inputs and generate outputs in the form of
actionable feedback. The capacity to implement is crucially linked to the quality of
these tools and the data they rely on and generate… As these increasingly meet the
‘real’ needs of learners and educators, organizational uptake is accelerated” (p. 2).

Fig. 5.4 Screenshot of part of the messaging interface and engine. Fully customizable messages
could be personalized using students’ own data, and sections could be variably included based on
conditions in the available data
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Additionally, West et al. (2015) highlighted an instructive comment that underlines
the need to be flexible and context-sensitive: “a lot of the things that you have to do
at the moment have to be done manually and they all take time. Anything that can
automate the process of that information is beneficial. I suppose there also needs to
be some ability to modify it to your own requirements because each course and
each cohort of students may differ” (p. 20).

By designing the SRES to encompass the philosophies of flexibility, cus-
tomizability, and scalability, we have seen considerable uptake in the University of
Sydney community, with a variety of applications and impacts. Some representative
examples are presented below.

Undergraduate laboratories in the pure sciences. An administrative function of
the SRES was to print identity cards, which could be customized to the needs of
each course. At the start of each semester, students were given an SRES-generated
sticker or card with their unique barcode and other personalized laboratory infor-
mation (e.g. session, venue, and schedule). This was scanned before or during each
laboratory to record attendance and also to initiate conversation between teachers
(who perform the scanning) and students (whose relevant data are displayed in the
customizable display region of the mobile interface; Fig. 5.2). Marks for laboratory
notebooks and reports were also saved directly using the SRES by scanning bar-
codes on SRES-generated personalized coversheets that students downloaded and
printed. Students were typically intrigued by the efficiency and reliability of this
approach, which saved hours of staff time in transcribing and correcting records and
tracking attendance patterns.

At-scale student support in health and pure sciences. The SRES was used to
build and send regular, personalized emails to segments of each cohort. The data
that were used to filter and segment the cohorts included attendance recorded
through the mobile interface, data imported from the LMS grade book, as well as
data imported from third-party adaptive tutorial systems (outside the LMS). One
teacher reported that efficiently recording attendance using the SRES was associ-
ated with increased attendance at Friday afternoon lectures. Teachers also used the
filtering interface to segment cohorts (e.g. into no-, low-, and high-risk categories),
and used the messaging engine to send regular personalized emails to all students in
each category.

These helped to keep students on track, feel connected to their teacher, and gave
students an easy way to contact the teacher by simply replying to the email. One
teacher reported that most students identified as high-risk early in the semester
ended up passing the course, with a considerable reduction in students who did not
complete compulsory work, in comparison to previous cohorts. Other teachers
reported reduced attrition rates and improved distributions of students towards
higher grades.

Heavy personalization in philosophy of science. To personalize messages with
a cohort of students with lower average university entrance scores, the teacher used
the SRES to import quiz scores from an LMS-exported CSV file, as well as other
custom fields that the teacher had generated in an offline spreadsheet. Multiple
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complementary conditions were generated for each of a number of filters to dif-
ferentiate the emails that different segments of the cohort would be sent. Students
received specific feedback based on their up-to-date achievement in the course, and
suggestions on how best proceed in the course. Using the SRES, the teacher also
identified students who he considered were most at risk, who were then followed up
with a phone call from central student support services. The teacher reported a
substantial reduction in attrition.

Feedback and follow-up in clinical laboratories. A proposed use of the SRES
in clinical settings is for a teaching assistant to record feedback for an individual
student as a short piece of text into the SRES, which can then be automatically
emailed to the student as part of a customizable message triggered upon saving
data. This feedback can then be seen the following week by another teaching
assistant working with the same student, via the customizable display in the mobile
interface. The teacher suggesting this envisages that students will be more likely to
act on feedback if there is an expectation of specific follow-up.

Adoption of the SRES, since its initial pilot in one department and four courses
in 2012, has grown to 78 units of study over 19 departments (Fig. 5.5). We believe
this successful wider adoption, a result of recommendations by colleagues, is a
reflection of the observability of the operation and impacts of the SRES.

A number of factors have likely contributed to this: (i) the SRES was designed
from the ground up as a teacher-focused platform that addressed a felt need and
offered tangible relative advantages compared to existing methods; (ii) its archi-
tecture was compatible with how teachers commonly use and manipulate data;
(iii) it sought to reduce complexity and enhance trialability; (iv) regular commu-
nication between the developers (who are also teachers) with users meant the

Fig. 5.5 Uptake of the SRES at the University of Sydney. Since an initial pilot in 2012, the SRES
has been adopted by more teachers in more units of study (courses) and departments, and is being
used to provide data-driven personalized student support data for an increasing number of students
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system was able to be updated or extended relatively quickly in response to user
feedback.

5.2.7 Experimental Interfaces

As the SRES has expanded in reach, the data appetite of staff using the system has
grown. For example, we have seen this in terms of how data may be reported, as
well as how data may be analyzed. In keeping with our iterative and
teacher-centered design philosophies, we have gradually added new experimental
features to the SRES to address emergent needs.

The existing paradigm of delivering data-driven support to students through
personalized messages from the SRES characterized a ‘push’ mechanism; that is,
teachers set up and activated a personalized message to students. We have recently
been trialing a ‘pull’ mechanism where teachers set up a customized ‘student view’
of students’ own data. In a similar way to the personalized messages, teachers use a
graphical interface to easily write and format information to be shown to students,
and use data that exists within the SRES database to either conditionally display
relevant information and show the data itself. These ‘student view’ pull-type
interventions can then be embedded into the LMS so that students see pertinent
information from their teachers when they log in. We see this approach as a
rudimentary but highly customizable reporting engine that could help to put
learners back in control of their data (Drachsler and Greller 2016).

As the SRES encourages and makes it more efficient for teachers to curate local
data in one place, i.e. within the SRES, the issues with disconnected data silos start
to be eroded. As a result, there are more locally meaningful data available on which
to perform analyses. Leveraging this situation, we have started exploring various
machine learning approaches to help teachers analyze data stored in the SRES and
uncover hidden patterns that may influence their curriculum and teaching approa-
ches. Our philosophy is to provide teachers with an easy-to-use interface to perform
fully customizable explorations themselves (Liu et al. 2016).

Specifically, we are leveraging web-based machine learning application pro-
gramming interfaces (initially experimenting with www.bigml.com) to build deci-
sion trees, mine for association rules, and cluster students based on data in the
SRES. For example, cluster analysis of data may indicate that attendance is not
substantially different in clusters with lower-performing students, while concur-
rently highlighting that early summative quizzes and exams may be important in
identifying these cohorts (Fig. 5.6). In a similar example, decision tree analyses
may reveal particular characteristics of students with different outcomes; for
example, demonstrating that online formative quizzes may differentiate students
who fail with those who pass (Fig. 5.7). These analyses open a new dimension to
the SRES, as the system in its entirety gives teachers the flexibility to bring in data
they want, query and action these data, and now interrogate these data using typical
LA and EDM techniques to uncover hidden patterns.

160 D.Y.-T. Liu et al.

http://www.bigml.com


Fig. 5.6 Example screenshot of the output of a cluster analysis from within the SRES on data that
a teacher has brought into the SRES. The numbers represent the cluster centroids. Test_1 is the first
of three mid-semester exams, formative_quizzes are non-compulsory online quizzes, early_atten-
dance is the count of attendance at the first three practical classes, early_prework_avg is the
average mark in the first three compulsory online pre-work quizzes, and Piazza is the online
discussion forum

Fig. 5.7 Example screenshot of the output of a decision tree analysis from with the SRES,
generated through the BigML application programming interface, on data that a teacher has
brought into the SRES. This interactive interface, powered by BigML, allows teachers to hover
over subsets of their cohort (cursor shown hovering over a group of students who achieved a fail
grade) and examine the decision points that the algorithm has identified
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5.3 Discussion

The decisions made during the design process of the platform presented in the
previous sections have provided deep insights into two very relevant aspects of LA.
The first one is the need to explore the space between fully manual and fully
automated solutions, addressing the real needs of teachers and focusing on the
human elements of learning. The second one concerns the measures that can be
adopted at the institutional level to foster the use of these types of platforms and
make sure they provide a tangible improvement to all stakeholders. In the remainder
of this section we further elaborate on these two areas.

5.3.1 Amplifying Teacher Intelligence

Increasingly, researchers and practitioners in LA are identifying the importance of
context, especially when addressing the factors and interventions that impact stu-
dent success. This context includes aspects such as educational history, instruc-
tional conditions, and course revisions, as well as the complex and largely hidden
(to machines) realm of students’ cognitive, emotional, and social processes
(Gašević et al. 2015, 2016). At the same time, thought leaders in these fields are
turning to the idea of amplifying and supporting human intelligence, as opposed to
blindly following machine outputs (Baker 2016).

Could it be that in the age of big data, we are becoming tantalized by data and
potentially neglecting the personal teacher-student interactions that are so crucial to
learning and teaching? To purposely contort an idiom, are we missing the trees for
the forest? To reconcile these, we have described in this chapter an LA approach to
addresses teachers’ real needs that aligns with their understanding of their students,
courses, data, and student support.

At the same time, there are pressing needs driven from institutional contexts that
cannot be ignored. As massification in higher education continues, one-on-one
teacher–student interactions have become less common, and personalized student
support increasingly challenging. Many LA efforts to date have been focused on
trying to algorithmically triage support resources to the most ‘at risk’ students. This
focus on maximizing retention in LA has meant there is a real risk that we lose the
human element in higher education and replace it with predictive models based on
large datasets but perhaps a limited number of variables with dubious meaning-
fulness. Further, by retaining a narrow focus on the at-risk portion of the student
population, we fail to support and maximize the learning experience and outcomes
of all students. In LA, we need to continue to push ourselves to develop and use
systems that take research-informed actions to support and challenge all students.

We see SRES as a first step towards a possible solution. Data-driven person-
alized learning support may be positioned between machine models and personal
relationships; by leveraging machines and humans, it can capitalize the best of both
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worlds and be scalable as well as contextualized. To do this well, teachers need a
system capable of scaling their natural workflows (which are exceedingly
context-dependent) to large student cohorts while providing a level of student
personalization. The SRES, which we have presented here, addresses teachers’
needs of efficient and centralized data curating, augmenting their abilities to per-
sonalize student support using these data. This is afforded through providing highly
customizable push and pull intervention mechanisms.

Arguably, the SRES currently deals with small data as opposed to the traditional
view of big data (Berman 2013), and the data points that lie within its matrix-like
data architecture may represent aggregated data and therefore mask rich com-
plexity. Other associated risks with this design include the oversimplification of
metrics and the possibility of missing potentially meaningful data that the teacher
did not consider including, both of which can be partly alleviated through the
sharing of good practice. As long as some meaningful data are collected, teachers
could use the nascent machine learning interfaces to uncover hidden meaning and
possibly use this to inform intervention or learning design decisions. However, all
of these are teacher-facing in terms of data collection and reporting, and providing
affordances for action.

We envisage that future developments would also include student-facing inter-
faces that could be customized by the teacher so that their students could input data
(e.g. ‘pulse’ data, psychosocial variables, self-assessment of skill attainment,
self-reports of perceptions) and visualize data (e.g. performance compared to the
cohort, self-progression through tasks) directly to and from the SRES table(s) via a
web or mobile interface. This way, the data outputs could be contextualized by the
teacher instead of relying on a one-size-fits-all dashboard across all courses.
Further, building application programming interfaces into the SRES itself would
allow easier data interoperability with other systems, and potentially be able to
expose limited datasets for interested students to analyze themselves. Together,
these emphasize our focus on practical LA systems that are customizable, flexible,
scalable, actionable, and human-centered.

5.3.2 Enabling Scaling-Up of Data-Driven Student
Learning Support

In the Australian higher education context, Colvin et al. (2016) noted that sus-
tainable LA adoption relies on (i) organization strategy that lays the groundwork for
LA, (ii) implementation capability that integrates teachers’ practices with data and
tools, (iii) tools that address real needs, and (iv) a capacity to monitor and improve
the quality and usability of implementations. Our journey with the SRES has
serendipitously approached this from the bottom up and nevertheless has seen
increasing adoption at our institution.
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Now, the increasing data appetite of our colleagues, catalyzed through the use of
LA tools such as the SRES, are fueling a number of top-level challenges including
organizational culture and complexity (Macfadyen and Dawson 2012; Macfadyen
et al. 2014), automating data workflows and interoperability (Lonn et al. 2013),
stakeholder engagement and expectation management (Ferguson et al. 2014),
connecting LA with learning design (Lockyer et al. 2013), and developing an
ethical framework to benefit learners (Ferguson 2012a). Additionally, as the user
base of a technology innovation expands, expectations for enterprise-standard
system reliability, user experience design, and user support and training begin to
grow. To address these challenges associated with scaling up LA innovations, the
framework applied by Arnold et al. (2014) is instructive and corresponds with
institution-wide steps that we are taking as LA becomes a strategic priority for the
University of Sydney.

Technology infrastructure, analytics tools, and applications. We are bro-
kering connections between data owners and users and central information tech-
nology and business intelligence units, looking to characterize and integrate data
that are currently collected, and identify gaps in collection of meaningful data. At
the same time, we are working towards tools and business processes that allow LA
to be embraced by the academic masses, in a range of roles, and making LA not just
the domain of data and technology enthusiasts. Part of this involves creating a space
for bespoke software development by LA researchers and practitioners.

Policies, processes, practices, and workflows. More widespread use of data to
drive timely interventions understandably causes anxieties in staff and students.
Alongside issues of invasions of privacy and even surveillance, real-time data are
necessarily incomplete and potentially inaccurate. There are therefore legitimate
concerns in the ways that data are obtained, held, and used that must be addressed
in parallel to the development of software and data collection tools. To address this,
we are establishing LA principles that align with legal requirements for student
privacy and the values of the institution.

Values and skills. We are working to connect people across the institution with
relevant skills—both academic and professional staff, and those in departments and
central portfolios. This will aid the evaluation of LA, particularly the technology
and methodologies, the allied support services, and learning support actions used in
individual courses. Supporting this will be professional learning around using LA
systems effectively and clarifying roles for faculty and staff. This will become
increasingly important as more agile access to relevant learning data allows
teaching staff to personalize and target support en masse. Unsupportive teachers can
cause large-scale damage and disengagement if personalized student support is
delivered in ill thought-out or destructive ways, or if based on an overreliance on
data which are messy or not meaningful.

Culture and behavior. Connected with building values, we are working to
inspire and support LA research and innovation by funding EDM and LA projects,
establishing networks and research groups, brokering research ethics arrangements,
and connecting the institution with groups such as international societies (e.g. the
Societies for LA Research and EDM) and local interest groups.
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Leadership. To provide strategic support for all of this, we are establishing
governance and strategy groups, as well as providing coordination, leadership, and
advocacy for LA at the whole-of-institution level.

Using the SRES as a case for scaling up a bespoke LA innovation, we have
already started to think about how organizational resources could be exploited, such
as enhancing the connectivity of the SRES with data warehouses, growing its
institutional profile, providing professional learning opportunities for teachers about
effective pedagogical strategies and learning support actions, and fostering an SRES
community of practice.

As an institution, we are seeking to actively encourage innovation in EDM and
LA and let a thousand flowers bloom. To support subsequent scaling, we need to
have a process to identify which new innovations hold promise for wider use, and
how to further support, develop, and implement these at the enterprise level by
engaging with institutional infrastructure, resources, and personnel.

5.4 Conclusion

In this chapter we have suggested that the EDM and LA communities have to
reflect on how to better achieve the ultimate goal of improving students’ overall
learning experiences. We propose increasing the focus on systems that enhance the
decision-making skills and support abilities of humans (i.e. teachers, students, and
support staff) and truly achieve personalized learning scenarios. The rich set of
existing data sources, sophisticated algorithms to discover knowledge, and complex
visualizations still need to be considered under a lens that brings the human to the
center of the design and formally leverages the effect of technology in their
day-to-day operations. Humans are in the best position to establish the required
connection between data, algorithms, and educational underpinnings. We propose
the notion of personalized learning support actions as the focal point where con-
tributions should aim in order to make a quantifiable difference. Our argument is
that this approach allows for greater relational connection between students and
teachers.

The SRES has been presented as an example of a tool that seeks to connect the
existing expertise of teachers with their students’ data-rich learning environments.
Our approach centers on the relationship between teachers and their students, both
in terms of collecting and curating meaningful local data as well as supporting
actions based on these data. This is in stark contrast to prevailing approaches to
learning analytics. These predominantly focus on warehousing a plethora of
existing data such as from learning management, student information, and library
systems, followed by applying statistical and other modeling approaches in order to
predict student performance. We posit that these approaches can potentially miss
out on the rich pedagogical expertise of teachers, ignore the relationships between
teachers and students, and fail to encapsulate local data that teachers may find more
meaningful.
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Based on these needs, we have discussed the application of a series of
human-centered design philosophies, rooted in the notion that teachers need
decision-support tools that can accommodate the diversity of context-specific data
sources present in learning environments, and the variety of possible vehicles to
provide personalized support. The SRES has been deployed at a large
higher-education institution in Australia with a significant uptake. Its trajectory has
served to highlight the main adoption barriers at both staff and institutional levels,
and how these may be addressed.

The future avenues to explore offer a promising landscape in which data,
algorithms, staff, and students all interact to effectively combine data richness and
algorithmic efficiency with human intelligence to yield tangible improvements in
the overall learning experience.

Acknowledgements The authors wish to thank the many teaching and support staff who have
patiently implemented the SRES in their units of study, supported its use, and provided valuable
feedback.

References

Arnold KE (2010) Signals: applying academic analytics. Educause Q 33(1):n1
Arnold KE, Lynch G, Huston D, Wong L, Jorn L, Olsen CW (2014) Building institutional

capacities and competencies for systemic learning analytics initiatives. Paper presented at the
international conference on learning analytics and knowledge. Indianapolis, IN, USA

Baker R (2016) Stupid tutoring systems, intelligent humans. Int J Artif Intell Educ 1–15
Baker R, Siemens G (2014) Educational data mining and learning analytics. In: Sawyer RK

(ed) The Cambridge handbook of the learning sciences, 2nd edn. Cambridge University Press
Bakharia A, Corrin L, de Barba P, Kennedy G, Gašević D, Mulder R, et al (2016) A conceptual

framework linking learning design with learning analytics. Paper presented at the international
conference on learning analytics and knowledge. Edinburgh, UK

Berman JJ (2013) Principles of big data: preparing, sharing, and analyzing complex information.
Morgan Kaufmann, Waltham, MA, USA

Bichsel J (2012) Analytics in higher education benefits, barriers, progress, and recommendations.
EDUCAUSE Center for Applied Research, pp 1–31

Bra PD (2002) Adaptive educational hypermedia on the web. Commun ACM 45(5):60–61
Bridgeman AJ, Rutledge P (2010) Getting personal: feedback for the masses. Synergy 30

(July):61–68
Brusilovsky P (1996) Methods and techniques of adaptive hypermedia. User Model User-Adap

Inter 6:87–129
Campbell JP, DeBlois PB, Oblinger DG (2007) Academic analytics: a new tool for a New Era.

EDUCAUSE Review, vol 42. EDUCAUSE White Paper, pp 40–57
Chickering AW, Gamson ZF (1987) Seven principles for good practice in undergraduate

education. AAHE Bull 39(7):3–7
Clow, D. (2012) The Learning Analytics Cycle: Closing the Loop Effectively. Paper presented at

the international conference on learning analytics and knowledge. New York, NY, USA
Colvin C, Rogers T, Wade A, Dawson S, Gašević D, Buckingham Shum S et al (2016) Student

retention and learning analytics: a snapshot of Australian practices and a framework for
advancement. Aust Gov Off Learn Teach, Canberra, ACT

166 D.Y.-T. Liu et al.



Corbett AT, Koedinger KR, Anderson JR (1997) Intelligent tutoring systems. In: Heander M,
Landauer TK, Prabhu P (eds) Handbook of human-computer interaction, 2nd edn. Elsevier
Science B. V, pp 849–870

Corrin L, de Barba P (2015) How do students interpret feedback delivered via dashboards? Paper
presented at the international conference on learning analytics and knowledge. Poughkeepsie,
NY, USA

Dawson S (2010) ‘Seeing’ the learning community: an exploration of the development of a
resource for monitoring online student networking. Br J Educ Technol 41(5):736–752. doi:10.
1111/j.1467-8535.2009.00970.x

Dawson S, Bakharia A, Heathcote E (2010) SNAPP: realising the affordances of real-time SNA
within networked learning environments. In: Dirckinck-Holmfeld L, Hodgson V, Jones C,
Laat MD, McConnell D, Ryberg T (eds) International conference on networked learning,
pp 125–133

De Liddo A, Buckingham Shum S, Quinto I (2011) Discourse-centric learning analytics. Paper
presented at the international conference on learning analytics and knowledge. Banff, Canada

Diakopoulos N (2015) Algorithmic accountability. digital. Journalism 3(3):398–415. doi:10.1080/
21670811.2014.976411

Dietz-Uhler B, Hurn JE (2013) Using learning analytics to predict (and improve) student success: a
faculty perspective. J Interact Online Learn 12(1):17–26

Drachsler H, Greller W (2016) Privacy and analytics: it’s a DELICATE issue a checklist for
trusted learning analytics. Paper presented at the international conference on learning analytics
& knowledge. Edinburgh, United Kingdom

Dyckhoff AL, Zielke D, Bültmann M, Chatti MA, Schroeder U (2012) Design and implementation
of a learning analytics toolkit for teachers. J Educ Technol Soc 15(3):58–76

Ferguson R (2012a) Learning analytics: drivers, developments and challenges. Int J Technol
Enhanced Learning 4(5/6):304–317. doi:10.1504/ijtel.2012.051816

Ferguson R (2012b) The state of learning analytics in 2012: A review and future challenges a
review and future challenges. Knowledge Media Institute, The Open University, UK

Ferguson R, Buckingham Shum S (2011) Learning analytics to identify exploratory dialogue
within synchronous text chat. In G. Conole, D. Gašević (eds) International conference on
learning analytics and knowledge. ACM Press, Banff, Canada, p. 99. doi:10.1145/2090116.
2090130

Ferguson R, Clow D, Macfadyen L, Essa A, Dawson S, Alexander S (2014) Setting learning
analytics in context: overcoming the barriers to large-scale adoption. Paper presented at the
international conference on learning analytics and knowledge. Indianapolis, IN, USA

Gašević D, Dawson S, Rogers T, Gasevic D (2016) Learning analytics should not promote one
size fits all: the effects of instructional conditions in predicting academic success. Internet High
Educ 28:68–84. doi:10.1016/j.iheduc.2015.10.002

Gašević D, Dawson S, Siemens G (2015) Let’s not forget: learning analytics are about learning.
TechTrends 59(1):64–75

Goh T-T, Seet B-C, Chen N-S (2012) The impact of persuasive SMS on students’ self-regulated
learning. Br J Educ Technol 43(4):624–640. doi:10.1111/j.1467-8535.2011.01236.x

Goldstein PJ, Katz RN (2005) Academic analytics: the uses of management information and
technology in higher education. ECAR Research Study: Educause Center for Applied Research

Graf S, Ives C, Rahman N, Ferri A (2011) AAT: a tool for accessing and analysing students’
behaviour data in learning systems. In: Conole G, Gašević D (eds) International conference on
learning analytics and knowledge. ACM Press, Banff, Canada, pp 174–179

Jayaprakash SM, Moody EW, Eitel JM, Regan JR, Baron JD (2014) Early alert of academically
at-risk students: an open source analytics initiative. J Learn Anal 1:6–47

Jones D, Beer C, Clark D (2013) The IRAC framework: locating the performance zone for
learning analytics. In: 30th conference of the Australasian society for computers in learning in
tertiary education. Macquarie University, Sydney, pp 446–450

5 Data-Driven Personalization of Student Learning … 167

http://dx.doi.org/10.1111/j.1467-8535.2009.00970.x
http://dx.doi.org/10.1111/j.1467-8535.2009.00970.x
http://dx.doi.org/10.1080/21670811.2014.976411
http://dx.doi.org/10.1080/21670811.2014.976411
http://dx.doi.org/10.1504/ijtel.2012.051816
http://dx.doi.org/10.1145/2090116.2090130
http://dx.doi.org/10.1145/2090116.2090130
http://dx.doi.org/10.1016/j.iheduc.2015.10.002
http://dx.doi.org/10.1111/j.1467-8535.2011.01236.x


Kahn I, Pardo A (2016) Data2U: scalable real time student feedback in active learning
environments. Paper presented at the international conference on learning analytics and
knowledge. Edinburgh, UK, pp 25–29

Kift SM (2008) The next, great first year challenge: sustaining, coordinating and embedding
coherent institution–wide approaches to enact the FYE as “everybody’s business”. Paper
presented at the Pacific Rim First Year in higher education conference. Hobart, Australia

Kift, S. M. (2009). Articulating a transition pedagogy to scaffold and to enhance the first year
student learning experience in Australian higher education. (pp. 62): Australian Learning and
Teaching Council

Knight S, Littleton K (2015) Discourse-centric learning analytics: Mapping the terrain. J Learn
Anal 2(1):185–209

Kobsa A (2007) Privacy-enhanced web personalization. In The adaptive web. Springer,
pp 628–670

Krause K (2005) Understanding and promoting student engagement in university learning
communities. Paper presented as keynote address: engaged, inert or otherwise occupied, pp
21-22

Krumm AE, Waddington RJ, Teasley SD, Lonn S (2014) A learning management system-based
early warning system for academic advising in Undergraduate engineering. In: Larusson JA,
White B (eds) Learning analytics: from research to practice. Springer Science + Business
Media, New York, USA, pp 103–119

Kruse A, Pongsajapan R (2012) Student-centered learning analytics. In CNDLS thought papers.
Georgetown University

Liu DYT, Rogers T, Pardo A (2015) Learning analytics—are we at risk of missing the point?
Paper presented at the 32nd conference of the Australasian society for computers in learning in
tertiary education. Perth, Australia

Liu DYT, Taylor CE, Bridgeman AJ, Bartimote-Aufflick K, Pardo A (2016) Empowering
instructors through customizable collection and analyses of actionable information. Workshop
on learning analytics for curriculum and program quality improvement. Edinburgh, UK

Lockyer L, Heathcote E, Dawson S (2013) Informing pedagogical action: aligning learning
analytics with learning design. Am Behav Sci 57(10):1439–1459. doi:10.1177/
0002764213479367

Long P, Siemens G (2011) Penetrating the fog: analytics in learning and education. EDUCAUSE
Rev 48(5):31–40

Lonn S, Aguilar S, Teasley SD (2013) Issues, challenges, and lessons learned when scaling up a
learning analytics intervention. Paper presented at the international conference on learning
analytics and knowledge. Leuven

Lonn S, Krumm AE, Waddington RJ, Teasley SD (2012) Bridging the gap from knowledge to
action: putting analytics in the hands of academic advisors. Paper presented at the international
conference on learning analytics and knowledge. Vancouver, Canada, Apr 29–May 2

Macfadyen LP, Dawson S (2012) Numbers are not enough. Why e-learning analytics failed to
inform an institutional strategic plan. J Educ Technol Soc 15(3):149–163

Macfadyen LP, Dawson S, Pardo A, Gašević D (2014) Embracing big data in complex educational
systems: the learning analytics imperative and the policy challenge. Res Pract Assess 9
(2):17–28

Massingham P, Herrington T (2006) Does attendance matter? An examination of student attitudes,
participation, performance and attendance. J Univ Teach Learn Pract 3(2):3

Nelson K, Clarke J (2014) The first year experience: looking back to inform the future. HERDSA
Rev High Educ 1:23–45

Norris D, Baer LL, Leonard J, Pugliese L, Lefrere P (2008) Action analytics. Measuring and
improving performance that matters in higher education. EDUCAUSE Rev 43:42–67

Pistilli MD, Willis JE, Campbell JP (2014) Analytics through an institutional lens: definition,
theory, design and impact. In: Larusson JA, White B (eds) Learning analytics: from research to
practice. Springer, New York, pp 79–102

168 D.Y.-T. Liu et al.

http://dx.doi.org/10.1177/0002764213479367
http://dx.doi.org/10.1177/0002764213479367


Rodgers JR (2001) A panel-data study of the effect of student attendance on university
performance. Aust J Educ 45(3):284–295

Rogers EM (2003) Diffusion of innovations, 5th edn. Free Press
Shacklock X (2016) From bricks to clicks—the potential of data and analytics in higher education.

Higher Education Commission
Siemens G, Baker R (2012) Learning analytics and educational data mining: towards

communication and collaboration. In 2nd international conference on learning analytics and
knowledge, Vancouver. ACM, pp 252–254

Slade S, Prinsloo P (2013) Learning analytics: ethical issues and dilemmas. Am Behav Sci 57
(10):1510–1529. doi:10.1177/0002764213479366

Slade S, Prinsloo P (2014) Student perspectives on the use of their data: between intrusion,
surveillance and care. Paper presented at the European distance and E-learning network.
Oxford, UK

Superby J-F, Vandamme J, Meskens N (2006) Determination of factors influencing the
achievement of the first-year university students using data mining methods. In Workshop
on educational data mining. Citeseer, pp 37–44

Tanes Z, Arnold KE, King AS, Remnet MA (2011) Using signals for appropriate feedback:
perceptions and practices. Comput Educ 57(4):2414–2422. doi:10.1016/j.compedu.2011.05.
016

Tinto V (2006) Research and practice of student retention: what next? J Coll Stud Retention 8
(1):1–19

Verbert K, Govaerts S, Duval E, Santos JL, Assche F, Parra G et al (2014) Learning dashboards:
an overview and future research opportunities. Pers Ubiquit Comput 18(6):1499–1514. doi:10.
1007/s00779-013-0751-2

Verpoorten D, Westera W, Specht M (2011) A first approach to “Learning Dashboards” in formal
learning contexts. Paper presented at the 1st international workshop on enhancing learning with
ambient displays and visualization techniques. Palermo, Italy

West D, Huijser H, Lizzio A, Toohey D, Miles C, Searle B, et al (2015) Learning analytics:
assisting Universities with student retention, Final Report (Part 1). Australian Government
Office for Learning and Teaching

Wise AF (2014) Designing pedagogical interventions to support student use of learning analytics.
In: Pardo A, Teasley SD (eds) International conference on learning analytics and knowledge.
ACM Press, pp 203–211. doi:10.1145/2567574.2567588

5 Data-Driven Personalization of Student Learning … 169

http://dx.doi.org/10.1177/0002764213479366
http://dx.doi.org/10.1016/j.compedu.2011.05.016
http://dx.doi.org/10.1016/j.compedu.2011.05.016
http://dx.doi.org/10.1007/s00779-013-0751-2
http://dx.doi.org/10.1007/s00779-013-0751-2
http://dx.doi.org/10.1145/2567574.2567588


Chapter 6
Overcoming the MOOC Data Deluge
with Learning Analytic Dashboards

Lorenzo Vigentini, Andrew Clayphan, Xia Zhang and Mahsa Chitsaz

Abstract With the proliferation of MOOCs and the large amount of data collected,
a lot of questions have been asked about their value and effectiveness. One of the
key issues emerging is the difficulty in the sense—making from the data available.
The use of analytic dashboards has been suggested to provide quick insights and
distil the large volume of learner interaction data generated. These dashboards hold
the promise of providing a contextualized view of data and facilitating useful
research exploration. However, little has been done in defining how these dash-
boards should be created, often resulting in a proliferation of systems for each new
research agenda. We present our experience of building MOOC dashboards for two
different platforms, namely Coursera and FutureLearn, motivated by a set of
design goals with input from a diverse set of stakeholders. We demonstrate the
features of the system and how it has served to make data accessible and useable.
We report on problems faced, drawing on analyses of think-aloud sessions con-
ducted with real educators, which have informed our dashboard process.
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Abbreviations

HCI Human computer interation
HTML Hypertext markup language
JSON JavaScript object notation
MOOC Massive open online course
SUS System usability scale

6.1 Introduction

Over the past few years, MOOCs (Massive Open Online Courses) have become the
center of much attention both from the public media (Cormier 2009; Bates 2012;
Cooper and Sahami 2013; Dominique 2015) as well as the research community
(Daniel 2012; Amo 2013; Baggaley 2013; Davis et al. 2014; Drachsler and Kalz
2016). Despite the hype of big data in education and the potential associated with
the ability to collect and analyse large amounts of information about students’
learning behaviours (Arnold and Pistilli 2012; Verbert et al. 2013b), one of the
biggest limitations is finding how to expose this data in a meaningful and relevant
way for different stakeholders, being students, instructors, researchers or developers
(Duval 2011; Dernoncourt et al. 2013; Verbert et al. 2013b). Visualization of data
and the ability to manipulate visualizations has been demonstrated to provide useful
insights (Pauwels et al. 2009; Duval 2011). These are grouped into dashboards,
which have been advocated to enable individuals, researchers and policy makers—
quick insight into data. Dashboards are often justified by themes such as providing
awareness, reflection and sense making (Allio 2012). However, as dashboards have
become popular, they have also brought an over-expectation of benefits with them
(Davis et al. 2014; Leon Urrutia et al. 2016). In fact, dashboards in and of them-
selves do not automatically confer learning or awareness gains. It is a combination
of effective design, requirements elicitation, and an understanding of stakeholder
objectives, which may permit dashboards to be potentially powerful tools for aiding
data exploration.

Learning analytics has been suggested to provide a theoretical framework to
make sense of learner’s interactions with online courses (Verbert et al. 2013a;
Corrin et al. 2015; Corrin and de Barba 2015; Drachsler and Kalz 2016). In fact,
one of the purposes of learning analytics is to visualise learner activity so that
educators can make informed decisions about possible interventions (Clow 2013;
Bayne and Ross 2014; Stephens-Martinez et al. 2014). Verbert and colleagues
represented the process aided by learning analytics in Fig. 6.1. In order to achieve
impact in the improvement of learning and teaching, data is the key entry level in
order to articulate appropriate questions.

In this chapter, the authors report about their experience of developing an
analytics dashboard for two different MOOC platforms (Coursera and FutureLearn,
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two leading MOOC providers in the USA and the UK respectively), focusing on the
challenges of the process and providing useful insights for others embarking on
similar initiatives. Firstly the work is placed in the context of existing work in the
field of Learning Analytics where the problem is explored in more detail, discussing
key aspects in relation to prior works. Then, the development and implementation
process will be described focusing on the process and some of the challenges that
the team faced, and finally the results from a small case usability study will be
reported to bring support to further development of this work.

6.2 How This Work Enhances the LA Field

The sort of dashboard creation process for MOOCs reported here is not new;
however it has a number of distinctive features, which provide an opportunity to
extend the work carried out in the learning analytics community.

First of all, a number of design goals were established at the outset to cater for
multiple stakeholders in a holistic way: this moves away from the specific focus on
the teachers (Stephens-Martinez et al. 2014; Corrin et al. 2015), the students
(Arnold and Pistilli 2012; Corrin and de Barba 2015; Kia et al.) or institutional
research/BI practitioners (Campbell et al. 2007; Mohanty et al. 2013).

Secondly, we had an opportunity to work with multiple platforms which, given
the restriction with the data sharing agreements imposed by different providers,
makes collaborations between institutions less likely to occur. With exception of a
few (Siemens et al. 2011; Cobos et al. 2016), most of the other works published
thus far only focus on one platform at the time.

Thirdly, we leveraged on an educational lens to integrate institutional reporting
matched with an academic analytics perspective. This allowed focusing on ques-
tions at multiple levels of analysis (micro, meso and macro) depending on the
relevance to the individual, the course or the institution. This approach is original
because the design process focused on generalizable features first, relevant not only
in MOOCs, but extending to other learning management systems or learning
technology tools as well.

Fig. 6.1 Adapted from the
learning analytics process
model (Verbert et al. 2013a)
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6.2.1 Problem Statement

When the data team at our institution was tasked to report the findings from our
MOOC courses (20+ courses now), it quickly became apparent there were a
number of different and competing goals. These ranged from broad institutional
questions, down to fine-grained details within particular modes of assessment. As
such, the process quickly led to an explosion in the number of questions being
raised.

These sorts of problems are common and have been chronicled by others (Seaton
et al. 2013, 2014; Verbert et al. 2013b; Qu and Chen 2015; Leon Urrutia et al.
2016) leading to the recommendation of standardisation at various levels from the
data (Dernoncourt et al. 2013; Veeramachaneni et al. 2014a) to the sets and types of
analytics (Duval 2011; Siemens et al. 2011; Verbert et al. 2013b) or the types of
visualisations deemed useful (Stephens-Martinez et al. 2014).

In our context, this rapidly drove a nail into initial ad hoc or exploratory
approaches to analysis that were meant to provide quick solutions to some of the
questions raised by instructors, which didn’t necessarily satisfy other stakeholders,
nor make the process efficient.

When each of the courses closed, as expected, the analytical team faced high
expectations to produce interesting results from the analysis, particularly given that
at the time there was not a fully-fledged dashboard available. Team members faced
a number of challenges in order to come up with solutions. For example, course
academics (instructors) were keenly waiting on analysis and reports on their course
data and their research questions; Educational developers wanted answers about
their design; and Senior Managers wanted to know whether their investment had
significant returns. In addition, the process to actually get the data had a significant
delay, adding pressure to the process and the team with a number of key issues:

• Manual data requests required to obtain the data from the educational platforms
(Coursera) and bespoke third party systems after course completion, see
Fig. 6.2.

• A steep learning curve due to complexities/volume of data from each system.
• Unsustainable processes: Short timeframes to answer a large number of research

questions in ad hoc report formats.
• Concurrent priorities with teaching/research focus: institutional research versus

course instructors’ own research questions.
• Lack of transparency in requests from stakeholders and interested parties.

The need to establish a methodology to build a reproducible workflow became
apparent—going from data extraction, to transformation to delivery. We were
confronted by a number of problems, which we used as pointers to define our initial
needs analysis of the requirements and scope:

• Time: A large amount of effort is required to transform data into a useable
format. Doing this by hand is not a long-term solution. How can this be auto-
mated? What needs to be automated? What should we strive towards?
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• Volume: There is an ever-growing base of data and variants in the data schemas.
What are the common questions being raised, and is this collated someplace?
Are these questions transparent between different members of the data team
working on them and the stakeholders asking them?

• Competencies: How can we best utilize resources, both in terms of systems and
people? Are stakeholders able to understand the output?

In order to address the above challenges, the team developed a process grounded
on five building blocks:

1. Articulate a reporting framework, which keeps into consideration the needs of
different stakeholders.

Fig. 6.2 Screen capture of the Coursera analytics dashboard for one of our courses
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2. Develop a semi-automated data transformation workflow.
3. Determine which tool is most appropriate for the needs of stakeholders.
4. Design and build a dashboard, which provides flexibility in the exploration and

addresses the majority of the questions raised by stakeholders.
5. Provide a framework for the scalable and sustainable reproduction of the process

for each MOOC.

6.2.2 Related Work to Dashboards

Although analytics dashboards to support organisations in their decision making
processes have been around for some time (Pauwels et al. 2009), those focusing on
learning analytics have a shorter history. A useful classification according to their
purpose was proposed by Verbert et al. (2013b). The first type of dashboard sup-
ports traditional face-to-face lectures; another type of dashboard supports
face-to-face group work; further, another type of dashboard is used to support
awareness, reflection, sense-making and behavioural changes in online or blended
learning. In this chapter we focus specifically on the latter. In fact, in the current
MOOC space there are relatively few examples of learning analytics dashboards,
with mostly disjointed approaches and ad hoc implementations. For example,
Coursera provides a dashboard to instructors with a live view of the data, but the
granularity of the information does not necessarily cater for all stakeholders needs
or wants (such as the ability for instructor-specific stratification—see Figs. 6.2 and
6.3–left for examples of high-level views of course data). Other vendors, such as
FutureLearn, take an even further removed option, with no visual dashboard, but
rather just a list of key course metrics (Fig. 6.3–right).

Although these representations provide a high-level view of MOOCs that may
be suitable to get a general sense and may satisfy academic managers; educators are
likely to ask more probing and sophisticated questions about contributing factors
leading to certain patterns of engagement (Stephens-Martinez et al. 2014).

On the other hand, other platforms like EdX (Seaton et al. 2013; Ruiz et al. 2014;
Fredericks et al. 2016; Pijeira Díaz et al. 2016) recently added analytical plug-in
modules, that users can install on their own systems, to provide detailed views of
how learners engage with the platform. These however may be too detailed and/or
complex to cater for the casual user.

There are also examples of external visualizations tools and dashboards
(Veeramachaneni et al. 2014b; Qu and Chen 2015; Cobos et al. 2016; Davis et al
2014; Leon-Urrutia et al 2016; Kia et al.), which provide specific representation of
behaviours in MOOCs, however the majority of these tools are not open. This often
means that teams in different institutions end up replicating similar processes.
Furthermore, given the specific reasons why the dashboard is developed, it is
natural to ask whether the information represented conveys useful insights to
stakeholders outside initial developments.
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Nevertheless, as noted in Verbert and colleagues’ comparison of different
learning analytics dashboards (Romero et al. 2008; Govaerts et al. 2012; Vatrapu
et al. 2013; Verbert et al. 2013a) there are common elements that can be used as a
starting point. Table 6.1 provides a summary (albeit not comprehensive) of different
types of sources and types of tracking from currently published literature.

6.3 Design and Development of the Dashboard

A number of design goals were established from the process of exploring the
problems around the analytics space. These were: (1) the need for reproducible
processes; (2) flexibility; (3) transparency and (4) extensibility. Based on these, we
proposed a framework to enable data exploration efforts to take place that attempted
to be platform agnostic. A number of questions emerged which are explored in
more detail in the next sections.

Before stepping into the description of the rationale and method for planning,
designing and developing the dashboard, it is necessary to quickly describe the type
of data available in MOOCs. Table 6.2 provides an overview of four categories of
data available in MOOCs: these are commonly valid across MOOCs and Virtual
Learning platforms, but the granularity of the details vary. For example while rich
demographic data may be available to institutions for credit-bearing courses that
they offer, in the MOOC space, information about participants is limited and in
general rather sparse. On the contrary, the logs of online activity in MOOCs are
more sophisticated than most on-campus blended courses. Notably, as demon-
strated in Table 6.1, a large proportion of works published, focused primarily on
activity data and performance data, which provide a limited window on the learning
experience (Vigentini and Zhao 2016). Coursera and EdX provide a great deal of
information about the interaction with videos, however FutureLearn at this point in
time does not provide any details about ‘in-video’ behaviors.

Table 6.1 Data sources/data
tracking in learning analytics
from various published works

Data sources Data tracking

– Artefacts produceda,b

– Social interaction (forums)a,b

– Resource usea,b

– Time spenta,b

– Exercise/Test resultsa,b

– Assessment/Course gradesb

– Application logsa

– Cameraa

– Microphonea

– Depth sensorsa

– Biofeedbackb,c

– Eye trackersd

Sources a(Verbert et al. 2013a); b(Romero et al. 2008); c(Govaerts
et al. 2012); d(Vatrapu et al. 2013)
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6.3.1 What Is the Most Appropriate Tool to Build
the Dashboard in?

A preliminary analysis into a number of commercial visualization platforms was
conducted. This consisted of assessing (1) availability, (2) flexibility, (3) adapt-
ability, (4) export features and (5) data privacy. The following tools were examined:
Ubiq; Tableau; SiSENSE; The Dash; Dashzen; Ducksboard; Klipfolio; Leftronic;
Qlik; Drillable; Logi and Infocaptor.1

We also examined the issue of data privacy. A detailed analysis made clear that
not one tool could solve all the issues we had, with most tools coming short with
some features or a hefty price tag.

A systematic evaluation and review of the comparison is beyond the scope of
this chapter; however it should be noted that different products had fundamental
differences in the visualisation capabilities, management of the analytic workflow
and varying technical affordances. Therefore we opted to build a lightweight
scaffold that allowed multiple tools to be used. This web-based architecture was
driven by a theoretical representation of the data as well as the intent to produce a
range of visualisation tools (widgets) that helped to explore the data from multiple
perspectives. This process was strongly informed by the general framework in
Siemens et al. (2011) and the attempt to integrate visualisations at Harvard,
Stanford and Berkeley (Dernoncourt et al. 2013; Pardos and Kao 2015).

For what concerns the data format, we considered the MOOCDB data structure
(Veeramachaneni et al. 2014a), which seemed to promise a unified approach for
data coming from EdX and Coursera, but had to discard the options for two main
reasons: (1) the pace at which Coursera changed the format of their data exports
made the process unwieldy and difficult to maintain the code up to date; and (2) the

Table 6.2 Types of data available in MOOCs and other learning platforms

Demographic data: general student
demographics, including age, gender,
language, education level, and location.
Demographic data is commonly acquired
during the registration process, and additional
demographic data can be acquired via
feedback surveys

Performance data: student performance based
on both formative and summative
assessments. This is collected from
homework, quizzes, and exams, but it also
includes results from pre-course
surveys/activities designed to diagnose
student knowledge before they take the
course

Activity data: how and when students are
using the resources, such as watching videos,
reading material, submitting homework,
taking quizzes, or using the discussion forum.
Most platforms break down usage by content
and media type (i.e. page views, assignment
views, textbook views, video views)

Feedback data: student feedback coming
from polls, surveys and comments in forums.
Additionally information about student
learning goals and motivation and intended
use of the material

1Please refer to the note at the end of the chapter with links to the respective websites.
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level of transformation required would have led to a substantial loss of information
even before we began the analysis of the data. Furthermore, the standard proposed
did not actually account for considerable platform differences nor the contextual
assumptions determined by the design of the user interface.

6.3.2 How Can We Best Answer the Questions Posed?

After considering the list of questions asked and informed by the data available we
developed a framework to allow different ways to organise, display and get to the
required information. The framework is based on two top level groups: report
categories and functional domains. These are shown in Table 6.3 and then visually
in Fig. 6.4 providing the basis for component re-use so that visualizations built for
one course, could be easily adapted and re-used in another course. Figures 6.5 and
6.6 provide examples of the form of visualizations we have built to date.

Report categories represent standard reports organised by specific labels. In
general the categories refer to the course as a whole. The representations under this
label focus on questions that instructors or academic managers would want answers
to in a broad way.

Table 6.3 Broad reporting framework based on categories and functional domains

Report categories Functional domains

‘Overview’ comprises the funnel of
participants to model the student’s journey in
the course, from when a learner becomes
aware of the course to the completion of it. It
covers the size of the MOOC, breakdown of
the participants by status and achievement
level, type and level of activities
‘Who are the participants’ covers
visualisations related to user characteristics:
stratification on demographic variables such
as age, gender distribution, and education and
employment status
‘What participants do’ involves user
activities and use of course content: videos,
forums, quizzes and peer assessments
‘Overview of assessment’ looks at the
cognitive aspects of student performance
including both formative and summative
assessments
‘Research’ provides insights drawn from data
mining techniques. For example, this includes
cluster analysis based on users’ activities

‘Videos’ focuses on the daily, weekly,
monthly use, broken into actions of
downloads and views. Videos are listed by
module/week and can be drilled down to
individual levels.
‘Content’ explores the daily, weekly, monthly
use of course aspects outside of videos.
‘Forums’ contain daily, weekly, monthly use
broken into actions of posts and comments. It
also provides insight into participant
interactions
‘Activities’ focuses on the engagement
opportunities, a student has in the course to
help them learn. It refers to both formative
and summative activities
‘Evaluation’ shows the methods used in the
course to evaluate the student experience and
effectiveness of the MOOC
‘Social Media’ contains detail about the reach
of the MOOC through certain distribution
channels
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Functional domains arrange reports and visualisations according to what their
purpose is in the MOOC. The key difference of analysis and representations under
this label is the level of granularity of the analysis. Instructors with specific ques-
tions about their content or educational developers/learning technologists detailed
questions about what worked or not in their learning design. Furthermore, we
designed the dashboard as a data distribution point (following in the footsteps of
moocRP (Pardos and Kao 2015) allowing individuals wanting to explore further the
data to download the data from the visuals provided.

However, unlike moocRP we felt that the workflow to make data available
needed to be less sophisticated allowing individuals to extract what they needed
after they identified valuable visualisations, so that they could quickly drill-down to
answer their questions.

6.3.3 How Can We Make Use of Effective Visual Design?

We largely based our framework and dashboard design on the principles from the
work by (Duval 2011; Siemens et al. 2011). In summary, these were: (1) provide
viewers with the information they need quickly and clearly, (2) stay away from
clichés or gimmicks; (3) focus on what is important; and (4) align to educational
objectives and learning goals.

The technical solution took into account fundamental differences in the data
provided by the two platforms and also two different workflows.

Fig. 6.4 Dashboard frontend for our Coursera courses showing the 3 main entry points for
visualizations: report categories, functional domains and the full site map from the right panel
activated by pulley button (arrow)
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Fig. 6.5 Examples of visualizations from the MOOC Dashboard. Top—overview and demo-
graphics; bottom—assessment performance and timeline of activities
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6.4 Building the Dashboards

The development of the building blocks (or widgets) and the aggregation into
dashboard panels was an iterative process based on four stages:

1. Design the dashboard elements/blocks
2. Prototype the visualizations
3. Test the dashboard with different users to collect feedback
4. Evaluate and iterate over the design.

The dashboard framework for Coursera is relatively simple. Two HTML pages
(a home page and a panel page) are the frontend organizing the content and menus.
In the backend there is a single JSON configuration file per course that is used to
dynamically populate the html elements and the critical component is a set of
visualizations created and packaged in Tableau, which are served based on the
configuration file. Examples are shown on the next page (Figs. 6.6 and 6.7).

The dashboard for FutureLearn is still at the early stages of development, but it
uses a different architecture, relying on Shiny dashboard and R scripts to generate
the various visualizations (Fig. 6.8). These are then framed as widgets and orga-
nized according to a similar taxonomy as the Coursera dashboard.

Fig. 6.6 Visual walkthrough of the dashboard developed for Coursera
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6.5 Evaluating the User Experience

Initial feedback from instructors has been very positive, however we have also been
evaluating the user experience more formally by designing an in-house process for
a think-aloud and cognitive walkthrough protocol (Wharton et al. 1992; Fonteyn
et al. 1993; Rieman et al. 1995; Azevedo et al. 2013). Think aloud methods are
cost-effective, robust, flexible and relatively easy to administer (Nielsen 1994;
Conrad et al. 1999).

Based on the review of the literature and the questions raised by our instructors it
was evident that instructors need to understand the effectiveness of resources,
activities, grading rubrics and support methods in relation to the set learning out-
comes and in order to continuously improve the course (Churchill et al. 2013).
Academic managers are more interested in the ‘bigger picture’ and draw compar-
ison between credit-bearing courses offered by the university and the courses
offered for free as MOOCs. Another dimension of interest for our courses was the

Fig. 6.7 Visual walkthrough of the dashboard developed for Coursera
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evaluation of effectiveness for different pedagogical approaches, which led to the
design of a set of test activities to determine whether the dashboard fulfilled its
intended purpose.

The test activities were designed on real scenarios presented to us by educators
and project support staff, yielding an element of authenticity. The four questions

Fig. 6.8 Snapshot of two widgets for the FutureLearn dashboard representing the quartile
distribution of quiz answers and the prevalence of high degrees in participants

Table 6.4 Overview of activities, in terms of the number of participants who answered the
question successfully, the average time taken to do the activity, and the most common pathway
utilized to obtain the answer reported

Activity Correct
response
ratio

Mean
time

Most common
method to arrive at
response

(1) How many times on average was the first
video from the first week/module viewed by
non-signature track students?

7/11 4:45 Functional
domains

(2) What percentage of people passed the
course?

10/11 2:43 Report categories

(3) How many students finished the peer
assessment for <exercise x>?

11/11 2:03 Report categories

(4) How many people made a forum post
on <date x>?

9/11 3:42 Functional
domains
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(see Table 6.4) were intended to be simple, but non-trivial as they required some
level of exploration and integration of information.

6.5.1 Study Design

To gain feedback about the dashboard interface, we developed a protocol to inform
a quasi-experimental interaction study bringing in real-users to test the dashboard,
and drew on human-computer interaction (HCI) techniques—a think-aloud process
combined with a SUS usability questionnaire (Brooke 1996). Each session was
conducted individually, accompanied with screen and audio capture (using
QuickTime recording on the computer utilized for testing).

The protocols aimed to standardize the testing sessions and allow for some
comparability in the observations. The procedure began with a background ques-
tionnaire, to collect general information about the participants’ computer skills and
past dashboard experience. Following this, the participants were each given a sheet
that explained the think-aloud process, accompanied by a quick warm-up exercise
(not using the dashboard), so as to allow participants to become familiar with the
think-aloud procedure. After the warm-up exercise, participants were allowed to
browse the dashboard interface for strictly 5 min. After the 5 min had elapsed, the
main task began; this consisted of the following four activities:

1. Activity 1. How many times on average was the first video from the first
week/module viewed by students?

2. Activity 2. What percentage of people passed the course?
3. Activity 3. How many students finished the peer assessment for <exercise x>?
4. Activity 4. How many people made a forum post on <date x>?

Each activity allowed the participants to get the answer however they liked, and
at the end of each activity, they rated on a 6-point scale, the ease with which they
were able to answer the question (6 being strongest agreement). Each activity asked
how the participant navigated to their answer, with one of the following:

• “I used the Report Categories”
• “I used the Functional Domains”
• “I used the Navigation Sidebar”
• “Other (Please explain)”.

Upon the conclusion of the activities, a SUS questionnaire was administered,
which sought to reveal usability insights to the interface. Lastly, a semi-structured
post-interview questionnaire was administered to tease out what participants
thought would be required to fully utilize the dashboard, including thoughts on
training, features found most/least useful, and additional elements they would like
added to the dashboard to enrich their and others experience.
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6.5.2 Apparatus

The machine used for each session was a regular 13-inch MacBook, with a screen
resolution of 1280 � 800 pixels. This apparatus was chosen, given the near
ubiquity of laptops used around campus, its portability, as well as to situate the
experiment within common hardware, for example compared to a dual or triple
screen setup which is less common in the university workplace, and which would
have unduly added bias to the interface exploration. Each participant was also
provided with a computer mouse, which they could use in-lieu of the trackpad, if
they so wished.

6.5.3 Participants

Eleven participants were sourced from UNSW Australia, who had not been exposed
to the MOOC dashboard previously. Each session was run individually by one
interviewer. For the think-aloud components, minimal help was provided (e.g. if the
participant managed to close the web-browser, this was re-opened for them). The
age range was 26–54 with a mean age of thirty-seven. Participants had a diverse
background set, drawing on a pool of academics, project managers, as well as
educational support staff. Four participants had previous use with dashboards.

Overall, participants rated themselves as above average with regard to the use of
computers and average with ease of use with new technology. Participants reported
that their visibility to teaching data had mainly been used on an ad hoc basis, either
for personal research projects or for helping strengthen cases for promotion. Most
participants commented that they would like more timely access to data if at all
possible, to help in both their research and teaching efforts.

6.6 Results

Three forms of analysis are reported. First is a study of the outputs from the four
activities undertaken in each session. This sought to find out features used as related
to the pedagogical design of the dashboard, and also the ease of use with finding
information for a person first exposed to the dashboard without prior training from
analytical/data team members. Next, the usability of the interface is evaluated, as
drawn from a SUS questionnaire. Lastly responses from a post-interview ques-
tionnaire are analyzed. In addition, free-form comments within each section were
used to support interpretation of the analysis and to learn how participants per-
ceived the experience.
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6.6.1 Activity Analysis

The analysis of activity was studied in terms of how many participants reported the
correct (i.e. expected) response; the time spent toward determining their response;
and how the participants arrived at their answer. Table 6.4 summaries these aspects.

For activity 1 (how many times on average was the first video from the first
week/module viewed by non-signature track students?), the profile of ease of
completing the task was: 2� strongly disagree; 4� disagree; 1� somewhat dis-
agree; 3� somewhat agree; and 1� agree, for an overall score of 2.72/6, see
Fig. 6.9. This question took the longest on average to answer by participants, and
was also the question, participants least answered accurately (that is, arrived at the
expected response). Participants commented on a number of issues, for example:

‘The expanse of information available made it a slower process than I would have liked
when trying to find the information. I assume this would become easier the more I used the
tool’

‘Screen size is small, which makes it difficult to read titles’; ‘lots of data on one screen’

‘There is no way to understand what is meant by first video’.

It appears a number of participants had conceptual issues regarding the use of.
The word ‘first video’, where review of the think-aloud recordings revealed

participants asking themselves, ‘first as in any video of the module watched first,
first as in the first video on the page’. The particular question required navigation to
the video tab, and hovering over the top-most video within the first week/module,
which would have revealed the required answer. Half of the participants reported
totals rather than averages (for the purpose of the question, these were marked as
accurate). The four people who did not arrive at the correct answer, pulled their
answer from un-related tabs which they misinterpreted as being videos, or tried to

Fig. 6.9 Capture of the panel for Activity 1: the answer is shown in the pop-up box
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filter to just the first week based on assumptions of when they thought the first week
began. Only 1 participant decided to give up in the end (after 7 min). Of the 11
participants, all but one commented that they would have liked more accompanying
documentation; however it was not observed that a single participant referred to the
help-menu in the top right corner. This highlights that an on-board process,
explaining the features and navigation layout may be needed for future deploy-
ments. Figure 6.9 shows a screen capture of the task with the solution.

For activity 2 (What percentage of people passed the course?), the profile of ease
of completing the task was: 1� somewhat disagree; 5� somewhat agree; 3� agree;
2� strongly agree; for an overall score of 4.54/6. From participant’s comments,
even though 10 out of 11 people reported the correct response, there were still a
small number of participants (4 people) who were confused by the usage of the
word ‘passed’, for example:

definition of passed is not clear

what is the difference between certificate and completed.

Otherwise most people were able to report the response, based on the literal
description of passed (as had been named in the dashboard), for example:

the question was clear and it asked for a pretty broad/simple answer it was a fairly easy task.
obvious to me where to find the answer

the pop-ups were the key to helping me find the information I needed but I ignored them at
first.

Half of the comments reported, still asked for further help dialogs or informa-
tion. A couple of comments mentioned they would have liked ‘Report Categories’
to be called ‘Menu’, and ‘Functional domains’ to be called ‘Pie chart’, to match
their mental models of the dashboard as they perceived it. Figure 6.10 provides the
screen capture of the task.

For activity 3 (How many students finished the peer assessment for <exercise
x>?), the profile of ease of completing the task was: 2� strongly disagree;
2� disagree; 2� somewhat agree; 4� agree; 1� strongly agree; for an overall
score of 3.63/6. Again participants mentioned that there was:

‘Way too much info on screen’/‘too much data on one page’.

However, it was mentioned that the pop-up’s over graphs were useful, but
overall, participants wanted less graphs per page. Figure 6.11 shows the screen
capture of the task.

For activity 4 (How many people made a forum post on <date x>?), the profile
of ease of completing the task was: 2� strongly disagree; 1� disagree;
2� somewhat disagree; 2� somewhat agree; 3� agree; 1� strongly agree; for an
overall score of 3.73/6. For the purposes of this question, the participants needed to
direct themselves to the forum section of the dashboard, and click on the forum
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graph to reveal the split between posts and comments. Roughly half were able to do
this, however, if they reported the combined posts and comments, this was not
deducted from the number reported as correct. This resulted in a few participants
wondering if this activity was ‘a trick question’. This was again, combined with a
similar theme seen in the previous activities of their being a lot of options/ways to
navigate to information. Participants also raised concerns about terminology use
and jargon they may not be familiar with. Figure 6.12 shows the screen capture.

Fig. 6.10 Capture of the panel for Activity 2: the solution is in the table bottom right

Fig. 6.11 Capture of the panel for Activity 3: answer in the second chart in the first row
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6.7 System Usability Analysis

The SUS usability questionnaire consists of ten questions, with each odd numbered
question posed in a positive frame, and each even numbered question posed in a
negative way. Thus, for each odd-numbered question, the closer to ‘strongly agree’
the better and for each even-numbered question, the closer to ‘strongly disagree’ is
better. The questions in combination can be used to formulate a SUS score, which
can help inform an interpretation of the usability of the system under investigation.

The score itself works on a sliding scale, with 85+ as excellent, 70–85 as good,
50–70 as okay, 35–50 as poor, and under 35 meaning a lot of improvement is
required in terms of usability. The profiles of each question are given in Table 6.5.
The SUS scores are shown in Fig. 6.13.

Overall, what can be glanced from the participants first use of the dashboard
(without any aids, tutorials or prior demonstrations), is that scores largely fell
between the ‘poor’ to ‘okay’ range. A number of the free-form comments mentioned
wanting to have an initial walkthrough session, and most mentioned they believe
their scores would revise upward the more time they spent with the interface. Thus
the fact that only two participants registered in the ‘very poor’ category (P7/P8),
shows that the initial design, whilst suffering cosmetic issues was largely usable.

The individual questions brought forth that, people would likely continue to use
the system, they did not find the dashboard overly technically complex, however
they would prefer the dashboard to have less graphs/images per tab/webpage. This
was a clear indicator that users found the provided information in its current form as
partly overwhelming. Users reported that they likely would not need someone
technical to help them out, but did ask for an initial primer with the data team to
help with explorations. Overall, most questions, were near neutral in response.

Fig. 6.12 Capture of the panel for Activity 4: answer in the popup box
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6.8 Post-interview Questionnaire Analysis

The semi-structured post-interview questionnaire asked six questions to the par-
ticipant, the first three were about the think-aloud process, and the later three
questions about aspects of the dashboard. Overall, no participants had objections or
issues with the think-aloud protocol employed. The last three questions are now
reported separately.

Table 6.5 SUS scoring table, from http://usabilitygeek.com/how-to-use-the-system-usability-
scale-sus-to-evaluate-the-usability-of-your-website/

Question SD D N S SA Overall

(1) I think that I would like to use this system
frequently

1 1 3 4 2 3.45/5

(2) I found the system unnecessarily complex 0 1 2 6 2 3.81/5

(3) I thought the system was easy to use 1 4 5 0 1 2.63/5

(4) I think that I would need the support of a
technical person to be able to use the system

2 5 1 2 1 2.54/5

(5) I found the various functions in this system
were well integrated

0 3 6 2 0 2.91/5

(6) I thought there was too much inconsistency in
this system

3 4 2 2 0 2.27/5

(7) I would imagine that most people would learn
to use this system fairly quickly

1 6 1 2 1 2.63/5

(8) I found the system very cumbersome to use. 0 1 3 6 1 3.63/5

(9) I felt confident using the system 1 6 3 0 1 2.45/5

(10) I needed to learn a lot of things before I could
get going with this system

0 2 3 5 1 3.45/5

Fig. 6.13 Distribution of scores in the SUS
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6.8.1 What Guidance/Training Do You Think Is Necessary
to Use the Dashboard?

The participants asked that there be more explanations about terms (interestingly
many of these explanations were present on the interface, generally within tooltips
or question-mark icons, though most participants did not appear to notice these).
Some asked for an annotated page describing the functions of the dashboard. Again,
this was present in the help icon in the top right, with none of the participants
investigating it. Some asked for a video guide to accompany a FAQ section.
Participants reported that:

if it was exactly as it is, without any modifications, no training or support documents are
necessary just more time to understand the different aspects also information built into the
system such as the question marks.

An overwhelming theme that emerged was the want for more hands-on
demonstrations of possible ways to use the dashboard, for example:

walked through it at least once to explain what features are where

If you are not very familiar with technology (like a lot of academics are) I think it would be
very frustrating to be honest. If you were very comfortable with technology I think you
would work your way around it but I think you would definitely need some sort of small
group workshops to get comfortable using it, and some sort of support mechanism to go
back to

someone from the data team to go through the main elements of the dashboard to explain
what data is being displayed and how you would go about getting it. Documentation to
walk you through the steps to get it. Would be good to know if the data is something that
could be used to develop the next courses.

6.8.2 Which Features Were Most Useful and Why?

Participants commented on a range of features, for example, the homepage with the
report categories and functional domains as it was ‘uncluttered’, and ‘aesthetically
the visual representation of students worldwide was good. At least one participant
commented on liking the use of the tooltips, as in:

pop up info when hovering over graphs. That was very informative when looking at
something unfamiliar that you are not sure about.

Within the same question, a number of participants mentioned the confusion
with the use of calendar weeks, compared with say course weeks, for example:

found referring to calendar week number rather than course week number very confusing
(i.e. starts at week 31 on forum heatmap page).

Also participants liked that the charts were interactive. For example:
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I liked the interactive charts. The plot charts being able to change the dates and that you can
hover above things to get info. It just needs to be laid out a bit better because the navigation
is a bit clunky and doesn’t really do it justice. The more interactive and the more simple it is
to get to that stage the better. A pre-set report that you could just click on and it was there
would be good. There is a lot of information there, maybe it needs to be split up a bit better
and the navigation needs to be sorted but I did like the hovering thing.

6.8.3 Are There Any Additional Features You Would like
to See?

The additional features turned into more of a commentary to a request to reduce the
amount of information per tab/webpage. For example:

There is a lot of information on each page, maybe split some of the pages, into separate
tabs/pages.

too much info on screen at the moment. Need the option to have just one chart on the
screen, i.e. click on it to fill the screen. Or, have the option to build your own by screen
selecting which charts you want to compare. Just the individual charts on each screen
would be best. Think it is just too messy as it is. If you want to find specific piece of info it
is too hard to find I think.

‘I would like to see less features in lots of pages.’ Only one person mentioned an actual
feature request, and that was a ‘search mechanism’.

6.9 Conclusion and Future Directions

In this chapter we presented an evolving process aimed to create a sustainable and
reusable dashboard for MOOCs, which was intended to provide a tool for a variety
of stakeholders to make sense of what is happening in the MOOCs developed and
delivered by our institution in two different MOOC platforms. The challenges of the
process and the choices made in the implementation have been described in
Sect. 6.3.

As the development process relies on an active engagement with stakeholders,
the prototyping phase of widgets is a responsive process to target stakeholders’
needs. These are then included in the main panels of the dashboard following a
principled approach, which relies on a framework informed by both data and
reporting needs and affordances. User testing, like in the small scale study presented
in the second half of the chapter, drives the process of development demonstrating
responsiveness to the stakeholders’ needs.

In the description of the implementation process we have established workflows,
requiring minimal technical skills to generate a visually pleasing layout with our
prototypes. Our framework is a step towards removing difficulties that have
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commonly plagued multi-tool adoption and advances the work carried out by others
trying to solve similar problems (Seaton et al. 2013, 2014; Verbert et al. 2013b; Qu
and Chen 2015; Leon Urrutia et al. 2016).

Based on the feedback from participants, we believe that the framework pro-
posed goes towards the right direction in alleviating the disorientation typical of
users beginning to make sense of MOOC user activity and our preliminary expe-
riences are promising and the lessons learnt, in aiding the wider MOOC-related
community in their own data related exploration efforts.

As indicated, the process is evolving and it is our intention to continue the
developments, clarifying in more detail the elements of the framework by subdi-
viding the functional domains and reporting categories according to different layers
of analysis which target specific stakeholders. For example bursts of activity might
be caused by problems with learning materials or inappropriate student behaviour:
when these become visible to designers or instructors, this can provide an oppor-
tunity to counteract and resolve issues quickly. Activity bursts can also be caused
by other factors, such as a particular learning design and as such highlight a
particular topic or idea of interest for instructors. Academic managers might also be
interested in such bursts because they highlight good (or bad) practice, which others
should learn from and re-use (or potentially avoid).

There is no doubt that dashboards offer great opportunities for understanding
MOOC activity (Qu and Chen 2015; Leon Urrutia et al. 2016) and the effectiveness
of the pedagogies implemented in MOOCs; this chapter provides useful and
practical observations in order to further the development of data-driven efforts to
represent learning-in-action in online learning environments.

In terms of the development, it is our intention to make the dashboard developed
for FutureLearn open. On one hand this will allow other institutions to learn from
their MOOCs, on the other, it will open up the possibility for further collaborations
with others, improving the quality and effectiveness of the visualisations.

Appendix

Please note that some of the products at the time of publication may not be available
as some companies have already been acquired/merged by September 2016.

Coursera http://coursera.com

Dashzen https://www.dashzen.com/

Drillable https://www.salient.com/drillable-dashboards/

Ducksboard https://ducksboard.com/

FutureLearn http://futurelearn.com

Infocaptor http://www.infocaptor.com/

Klipfolio https://www.klipfolio.com/
(continued)
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(continued)

Leftronic https://www.leftronic.com/

Logi http://www.logianalytics.com/expertise/dashboards-and-reports/

Qlik http://www.qlik.com/us/

Shiny Dashboard https://rstudio.github.io/shinydashboard/

SISENSE https://www.sisense.com

Tableau https://tableau.com

The Dash https://www.domo.com/solution/beyond-business-dashboards

Ubiq http://ubiq.co/
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Chapter 7
A Priori Knowledge in Learning Analytics

Jean Simon

Abstract Learning Analytics (LA) can be data driven: the process is oriented
essentially by data and not according to a theoretical background. In this case,
results can be, sometimes, not exploitable. This is the reason why some LA pro-
cesses are theory driven: based on A Priori Knowledge (APK), on a theoretical
background. Here, we investigate the relationship between APK and LA. We
propose a “2-level framework” that considers LA as a level 2 learning process and
includes five components: stakeholders, goals, data, technical approaches and
feedbacks. Based on this framework, a sample of LA related works is analyzed to
exhibit how such works relate LA with APK. We show that most of the time the
APK used for LA is the learning theory sustaining the student’s learning. However,
it can be otherwise and, according to the goal of LA, it is sometimes fruitful to use
another theory.

Keywords Learning analytics � A priori knowledge � Learning theories � 2-level
framework � Theory driven � Data driven
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TEL Technology Enhanced Learning
ZPD Zone of proximal development

7.1 Introduction

According to the philosopher Serres (2007), there were two main revolutions in the
history of humanity: First being the invention of writing and second being the
invention of information technology or more simply, the computer. Writing has
allowed the storing of information on a medium other than the brain and, thus, the
outsourcing of memory and knowledge. Computers allow the processing of
information by a medium other than the brain and, thus, the outsourcing of many
other cognitive processes.

Before the invention of writing, human beings learned not only from their own
experiences but also from that of their community and the knowledge embedded
within that community. With the invention of writing, two phenomena occurred,
first human beings were able to outsource their knowledge and second they could
gain access to more knowledge, written in tablets and later in books. At that
moment in time, some members in the community became specialized to help
others to learn: teachers (see left part of Fig. 7.1). Teachers could transfer their own
knowledge, recommend some learning experiences, and suggest books to read.
Nowadays human beings can always learn by the previous methods but there is one
more tool to help them: the computer (see right part of Fig. 7.1). One important
point is that, as computers are able to process information, they can take, in part, the
role of the teacher and help students to learn.

Under Technology Enhanced Learning (TEL) (Balacheff et al. 2009) there are
many different kinds of digital devices designed to improve learning. For instance,
Khalil and Ebner (2015) point out the following: Personal Learning Environments
(PLE) (Attwell 2007), Adaptive Hypermedia Educational Systems (Brusilovsky
and Millán 2007), Interactive Learning Environments (Scaife et al. 1997), Learning
Management Systems (LMS) (Watson and Watson 2007), Virtual Learning
Environments (Dillenbourg et al. 2002), Immersive Learning Simulations (Kennedy
et al. 2013), Intelligent Tutoring Systems (ITS) (Aleven et al. 2008), Massive Open
Online Course (MOOC) (Fournier et al. 2014).

All of these systems interact with students to help them in their learning and
these interactions leave trace data, also known as log data (Gašević et al. 2016).
These data can be studied to optimize learning. We are then in the field of Learning
Analytics (LA). The most used definition of LA (van Harmelen and Workman
2012; Ferguson 2012; Lockyer et al. 2013) is: “Learning analytics is the mea-
surement, collection, analysis and reporting of data about learners and their con-
texts, for purposes of understanding and optimizing learning and the environments
in which it occurs”. The goal of LA is to enable institutions or teachers to offer
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students better opportunities to learn (van Harmelen and Workman 2012) but also
to invite students to self-reflection (Dyckhoff et al. 2012) and to help them find
more personalized ways to learn. LA uses different techniques that convert data into
useful information for the stakeholders (Dyckhoff et al. 2012). For instance:

• Educational Data Mining (EDM): Data mining, machine learning and statistics
(Romero and Ventura 2010).

• Social Network Analysis (SNA): Where network is seen as nodes and links
(Scott 1988).

• Business Intelligence (BI): Transforms raw data into useful information for
business analysis purposes (Chen et al. 2012).

However, there are some problems. One of them is that collected data may be
too numerous. So, it is difficult to define, in all data, the ones which will be relevant
to be analyzed (Chatti et al. 2012). As Wise and Shaffer (2015) explain, in a sample
of two million learners, it can be frequent to find some results relevant only for
sub-groups and to overgeneralize them. In another way, when data are chosen
semi-randomly, the results of LA can be difficult to interpret (Schneider and Pea
2015; Berland et al. 2014). So there is a need for a priori knowledge (APK), for
theory, to overcome these difficulties (Lockyer et al. 2013; Wise et al. 2013; Wise
and Shaffer 2015).

Another problem is that this APK is rarely explicit (Kelly et al. 2015). Tools are
made by teams who have certain pedagogical beliefs (Shum and Ferguson 2012).
For example, those beliefs will be used to choose one set of data rather than
another, or some algorithm of datamining rather than another. If these assumptions
are implicit, some invisible biases can distort the findings (Greller and Drachsler
2012). To overcome this problem, it is necessary that any tool development relies
on theory-led design that will make the underlying assumption explicit (Kelly et al.
2015; Lockyer et al. 2013).

The role of APK is well studied in Machine Learning where it is used to design
better algorithms, e.g. (Li and Nashashibi 2011). In LA, these kinds of studies are
just beginning. Here, we investigate the relationship between LA and APK. For this
study, in Sect. 7.2, we explicit what we call APK. In Sect. 7.3, we propose a
“2-level framework” which considers LA as a level 2 learning process and which
includes five components: stakeholders, goals, data, technical approaches,

Fig. 7.1 Evolution of learning conditions
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feedbacks. In Sect. 7.4, based on this framework, a sample of LA related works is
analyzed to exhibit how such works relate LA with APK. Finally, in Sect. 7.5, we
present the reciprocal benefits of this relationship for LA and APK and also some
problems that can appear.

7.2 A Priori Knowledge

APK is the knowledge that a learner already has before beginning a new learning.
This knowledge comes from previous learnings. In the following, we present the
APK of student, teacher or LA and the main theories used as APK by LA.

7.2.1 APK of Student, Teacher, Learning Analytics

A student is not a tabula rasa. When he learns, he already has an APK upon which
he builds his new knowledge. This APK can be constituted of already acquired
knowledge in relation with the domain he studies or old experiments in this domain.

When a teacher teaches, he learns too. He learns on his student’s learning.
A basic example of this kind of learning is the assessment. Through assessments, a
teacher learns on which part of their learnings students have succeeded or failed.
Without this learning, a teacher cannot help his students. The teacher’s learning is
thus a learning on learning. For this learning, a teacher has also an APK. This APK
is constituted of knowledge about the studied domain in which he is an expert.
This APK is also, and especially, constituted of knowledge about the way a human
being learns. This APK is then essentially constituted by pedagogy and learning
theories.

As for teachers, LA constitutes a learning on learning. From data, LA will
produce new knowledge about the learning processes of the students. The “person”
who benefits from this learning on learning is the one who will get the outcome of
LA: student, teacher, institution or, like in ITS, computer.

When LA is data driven, we could assume that there is no APK. However, as we
have seen in the introduction, even in this case there is an APK but this APK is
implicit: LA is not “neutral” (Shum and Ferguson 2012).

Most of the time, as we will see, the goal of LA is to help students in their
learning or teachers to improve their students’ learning. It may be the reason why
the APK used, on which relies the LA process, is often constituted of learning
theories. However, according to the goal of LA, the APK may be constituted by
other theories than learning theories. We give now a brief overview of those dif-
ferent theories: learning theories and others.
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7.2.2 Learning Theories

Learning theories aim to understand and to improve learning. They provide a
conceptual framework which allows to interpret what is observed. They try to
provide also solutions to problems which can occur during the learning. In our case,
they are used, explicitly or implicitly, to design the learning system. However,
learning theories have emerged in a time when TEL did not yet exist. Among these
theories some have a wider spectrum than others (Siemens 2005):

• Behaviorism (Skinner 2011). The brain is considered as a black box. The tea-
cher has access only to the observables of the student’s behavior. Learning is
designed according to “task based” learning where information is broken in
small units.

• Cognitivism (Bruner and Austin 1986; Bloom et al. 1956). Knowledge is
organized in a hierarchy and the learner will move from one step to the fol-
lowing one in this hierarchy.

• Constructivism (Piaget 1950). The learner builds his new knowledge on pre-
vious knowledge and through his interactions with his environment.

• Social constructivism (Vygotsky 1986). Same principle as constructivism but
with the difference being the group helps the learner in building his knowledge.

Most of the others learning theories used by LA as APK, belong to one of those
mainstreams. For example, according to Bourdeau and Grandbastien (2010), in the
field of ITS, main used learning theories are: Bloom’s Mastery Learning,
Anderson’s Cognitive Theory, Vygotsky’s Zone of Proximal Development and
Gagne’s instructional design theory. Bloom’s Mastery Learning (Bloom et al. 1956)
consists of verifying that the student has achieved a level of mastery of a first
learning before beginning a second learning. Anderson’s Cognitive Theory
(Anderson 1992) breaks down learning in small and irreducible tasks to be done.
Those two theories belong to behaviorism or cognitive mainstreams. The next one,
Vygotsky’s Zone of Proximal Development (ZPD), belongs to social construc-
tivism. A learner’s ZPD is the distance between what the learner can do by himself
and what he can do with help. The last one, Gagne’s instructional design theory
(Gagne 2013) belonged at its origin to behaviorism and cognitivism mainstreams.
In this theory, teaching is broken down into five moments: analysis, design,
development, implementation, and evaluation.

Nowadays, there are two more learning theories that sustain more and more TEL
systems: constructionism and connectivism. In constructionism (Papert 1980),
learning is based on project. The student learns by building artefacts.
Constructionism belongs to the constructivist mainstream. In connectivism
(Siemens 2005), the student learns in the network and through the network.
Connectivism incorporates most of the social constructivism ideas. All those
learning theories constitute a point of view on how learning appears. As we will
see, some of them are more difficult to embed in a LA device.
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7.2.3 Other Paradigms of a Priori Knowledge

APK for LA can be constituted by theories other than learning theories. For
example, one of those theories, coming from the field of sociology, is SNA (Scott
1988). SNA studies social structures and sees them in terms of nodes and links. It is
often used in LA when learning is seen in a social constructivist perspective. In this
perspective, the group is used to improve the learning of each of its member. So it is
important to understand who is interacting with whom. SNA helps to exhibit these
interactions. For example, a network centered on the teacher will not correctly
work. It is better to have a lot of interactions between peers. SNA is easy to
implement in a LA device.

Another one, Activity Theory (AT) (Engeström 2014), is sometimes considered
as a learning theory but its spectrum is larger than learning. In the activity, the
subject pursues a goal that results in an outcome. To do this, he uses tools and acts
within a community. His relation to this community is defined by rules. To achieve
the goal, it may be necessary to establish a division of labor within the community.
If we consider the origins of this theory, AT belongs to the social constructivism
paradigm. However, AT has a very strong descriptive power. This descriptive
power allows it to distinguish and to compare different learning situations obeying
to different learning paradigms (behaviorism, constructivism and others). AT is
easy to implement too (Simon 2014).

In the following, we will see some other theories coming from different fields
used as APK. However, before closing this section, we have to precise that,
sometimes, APK is not constituted by theory but by previous learnings. Like for
human beings, APK can be built on previous experiments. In this approach, the LA
process begins without APK like a data driven process. Then, the results of this first
process constitute the APK for the next process.

7.3 The 2-Level Framework

To study the relationship between APK and LA, we propose a 2-level framework.
This framework considers LA as a level 2 learning process and uses five charac-
teristics to study it.

7.3.1 Learning Analytics Seen as a Level 2 Learning
Process

In Fig. 7.1, we have presented the student’s learning. Here, we call it “level 1
learning process” because, on this learning process, another learning process can
appear which is, thus, a learning on learning. It can be operated by the student
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himself, the teacher or the institution. For instance, when a teacher evaluates a
student, he gets information about his student’s learning: the teacher learns on his
student’s learning. This kind of learning, learning on learning, we call it “level 2
learning”. Nowadays, this type of learning can also be operated, partially or totally,
by a computer.

LA is a process which follows an iterative cycle (Chatti et al. 2012). In Fig. 7.2,
we can see this process. (1) Data are collected from the student’s learning process
(2) those data are processed, (3) this processing gives results that (4) can be
interpreted and reinjected in the learning process. Most of the research (Chatti et al.
2012; Dyckhoff et al. 2012; Khalil and Ebner 2015; Clow 2012) considers LA
according to this cycle.

The point which makes the difference between our work and the aforementioned
research, is that LA is considered here as a level 2 learning process. As we said, it is
a learning process, in the sense, that this process will produce new knowledge based
on data. It is a level 2 learning process because it is a learning on learning: studied
data are produced by student’s learning process. It is a necessity to distinguish those
two levels to study the relationship between LA and APK. The reason is that APK
of LA (level 2 learning) should not be necessarily the learning theory used to shape
the student’s learning (level 1 learning). We can imagine, for example, that the
process of level 1 is shaped according to behaviorism and the process of level 2
according to AT. As far as we know, no paper on the subject takes this point into
account.

Fig. 7.2 LA is a level 2 learning process
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7.3.2 Five Characteristics of Learning Analytics

Several authors have proposed a framework of characteristics to study LA (Greller
and Drachsler 2012; Chatti et al. 2012; Cooper 2012). All those frameworks are
built around four questions (Chatti et al. 2012): Who? Why? What? and How? Who
are the stakeholders, especially the target: the student? Why: the goal of the
analysis? What data to analyze? How the analysis is performed? As those authors,
our framework will take into account first four characteristics corresponding to
these four questions: stakeholders, goals, data and technical approaches. Then, it
will be added a fifth one that summarizes the whole process as a two levels process:
feedbacks.

Stakeholders. We begin with the stakeholders because, ultimately, they define
the goal and the shape of the entire learning system. To simplify the analysis, we
consider four different types of stakeholders: the student (learner), the teacher who
helps the learner (educator, instructor), the institution that offers the conditions to
learn (administration, university), and the researcher who studies one of the pro-
cesses: the student’s learning or LA. LA is built to answer their questions and allow
them to prepare the next actions (Kelly et al. 2015). We can distinguish two kinds
of stakeholders: the actors and the observers. The actors are students, teachers and
institutions. The observers could be eventually the same but also researchers,
software developers, analytics experts (Cooper 2012).

LA is not the same according to whom gets the feedback. Work is done on
different scales and different granularities (Ferguson 2012). A teacher is more
interested in understanding the learning of his own students, the university, in
contrast, looks at all of their students. Moreover, due to the rapid evolution of the
technical society and lifelong learning, learning and teaching move from schools
and universities to workplaces (Dawson et al. 2015). One example of this phe-
nomenon is the apparition of the MOOCs. Thus, stakeholders are changing too.

Goals. The general goal of LA is to improve student’s learning by giving him a
better learning environment or by giving his teacher tools to better evaluate and
understand his learning (Ferguson 2012). This general goal can be broken down in
smaller objectives according to the different stakeholders. According to Chatti et al.
(2012), Steiner et al. (2014), for institutions, different objectives can be: Monitoring
and analysis to take decisions about the whole process, improving the learning
environment, the design of the learning device; Prediction of the future student’s
possible failure to avoid potential dropouts.

For teachers, objectives can be: Monitoring and analysis to understand the
learning process in order to decide the future steps, the future learning activities;
Prediction of the future student’s failure to be able to offer assistance when needed;
Tutoring and mentoring along the whole learning process; Assessment of the
learning process; Personalization and recommendation: suggesting to the learner
what to do next while leaving the control to him. For students, objectives can be:
Formative and summative (self) assessment of the learning process; Reflection:
improving student’s self-reflection on his learning process, providing comparison
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with past experiences, with other learners. For researchers, objectives can be:
Allowing the evaluation of a learning theory (Greller and Drachsler 2012).
Improving learning digital devices. As we can see, some of these objectives can
overlap. According to the goal which, itself, depends on the stakeholders, LA and
its APK will be different.

Data. Data studied by LA, belong to the educational field (Romero and Ventura
2010). Dillenbourg (2016) call these data “learners’ behavioral particles”. By
themselves they do not support a lot of semantics but when there are thousands of
millions of them, it is possible to draw rules and predictions about the students’
behavior.

These data have been produced by the different actors during their interaction
with the learning digital device. Dyckhoff et al. (2012) distinguish data according to
what they represent: data about users, data about content, data about assessment,
data about activity, data about events. Sometimes data come from “special” devices:
cameras, sensors, like skin conductivity, heartbeat, EEG, gesture sensing, infrared
imaging, and eye tracking (Blikstein 2013). One challenge for LA is to collect
relevant data. This is one of the main reasons invoked by researchers for using
APK.

Technical Approaches. Here we speak about the technical approaches of LA
(level 2 process) and not the ones concerning the learning digital devices (level 1
process). LA can use different technologies: statistical analysis techniques, Machine
Learning, EDM, SNA, Natural Language Processing, BI and others (Dyckhoff et al.
2012; Greller and Drachsler 2012; Shum and Ferguson 2012).

All of these techniques follow the cycle: data collection, data preprocessing, data
processing, results. For Dyckhoff et al. (2012), LA techniques should obey to the
following requirements. Usability: Users (teachers, students) must be able to use the
system without difficulty; Usefulness: LA is supposed to allow the improvement of
learning; Interoperability: LA can be used on data from different learning devices;
Extensibility: LA can be used on different scales; Reusability: LA should use simple
blocks that can be used in more complex functions; Real-time operation: to allow
user getting information just-in-time; Data Privacy: to protect the identities of the
users. For the moment each one of those requirements is a challenge and at the end,
interpreting the results is also a challenge (Wise 2014; Wise and Shaffer 2015). As
we will see, extensibility and reusability of LA have an impact on the choice of the
APK.

Feedback. The object of the feedback is to adjust the situation for a better
learning experience. The feedback can be in the direction of the institution to decide
the future of the course. It can be towards the teacher to improve the efficiency of
his course (Dyckhoff et al. 2012). It can be towards the student, to allow him to
eventually change his learning strategy by self-reflection. It can be also towards the
learning digital device, like in ITS.

If the feedback is for the teacher or student, it will be given during the process by
visualization tools, and not at its end. By this way, it allows formative assessment.
When the feedback is towards the learning digital device, the object will be to
optimize the intelligent tutor (Aristizabal 2016).
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As feedback depends on stakeholders and goals of LA and as it is the relation
between the two levels (LA and student’s learning), feedback summarizes the
whole process. It is a key to understanding it.

7.3.3 Comparison with Other Frameworks

There are some similarities and some differences between the 2-level framework
and frameworks presented in other researches (Cooper 2012; Khalil and Ebner
2015; Greller and Drachsler 2012; Chatti et al. 2012). Among similarities, all
frameworks consider the whole process like a cycle. All of them, also, take into
account the four questions: Who? Why? What? How? Consequently, all of them
integrate the four characteristics: stakeholders, goals, data and techniques.

Most of the differences will come from the objectives pursued in these papers.
All of these frameworks have the goal to help design LA devices. Opposed to our
work, none of them has for an objective to study precisely the relationship between
LA and APK. It could be the reason why, in two of these papers, (Khalil and Ebner
2015; Chatti et al. 2012), there is no mention of any type of APK. In (Cooper 2012)
and in (Greller and Drachsler 2012), APK is briefly mentioned as a characteristic to
take into account. Cooper speaks of “embedded theory” and Greller and Drachsler
of “pedagogies”.

Thus, actually, the main difference between the 2-level framework and those
frameworks is the way to see the whole process. If all papers consider the whole
process like a cycle, no one considers that this cycle is going from one level to an
upper level and reciprocally. In the same way, no one considers LA as a level 2
learning process. We have explained above the necessity to adopt this point of view
for our goal: We have to be able to distinguish the learning theory sustaining the
student’s learning from the APK of LA. As other frameworks do not take into
account the 2 levels, they do not focus on the feedback. For them, feedback is just a
part of the technique.

7.4 Relationship Between APK and LA According
to the 2-Level Framework

Using the 2-level framework, here, we analyze the papers taking into account LA
and APK. First, we explain how we have selected them. Then, we observe the
relationship between APK and LA according to each of the five characteristic we
have presented. These five characteristics are intertwined in a LA system, thus,
some points exhibited in one section could also appear in another. It will be
especially true for the “stakeholders” and the “goals” characteristics, because the
goals depend on the stakeholders.
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7.4.1 Papers Identification

To identify the papers, firstly, we look at all papers in the proceedings of the two
mains conferences concerned by LA: EDM conferences and LAK conferences.
Most of those papers do not speak about APK. When we look at the main keywords
(used more than 10 times in the proceedings keywords) we obtain for EDM con-
ferences: “Intelligent Tutoring Systems” (32 times), “Educational data mining”
(30), “Knowledge tracing” (20), “Student modeling” (18), “Natural language pro-
cessing” (12), “Datamining” (12), “Machine learning” (11), “Learning” (11),
“MOOC” (10), “Learning analytics” (10).

For LAK conferences we obtain “Learning analytics” (146), “Datamining” (17),
“MOOCs” (17), “Social Network Analysis” (16), “Educational Data Mining” (13),
“Visualization” (16), “Higher Education” (14). Among those keywords there is no
one about learning theory or APK. If we look at keywords about learning theories
[“Behaviorism” (or “behaviorist”), “Cognitivism(t)”, “Constructivism(t)”, “Social
constructivism(t)”, “Constructionism(t)”, “Connectivism(t)”, “Learning theory
(ies)”, “Learning science(s)]” we obtain 6 occurrences in all EDM conferences
papers and 9 occurrences in LAK conferences. So references to a possible APK or
learning theory appeared rarely in keywords.

We wanted to go deeper and looked at references to learning theories in the body
of the papers in LAK proceedings. We obtain: “Behaviorism(t)” (5 occurrences),
“Cognitivism(t)” (4), “Constructivism(t)” (83), “Social(socio-)constructivism(t)”
(14), “Constructionism(t)” (18), “Connectivism(t)” (163). We observe that if the
learning theories are not in the focus of the papers, they stay, for a part of them, in
their background but very rarely. However, this should be moderated by the fact
that we only looked at the mainstreams of learning theories and we used their
precise names. For example, “social constructivism (t)” cannot appear while
“Vygotsky” can appear more than once.

Secondly, we review all the papers of the volume 2, No 2 (2015) of the Journal
of Learning Analytics “Special section: Learning analytics and learning theory”.1

Finally we search in databases or search engines and chain from known research
papers (Liyanagunawardena et al. 2013).

7.4.2 A Priori Knowledge and Stakeholders

Outcomes of LA are given back to stakeholders for interpretation and action. When
stakeholders are educational institutions, like Universities, we are more in the field
of academic analytics. In that field, Shum and Ferguson (2012) consider there is not
a lot of consideration about learning theory and pedagogy. For Fournier et al.

1https://epress.lib.uts.edu.au/journals/index.php/JLA/issue/view/358.
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(2014), most of those institutions support LMS which are in the field of classical
learning paradigms and, as such, easy to integrate in institutional learning.

Stakeholders can also be teachers or students. In constructivism, LA is often used
as a formative assessment: the teacher will interpret the outcome to choose the next
activity for the learner. To get a “just-in-time” adaptation, feedback has to be given
during the learning process and must be easily understandable. In constructivism,
LA can also help the student in his self-reflection. To succeed, the student has to be
able to understand the purpose of the learning activity and what are the most pro-
ductive actions to do (Wise 2014). Here also, feedback has to be just-in-time and
easy to understand to avoid cognitive overload. As the teacher and student have not
the same reference frame, feedbacks have to be different (Wise 2014).

In social constructivism, the focus will move from the student to the group of
students and teacher. LA has to give information to the teacher, student and group
of students, on the way the group is working. SNA (Bakharia and Dawson 2011)
and automated discourse analysis (Kelly et al. 2015) are often used to give this
information. Here also, it is important to get the information just-in-time to adjust
the collaborative process between learners (van Leeuwen 2015). For Wise (2014),
teacher and students should have access to analytics. The interpretation of the
analytics can thus be a space of negotiation between them. Nowadays, researchers
try to propose learning environments more open and networked like PLEs or
MOOCs. By doing that, the trend is to move from social constructivism towards
connectivism.

In summary, from what precedes, we see that, when learning theories are used as
APK for LA, then, LA is often used as formative assessment for the level 1
learning. It can be sometimes otherwise according to the goal.

7.4.3 A Priori Knowledge and Goals

Most of the authors in the field agree to say that the main goal of LA is to improve
learning (van Leeuwen 2015; Shum and Ferguson 2012; Chatti et al. 2012; Cooper
2012), (Greller and Drachsler 2012). However, LA can have also other goals.

Improving Learning. Tempelaar et al. (2013) consider that LA can help the
teacher to predict learner success or failure, to suggest learning resources, to
increase reflection, to improve social learning environments, to detect undesirable
learner behaviors, and to detect the emotions of the learners. LA can help the
teacher also to get more confidence in what he is proposing to the learner (van
Leeuwen 2015). It can help the group to better understand how it works (Perera
et al. 2009). It can help the learner in his self-reflection (Shum and Ferguson 2012).

With recent learning theories, the assessment is more difficult (Anderson and Dron
2012). In constructionism, one difficulty is to measure the learning achievements
(Berland et al. 2014). This pedagogy is centered on the “21st century skills”: cre-
ativity, innovation, critical thinking, problem solving, communication, and collab-
oration. The acquisition of those skills by the student cannot be assessed by traditional
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current assessment techniques. EDM and others LA techniques are essential tools
which allow the assessment to occur (Blikstein 2011; Berland et al. 2014). For
Swenson (2014), more radical, the goal of LA is to allow the disruption and the
modification of education. In this way, we see the emergence of connectivism
(Siemens 2005) where LA constitutes a key tool. As with constructionism, the
assessment of the skills cannot be done by traditional tools. EDM and LA are essential
to evaluate the connectedness of the learner’s knowledge (Knight et al. 2014).

Greller and Drachsler (2012) say that the type of pedagogy used should appear
explicitly in the goals of LA, but it is rarely the case. All goals are defined to
improve learning but the reference to a learning theory is rarely explicit. However,
it is a necessity because, as Gašević et al. (2016) note, all LAs do not work on all
learning systems. They show, for example in the case of predictive analytics that
some predictive models successful with one type of course, designed according to
behaviorism, fail with another, designed according to constructivism.

Other Goals. For Brooks et al. (2012) too, the goal of LA is to understand
learning but they indicate that the way its outcomes are used is up to the admin-
istrators, instructors, and instructional designers. The same information can have
different effects according to the stakeholder who receives it. For example, the goal
of LA might be to evaluate the dropout rate in a course. An important dropout rate
might result in the modification of the course by the teacher or the closure of the
course by the administrator. This last case recalls that learning theories are not the
only ones that sustain LA. We must not forget that BI is one of the founding
theories of LA (Dyckhoff et al. 2012). BI is designed to help a company to make
better business decisions (Chatti et al. 2012). At the time where institutions must
educate more students at lower costs (Mehaffy 2012), the goals might be not only
pedagogical. The ethical aspects of these goals have to be considered (Atkisson and
Wiley 2011).

Other possible goals for LA are to sustain researchers in their studies. LA can
help to confirm and improve well established learning theories (Miyamoto et al.
2015). The strength of LA to improve learning theories is based on two essential
points. LA works with millions of data which facilitates the generalization of the
results (Dillenbourg 2016). These data come from real life and can avoid some
biases which possibly appear in experiences in laboratories. This is the reason why
Fournier et al. (2011) suggest that analytics becomes a part of social science and
consider there is a need for the apparition of a more data-driven computational
social science.

When outcomes of LA are oriented towards administration or researchers, it
could happen that there is no feedback towards teachers or students. If there is one,
it will follow a circuitous path, for example by changing the whole design of the
course.

In brief, the relationship between the goal of LA and APK is rarely explicit.
Most of the time, this goal can be summarized in “improving learning” which
agrees with all learning theories. In this case, LA is used as a tool for assessments,
and for some new learning theories (constructionism or connectivism), it is an
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unavoidable tool. The APK of LA is often defined by the learning theory sustaining
the learning device (level 1 learning process).

However, the goal of LA can also be defined independently of this level 1
process. For example, this can appear when the stakeholder who decides to launch
LA is out of this level 1 process: an administrator who wants to know if a course is
profitable, or a researcher who wants to confirm his theory. In this case, the APK
can be another theory than a learning theory. These different goals of LA will
generate different relationships between data (collect and preprocessing) and APK.
In some cases, it could go as far as using “special” devices to get these data.

7.4.4 A Priori Knowledge and Data

During LA process, the focus will be put on data during two main steps: data
collection and data preprocessing (Romero and Ventura 2010). For these authors
data preprocessing will consist in data selection; data cleaning to detect and correct
errors; data integration when data come from different sources; data transformation
which can consist of calculating new attributes from the existing ones. These are
important steps because the results of LA process can be biased if they are not
properly done (Fournier et al. 2014).

Log Data. When data are log data, one difficulty for LA is to select the “good”
data because there could be hundreds of thousands of them (Wise and Shaffer
2015). With numerous data, it is always possible to find some rules which are true
on a subset of all the dataset. Moreover, with a totally data-driven LA, it can happen
that some data can be ignored while there are theoretically important (Sao Pedro
et al. 2012). For Berland et al. (2014), selecting relevant data is one of the greatest
challenges of LA. To win this challenge, it is necessary to have recourse to theory
which will allow to define the context and what are the most relevant data in this
context (Wise et al. 2013).

In the papers, theories used for selecting data are, most of the time, implicit and
often rely on experts of the domain, e.g. (Sao Pedro et al. 2012). For example, in the
“evidence model” (Rupp et al. 2012), there are continual exchanges between
subject-matter experts and statisticians to get features of the student’s work that
provide “evidence” about student proficiencies. For Li et al. (2015) finding deep
functional features is both time-consuming and error-prone. For Kennedy et al.
(2013) in some domains, like in surgery, it is difficult even for experts to explain
and find “right” features. So they propose datamining approaches of behavior and
interactions of both expert practitioners and novice students to extract them.

When the theory is explicit another problem is data semantic. A clear data
semantic is important for the LA process (Demchenko et al. 2014). With some
learning theories which have been developed when computers did not exist yet,
features used for the LA process are necessarily “proxy indicators”. For example,
“time online” will be considered as “time on task”, “opening a web page” as
“document reading” (Hewitt 2015).
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In connectivism or constructionism, data come from different sources. In PLE
for example, data will be generated by different tools allowing filtering and sorting
information, creating, aggregating and publishing new information (Anderson and
Dron 2012). Kop and Carroll (2011) give some examples of tools that can be used
in a connectivist approach: blog, del.icio.us, Moodle discussion, Flickr, Second
Life, Google Groups, Facebook, YouTube, NetVibes. Collecting data from all these
tools is a real challenge because of their highly divergent and distributed nature
(Anderson and Dron 2012).

Data from “Special” Digital Devices. Most of the time, data are produced by
different stakeholders using a digital learning device and they consist in logs of
computer activities. But sometimes, often when LA is done for research,
researchers will add some other data coming from different “special” devices.

In constructionism, Worsley and Blikstein (2013), Blikstein (2013), Berland et al.
(2014) propose to adopt a multimodal LA. Multimodal LA allows supporting more
process-oriented assessment (Worsley and Blikstein 2013). The idea is to get a more
“holistic picture of the learner” (Dyckhoff et al. 2012). In those analytics, data come
from cameras, wearable sensors, biosensors (e.g., skin conductivity, heartbeat, and
EEG), gesture sensing, infrared imaging, and eye tracking (Blikstein 2013).

For example, in Computer Supported Collaborative Learning, learning theories
suggest to put the focus on joint visual attention (Schneider and Pea 2015).
Researchers use high-frequency sensors (such as eye-trackers) which allow students
to see the gaze of their partner displayed on the screen in real-time. Dyads of
students getting access to this device perform better than others. Research about
affective state of the student, has recourse to biosensors (Pinkwart 2016). One of the
goals of this research is to underpin affective tutors in ITS. The idea is to improve
the student model so that the tutor can diagnose frustration or satisfaction and can
also uncover the reason for that state (Rajendran et al. 2013).

In embodied learning environments (Lindgren and Johnson-Glenberg 2013), data
are collected by Mixed-Reality devices. In these immersive learning environments,
learning is operated by the student for a part through interactions between his body
and the mixed-reality. An important part of data comes from gesture sensing device.

In brief, APK helps to select more relevant data. This APK can be implicit when,
for example, this is the one of experts who indicate the “good” features. When APK
is explicit, it is often the learning theory sustaining the level 1 learning process. If
this learning theory is connectivism, collecting data is a real challenge because of
their distributed nature. In LA more oriented for research, data can come from
“special” devices like eye-tracking and others.

7.4.5 A Priori Knowledge and Technical Approaches

APK is implicitly or explicitly embedded in the technical approaches of LA. Most
of the time, the APK will be the learning theory used for the learning design
(Lockyer et al. 2013) of the level 1 learning process but it is not always the case.
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Focus of the Technical Approach According to the A Priori Knowledge.
According to the learning theory used for the level 1 learning process, the technical
approach will not have the same focus. In a cognitive-behaviorist approach, the
focus is put more on the cognitive skills of the students. For example, Bayesian
Knowledge Tracing is used in cognitive tutors to determine if and when the learning
of a skill occurs (Desmarais and Baker 2012). Other techniques study personality
and performance of the students. In Magnisalis et al. (2011), stereotype theory is
used to categorize students and then build an individual learner model which
embeds those skills. Some emotional states can also be integrated in this learner
model (Bourdeau and Grandbastien 2010).

In a constructivist perspective, Lockyer et al. (2013) consider that there are two
key issues in the learning design: checkpoint and process analytics. Checkpoint
analytics are data indicating that the learner has met the prerequisite for learning.
Process analytics provide information on the way the learner processes information
and knowledge. Shum and Ferguson (2012) suggest to use the following analytics:
Content Analytics which analyses data produced by users; Disposition Analytics
which analyses motivation to learn; Context Analytics which analyses context of
learning (e.g. mobile learning).

In social constructivism, there is a shift of the focus of LA from the individual
towards the group because the collaborative activities in the group promote students
understanding (Bakharia and Dawson 2011). This shift has appeared as well as in
ITS learning devices than in other less automated learning devices. The idea in ITS,
is to provide tutor with a social intelligence (Bourdeau and Grandbastien 2010) to
create a Vygotskyan intelligent tutor (Desmarais and Baker 2012) which is able to
identify skills necessary to collaborate successfully. Shum and Ferguson (2012)
suggest to use SNA which analyzes interpersonal relationships, and Discourse
Analytics which analyzes data produced by language interactions. For (Bakharia
and Dawson 2011), SNA provides tools for instructors or students to interpret the
activity in the group. The goal is to discover relevant structures in social networks
(Anaya et al. 2015). Bakharia and Dawson (2011) note that there is a correlation
between an individual’s connectivity and his academic success. Discourse analytics
is often used with SNA (De Liddo et al. 2011; Joksimović et al. 2015; Swenson
2014). In social constructivism, dialogue between learners is a key point for
learning. It is important to understand how each learner engages with other lear-
ner’s ideas to build his own knowledge (De Liddo et al. 2011).

It is interesting to note, here, that SNA and Discourse analytics are techniques
but also theories. Moreover, these theories are not learning theories and they are not
used to shape the level 1 learning process but to shape the LA process. As we have
said SNA comes from the field of sociology (Scott 1988). Discourse analytics
comes from areas such as exploratory dialogue, latent semantic analysis and
computer-supported argumentation (Ferguson 2012).

More Complex Technical Approaches According to A Priori Knowledge.
Cognitive or behaviorist learning digital devices, as in some ITS, often present very
structured learning environments (Berland et al. 2014). In those kind of environ-
ments, it is easy to infer structure from data. As we have seen in the previous
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section, in learning devices shaped by other learning theories, like constructionism
or connectivism, data may come from different sources. The problem to extend
EDM or LA techniques to those more opened environments is not trivial (Berland
et al. 2014). To face this problem multimodal LA can be one solution and offers
new insights to understand students’ learning (Blikstein 2013).

For (Blikstein 2013): Multimodal LA is “a set of techniques that can be used to
collect multiple sources of data in high frequency (video, logs, audio, gestures,
biosensors), synchronize and code the data, and examine learning in realistic,
ecologically valid, social, mixed-media learning environments.” Each source cor-
responds to a point of view and multimodal approach coalesces these different
points of view (Blikstein 2013). By doing this, multimodal LA allows a finer grain
analysis of the student’s behavior (Worsley and Blikstein 2013). Some other
researchers claim for a mixed approach, e.g. (Fournier et al. 2011): quantitative and
qualitative. If the quantitative approach will be mainly done by machine, they
suggest that the qualitative approach would be done by human experts who will
give more meaning to the experiences.

In brief, we see that there is a dialectic process between APK and LA techniques
which allows more and more complex learning systems. From the well-defined
learning environments shaped according to cognitivist, behaviorist theories, we go
towards ill-defined environments shaped according to socio-constructivism, con-
structionism or connectivism. During this move, the focus of LA is shifting from
the individual to the group, and takes into account more diversified data. Two
interesting remarks to point out are, first, some APKs used by LA, like SNA, do not
come from the field of learning theories and, second, the general trend is to
diversify the techniques to diversify the points of view and therefore acquire more
information on the learning process.

7.4.6 A Priori Knowledge and Feedback

We devote a special section to APK and feedback because it is through the feed-
back that the full circle is closed (Aristizabal 2016). The feedback leads to inter-
pretation, interpretation leads to actions, actions lead to modifications of student’s
behavior, modifications give new data and new LA process (Greller and Drachsler
2012). Thanks to feedback, level 1 learning process and level 2 learning process
constitute one and the same process. As we have said, the feedback summarizes the
whole process. One key point about feedback is its level of automation.

Level of Automation. Greller and Drachsler (2012) distinguish only two levels
of automation: outcome is used either by a human or by a system to reflect and to
act. Brooks et al. (2012), for their part, distinguish three ways to give this feedback:
automated as in ITS, semi-automated as in “nudge” analytics that prompt indi-
viduals to take action (Ferguson 2012), and non-automated through teacher or peer
help interaction. For them, there is no better choice between those three levels of
automation. All the different techniques can improve learning. For Lockyer et al.
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(2013), the question is more to bridge the technical–educational divide to provide
the right feedback on how well the learning has attained its goal.

The level of automation is related to the actions that will follow. In case of an
automated system, computer agents determine specific interventions. These can be
simple as sending a notification or recommendation to one of the stakeholders.
They can be more complex and the outcome of the LA is interpreted according to
some system of rules leading to automatic changes in the learning system (Wise
et al. 2013). This appears essentially in ITS, e.g. (Roll et al. 2010; Olney et al.
2012). In (Olney et al. 2012), the ITS named GURU presents different strategies:
scaffolding, information-elicitation, direct instruction. When the process is totally
automated, the APK is often implicit. For example, learning theories embedded in
GURU come from 50-h of expert human tutor observations (Olney et al. 2012).
When the APK is explicit, it refers most of the time to behaviorism or cognitivism.

The level can be also semi-automated as in “nudge” analytics (Ferguson 2012).
In Course Signals at Purdue, for example, (Arnold and Pistilli 2012), the student is
warned when his data indicate that he is in danger to fail. By this way, he knows
that he has to take action. To help him, “actionable intelligence” is set up which can
guide him to appropriate help resources and explain how to use them (Arnold and
Pistilli 2012). We are more in constructivism.

Non-Automated Process. When the process is non-automated, the questions
are: Who get the feedback, teachers, and students, both? Do they get same or
different analytics? (Wise 2014). Most of the times, students or teacher will be
informed of the outcome through a visual interface device. Those visual interfaces
will depend of the learning theory explicitly or implicitly embedded in the learning
device (Wise 2014). Lockyer et al. (2013) give some examples of these visual-
ization tools with pedagogical background: Reports (Individual and cohort moni-
toring), SNA (Social-constructivist models of learning), Student dashboards and
monitoring (Self-regulated learning), Individual and group monitoring (Individual
and cohort monitoring), Learning content interaction (Individual and cohort mon-
itoring), Discourse analysis (Social learning and argumentation theory). All of these
pedagogical backgrounds belong to constructivism or social-constructivism.

The difficulty in designing such visualization tools is between giving an over-
view or a work overload to user (van Leeuwen 2015). Both, teacher and student,
have to understand rapidly the information and not to be overwhelmed by it (Wise
2014). This is the reason why, most of the time, the feedback will take the shapes of
diagrams like social network diagrams. These diagrams are designed in such way
that user can take the information at a glance.

Once the user has the information, he has to be able to interpret it. This inter-
pretation depends on his knowledge of the context: user has to correctly understand
relationship among technology functionality, observed interactions, and educational
theory (Lockyer et al. 2013). It is important for interpretation that the user has a
model of learning for the particular environment to define what will be a productive
activity in this context (Wise 2014).

One crucial factor is time: when should analytics be consulted during the
teaching and learning process (Wise 2014)? Van Leeuwen (2015) distinguishes two
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levels to answer. On a macro level, LA can detect patterns from completed courses.
For example, it is used to detect students who might fail. In this case, we are more
in an evaluative assessment that can serve administrators to decide the future of a
course, help researchers in seeing the merits of a learning theory and aid teachers
with the modification of the course. On a micro level, LA can be used for real-time
assessment to support teachers and allow them to give help just-in-time to their
students. In this case we are more in a formative assessment.

In brief, the feedback is a key moment of the process. We can consider that its
main characteristics are its level of automation, its main user, its periodicity in the
learning process. According to the level of automation, the APK is not the same. No
paper takes into account the type of feedback when it is for the institution or for
researcher. It is the reason why, most of the time, the feedback is designed
according to the learning theory supporting the level 1 learning process. If the
feedback is for teacher or student, it has to be given to them during the process to
provide just-in-time, useful, and context-sensitive information (Lockyer et al. 2013)
and not after. One more time, LA constitutes a formative assessment.

One remark before closing this section: Greller and Drachsler (2012) consider
LA as a thermometer that helps to regulate learning. But, when the full process is
totally automated like in ITS, LA is not just a thermometer, it is a part of a
thermostat which regulates automatically the student’s learning through the
feedback.

7.5 An Insight of APK, Learning Theories and LA Ties

The foregoing leads to the following observations. In most of the papers, the APK
on which relies LA is rarely explicit. When the APK is explicit, most of the time, it
is a learning theory. In this case, most of the time, this learning theory is the one
used to shape the student’s learning (level 1 learning process). In this case, most of
the time, LA will be used as an assessment for the student’s learning. In this case,
most of the time, the assessment will be formative. All those points need to be
questioned here. To do this, we go back from the last point to the first one. We
begin by looking at LA used as assessment, then at the relationship between
learning theories and LA and finally at the relationship between APK and (learning)
theories.

7.5.1 Learning Analytics and Assessment

Most of the time, LA is used for assessment. Assessment depends from the
underlying learning theory. Knight et al. (2014) question “classical” assessment; for
them “‘Success’ can no longer be defined as a matter of regurgitating, unaided, the
correct information”. In one way, the shift in learning theories from
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cognitive/behaviorist theories towards connectivism through social constructivism
corresponds to a shift from simple environments to more complex ones (Pinkwart
2016). The corresponding assessments has to shift from assessments for
well-defined domains, where there is a strong domain theory to structure it, towards
ill-defined domains where assessments are much more difficult (Aleven et al. 2008).

Well-defined environments elicit students’ response and data which can be easily
evaluated. This cannot be done in ill-defined environments (Gobert et al. 2013). For
(Mislevy et al. 2012), in constructivism, assessment is really difficult due to the fact
that there is not only assessment of knowledge but also of skills. The difficulty is to
know which behaviors or performances can be studied to assess. This is why they
prone the use of “evidence-centered design” which put the focus on inferential
elements of educational assessment. In the same way, Gobert et al. (2013) note that
classical test theory and item response theory cannot really assess inquiry skill. The
reason is that this skill is multidimensional and multi-stepped in nature.

Knight et al. (2014) distinguish LA designed for summative assessment and LA
designed for formative assessment. They advocate the second one. Using assess-
ment in a summative or in a formative way is an indication of the pedagogy used in
the learning system. There cannot be a constructivist learning system where
assessment is used only for summative evaluation. Formative assessment is con-
substantial of constructivist theory and its followings: socio-constructivism, con-
structionism, connectivism. For most of the papers reviewed here, this is the case.
They indicate that LA is used to improve learning by giving feedback to teacher to
orient further activities of students, e.g. (Brooks et al. 2012; Bakharia and Dawson
2011), or directly to student for self-reflection, e.g. (Dyckhoff et al. 2012; Chatti
et al. 2012).

Evidently, LA can also offer summative assessment even in constructivism
learning systems. Thus, we are more in evaluation and the goal will be different.
Academic institutions need evaluation to deliver certificates or researchers will use
it to confirm learning theory. Moreover, with the development of other learning
systems (like MOOCs) LA is more and more needed for summative assessment.
With the apparition of LA and those news learning systems, Shum and Ferguson
(2012) wonder if educational institutions will stay the only ones to do summative
assessments and certify advance learning.

7.5.2 Learning Theories and Learning Analytics

Here we present the reciprocal contributions of learning theories and LA and show
that there is a dialectical process between them. This dialectical process benefits
both to learning theories and to LA.

Contribution of Learning Theories to Learning Analytics. We have seen that
APK helps researchers to select relevant data, to choose different techniques
according to the goal of LA, to define the type of feedback. Wise and Shaffer (2015)
note that one difficulty in LA, is the researchers’ degrees for freedom which can be
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too large and do not allow to take decisions. By providing a coherent framework
APK can help to limit it. One of the limits will be to define the context in which
learning is operated (Knight et al. 2014; Gašević et al. 2016).

Lockyer et al. (2013) consider that the learning design is a form of documen-
tation that provides the informative context. This is a necessity because without a
description of the context, it is difficult to improve learning (Dyckhoff et al. 2012).
Learning is always situated in context (Kelly et al. 2015). Moreover, the description
of the contextual environment allows for comparison (Greller and Drachsler 2012).
Wise and Shaffer (2015) follow this trend when they say that theory would help the
researcher to generalize results to other contexts. For Dawson et al. (2015), the
question of context is to know if the LA used in one context will be suitable for
another one. Moreover, if we refer to the definition of LA (in the Introduction) we
see that context is part of it.

Contribution of Learning Analytics to Learning Theories. Among the
papers, it appears that one of the main contributions of LA to learning theories, is to
confirm (or refute) them on some points. For example, Worsley and Blikstein
(2011) confirm Beck’s research, according to which increasing student’s expertise
tends to increase student’s self-confidence. For Fournier et al. (2011), human sci-
ences could be reinforced by analytics because analytics can generate other
methods to support qualitative research. Those methods can increase rigor and
replicability, especially in constructionism (Berland et al. 2014). They can do that
because their data are extracted from real learning situations and not from ad hoc
situations built in laboratory (Desmarais and Baker 2012; Lee et al. 2015;
Martinez-Maldonado et al. 2015).

They can also increase rigor and replicability because these real life situations
generate numerous data which are statistically relevant (Demchenko et al. 2014).
This appears particularly with MOOCs (Anderson and Dron 2012) where numerous
data give a lot of information about how learners behave and interact with content
and others students. These numerous data need new techniques and cannot be
processed by classical standard database management systems. These new tech-
niques, by automatically extracting interesting rules, allow to avoid painstakingly
handmade classification and to speed research. For example, Schneider and Pea
(2015) propose techniques which automatically annotate hours of videos and
hundreds of transcript pages and allow to graph the evolution of particular
behaviors.

Another trend to improve research is to generate data with special devices which
bring more information on the learning process. As we have seen, different devices,
like eye-tracker, sensors, allow to multiply points of view on a same phenomenon
and by this way to acquire a deeper understanding of this phenomenon (Schneider
and Pea 2015). Researchers, like Blikstein (2013), suggest to use multimodal
analytics. Multimodal analytics allows a fine-grained data collection and analysis
that help researchers to examine student’s learning in an unprecedented scale.

Dialectic Between Learning Theories and Learning Analytics. As note
Merceron et al. (2015), theories will not emerge from an ocean of data. To be
interpreted correctly data need theory. On the opposite, theories must rely on data to
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be confirmed. There is a dialectic between learning theory and LA. For Mislevy
et al. (2012), this dialectic improves understanding and practices. Wise and Shaffer
(2015) ask for a dialogue in the field to understand how LA can draw on and
contribute to theory.

Speaking about constructionism (Berland et al. 2014), note that collaboration
between researchers in the EDM and constructionist traditions will allow con-
structionist researchers to make rich inferences about learning, while providing
EDM researchers with many new research questions. The challenge is to bring
together those two research communities which have different conceptions of what
learning is and how it can be measured.

Some researchers like (Aristizabal 2016) suggest getting a theory of education
from datamining. The idea is that discovery of theory is possible by acquisition of
data. According to them, theory could be more a bottom-up process in contrast to
“theory generated by logical deduction from a priori assumptions” (Aristizabal
2016). However, even in their framework they indicate that EDM researchers have
to work with psychologists, teachers and professionals of neurosciences for col-
lecting relevant data and improving mining techniques. Once again we see that
there should be a dialectical process between LA and learning theories.

Kelly et al. (2015) claim that the connection between learning design and
learning theory has to be explicit. For Gašević et al. (2016), studies in LA should:
(1) Indicate the connection between LA and decades of research in learning theo-
ries; (2) Explain in what way the outcome of LA will improve and then adjust this
research by confirming (or disconfirming) some findings.

7.5.3 A Priori Knowledge and Learning Theories

When the APK of LA is explicit, most of the time, it is the learning theory sus-
taining the student’s learning. And otherwise? We show here that sometimes it can
be difficult to make APK explicit, we show also that the implementation of learning
theory in LA can be partial and finally we point out that the APK used by LA
should not be necessarily the learning theory sustaining the level 1 learning process.

A Priori Knowledge Not Mentioned or Not Explicit. Even if the APK is not
mentioned, there is always one embedded in a LA device. As we wrote, a LA
device is designed by a team and the members of this team have pedagogical beliefs
(Shum and Ferguson 2012). Selection of data and technique will be done according
to these beliefs.

The APK can also not be a theory. The APK can be the one of the expert who
chooses relevant data or the relevant technique like in (Olney et al. 2012; Rupp
et al. 2012). The APK can also be built through datamining approaches, grounded
in the behavior of expert practitioners. In both case, the APK is the one of experts.
This APK can come from theories these experts have learned but also from their
own experiences. Thus, it is difficult to make this APK explicit.

220 J. Simon



Interpretation and Partial Implementation of Learning Theory in LA.
When LA uses a learning theory as APK, it often interprets this theory as we have
seen, in Sect. 7.4.4, with the “proxy-indicators”. It can also refer just to a part of
this theory.

For example, papers about ITS, often referred to the “Two Sigma” effect of
Bloom (Cen et al. 2007; Olney et al. 2012; D’Mello et al. 2010; Mazoue 2014) and
not to the whole theory of Bloom. According to the “Two Sigma” effect, if the
student is tutored one to one, he will perform two standard deviations better than
students in “classical” environments like classrooms. Researchers use this effect to
justify ITS. However, when they analyze the reasons of the “Two Sigma” effect,
they fall implicitly in broader theory. For example, according to Chi et al. (2008),
the efficiency of tutoring may be explained by a student-centered hypothesis
according to which students construct their own knowledge (constructivism para-
digm), the tutor-centered hypothesis which relies on pedagogical strategies (be-
haviorist or cognitivist or constructivist paradigm) and the interaction hypothesis
which is a blending of both and which promotes collaboration (social construc-
tivism paradigm).

The “spacing effect” is another part of theory which is used in LA (Miyamoto
et al. 2015; Svihla et al. 2015). The “spacing effect” is drawn from psychology
literature. The idea is that dividing study time in multiple sessions improve
learning. Multiple study sessions are better than one massed session (Miyamoto
et al. 2015). Studying learners’ behavior in MOOCs, Miyamoto et al. (2015) show
that “the number of sessions students initiate is correlated with certification rate”.

The fact that theories are interpreted or partially implemented in LA can present
some biases. For Pardos (2015), LA researchers must engage deeper with adequate
learning theories to embed assumptions from the theoretical frameworks in LA. For
example, in his commentary of the paper of Miyamoto et al. (2015), he notes that
the “spacing effect” underlying their paper concerns more rote memorization than
learning. This is partly taken into account by Svihla et al. (2015) who distinguish
retention from learning.

APK Used by LA Should Not Be Necessarily the Learning Theory
Sustaining the Level 1 Learning Process. Which theory to use as an APK for LA?
There is not a single answer to this question because the answer depends on the
precise goal of LA, and the goal depends on the stakeholder launching the LA
process.

When the stakeholder is not involved directly in this level 1 learning process, his
goal can be something else than improving the learning process. In this case, the
APK used for LA can be not a learning theory. For example, Clow (2013) uses the
funnel of participation theory to explain the very big drop-off in MOOCs. This
theory is borrowed from “marketing funnel”. It models a customer going from
knowing that a product exists to buying this product. Between those two steps there
is a big drop-off. Another example, will be when the institution wants to know if a
course is profit-making and will use BI to look at data.

When the goal will be to improve learning, then the goal will depend from the
learning theory sustaining the level 1 learning process. But to achieve this goal the
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theory used for APK by LA can be another one. This is what happens, when the
level 1 learning process is designed according to social constructivism and, the level
2 according to SNA. Thus, SNA is used as APK by LA to understand how the
groups behave (Bakharia and Dawson 2011; Kop and Carroll 2011; Fournier et al.
2011; Ferguson 2012). Another example is given by (Worsley and Blikstein 2013)
who propose a constructionist environment and to study this environment they use
Knowledge In Pieces theory. This theory considers that students build their
knowledge by dynamically articulating and reorganizing atomistic intuitions rather
relying on theoretical systems.

Moreover, the use of the learning theory sustaining the level 1 learning as APK
for LA may be a problem when we want to generalize. Gašević et al. (2016) show
that a LA designed for one course will not correctly work on another. So, one
challenge is to develop scalable LA which can support different courses designed
according to different learning theories. The APK used by LA must have a large
enough scope to take into account those different learning theories. This is what
Wise (2014) calls “extensibility” and “reusability”. AT, by its strong descriptive
power, is one possible candidate for that. In Simon (2014), we show that AT used
as APK allows to take into account different types of learning systems.

7.6 Conclusion

In this article, we consider that LA is a learning on learning process. All learning
processes rely on APK. So, all LAs implicitly or explicitly rely also on some APKs.
To study the relationship between APK and LA, we use the 2-level framework.
This framework considers LA as a level 2 learning process and is constituted of five
characteristics: stakeholders, goals, data, technical approaches and feedbacks. For
each of those characteristics, we look at the relationship between APK and LA in
selected papers. We show that most of the time the APK used for LA is the learning
theory shaping the student’s learning. We present then an insight of APK and LA
ties in which we show that it can be otherwise. According to the goal of LA, it can
be fruitful to use other theories than learning theories.

In the near future, LA will be unavoidable for at least three reasons:

• Skills of the 21st century are not the ones of the previous centuries,
• Data will come also from learning in classrooms,
• There is an economical pressure to automatize, at least partially, education.

First point, according to (Knight et al. 2014) and others, the 21st century skills
are creativity, innovation, critical thinking, problem solving, communication, and
collaboration. These skills, as we have seen, are hardly evaluated by traditional
assessments (Blikstein 2011). They can be assessed nowadays because interactions
between student and other students, student and teacher and student and knowledge
are more and more mediated by computers. In so doing, information generated by
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these interactions are digitized and can be processed by computers. This process is a
LA process.

Second point, until now, LA has been essentially concerned with distance or
blended learning. It does not concern classrooms because, in classroom, informa-
tion is rarely digitized. This should change with the apparition of digital tablets
which can easily be integrated in classrooms. With tablets, information will be
digitized and automatically processed (Simon 2015). For example, digital school-
books on tablets will be more and more interactive, closer to ITS than to traditional
schoolbooks. Data provided by these interactions could be mined by researchers
(and schoolbooks editors) to improve learning. This is the field of LA.

Third point, there is an economical pressure to automatize, at least partially,
education (Anderson and Dron 2012; Mehaffy 2012). As we have seen the goal is to
educate more students, with greater learning outcomes, at lower costs (Mehaffy
2012). This cannot be done without LA. In this case, LA will be used as well as for
formative assessments than summative assessments. The automation of teaching is
already done in ITS. It can happen in classroom with tablets as we have just seen. It
can be useful also in MOOCs (Kay et al. 2013).

If LA becomes unavoidable, its results should be reliable. In those different
contexts, with different goals, the choice of the “right” APK for LA is going to be
more and more crucial.

In conclusion, we want to point out two problems that can appear with LA. The
first one is related to the necessity to guarantee an ethical use of data (Fournier et al.
2011; Shum and Ferguson 2012). We can wonder if each digitized data is not a loss
of freedom. To avoid that, the use of these data has to be controlled. The second is
related to the fact that, to learn, the student will rely more and more on the network
(Shum and Ferguson 2012). Here we can wonder if the human being is not
becoming only a node in a network. Both questions go beyond LA field and
concern many aspects of the society of the 21st century.
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Chapter 8
Knowledge Discovery
from the Programme for International
Student Assessment

Mirka Saarela and Tommi Kärkkäinen

Abstract The Programme for International Student Assessment (PISA) is a
worldwide study that assesses the proficiencies of 15-year-old students in reading,
mathematics, and science every three years. Despite the high quality and open
availability of the PISA data sets, which call for big data learning analytics, aca-
demic research using this rich and carefully collected data is surprisingly sparse.
Our research contributes to reducing this deficit by discovering novel knowledge
from the PISA through the development and use of appropriate methods. Since
Finland has been the country of most international interest in the PISA assessment,
a relevant review of the Finnish educational system is provided. This chapter also
gives a background on learning analytics and presents findings from a novel case
study. Similar to the existing literature on learning analytics, the empirical part is
based on a student model; however, unlike in the previous literature, our model
represents a profile of a national student population. We compare Finland to other
countries by hierarchically clustering these student profiles from all the countries
that participated in the latest assessment and validating the results through statistical
testing. Finally, an evaluation and interpretation of the variables that explain the
differences between the students in Finland and those of the remaining PISA
countries is presented. Based on our analysis, we conclude that, in global terms,
learning time and good student-teacher relations are not as important as collabo-
rative skills and humility to explain students’ success in the PISA test.
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Abbreviations

ESCS Economic, social, and cultural status
LA Learning Analytics
MOOC Massive open online course
OECD Organisation for Economic Cooperation and Development
PISA Programme for International Student Assessment

8.1 Introduction

The original purpose of Learning Analytics (LA), as stated by researchers such as
Siemens (2013, p. 1383) and Ferguson (2012, p. 306), was to “measure, collect,
analyze, and report data about learners and their contexts, for the purposes of
understanding and optimizing learning and the environments in which it occurs.”
Slightly different variants were later offered to characterize the discipline (Pardo
and Teasley 2014; Gray et al. 2014; Siemens and Baker 2012). Increased attention
to Massive Open Online Courses (MOOCs) (e.g., Wang et al. 2014; Ye and Biswas
2014; Reich et al. 2014; Coffrin et al. 2014; Hickey et al. 2014; Santos et al. 2014;
Vogelsang and Ruppertz 2015; Ferguson and Clow 2015; Hansen and Reich 2015;
Wise et al. 2016; Hecking et al. 2016) has intensified the need for data-based
learning support from the perspective of big data. This is evidenced by several
articles (e.g., Picciano 2012; Chatti et al. 2012; Siemens and Baker 2012; Chatti
et al. 2014; Dawson et al. 2014; Wise and Shaffer 2015; Merceron et al. 2016) as
well as by the theme of the 2015 Learning Analytics and Knowledge conference
“Scaling Up: Big Data to Big Impact” (see Dawson et al. 2015).

The PISA is a worldwide triennial survey conducted by the Organisation for
Economic Cooperation and Development (OECD), resulting in publicly available
educational data on a large scale. In addition to assessing the proficiency of
15-year-old students from different countries and economies in reading, mathe-
matics, and science, the PISA provides “data about learners and their contexts” as
one of the largest public databases1 of students’ demographic and contextual data,
such as their attitudes and behaviors toward various aspects of education. More than
seventy countries and economies have already participated in the PISA, and the
assessment is referred to as the “world’s premier yardstick for evaluating the
quality, equity, and efficiency of school systems” (OECD 2013a).

In the PISA studies, data collection is of very high quality, including the
development of the appropriate instruments, the procedures, and the storage of the
data in public databases. This is evidenced by the large amount of money spent on
ensuring quality related to these issues. However, much less money has been
invested in the analysis of the collected data, and only a few PISA analysis studies

1The PISA data can be downloaded from http://www.oecd.org/pisa/pisaproducts/.
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have resulted in publications in the scientific field (Olsen 2005a). Rutkowski et al.
(2010) argue that the size of the PISA data sets as well as the technical complexities
within them may be the reason why more researchers do not work with these freely
available and high-quality data.

Our research is motivated by the lack of secondary analysis of the PISA data,
which calls for the development and utilization of big data LA methods for making
discoveries within the international domain of the PISA. Such methods can then be
used to summarize the PISA data sets in novel ways in order to better understand
students from diverse countries and the settings in which they learn (Siemens and
Baker 2012). Hence, in relation to big data LA, we focus on the international
context in an effort to understand national education systems as learning environ-
ments. Such a scope for LA was also emphasized by Long and Siemens (2011),
who pointed out that LA should occur on the national and international levels,
primarily targeting national governments and education authorities. As a classroom
is in a school is in a city is in a region is in a country is in a continent, thorough use
of educational data and empirical evidence should be linked to those principles and
practices of educational systems that are known to have an effect on learning. This
is the primary concern in the PISA.

Chatti et al. (2014) introduced a reference model for LA based on four
dimensions (stakeholders, objectives, data, and methods) that resembles the critical
LA dimensions suggested by Greller and Drachsler (2012). Figure 8.1 illustrates
how large-scale educational assessments, such as the PISA, can leverage big data
LA according to these dimensions. Specifically, national bodies introduce the
objectives (i.e., the factors that constitute good national education systems) for

Fig. 8.1 Conducting big data LA for large-scale educational system assessments (cf. Chatti et al.
2014; Greller and Drachsler 2012)
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assessing the international student population. Then, large amounts of data repre-
senting student background and proficiency are sampled and transformed into
derived representations, whose characteristics (the sample to population alignment
introducing weights and the rotated test design introducing missing values) must be
handled by applied LA methods. When meaningful patterns are found, these are
reported back to the educational decision makers.

Ferguson et al. (2014) emphasize the large-scale institutional adoption of
appropriate educational patterns. In the best case, the institutional meso-level
approaches are aggregated from the upscale local micro-level patterns and from the
downscale macro-level characteristics of a good educational system. Thus, mean-
ingful patterns at the macro level (e.g., within a large educational organization)
originate from characteristics of a large student population in relation to the rig-
orously measured learning outcomes.

The structure of this paper is as follows. In Sect. 8.2, we provide necessary
background on big data LA and educational knowledge discovery from the PISA.
In Sect. 8.3, a relevant review on methodologically related studies is provided, and
the forms and complexities of PISA data are described. Next, the overall analysis
method is depicted in Sect. 8.4. In Sect. 8.5, the results and interpretations of the
hierarchical clustering of the aggregated country profiles are presented and statis-
tically validated. In Sect. 8.6, the PISA results are visualized in a dashboard.
Finally, in Sect. 8.7, the empirical work is summarized, and in Sect. 8.8, the overall
conclusions are presented.

8.2 Background and Related Work

We next provide the necessary theoretical background for the empirical part of the
chapter. First, we explain big data LA and summarize LA methods. Then, we
characterize a pool of methodologically related work on the use of clustering in
educational data analysis. We observe that methodologically related studies are
typically conducted on the micro level of individual courses or tutoring systems.

8.2.1 Toward Big Data LA

As emphasized in the introduction, LA studies are increasingly leveraging big data.
The term “big” in “big data” does not solely refer to the amount of data but actually
references four “V”s (the first three according to Laney (2001) and the last one as
described by Gupta et al. (2014)): (i) Volume refers to the size of data sets caused by
the number of data points, their dimensionality, or both; (ii) Velocity is linked to the
speed of data accumulation; (iii) Variety stands for heterogeneous data formats,
which are caused by distributed data sources, highly variable data gathering, etc.;
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and (iv) Veracity refers to the fact that (secondary) data quality can vary significantly,
and manual curation is typically impossible.

In relation to big data LA, PISA data are characterized by a high volume and low
veracity due to missing values, but there is no velocity and small, well-managed
variety due to the meticulous design. Moreover, unlike the existing LA studies, the
collected student sample is aligned to the whole worldwide student population
under study using weights (see the last paragraphs in Sect. 8.2.3). For example, the
sample data of the PISA 2012 consists of approximately half a million students,
representing 24 million 15-year-old students from 68 different countries and
territories.

Chatti et al. (2012) state that different LA techniques for detecting interesting
educational patterns originate from four analysis categories: statistics; information
visualization; data mining (identifying this with knowledge discovery in databases)
in the form of classification, clustering, and association rule mining; and social
network analysis. Other LA researchers support this notion that data mining and
knowledge discovery techniques are one category of the broader set of LA methods.
Rogers (2015), for example, lists data mining as one of the more sophisticated
quantitative methods in LA, and Siemens (2013) states that knowledge discovery
from databases is an LA technique that has become increasingly important.

Generally, with the advent of big data in education, LA methods have shifted
from the more traditional data analysis techniques, such as statistics, to more
scalable data mining methods (Hershkovitz et al. 2016; Joksimović et al. 2016). In
fact, Ferguson (2012) points out that the two main differences between general
educational research and the specific research field of LA (according to the LA
definition given in the beginning of this chapter) is that LA “make[s] use of
pre-existing, machine-readable data, and that its techniques can be used to handle
‘big data.’”

Application of data mining and knowledge discovery methods in an educational
context typically realizes an educational knowledge discovery process that, espe-
cially when using an open educational data set like that of the PISA, supports
learning and knowledge analytics (Verbert et al. 2012). Several case studies (e.g.,
Hu et al. 2016; Brown et al. 2016; Grawemeyer et al. 2016; Allen et al. 2016;
Chandra and Nandhini 2010) have proven the need for and the success of specific
knowledge discovery processes and data analysis methods within the educational
domain. However, data from many of the existing educational case studies are
specific to certain educational environments or institutions, which complicates the
comparison of the techniques and the results provided.

In contrast, the PISA tests are standardized, and the resulting data sets are
comparable between different nations and their educational arrangements. Hence,
the PISA provides an interesting and novel case for big data LA techniques (Saarela
and Kärkkäinen 2014, 2015a, b, c; Kärkkäinen and Saarela 2015), combining the
methodological requirements that are due to the above-mentioned technical com-
plexities of the data with comparative educational knowledge discovery.
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8.2.2 On Educational Data Analysis Using Clustering

As has been pointed out above, clustering is one of the key techniques in the data
mining category of the LA methods. Next, we describe a pool of work related to the
clustering of educational data as well as the empirical work in Sects. 8.4 and 8.5.
This set of papers was primarily identified by scanning through the most relevant
publication forums (see Saarela et al. 2016a) in the field, especially the Journal of
Learning Analytics2 and the Conference on Learning Analytics and Knowledge,3

restricting the topic to clustering with real educational data sets. The description of
the work is organized according to the clustering method used and the size of the
clustered educational data set.

Hierarchical Clustering. Logs of 454 online mathematics practice sessions by
69 students were clustered by Desmarais and Lemieux (2013). In that study, pre-
processing first transformed the logs into temporal sequences (time series) reflecting
the state of interaction between the student and the learning environment. These
representations were then clustered using an agglomerative hierarchical method, and
the interpretation of the result was based on visualizing the clusters as state sequence
diagrams. Three characteristic forms of using the system were identified: (i) ex-
ploratory browsing, (ii) short practice sessions, and (iii) exercise-intensive sessions.

Self-regulatory strategies of undergraduate students, especially their character-
istics in accessing online learning material, were studied by Colthorpe et al. (2015).
Hierarchical clustering of 97 students was able to separate high- and low-
performing students, and the low-performing students were characterized by
extensive use of lecturing recordings. This could, however, be explained by the
form of engagement with the learning material.

Segedy et al. (2015) provided a more in-depth analysis of students’
self-regulated interaction with the learning material in an open-ended computer-
based learning environment. Student assessment was based on the coherence
analysis, whose descriptive metrics for 99 sixth grade students were separated into
five clusters using complete-link hierarchical clustering as part of the versatile
analysis process. In addition to two very small clusters of (i) confused guessers and
(ii) students disengaged from the task, the main clusters characterized the
self-regulated interaction patterns of (iii) frequent researchers and careful editors,
(iv) strategic experimenters, and (v) engaged and efficient students.

Hu et al. (2016) used hierarchical clustering to analyze the responses of 523
English and Chinese primary school students to a questionnaire about their reading
behaviors, reading preferences, and attitudes toward reading. Three main reading
profiles were identified, and they were fully characterized by good, moderate, and
bad reading habits.

2See http://learning-analytics.info/.
3See http://lakXX.solaresearch.org/, where XX stands for year in which the conference took place.
For example, http://lak16.solaresearch.org/ contains a link to the proceedings of the 2016
conference.
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Hecking et al. (2016) combined social similarity (i.e., distances in the commu-
nication graph of the students) and semantic similarity (i.e., distances between the
content-based roles by the students) to construct a socio-semantic block modeling
approach for analyzing a MOOC discussion forum. Hierarchical clustering was
used in the actual construction of the block model from the derived similarity
measure. The analysis of the communication graph of 647 students in 502 threads
on 27 forums verified the presence of different roles, with a moderate correlation
between the social and the semantic role by a student. Discovery of the three main
socio-semantic roles suggested that online discussion forums need better recogni-
tion and adaptation to the different user roles.

K-Means. A collaboration of 31 participants in a math discussion board was
addressed by Xing et al. (2014) through the lens of activity theory, which links
individual and social behavior, using the prototype-based k-means clustering
method. In this study, the important phases of the educational clustering process,
preprocessing, and interpretation of the clustering result were strongly present. The
result consisted of three clusters characterizing (i) learners who were personally
participative but less communicative on the group level, (ii) collaboratively par-
ticipating but shallow learners, and (iii) less participative poor learners.

An automated approach using the k-means clustering algorithm was described
by Li et al. (2013) for constructing a student model from the content features of
algebra problems. Methodologically versatile preprocessing (feature extraction,
min-max scaling, and principal component analysis) and tenfold cross-validation
characterized the approach. The experiment with data from 71 students concluded
that the clustering-based model was at least as good as the prior manually con-
structed model, as it was able to reveal previously unidentified and valuable
knowledge components of mathematical problem solving. An innovative assess-
ment of the physical learning environment that also used the k-means clustering
method was reported by Almeda et al. (2014). The result consisted of four different
clusters characterizing the similar content profiles of 30 classroom walls, as dec-
orated by the teachers.

Multiple clustering methods (including k-means and hierarchical clustering) at
various stages of the data analysis were applied by Blikstein et al. (2014) to reveal
the different patterns and trends of the development of programming behavior in an
introductory undergraduate programming course. The overall analysis of 370 par-
ticipants and 154,000 code snapshots was concluded in multiple ways. First, for
different tasks within LA, different kinds of tools are needed, ranging from fast and
simple wrap-ups of data to advanced machine-learning methods running on
high-performance computing platforms. Secondly, concerning the clustering
methods, it is necessary to have either better support to interpret the result of a
clustering method or the application of more advanced methods to improve the
potential insights and knowledge discovery from data. Thirdly, concerning the
domain of the study, the changes in the code update patterns by the students were
more strongly correlated with the course performance compared to the size of code
updates.
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A subset of methods used by Blikstein et al. (2014) were also utilized by
Worsley and Blikstein (2014) to analyze the problem-solving patterns of 13 stu-
dents for open-ended engineering tasks. This LA method was based on the seg-
mentation and extraction of action features from the hand-coded video data. The
k-means algorithm produced four clusters whose interpretation could be summa-
rized into two principal dimensions of idea quality and design process, which were
both related to students’ level of experience.

Expectation Maximization. Bouchet et al. (2013) clustered the derived vari-
ables of multiple thematic groups from the log data of 106 college students using an
intelligent tutoring system fostering self-regulated learning. They used the
expectation-maximization algorithm from Weka, resulting in three clusters as
suggested by the knee point (see Saarela and Kärkkäinen 2015a), after careful
cross-validation with multiple restarts. The three clusters were generally charac-
terized by varying levels of performance but also reflected (through metadata)
differences in the number of self-regulated learning processes in which the students
were engaged. Bogarin et al. (2014) also used the expectation-maximization
algorithm from Weka and discovered three clusters from the log data of 84
Psychology students training to learn online with Moodle. In particular, a cluster of
the most passive online students was detected, of which two-thirds failed the
course.

Activity in online discussion forums as a predictor of study success was also
studied by López et al. (2012). Methodologically, it was shown that the prototypes
obtained from the expectation-maximization clustering algorithm with tenfold
cross-validation with Weka software were able to distinguish 114 different and
informative cases of university student behavior. Similar to Bogarin et al. (2014), it
was concluded that active participation in the course forum was a good predictor of
the final grade for the course.

Summary. To summarize this small survey of educational clustering methods,
hierarchical clustering, k-means, and expectation maximization were the most
common approaches. This was also the conclusion in the review by Peña-Ayala
(2014). Similarly, student modeling, including behavior and performance models,
was the dominant educational data analysis approach, covering all the assessed
research except Almeda et al. (2014) (see Table 11 in the work published by
Peña-Ayala 2014). Note that a set of older references concerning the use of clus-
tering in educational settings, as briefly introduced by Bouchet et al. (2013) in
Sect. 6, also emphasized the student model as an important part of intelligent online
tutoring systems.

8.2.3 LA Approaches Oriented to Analyze PISA Repositories

As concluded in the previous section, clustering is one of the key techniques for
analyzing educational data, especially in LA. However, most of the educational
clustering studies use small data sets of tens or at most hundreds of students at the
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micro and meso levels of educational systems. By comparison, the PISA 2012 data
set is comprised of around half a million students and represents a population of
24 million people worldwide (see the last paragraph in Sect. 8.3.2).

A considerable amount of literature has been published on the PISA. However,
as observed by Olsen (2005a), these publications are mainly national or interna-
tional reports that have not undergone the peer-review process. Furthermore, many
of the peer-reviewed publications dealing with the PISA (e.g., Deng and
Gopinathan 2016; Auld and Morris 2016; Rasmussen and Bayer 2014; Yates 2013;
Bank 2012; Bulle 2011; Waldow et al. 2014; Grek 2009; Simola 2005; Sahlberg
2011; Kumpulainen and Lankinen 2012) do not present the researchers’ own
empirical analysis but only refer to the reports or statistics published by the OECD.
In the papers where the researchers’ own empirical models are being derived and
analyzed (e.g., Skryabin et al. 2015; Kriegbaum et al. 2015; Erdogdu and Erdogdu
2015; Tømte and Hatlevik 2011; Zhong 2011; Fonseca et al. 2011), the missing
data is most often completely removed, and the sample is analyzed by ignoring the
weights and, hence, the population level. Moreover, typically students from only a
few countries are being compared in the existing literature, although a very scarce
pool exists of comparisons at the level of the whole PISA sample (e.g., Drabowicz
2014; Zhong 2011).

We have also carefully assessed the use of clustering with the PISA data sets and
have only been able to identify our own recent publications for the PISA 2012
(Saarela and Kärkkäinen 2014, 2015b, c) and two older publications for the PISA
2003 (Olsen 2005b) and for the PISA 2000 (Kjærnsli and Lie 2004). Thus, our
main contributions here are that we augment the traditional PISA analysis by
utilizing big data LA methods and work with the data set on the macro level of the
whole student population, as conforms to the recommendations given by the OECD
(2014b). This population-level scope is a novel setting in big data LA.

8.3 The PISA Profile

In this section, we outline the contextually related work of the chapter. More
precisely, since Finland is the primary interest in our clustering application, we
introduce the main characteristics of the Finnish educational system, which has
performed so well in the PISA assessments, as well as related research. The last part
of this section is devoted to a description of the collection and overall processing of
the PISA assessment, yielding to multiple forms of publicly available educational
data sets on a macro level.
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8.3.1 The Finnish Educational System and the PISA

In this paper, our main focus is on Finland in comparison to the other countries that
participated in the latest PISA assessment. Traditionally, Finnish students have
performed exceptionally well in the PISA tests. The reasons for Finland’s success
on the PISA, particularly in the 2003 and 2006 assessment cycles, have been
analyzed in several studies, and educational stakeholders from all over the world
have visited Finland to find explanations for the high-performing students.

Consequently, education became an important asset in Finland’s image and
identity. In fact, Finland has invested considerably in the international educational
export sector (Schatz et al. 2016), and, although Finland’s place in the international
ranking dropped in the latest PISA assessment, it is still placed the highest in
Europe. Here, our goal is to assess the variables that most distinguish Finland from
the other countries participating in the PISA.

Finland’s high performance in the PISA assessments has been analyzed in
several articles. Many of these articles have linked the well-performing students to
the highly qualified teachers, who need to have a Master’s degree for a permanent
position. In particular, it has been argued that, in Finland, being a teacher is one of
the most prestigious occupations, as evidenced by the fact that only the best and
most motivated students are admitted to the teacher training programs as well as the
observation that Finnish teachers enjoy a very high status in society (Morgan 2014;
Sahlberg 2011; Linnakylä et al. 2011; OECD 2011; Andere 2015).

A second reason that has been identified as contributing to Finland’s high results
in the PISA relates to the organization of the national school system. Instead of
(i) market-oriented schooling, (ii) standardization of schools and tests, concen-
trating on measurable performance, and (iii) competition between students and
schools, the focus in Finland’s schools is more on cooperation, collaboration, and
the belief that teachers will support each student’s individual learning (Simola
2005; Sahlberg 2011). National curricula as well as explicit learning objectives and
standards do exist, but schools and teachers in Finland enjoy great autonomy and
decision-making authority (i.e., they can decide on individualized learning strate-
gies and pedagogical methods in order to reach the common educational goals)
(Kumpulainen and Lankinen 2012; Linnakylä et al. 2011; OECD 2011).

The fact that schools in Finland are neither competing nor evaluated by stan-
dardized tests is one of the reasons why the variance between the Finnish schools is
so small4 (Simola 2005). Additionally, there is a no division of students into dif-
ferent school types or tracks based on their performance. Indeed, all students in
Finland attend common, untracked, comprehensive schools of equally good quality

4According to the 2012 assessment, the between-school variation in Finland is only 6% of the
overall math performance, which is the second-lowest figure in comparison with all PISA
countries.
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from grades 1–9, typically those nearest to their homes. These schools are publicly
funded and offer free lunches, health care, and school transport for all pupils
(OECD 2011; Linnakylä et al. 2011).

These mutually interdependent and interconnected factors that are associated
with Finland’s high achievements in the PISA have also been emphasized by
Välijärvi et al. (2007), who have concluded that Finland’s success can be explained
by a combination of “comprehensive pedagogy, students’ own interests and leisure
activities, the structure of the education system, teacher education, school practices
and, in the end, Finnish culture” (see Table 8.1).

Research has shown that culture tends to affect both people’s goals and their
actions to reach these goals (Hitlin and Piliavin 2004). As has been pointed out
above, Finnish people put great emphasis on equity and equality. Several studies
have also highlighted the trust that seems to exist in Finnish culture in general and
between the educators and the community in particular (Sahlberg 2011;
OECD 2011).

The Hofstede model (Hofstede 2011) acknowledges the idea that Finland is more
of a collaborative than a competitive country. According to the model, Finland’s
society can be characterized as being highly “feminine,” meaning that the most
important driving factors in life are to live a good life and to care for others instead
of to focus on one’s own success and want to be the best. This is interesting when
linked to the recent study by French et al. (2015), who found a negative causal
relationship between education expenditure and power distance and masculinity.
According to this study, the less masculine a country is, the more it invests in
education.

8.3.2 Characteristics and Forms of the PISA Data

The OECD states that the PISA results have a high degree of validity and reliability
(for example, OECD 2012, 2014b), so they can be used to assess and compare the
educational systems of the participating countries. To ensure the validity and
reliability of the PISA data, large amounts of money are spent. For example, in
Germany alone, the aggregate costs of the PISA assessment have reached 21.5

Table 8.1 Interaction between culture and education in Finland

Culture Education

Strong mutual trust Parents and government trust teachers (indicated by
the strong autonomy and authority of the teachers)

Equity and equality (care for others
instead of wanting to be the best)

Common untracked comprehensive school systems;
free lunch, health care, and school transport; children
with special needs study in the same classroom

Indulgent country Minimal time allocated to studying, broad rich
curriculum
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million euros (Musik 2016). However, as was pointed out in the introduction of this
chapter, the PISA assessments as well as the resulting PISA data are method-
ologically very complex.

As highlighted by the OECD (2012), “the successful implementation of PISA
depends on the use, and sometimes further development, of state-of-the-art
methodologies and technologies.” Since a mixture of different methods is used in
this large study, and many variables are derived, it is not obvious how certain
values in the publicly available database5 (see Fig. 8.2) were collected, obtained,
and reported. The fact that the PISA data are voluminous and complex can also be
concluded based on the time that is needed to publish the PISA data and results:
Usually around 1.5 years passes between data collection and when the first PISA
results and data are published. For example, the 2012 PISA data collection took
place in spring 2012, and its results were published in December 2013.

An overview of the 2012 PISA data is provided in Fig. 8.2. In all three data sets
with pink backgrounds in Fig. 8.2, the observations are the assessed students. The
basic information about the student (student’s ID, country, test language, and
school ID) and which test he or she was administered (booklet ID) is provided in all
three of these student data sets. The student cognitive items and scored cognitive
item response data sets document the students’ responses to the cognitive items and

Fig. 8.2 Overview of the 2012 data sets available from OECD

5Can be downloaded from http://pisa2012.acer.edu.au/downloads.php.
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how these were scored. Altogether, there were 206 different cognitive items in the
PISA 2012 data. An example of a cognitive item variable label is “SCIE—P2006
Wild Oat Grass Q4.” As can be seen, it includes the domain (in this case, science),
the PISA cycle in which the question was first used (the PISA 2006), the name for
the particular task unit6 (Wild Oat Grass), and the question number (4).

The most informative and meaningful part of the PISA data is the student
questionnaire data set (see Fig. 8.2). However, as previously mentioned, one of the
biggest challenges when working with the PISA data is that many variables in this
data set are not direct measurements but rather variables that have already been
transformed and preprocessed. For example, the students’ abilities/performances in
the cognitive tests are summarized in the form of plausible values. Plausible values
are, as Wu (2005) puts it, “multiple imputations of the unobservable latent
achievement for each student.” This is explained more thoroughly at the end of this
section.

Certain scale indices in the data—indicating, for example, students’ attitudes
toward school and learning—are also derived variables. This means that in order to
be able to work with the PISA data, it is necessary to understand how the many
derived variables have been created and how they can be used for further analysis.
In the PISA, the Rasch model, which is a special case of item response theory, is
used for this purpose.

Gray et al. (2014) emphasize the importance of integrating item response theory
factors and methods, such as the Rasch model, into the existing LA models. Item
response theory models can improve existing models, because they can model
latent (i.e., not directly measurable) traits, such as intelligence, ability, or motiva-
tion. Moreover, they can be applied even with a large number of missing values.
The potential of using item response theory in LA has been shown, for example, by
Bergner et al. (2015), who estimated student abilities based on homework scores
from an MOOC in which a large number of scores were missing.

The second challenge when working with the PISA data is the high sparsity.
Since the assessment material developed for the PISA exceeds the time that is
allocated for the test, each student is administered only a fraction of the whole
cognitive testing material and only one of the three different background ques-
tionnaires. Because of this rotated design, very few variables in the PISA data sets
have values for all observations. For example, in the PISA 2012, each student was
assigned a test booklet of cognitive items that should be solvable in two hours.
However, the comprehensive PISA 2012 cognitive item battery consisted of test
items to be solved in six hours.

The scored item set (see Fig. 8.2) incorporates 206 scored items for 485,490
students. Nevertheless, because of the different booklets, which always contain only
a fraction of the total items, 74% (that is, 73,860,420) of the different item variables
have missing values. Similarly, because of the three different background

6PISA items are organized into units. Each unit consists of a stimulus (consisting of a piece of text
or related texts, pictures, or graphs) followed by one or more questions.
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questionnaires administered, the majority of the variables in the student questionnaire
data set are missing approximately one-third of their values. We have discussed
sparsity in educational data, particularly in the PISA data, and algorithms to cope
with this issue in many of our recent studies (Saarela and Kärkkäinen 2014, 2015a,
b, c; Kärkkäinen and Saarela 2015; Saarela et al. 2016b).

Finally, the PISA data are an important example of a large data set that includes
weights. Only a fraction of the 15-year-old students from each country takes part in
the assessment, but the gathered sample depicts the whole student population by
multiplying the students’ results by their respective weights, which simply measure
how many similar students are represented by one student in the sample. For
example, the sample data of the latest assessment consist of 485,490 students,
which, when taking the weights into account, are representative of more than 24
million 15-year-old students in the 68 different countries and territories that par-
ticipated in the PISA 2012.

Both over- and under-sampling has taken place in the PISA for different student
groups. As a consequence, in order to state findings that are valid for the whole
population, it is important to utilize these weights at each stage of the analysis. The
way in which we incorporated the weights into a robust clustering algorithm for
sparse data is illustrated and applied in our prior works (respectively, Saarela and
Kärkkäinen 2015c, b).

8.3.3 Rasch Model

As described above, because of the different PISA test booklets administered, the
actual scored student test data is extremely sparse with a great deal of missing
values (74%). The easiest approach for measuring each student’s ability would be to
average the percentage of the correct answers over the three domains. However,
since not all students were presented with the same test items, and the test items
varied in their difficulty, this approach is considered unreliable. With the Rasch
model, however, the probability of success on a given item can be modeled as a
logistic function of the difference between the student and item parameters (Rasch
1960). Hence, the Rasch model enables a comparison of student abilities/test
results/characteristics, even if not all students were tested on the same test items.

In the PISA, the Rasch model is employed to estimate both student abilities—
depending on their item responses and the item difficulties in the cognitive test—
and general student characteristics—depending on their responses on the
background questionnaire. Mathematically, in the simplest case of the Rasch model
when the test item is dichotomous, the probability that a student i with ability
denoted by bi provides a correct answer to an item j of difficulty dj can be stated as
follows (8.1):
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P Xijjbi; dj
� � ¼ expðbi � djÞ

1þ expðbi � djÞ : ð8:1Þ

When the Rasch model is employed, it iteratively creates a continuum/scale on
which both a student’s ability and item difficulty are located and where a proba-
bilistic function links these two components. Usually, the item difficulties are
estimated first, and this is referred to as the item calibration. The overall objective is
to obtain data that will fit the model.

There should be a higher probability that a student should give a correct answer
to an easy item than to a difficult item. Similarly, there should be a higher proba-
bility that a student with high ability should give correct answers to items than a
student with low ability. This is shown in Fig. 8.3, where the probability that a
correct answer is given to an item with difficulty d = 0.6 is plotted for different
student abilities. Moreover, as also illustrated in Fig. 8.3, when a student’s ability is
equal to the difficulty of the item, there is by definition a 50% chance of a correct
response in the Rasch model.

To estimate the item difficulty, only the probability of being correct on that item
and the ability of the students who completed the item must be known. Likewise, to
estimate the student’s ability, only the probability of being correct on a set of items
and the difficulty of those items must be known (Embretson and Reise 2013). Every
item and every student will be located in the scale created with the Rasch model.

Fig. 8.3 Rasch model example. Probabilities that a correct answer is given to an item with
difficulty d = 0.6 for different student abilities. The probability that a student with ability b = 0.6
will provide a correct answer to this item is 0.5
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Therefore, comparable student ability estimates can be obtained, even if the
students were assessed with a different subset of items (OECD 2014b). The only
requirement is that some link items exist (i.e., some items in the different test
booklets must be the same).

In the PISA, a generalization of the original Rasch model is employed that can
score not only dichotomous but also polytomous items (e.g., cognitive items can be
scaled as incorrect, partially correct, and correct and questionnaire Likert-scale
data can be scaled as completely agree, agree, neutral, disagree, and completely
disagree). This model is called the one-parameter logistic model for polytomous
items.

8.3.4 Plausible Values

There exist many other international large-scale educational assessment studies
such as the PISA, including the National Assessment of Educational Progress,7 the
European Survey on Language Competences,8 the Trends in International
Mathematics and Science Study, and the Progress in International Reading Literacy
Study.9 The idea behind the PISA and these other assessments is not to measure and
report the proficiencies of individual students. Instead, the primary goal is to pro-
vide a reliable overview of the proficiencies and national characteristics of the
whole population (OECD 2014b; Marsman 2014). This is the main difference
between typical micro- or meso-level LA and big data LA for the PISA.

Plausible values are used to estimate the proficiencies of the population, which,
in the PISA, comprises all 15-year-old pupils within the participating countries.
Some studies (Monseur and Adams 2008; Wu and Adams 2002; OECD 2014b)
have shown that plausible values—in comparison to Weighted Likelihood
Estimates, which overestimate, and Expected A Posteriori estimators, which
underestimate population variances—produce unbiased estimates for population
statistics.

In short, plausible values are random draws from the posterior distribution of a
student’s ability. These posterior distributions are estimated with a Bayesian
approach in combination with the Rasch model. The posterior distribution of a
student’s ability bi, given his or her vector of item responses xi and certain addi-
tional variables about the student from the background questionnaire (e.g., gender
and many others) that are encoded in a vector yi, is defined as (8.2):

f bjxi; yið Þ / Pðxijb; dÞf ðbjk; yiÞ; ð8:2Þ

7nces.ed.gov/nationsreportcard/.
8www.surveylang.org/.
9http://timssandpirls.bc.edu/.
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where P xijb; dð Þ denotes a Rasch model given the student’s ability b and the
difficulties of the items d in the test, and f bjk; yið Þ denotes a population model. This
population model for a student i is usually estimated with the latent (called latent
because the predictor is unobserved) regression model bi ¼ yTi kþ ei, where ei ¼
Nð0; r2Þ (Marsman 2014; OECD 2014b).

In other words, in each country, the student’s abilities are assumed to follow a
conditional Gaussian distribution, given yi (i.e., the variables from the background
questionnaire). This is the prior distribution. Then, the student takes the PISA test.
The statistical model (“likelihood”) of the success in the test is a Rasch model,
where the probability of success is a logistic function of the unknown but estimated
latent ability and the difficulties of the test items (see Eqs. 8.1 and 8.2).

The estimated posterior distribution of the ability of the student is specific for
each student, as each student has different values for background variables and test
results. This means that success in the PISA test “corrects” our prior beliefs
regarding the student’s ability. If a student successfully solves a difficult item, this
indicates higher ability than success on an easy item. However, the student’s exact
ability is not known, and it is represented on the population level with five plausible
values that are random realizations based on his or her posterior distribution. For
this reason, the official PISA protocol (OECD 2012) requires that the same analysis
be repeated five times when analyzing student performance, with one analysis for
each plausible value.

8.4 Comparison of Students in PISA 2012 Countries Using
Aggregated Hierarchical Clustering

The empirical part of this work is focused on comparing the student characteristics
of Finland to those of the other countries that participated in the PISA assessment
2012. This comparison is conducted by utilizing three of the four LA techniques
described by Chatti et al. (2012) (see Sect. 8.2.1): clustering as one of the core data
mining techniques, visualization of the clustering result to illustrate Finland’s
position in comparison to the other countries, and, finally, statistical testing to
verify the findings.

8.4.1 Variables for the Clustering

Our overall analysis method is to apply hierarchical clustering on all PISA 2012
countries/economies, to visualize the similarities between the participating coun-
tries through a dendrogram, and to conduct different statistical tests on two distinct
levels. For this, we first aggregated the entire sample of half a million students in
the PISA 2012 into the population level of each country by computing the weighted
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means of the available data in a country-wise manner. We used all observations in
the PISA 2012 data set. All variables in the PISA student data set (and their possible
values) can be found in the codebook.10 In Saarela and Kärkkäinen (2014,
2015c, b) and Kärkkäinen and Saarela (2015), we utilized the individual variables
on a student level that are known to explain performance in mathematics. Here, we
used an extended set of variables, including those that are more on the scale of a
classroom (e.g., teacher behavior) or a country (e.g., time of formal instruction in
certain school subjects) than on an individual student level.

In Table 8.2, all variables used in this study are listed. All are derived variables
constructed with the Rasch model using students’ answers to the background
questionnaire or other already-derived variables. For example, the first variable, the
index of economic, social, and cultural status, is constructed using the highest
parental occupation, the student’s home possessions, and the highest parental
education, which themselves are derived variables constructed with the Rasch
model (OECD 2014b).

The following five variables (i.e., those with the IDs 2–6 in Table 8.2) are
generally associated with performance on a student level, while the next ten vari-
ables (IDs 7–16) are all related to attitudes toward mathematics. Since mathematics

Table 8.2 Overview and identification of the derived PISA variables utilized in this study

PISA variable ID PISA variable ID

Economic, social, and cultural status 1

Sense of belonging 2 Attitude toward school: learning
outcome

3

Attitude toward school: learning
activities

4 Perseverance 5

Openness to problem solving 6

Self-responsibility for failing in math 7 Interest in mathematics 8

Instrumental motivation to learn math 9 Self-efficacy in mathematics 10

Anxiety toward mathematics 11 Self-concept in mathematics 12

Behavior in mathematics 13 Intentions to use mathematics 14

Subjective norms in mathematics 15 Mathematics work ethic 16

Out-of-school study time 17 Learning time (min. per week)—test
language

18

Learning time (min. per week)—
Mathematics

19 Learning time (min. per week)—science 20

Age at <ISCED 1> 21

Teacher-student relations 22 Mathematics teacher’s support 23

Teacher behavior: formative assessment 24 Teacher behavior: Student orientation 25

Teacher behavior: Teacher-directed
instruction

26 Experience with applied math tasks at
school

27

10Available at http://pisa2012.acer.edu.au/downloads/M_stu_codebook.pdf.
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was the major domain in 2012, attitudes toward this subject received considerable
attention in the background questionnaire. Here, we use all ten mathematics indices
that together summarize 67 items in the student background questionnaire.

The next five variables in the table (IDs 17–21) are related to how much time
students spend studying. Both formal learning time in different subject areas as well
as out-of-school study hours are detailed. The last variable, Age at ISCED 1, reports
the beginning of the systematic education in reading, writing, and mathematics. The
last six variables (IDs 22–27) are all on the level of the teacher or teaching method.

8.4.2 Hierarchical Clustering

An issue with the PSA data is the aforementioned absence of a large number of
values. Moreover, each student in the PISA data sets has a weight expressing how
representative he or she is of the population of all 15-year-old students within his or
her country. Therefore, we computed the weighted means of the available data for
each variable for each country/economy as inputs for the clustering algorithm. We
then normalized our data set using z-scoring and applied hierarchical clustering
with Matlab’s default settings (i.e., agglomerative single-linkage clustering with the
Euclidean distance).

Agglomerative clustering techniques operate in a bottom-up fashion (Zaki and
Meira 2014). Hence, we started with each PISA country as a separate cluster. Then,
the most similar country clusters Cm and Cn were repeatedly merged so that they
formed a new and bigger cluster. The most similar clusters were defined as the ones
with the smallest Euclidean distance between a point in Cm and a point in Cn (8.3):

d Cm;Cnð Þ ¼ min d u; vð Þju 2 Cm; v 2 Cnf g; ð8:3Þ

where d u; vð Þ ¼ Pd
i¼1 ðui � viÞ2

� �1
2
(see Zaki and Meira 2014).

To decide the number of clusters in the PISA 2012, the Davies-Bouldin cluster
index (Davies and Bouldin 1979) was applied on the z-scored data. As can be seen
from Fig. 8.4, the Davies-Bouldin index suggested that there are ten clusters in the
data. Therefore, the merging of closest clusters was terminated after ten clusters
were formed.

8.5 Results

In this section, we first visualize the hierarchical clustering result of the aggregated
PISA countries in the form of a dendrogram. Then, we profile the country clusters
according to their geographic and cultural similarities. Finally, we analyze the
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clustering results more deeply using statistical tests on two different levels. Since
Finland is our primary interest, we first evaluate the differences between all clusters,
and then we analyze Finland’s cluster and its position within its own cluster.

8.5.1 Visualization and Profiling of the Clusters

Figure 8.5 shows the hierarchical clustering result. Based on the similarities of
countries in particular groups, we suggest the following labels for the ten clusters,
as documented in Table 8.3.

It is a surprise that Finland is not part of the Nordic/English-speaking cluster to
which all other Nordic countries belong. This finding is interesting compared to the
classification of Bulle (2011), who introduces “the Northern model: Denmark,
Finland, Iceland, Norway, Sweden” as one of the five main OECD educational
systems. This indicates that even if the educational systems are similar, it does not
necessarily follow that the student characteristics are also similar.

The dendrogram implies that Finland belongs to the Europe cluster and is
actually closest to the Netherlands. In the PISA 2012 results summary (OECD
2014a, p. 7), the performances of these two countries in mathematics were found to
not be statistically significantly different among many other pairs of countries. In
addition, both the Netherlands and Finland are highly feminine cultures according
to the Hofstede model (Hofstede 2011).

Fig. 8.4 The Davies-Bouldin index suggests that there are ten clusters in the data
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Fig. 8.5 Dendrogram of all countries when their weighted mean is clustered
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As has been explained above, it was unexpected that Finland belonged to the
Europe cluster and not to the Nordic/English-speaking cluster. We utilized statis-
tical tests to assess the significance of the single variables and to explain why a
particular country was allocated to a certain cluster. Since not all of our variables
were normally distributed, we had to use non-parametric tests.

To specifically address the finding of Finland’s position, we will first report the
differences between all the clusters. Second, we will summarize the differences
between Finland and its own Europe cluster; third, we will describe the variables
that separate the Europe cluster from the Nordic/English-speaking cluster.

8.5.2 Differences Between All the Global Clusters

A Kruskal-Wallis H test (Kruskal and Wallis 1952) showed that there was a highly
statistically significant difference in 20 of the 27 variables between the different
clusters. The test statistics of all highly statistically significant variables are pro-
vided in Table 8.4. With reference to Table 8.4, variable 25, teacher behavior:
student orientation (i.e., how much attention that teachers pay to individual stu-
dents), was the most important in terms of accounting for variance in the cluster
membership (v2(9) = 51,227, p < 0.001).

Subsequently, pairwise comparisons were performed using Dunn’s (1964) pro-
cedure with a Bonferroni correction for multiple comparisons. This post hoc
analysis revealed highly statistically significant differences in the ESCS between the

Table 8.3 Clustering results

ID Label Countries/economies

C1 “Nordic/english-speaking” Australia, Canada, United Kingdom, New Zealand, Florida
(USA), Connecticut (USA), Massachusetts (USA), USA,
Denmark, Iceland, Norway, Sweden

C2 — Costa Rica, Israel, Uruguay

C3 “Eastern countries” Bulgaria, Lithuania, Montenegro, Perm (Russia), Romania,
Russia, Serbia

C4 “South America/Africa” Argentina, Chile, Tunisia

C5 “Developing countries” Brazil, Colombia, Indonesia, Mexico, Malaysia, Peru,
Thailand, Turkey, Vietnam

C6 “High-performing Asian” Shanghai (China), Singapore

C7 “Kazakhstan” Kazakhstan

C8 “Arabic” United Arab Emirates, Jordan, Qatar

C9 “Asian” Hong Kong (China), Japan, Korea, (Macao) China, Taiwan

C10 “Europe” Austria, Belgium, Switzerland, Czech Republic, Germany,
Spain, Estonia, Finland, France, Greece, Croatia, Hungary,
Ireland, Italy, Liechtenstein, Luxembourg, Latvia,
Netherlands, Poland, Slovak Republic, Slovenia
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developing (mean rank = 5.67) and the Nordic/English-speaking clusters (mean
rank = 57.25) as well as between the developing and the Europe (mean rank =
40.47) clusters, but not between any other group combination for this variable.
This is also illustrated in Fig. 8.6, in which all pairwise comparisons of the different
clusters for their ESCS are shown. In the figure, black lines reflect a pairwise
comparison that is not statistically significant, while orange lines reflect a statisti-
cally significant pairwise comparison.

Table 8.4 Kruskal-Wallis H test statistics (all clusters) with a post hoc test

Variable v2 (9) p Post hoc test Variable v2 (9) p Post hoc test

1 48,676 ✶✶✶ C10–C5, C1–C5 4 38,499 ✶✶✶ C9–C1

5 33,306 ✶✶✶ – 7 37,399 ✶✶✶ –

8 48,701 ✶✶✶ C10–C5 9 49,857 ✶✶✶ C9–C5, C10–C5

10 30,765 ✶✶✶ – 11 42,170 ✶✶✶ C1–C5

12 35,298 ✶✶✶ – 13 49,549 ✶✶✶ C1–C5

14 34,029 ✶✶✶ – 15 49,082 ✶✶✶ C10–C5

16 39,863 ✶✶✶ – 18 40,457 ✶✶✶ –

19 36,542 ✶✶✶ – 22 42,940 ✶✶✶ C10–C5

23 46,378 ✶✶✶ C10–C5 24 45,203 ✶✶✶ –

25 51,227 ✶✶✶ C10–C5 26 42,610 ✶✶✶ –

Fig. 8.6 Pairwise comparisons of clusters for ESCS. Statistically significant differences (between
developing countries and the Nordic/english-speaking cluster and between developing countries
and the Europe cluster) are marked in yellow
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The last column in Table 8.4 summarizes the post hoc analysis for all the
variables. As can be seen from the table, highly statistically significant differences
were found in the attitude toward school: learning activities (i.e., the degree to
which a student sees hard work in school pay off later) between the Asian (mean
rank = 5.00) and the Nordic/English-speaking clusters (mean rank = 51.08), in the
interest in and enjoyment of mathematics between the developing countries (mean
rank = 56.89) and Europe (mean rank = 14.90) clusters, in the instrumental moti-
vation to learn mathematics (i.e., the degree to which a student’s hard work in
mathematics pays off later) between the developing (mean rank = 57.89) and the
Asian (mean rank = 7.80) countries, and between the developing countries and the
Europe (mean rank = 19.10) clusters.

Highly statistically significant differences were found for the developing coun-
tries cluster when compared with the Nordic/English-speaking cluster with regard
to anxiety toward mathematics (mean rank C5 = 55.00 vs. C1 = 14.92) and
behavior in mathematics (i.e., the role of mathematics inside and outside school)
(mean rank C5 = 54.11 vs. C1 = 12.17). In addition, highly statistically significant
differences were found for the developing countries cluster when compared with the
Europe cluster with regard to subjective norms in mathematics (mean rank
C5 = 51.11 vs. C10 = 15.81) (i.e. how much attention to mathematics is given by
friends and family), teacher-student relations (mean rank C5 = 51.44 vs.
C10 = 14.90), mathematics teacher’s support (mean rank C5 = 52.22 vs.
C10 = 14.43), and teacher behavior: student orientation (mean rank C5 = 54.33
vs. C10 = 15.14), respectively. No highly statistically significant differences were
found for any other group combination.

Hence, the statistical test on a global level suggests that, overall, the Europe
cluster and the developing countries cluster are the most dissimilar to each other.
Students in the Europe cluster have a higher economic, social, and cultural status—
but students in the developing countries cluster have higher interests, more moti-
vation to learn, and higher subjective norms in mathematics from their friends and
family. Furthermore, students in the developing countries tend to report better
relations with their teachers.

When comparing Finland to other countries, the rather negative attitudes toward
mathematics were already observed in the 2003 assessment cycle. In both interest in
and enjoyment of mathematics, Finland was ranked 37th out of the 40 participating
countries (Linnakylä et al. 2011).

Moreover, in a longitudinal study of Finnish students in grade 1 to grade 12 by
Metsämuuronen et al. (2012), it was concluded that student contentment in regard
to school in Finland decreases significantly from the second to the eighth grade,
while it then very slightly increases starting in the ninth grade. The majority
(82%)11 of the Finnish students participating in the PISA are in the ninth grade, and
almost all the rest are in the eighth grade (16%). Hence, Finnish students are at the

11Our own calculation from the PISA 2012 data.
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stage in their basic education where their self-reported attitudes toward school are
very poor.

Metsämuuronen et al. (2012) suggest that these generally negative attitudes of
Finnish students toward education are due to their modesty and honesty: “Part of
the explanation in Finland […] can be the appreciation of honesty and speaking
frankly […] pupils in Finland […] are relatively humble when they describe their
knowledge. This ‘humbleness’ may also be reflected in attitude measurements.”

8.5.3 Differences Between Finland and the Other Countries
Within the Europe Cluster

According to the clustering result, Finland is most similar to the countries in the
Europe cluster. Table 8.5 summarizes the highly statistically significant variables
according to which Finland differs from the remaining countries within its own
cluster, as determined by the Wilcoxon signed-rank tests.

As can be seen in Table 8.5, the majority of the Europe cluster has a significantly
lower ESCS than Finland (z = − 3.92, p < 0.001). Nevertheless, the Europe cluster
majority has a significantly higher self-responsibility for failing in mathematics
(z = 3.92, p < 0.001), anxiety toward mathematics (z = 3.771, p < 0.001), and self-
efficacy in mathematics (z = 3.92, p < 0.001) than Finland. Furthermore, the
Europe cluster in general shows higher scores in many variables that measure
emphasis of formal assessment and how much time students spend studying.

In particular, there is a significantly higher work ethic in mathematics (z = 3.808,
p < 0.001) and more out-of-school study hours in the Europe cluster than in Finland
(z = 3.920, p < 0.001). The latter is illustrated in Fig. 8.7, where the weighted
average out-of-school study hours for students in all participating PISA countries
are plotted. As can be seen from the figure, Finnish students not only study the least
outside of school within their own Europe cluster but also compared to all other
countries participating in the PISA.

In addition, learning time (min. per week)—test language in Europe is signifi-
cantly greater than in Finland (z = 3.845, p < 0.001, see Table 8.5), and Europe has
a significantly higher score in teacher behavior: formative assessment than Finland
(z = 3.920, p < 0.001). In summary, these results support the observations by
Sahlberg (2011), who writes that educational decision makers in Finland “do not
seem to believe that doing more of the same in education would necessarily make
any significant difference for improvement.”

Table 8.5 Wilcoxon signed-rank statistics (Europe—Finland clusters)

Variable 1 7 10 11 16 17 18 24

Z
P

−3.920
✶✶✶

3.920
✶✶✶

3.920
✶✶✶✶

3.771
✶✶✶

3.808
✶✶✶

3.920
✶✶✶

3.845
✶✶✶

3.920
✶✶✶
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Fig. 8.7 Weighted averages of the out-of-school study hours for all in PISA-participating
countries. In comparison to all the other countries, Finnish students study the least after school
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As can be seen from the Wilcoxon signed-rank test result and Fig. 8.8,
15-year-old students in Finland seem to already have a rather relaxed attitude
toward formal assessment and investing time in their studies. This is particularly
evident in the highly statistically significantly lower work ethic12 of Finnish
students.

It must also be kept in mind that the systematic teaching of reading, writing, and
mathematics begins later in Finland than in Europe (z = − 3.435, p < 0.001). This
is illustrated in Fig. 8.9. In Finland, children are seven years old when they start
school. Combined with the finding that the hours of formal instruction of certain
subjects are, as described in the above paragraph, significantly lower in Finland,
this means that Finnish students spend less time at school than students in other
countries. This finding has also been emphasized by Kumpulainen and Lankinen
(2012).

8.5.4 Europe Cluster in Comparison
to the Nordic/English-Speaking Cluster

A Mann-Whitney U test was run to determine if there were differences in the 27
variables between the Europe and the Nordic/English-speaking clusters.

Fig. 8.8 One-Sample Wilcoxon rank test for work ethic: the work ethic of students in Finland is
significantly lower than the work ethic of students in the Europe cluster

12The work ethics scale index is computed with the Rasch model and by using the extent to which
students agree or disagree with the following statements: I finish my homework in time for
mathematics class; I work hard on my mathematics homework; I am prepared for my mathematics
exams; I study hard for mathematics quizzes; I keep studying until I understand mathematics
material; I pay attention in mathematics class; I listen in mathematics class; I avoid distractions
when I am studying mathematics; and I keep my mathematics work well organized.
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Distributions of the 27 variables for the two groups were not similar, as assessed by
visual inspection. The test statistics can be found in Table 8.6.

When we combine the test results of the Mann-Whitney U test of the
Nordic/English-speaking versus Europe and the Wilcoxon signed-rank test of
Europe versus Finland, we find that two variables (16 and 18) augment Finland’s
special characteristics: work ethic and study time (test language) are statistically
significantly lower in Europe and even lower in Finland. As described above, these
variables measure how much time students spend studying and how much they
strive for high grades in mathematics.

According to the Mann-Whitney U test, there was a significant (p < 0.001)
difference in attitude toward school: learning activities, interest in and enjoyment
of mathematics, instrumental motivation to learn mathematics, self-concept in
mathematics, subjective norms in mathematics, mathematics work ethic, test lan-
guage learning time, teacher-student relations, mathematics teacher’s support, and
teacher behavior: student orientation between the two clusters. In all these vari-
ables, the Nordic/English-speaking cluster showed higher values than the Europe
cluster. With reference to Table 8.6, subjective norms in mathematics seems to be
the most important variable that separates the Nordic/English-speaking cluster from
the Europe cluster.

The comparisons of the Nordic/English-speaking cluster to the Europe cluster
mostly revealed variables that estimate the students’ own perception of their merits
and importance. It is especially interesting that the self-reported self-concept is

Fig. 8.9 One-sample Wilcoxon rank test for age at <ISCED 1>: systematic teaching of reading,
writing, and mathematics begins significantly later in Finland than in Europe

Table 8.6 Mann-Whitney U test results comparing the Europe cluster to the
Nordic/english-speaking cluster

PISA
variable ID

4 8 9 12 15 16 18 22 23 25

U
Z
p

19
−4.004
✶✶✶

27
−3.705
✶✶✶

5
−4.528
✶✶✶

30
−3.593
✶✶✶

1
−4.678
✶✶✶

38
−3.293
✶✶✶

22
−3.892
✶✶✶

20
−3.967
✶✶✶

28
−3.668
✶✶✶

20
−3.967
✶✶✶
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significantly lower in Finland, because this PISA 2012 variable actually explains
the performance of Finnish students in the PISA mathematics test fairly well, and it
is the mathematics scale index that correlates the most with their plausible values in
mathematics (Saarela and Kärkkäinen 2014). However, it seems that even if Finnish
students evaluate their own skills realistically, they are more modest about them.
Generally, students in the Nordic/English-speaking cluster tend to have higher
opinions about themselves, are more motivated, and report better relations with
their teachers.

The average mathematics performance based on the plausible values of the
countries in the Nordic/English-speaking cluster is 495.3, while the mean mathe-
matics performance of the countries in the Europe cluster is higher (500.5). We
conclude that learning time and positive student-teacher relations seem to be less
important features than collaborative skills or being free from arrogance for
explaining students’ success in the PISA test.

8.6 Visual LA of the PISA Results

The macro-level LA of the Finnish basic educational system is visualized in the
dashboard of Figs. 8.10, 8.11, 8.12 and 8.13 through the lens of the cultural
background, the PISA, and our empirical analysis. This dashboard consists of four
figures, and its composition was inspired by Ferguson and Shum (2012).

Finland has been a top-performing PISA country in the last five assessment
cycles (Fig. 8.10), although the ranking clearly decreased in 2012, especially in
mathematics. A certain interesting success factor of the educational system is the
cultural deviation from the world’s midlevel as a feminine culture with a low power
distance (Fig. 8.11). The system is based on the strong autonomy and authority of
highly educated teachers, with a small amount of formal assessment and, in par-
ticular, a complete lack of national comparative assessments of the learning results
(Fig. 8.12). In addition, a rich common curriculum is present for untracked groups

Fig. 8.10 Finland’s ranking in the PISA cycles
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of students, who start late in their systematic learning of reading, mathematics, and
science. As a whole, equity and equality characterize the system, which provides
strong student support (e.g., in the form of free lunches, health care, and school
transportation) (Fig. 8.12).

However, many contradictory factors about the Finnish students in relation to
their high PISA results emerged in the empirical LA analysis (Fig. 8.13): they have
a low motivation to learn and excel in school, a low interest in school topics, a low
work ethic, and an exceptionally small number of extra-school study hours. The
importance of their studies, and specifically mathematics, is considered low for their

Fig. 8.11 Finland’s scores in the Hofstede model dimensions

Fig. 8.12 Characteristics of the Finnish educational system
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future career. The overall evaluation of the different facets of the dashboard indi-
cates that the lowering trend of the PISA, and particularly the mathematics per-
formance of Finnish students, may continue. To improve the system, so as to
perhaps be ranked once again as number one in the PISA, students need to be more
motivated and oriented toward schoolwork, extra-school study hours, and mathe-
matics, and to keep their future career orientation clearly in mind. We also
hypothesize that the complete common, joint, and untracked subject orientations
demotivate the most talented students by requiring minimal effort from them. All
these factors provide further challenges to subsequent upper secondary and higher
education.

8.7 Discussion

We briefly summarize the empirical findings from the previous sections. These
were obtained by utilizing one of the illuminated educational clustering techniques,
hierarchical clustering, and by taking into account all the specific demands of the
PISA data discussed above. As suggested by the Davies-Bouldin cluster validation
index, we first divided the students of all the PISA-participating countries into ten
separate groups. The clusters that were found generally could be explained by the
culture and geographical location of the countries in them. Nevertheless, Finland
surprisingly belonged to the Europe cluster (see Fig. 8.5), while all the other
Scandinavian countries belonged to the cluster of Nordic/English-speaking

Fig. 8.13 Finland’s student
characteristics from
clustering. The red bubbles
indicate alarming
characteristics and the yellow
bubble indicates the
characteristic that could be
improved
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countries. This illustrates how similar educational systems (see Bulle 2011) can be
reflected by different student characterizations.

Statistical significance tests of the clustering result revealed why particular
countries were allocated to a certain cluster. At first, it seemed that the results of the
statistical test were somehow contradictory, as students in better-performing coun-
tries had worse student-teacher relations and generally showed less confidence in
their own achievements and skills. Moreover, the work ethic of the students in the
better-performing Europe cluster was significantly lower than that of the students in
the Nordic/English-speaking countries cluster—and the better-performing Finnish
students showed a work ethic that was significantly worse than the remaining stu-
dents in the Europe cluster. However, these findings seem to be connected to and
explicable by the existing research related to Finnish culture in general.

As was explained in the literature review about the Finnish educational system
and culture, Finnish citizens are modest about their own achievements, and they
place great emphasis on equity and equality. The most important driving factors in
the life of this highly feminine country are to live a good life and to care for others
rather than to focus on one’s own success and desire to be the best. This is inter-
esting because, as emphasized in our literature review, French et al. (2015) found a
negative causal relationship between education expenditures and power distance
and masculinity. Furthermore, Finnish students seem to have an extremely relaxed
attitude toward formal assessment and investing time in studies, as can be expected
in a feminine country.

Finally, the main success of Finnish students in the PISA seems to a great extent
to be related to the relatively better scores of the lowest-scoring Finnish students in
comparison with other countries (Andersen 2010), which in turn is supported by the
collaborative and ostentation-free thinking in the country. However, as illustrated in
Fig. 8.10, Finland’s ranking significantly dropped in the latest PISA 2012 assess-
ment (OECD 2013b), and according to the overall characterization of the Finnish
students as given and visualized in Fig. 8.13, the negative trend in performance
might have continued in the PISA 2015.13

8.8 Conclusions

LA is a growing and expanding research field. Traditionally, many studies have
concentrated on analyzing educational data originating from a macro or (at the
most) meso level. The publicly available and high-quality PISA data sets, on the
other hand, provide the opportunity to conduct big data LA research on the macro
level, because they comprise data on a whole population of international students.

13Data from the PISA 2015 will be published by the OECD in December 2016 (National Center
for Education Statistics 2016).
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In this chapter, we have introduced the background for conducting large-scale
LA research on the PISA. We have described the main data sets as well as the
complexities within them and discussed how to work with these data. Moreover, we
have provided a review of relevant clustering studies within the educational
domain. Our empirical work, as discussed in the previous section, provided novel
findings and strengthened earlier knowledge on the particularities of the Finnish
educational system, which has received a great deal of attention during the 21st
century due to the exceptionally good performance of the Finnish students in the
PISA tests.

We used quantitative LA methods to identify the main attributes of individual
learners that affect their learning experience in the environment where the learning
occurs (Fournier et al. 2011). Similar to the reviewed educational clustering studies
in Sect. 8.2.2, we analyzed the student model; however, in contrast to these pre-
viously reviewed studies, our model represented a prototype of a national student
population obtained by weighted aggregation. Concerning Finland, the
high-achieving country inside the PISA assessments, it was concluded that an
educational system promoting student collaboration, humility, and equity can
successfully cope with the challenges of negative attitudes toward mathematics, low
work ethic, and little study time outside school. This summarizes the
evidence-based knowledge discovered about the long-term impact of educational
policies and practices on the achievement targets (Piety et al. 2014). Such a con-
clusion also provides an example of a national education system assessment using
big data LA as illustrated in Fig. 8.1. The international–objectives driven data
collection and transformation improves understanding of educational arrangements
via proper analysis methods that are able to cope with the specialties of the sampled
large-scale data.

Big data LA, as described in Sect. 8.1 and depicted in Fig. 8.1, linking together
the four dimensions of LA proposed by Chatti et al. (2014) (see also Greller and
Drachsler 2012), encapsulated and supported the overall management of the
large-scale educational system assessment based on the PISA data. Our empirical
work exemplifies the multiple facets of LA: hierarchical clustering as a data mining
technique, visualization of the dendrogram to illustrate the clustering result, and
statistical testing to verify the findings. Thus, our work increased the body of
knowledge for the macro level of educational systems. We promoted reflection of
the main characteristics that differentiate the students in various educational envi-
ronments, according to the objectives of LA by Chatti et al. (2014) (see Sect. 8.3.3).
Our reflections of the PISA results were emphasized in the dashboard in Figs. 8.10,
8.11, 8.12 and 8.13 using different LA visualization tools. This dashboard facilitates
awareness and monitoring of critical educational aspects for the Finnish 15-year-old
student population (Beheshitha et al. 2016).

As a whole, the PISA—as well as the other large-scale-assessments, such as
those mentioned in Sect. 8.3.4—provides a very rich and interesting source for
macro-level LA studies. We think that the methods and the framework developed
for the publicly available large-scale assessment data sets can and will advance the
open architecture of educational applications, which Peña-Ayala (2014) has
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identified as one of the shortcomings of the current educational data analysis
research area.

As part of our future research, we intend to repeat our study using the individual
students instead of the country-level aggregation as data for clustering.
Furthermore, one of the recent trends in LA focuses on educational process mining
(Sedrakyan et al. 2016; Mukala et al. 2015; Trčka et al. 2010). For the traditional
pen-and-paper PISA tests, this is not an option. However, for the future PISA
cycles, where the tests will be increasingly conducted electronically and log event
data will therefore be available (compare the PISA 2012 problem-solving test,
which was conducted electronically and log files can be downloaded from the
above-cited OECD webpage), this would provide an interesting and promising
direction for future research.

Acknowledgements The authors would like to thank Dr. Jouni Välijärvi, Dr. Kari Nissinen, and
Dr. Antero Malin from the Finnish Institute for Educational Research for the valuable discussions
and support concerning the PISA data and assessment. We also acknowledge B.Sc Susanne
Jauhiainen for technical assistance in preparing the final version of the chapter.

References

Allen LK, Mills C, Jacovina ME, Crossley S, D’Mello S, McNamara DS (2016) Investigating
boredom and engagement during writing using multiple sources of information: the essay, the
writer, and keystrokes. In: Proceedings of the sixth international conference on learning
analytics & knowledge, ACM, pp 114–123

Almeda MV, Scupelli P, Baker RS, Weber M, Fisher A (2014) Clustering of design decisions in
classroom visual displays. In: Proceedings of the fourth international conference on learning
analytics & knowledge, ACM, pp 44–48

Andere E (2015) Are teachers crucial for academic achievement? Finland educational success in a
comparative perspective. Educ Policy Anal Arch 23(39):1–27

Andersen FØ (2010) Danish and Finnish PISA results in a comparative, qualitative perspective:
how can the stable and distinct differences between the Danish and Finnish PISA results be
explained? Educ Assess Eval Accountability 22(2):159–175

Auld E, Morris P (2016) PISA, policy and persuasion: translating complex conditions into
education ‘best practice’. Comp Educ 52(2):202–229

Bank V (2012) On OECD policies and the pitfalls in economy-driven education: the case of
Germany. J Curriculum Stud 44(2):193–210

Beheshitha SS, Hatala M, Gašević D, Joksimović S (2016) The role of achievement goal
orientations when studying effect of learning analytics visualizations. In: Proceedings of the
sixth international conference on learning analytics & knowledge, ACM, pp 54–63

Bergner Y, Colvin K, Pritchard DE (2015) Estimation of ability from homework items when there
are missing and/or multiple attempts. In: Proceedings of the fifth international conference on
learning analytics & knowledge, ACM, pp 118–125

Blikstein P, Worsley M, Piech C, Sahami M, Cooper S, Koller D (2014) Programming pluralism:
using learning analytics to detect patterns in the learning of computer programming. J Learn
Sci 23(4):561–599

Bogarin A, Romero C, Cerezo R, Sanchez-Santillan M (2014) Clustering for improving
educational process mining. In: Proceedings of the fourth international conference on learning
analytics & knowledge, ACM, pp 11–15

262 M. Saarela and T. Kärkkäinen



Bouchet F, Harley JM, Trevors GJ, Azevedo R (2013) Clustering and profiling students according
to their interactions with an intelligent tutoring system fostering self-regulated learning. J Educ
Data Min 5(1):104–146

Brown MG, DeMonbrun RM, Lonn S, Aguilar SJ, Teasley SD (2016) What and when: the role of
course type and timing in students’ academic performance. In: Proceedings of the sixth
international conference on learning analytics & knowledge, ACM, pp 459–468

Bulle N (2011) Comparing OECD educational models through the prism of PISA. Comp Educ
47(4):503–521

Chandra E, Nandhini K (2010) Knowledge mining from student data. Eur J Sci Res 47(1):156–163
Chatti MA, Dyckhoff AL, Schroeder U, Thüs H (2012) A reference model for learning analytics.

Int J Technol Enhanced Learn 4(5–6):318–331
Chatti MA, Lukarov V, Thues H, Muslim A, Yousef AMF, Wahid U, Greven C, Chakrabarti A,

Schroeder U (2014) Learning analytics: challenges and future research directions. E-learn Educ
(Eleed) J 10:1–16

Coffrin C, Corrin L, de Barba P, Kennedy G (2014) Visualizing patterns of student engagement
and performance in MOOCs. In: Proceedings of the fourth international conference on learning
analytics and knowledge, ACM, pp 83–92

Colthorpe K, Zimbardi K, Ainscough L, Anderson S (2015) Know thy student! combining
learning analytics and critical reflections to increase understanding of students self-regulated
learning in an authentic setting. J Learn Anal 2(1):134–155

Davies DL, Bouldin DW (1979) A cluster separation measure. IEEE Trans Pattern Anal Mach
Intell PAMI 1(2):224–227

Dawson S, Gašević D, Siemens G, Joksimović S (2014) Current state and future trends: a citation
network analysis of the learning analytics field. In: Proceedings of the fourth international
conference on learning analytics & knowledge, ACM, pp 231–240

Dawson S, Gašević D, Mirriahi N (2015) Challenging assumptions in learning analytics. J Learn
Anal 2(3):1–3

Deng Z, Gopinathan S (2016) PISA and high-performing education systems: explaining
Singapores education success. Comp Educ 52(4):449–472

Desmarais MC, Lemieux F (2013) Clustering and visualizing study state sequences. In:
Proceedings of the 6th international conference on educational data mining, pp 224–227

Drabowicz T (2014) Gender and digital usage inequality among adolescents: A comparative study
of 39 countries. Comput Educ 74:98–111

Dunn OJ (1964) Multiple comparisons using rank sums. Technometrics 6(3):241–252
Embretson SE, Reise SP (2013) Item response theory. Psychology Press
Erdogdu F, Erdogdu E (2015) The impact of access to ICT, student background and school/home

environment on academic success of students in Turkey: an international comparative analysis.
Comput Educ 82:26–49

Ferguson R (2012) Learning analytics: drivers, developments and challenges. Int J Technol
Enhanced Learn 4(5–6):304–317

Ferguson R, Shum SB (2012) Social learning analytics: five approaches. In: Proceedings of the
second international conference on learning analytics & knowledge, ACM, pp 23–33

Ferguson R, Macfadyen L, Clow D, Tynan B, Alexander S, Dawson S (2014) Setting learning
analytics in context: Overcoming the barriers to large-scale adoption. J Learn Anal 1(3):
120–144

Ferguson R, Clow D (2015) Examining engagement: analysing learner subpopulations in massive
open online courses (MOOCs). In: Proceedings of the fifth international conference on learning
analytics & knowledge, ACM, pp 51–58

Fonseca J, Valente MO, Conboy J (2011) Student characteristics and PISA science performance:
Portugal in cross-national comparison. Proc Soc Behav Sci 12:322–329

Fournier H, Kop R, Sitlia H (2011) The value of learning analytics to networked learning on a
personal learning environment. In: Proceedings of the first international conference on learning
analytics & knowledge, pp 104–109

8 Knowledge Discovery from the Programme … 263



French JJ, French A, Li WX (2015) The relationship among cultural dimensions, education
expenditure, and PISA performance. Int J Educ Dev 42:25–34

Grawemeyer B, Mavrikis M, Holmes W, Gutierrez-Santos S, Wiedmann M, Rummel N (2016)
Affecting off-task behaviour: how affect-aware feedback can improve student learning. In:
Proceedings of the sixth international conference on learning analytics & knowledge, ACM,
pp 104–113

Gray G, McGuinness C, Owende P, Carthy A (2014) A review of psychometric data analysis and
applications in modelling of academic achievement in tertiary education. J Learn Anal 1(1):
75–106

Grek S (2009) Governing by numbers: the PISA effect in Europe. J Educ Policy 24(1):23–37
Greller W, Drachsler H (2012) Translating learning into numbers: a generic framework for

learning analytics. Educ Technol Soc 15(3):42–57
Gupta D, Sharma A, Unny N, Manjunath G (2014) Graphical analysis and visualization of big data

in business domains. In: Big data analytics, lecture notes in computer science (8883). Springer,
Berlin, pp 53–56

Hansen JD, Reich J (2015) Socioeconomic status and MOOC enrollment: enriching demographic
information with external datasets. In: Proceedings of the fifth international conference on
learning analytics & knowledge, ACM, pp 59–63

Hecking T, Chounta IA, Hoppe HU (2016) Investigating social and semantic user roles in MOOC
discussion forums. In: Proceedings of the sixth international conference on learning analytics &
knowledge, ACM, pp 198–207

Hershkovitz A, Knight S, Dawson S, Jovanović J, Gašević D (2016) About” learning” and”
analytics. J Learn Anal 3(2):1–5

Hickey DT, Kelley TA, Shen X (2014) Small to big before massive: scaling up participatory
learning analytics. In: Proceedings of the fourth international conference on learning analytics
& knowledge, ACM, pp 93–97

Hitlin S, Piliavin J (2004) Values: reviving a dormant concept. Ann Rev Sociol 30:359–393
Hofstede G (2011) Dimensionalizing cultures: the Hofstede model in context. Online Readings

Psychol Cult 2(1):8
Hu X, Zhang Y, Chu SKW, Ke X (2016) Toward personalizing an e-quiz bank for primary school

students: an exploration with association rule mining and clustering. In: Proceedings of the
sixth international conference on learning analytics & knowledge, ACM, pp 25–29

Joksimović S, Manataki A, Gašević D, Dawson S, Kovanović V, de Kereki IF (2016) Translating
network position into performance: importance of centrality in different network configura-
tions. In: Proceedings of the sixth international conference on learning analytics & knowledge,
ACM, pp 314–323

Kärkkäinen T, Saarela M (2015) Robust principal component analysis of data with missing values.
In: Lecture notes in artificial intelligence (9166). Springer International Publishing,
pp 140–154

Kjærnsli M, Lie S (2004) PISA and scientific literacy: similarities and differences between the
nordic countries. Scand J Educ Res 48(3):271–286

Kriegbaum K, Jansen M, Spinath B (2015) Motivation: a predictor of PISA’s mathematical
competence beyond intelligence and prior test achievement. Learn Individ Differ 43:140–148

Kruskal W, Wallis W (1952) Use of ranks in one-criterion variance analysis. J Am Stat Assoc
47(260):583–621

Kumpulainen K, Lankinen T (2012) Striving for educational equity and excellence. In: Miracle of
education. Springer, pp 69–81

Laney D (2001) 3D data management: controlling data volume, velocity and variety. Technical
report, META Group

Li N, Cohen WW, Koedinger KR (2013) Discovering student models with a clustering algorithm
using problem content. In: Proceedings of the 6th international conference on educational data
mining, pp 98–105

264 M. Saarela and T. Kärkkäinen



Linnakylä P, Välijärvi J, Arffman I (2011) Finnish basic education—when equity and excellence
meet. Equity and excellence in education: towards maximal learning opportunities for all
students. Routledge, New York, pp 190–214

Long P, Siemens G (2011) Penetrating the fog: analytics in learning and education. Educ Rev
46(5):30–40

López MI, Luna JM, Romero C, Ventura S (2012) Classification via clustering for predicting final
marks based on student participation in forums. In: Proceedings of the 5th international
conference on educational data mining, pp 148–151

Marsman M (2014) Plausible values in statistical inference. Universiteit Twente
Merceron A, Blikstein P, Siemens G (2016) Learning analytics: from big data to meaningful data.

J Learn Anal 2(3):4–8
Metsämuuronen J, Svedlin R, Ilic J (2012) Change in pupils’ and students’ attitudes toward school

as a function of age—a Finnish perspective. J Educ Dev Psychol 2(2):134–151
Monseur C, Adams R (2008) Plausible values: how to deal with their limitations. J Appl Meas

10(3):320–334
Morgan H (2014) Review of research: the education system in finland: a success story other

countries can emulate. Child Educ 90(6):453–457
Mukala P, Buijs J, Leemans M, van der Aalst W (2015) Learning analytics on Coursera event data:

a process mining approach
Musik A (2016) Philologenverband bezeichnet pisa-studie als geldverschwendung. http://

www.deutschlandfunk.de/bildungsforschung-in-der-kritikphilologenverband.680.de.html?dram:
articleid=347675

National Center for Education Statistics (2016) Program for international student assessment.
https://nces.ed.gov/surveys/pisa/

OECD (2011) Finland: slow and steady reform for consistently high results. In: Successful
reformers in education: lessons from PISA for the United States, OECD, pp 117–135

OECD (2012) PISA 2009 technical report. OECD Publishing
OECD (2013a) PISA 2012 results: ready to learn—students’ engagement, drive and self-beliefs

(volume III). OECD Publishing, PISA
OECD (2013b) PISA 2012 results: what students know and can do (volume I) student performance

in mathematics, reading and science: student performance in mathematics, reading and science.
v. 1, OECD Publishing

OECD (2014a) PISA 2012 results in focus: what 15-year-olds know and what they can do with
what they know. OECD Publishing. Paris, France

OECD (2014b) PISA 2012 technical report
Olsen RV (2005a) Achievement tests from an item perspective: an exploration of single item data

from the PISA and TIMSS studies, and how such data can inform us about students’
knowledge and thinking in science. PhD thesis, University of Oslo

Olsen RV (2005b) An exploration of cluster structure in scientific literacy in PISA: evidence for a
Nordic dimension? Nord Stud Sci Educ 1(1):81–94

Pardo A, Teasley S (2014) Learning analytics research, theory and practice: widening the
discipline. J Learn Anal 1(3):4–6

Peña-Ayala A (2014) Educational data mining: a survey and a data mining-based analysis of recent
works. Expert Syst Appl 41(4):1432–1462

Picciano AG (2012) The evolution of big data and learning analytics in american higher education.
J Asynchronous Learn Netw 16(3):9–20

Piety PJ, Hickey DT, Bishop M (2014) Educational data sciences—framing emergent practices for
analytics of learning, organizations, and systems. In: Proceedings of the fourth international
conference on learning analytics & knowledge, ACM, pp 193–202

Rasch G (1960) Studies in mathematical psychology: I. Probabilistic models for some intelligence
and attainment tests

Rasmussen J, Bayer M (2014) Comparative study of teaching content in teacher education
programmes in Canada, Denmark, Finland and Singapore. J Curriculum Stud 46(6):798–818

8 Knowledge Discovery from the Programme … 265

http://www.deutschlandfunk.de/bildungsforschung-in-der-kritikphilologenverband.680.de.html%3fdram:articleid%3d347675
http://www.deutschlandfunk.de/bildungsforschung-in-der-kritikphilologenverband.680.de.html%3fdram:articleid%3d347675
http://www.deutschlandfunk.de/bildungsforschung-in-der-kritikphilologenverband.680.de.html%3fdram:articleid%3d347675
https://nces.ed.gov/surveys/pisa/


Rogers T (2015) Critical realism and learning analytics research: epistemological implications of
an ontological foundation. In: Proceedings of the fifth international conference on learning
analytics & knowledge, ACM, pp 223–230

Reich J, Tingley DH, Leder-Luis J, Roberts ME, Stewart B (2014) Computer-assisted reading and
discovery for student generated text in massive open online courses. J Learn Anal 2(1):
156–184

Rutkowski L, Gonzalez E, Joncas M, von Davier M (2010) International large-scale assessment
data issues in secondary analysis and reporting. Educ Res 39(2):142–151

Saarela M, Kärkkäinen T (2014) Discovering gender-specific knowledge from finnish basic
education using PISA scale indices. In: Proceedings of the 7th international conference on
educational data mining, pp 60–68

Saarela M, Kärkkäinen T (2015a) Analysing student performance using sparse data of core
bachelor courses. J Educ Data Min 7(1):3–32

Saarela M, Kärkkäinen T (2015b) Do country stereotypes exist in PISA? A clustering approach for
large, sparse, and weighted data. In: Proceedings of the 8th international conference on
educational data mining (EDM 2015), pp 156–163

Saarela M, Kärkkäinen T (2015c) Weighted clustering of sparse educational data. In: Proceedings
of the European symposium on artificial neural networks, computational intelligence and
machine learning, pp 337–342

Saarela M, Kärkkäinen T, Lahtonen T, Rossi T (2016a) Expert-based versus citation-based ranking
of scholarly and scientific publication channels. J Informetrics 10(3):693–718

Saarela M, Yener B, Zaki MJ, Kärkkäinen T (2016b) Predicting math performance from raw
large-scale educational assessments data: a machine learning approach. In: MLDEAS
workshop of the 33rd international conference on machine learning, pp 1–8

Sahlberg P (2011) Finnish lessons. Teachers College Press
Santos JL, Klerkx J, Duval E, Gago D, Rodriıguez L (2014) Success, activity and drop-outs in

MOOCs an exploratory study on the UNED COMA courses. In: Proceedings of the fourth
international conference on learning analytics & knowledge, ACM, pp 98–102

Schatz M, Popovic A, Dervin F (2016) From PISA to national branding: exploring Finnish
education. Discourse: Studies in the Cultural Politics of Education pp 1–13

Sedrakyan G, Weerdt JD, Snoeck M (2016) Process-mining enabled feedback: tell me what I did
wrong vs. tell me how to do it right. Comput Hum Behav 57:352–376

Segedy JR, Kinnebrew JS, Biswas G (2015) Using coherence analysis to characterize
self-regulated learning behaviours in open-ended learning environments. J Learn Anal 2(1):
13–48

Siemens G (2013) Learning analytics: the emergence of a discipline. Am Behav Sci 57:1380–1400
Siemens G, Baker RS (2012) Learning analytics and educational data mining: towards

communication and collaboration. In: Proceedings of the 2nd international conference on
learning analytics & knowledge, ACM, pp 252–254

Simola H (2005) The Finnish miracle of PISA: historical and sociological remarks on teaching and
teacher education. Comp Edu 41(4):455–470

Skryabin M, Zhang J, Liu L, Zhang D (2015) How the ICT development level and usage influence
student achievement in reading, mathematics, and science. Comput Educ 85:49–58

Tømte C, Hatlevik O (2011) Gender-differences in Self-efficacy ICT related to various ICT-user
profiles in Finland and Norway. How do self-efficacy, gender and ICT-user profiles relate to
findings from PISA 2006. Comput Educ 57(1):1416–1424

Trčka N, Pechenizkiy M, van der Aalst W (2010) Process mining from educational data. Chapman
& Hall/CRC

Välijärvi J, Kupari P, Linnakylä P, Reinikainen P, Sulkunen S, Törnroos J, Arffman I (2007) The
Finnish success in PISA—and some reasons behind it: PISA 2003. Jyväskylän yliopisto,
Koulutuksen tutkimuslaitos

Verbert K, Manouselis N, Drachsler H, Duval E (2012) Dataset-driven research to support learning
and knowledge analytics. Educ Technol Soc 15(3):133–148

266 M. Saarela and T. Kärkkäinen



Vogelsang T, Ruppertz L (2015) On the validity of peer grading and a cloud teaching assistant
system. In: Proceedings of the fifth international conference on learning analytics &
knowledge, ACM, pp 41–50

Waldow F, Takayama K, Sung YK (2014) Rethinking the pattern of external policy referencing:
media discourses over the Asian Tigers: PISA success in Australia, Germany and South Korea.
Comp Educ 50(3):302–321

Wang Y, Paquette L, Baker R (2014) A longitudinal study on learner career advancement in
MOOCs. J Learn Anal 1(3):203–206

Wise AF, Shaffer DW (2015) Why theory matters more than ever in the age of big data. J Learn
Anal 2(2):5–13

Wise AF, Cui Y, Vytasek J (2016) Bringing order to chaos in MOOC discussion forums with
content-related thread identification. In: Proceedings of the sixth international conference on
learning analytics & knowledge, ACM, pp 188–197

Worsley M, Blikstein P (2014) Analyzing engineering design through the lens of computation.
J Learn Anal 1(2):151–186

Wu M (2005) The role of plausible values in large-scale surveys. Stud Educ Eval 31(2):114–128
Wu M, Adams R (2002) Plausible values: why they are important. In: 11th international objective

measurement workshop, New Orleans
Xing W, Wadholm B, Goggins S (2014) Learning analytics in CSCL with a focus on assessment:

an exploratory study of activity theory-informed cluster analysis. In: Proceedings of the fourth
international conference on learning analytics & knowledge, ACM, pp 59–67

Yates L (2013) Revisiting curriculum, the numbers game and the inequality problem. J Curriculum
Stud 45(1):39–51

Ye C, Biswas G (2014) Early prediction of student dropout and performance in MOOCs using
higher granularity temporal information. J Learn Anal 1(3):169–172

Zaki MJ, Meira Jr W (2014) Data mining and analysis: fundamental concepts and algorithms.
Cambridge University Press

Zhong ZJ (2011) From access to usage: the divide of self-reported digital skills among adolescents.
Comput Educ 56(3):736–746

8 Knowledge Discovery from the Programme … 267



Chapter 9
A Learning Analytics Approach for Job
Scheduling on Cloud Servers

Mohammad Samadi Gharajeh

Abstract Learning analytics improves the teaching and learning procedures by
using the educational data. It uses analysis tools to carry out the statistical evalu-
ation of rich data and the pattern recognition within data. This chapter, firstly,
describes four learning analytics methods in educational institutions. Secondly, it
proposes a learning analytics approach for job scheduling on cloud servers, called
LAJOS. This approach applies a learning-based mechanism to prioritise users’ jobs
on scheduling queues. It uses the three basic attributes “importance level”, “waiting
time” and “deadline time” of various jobs on cloud servers. The cloud broker acts as
a teacher and local schedulers of cloud sites act as students. The broker learns to
local schedulers how to prioritise users’ jobs according to the values of their
attributes. In the deployment phase, the effect of the above attributes on the system
throughput is studied separately to select the best attribute. In the service phase,
users’ jobs are prioritised by computer systems according to the selected attribute.
Simulation results show that the LAJOS approach is more efficient compared to
some of the job scheduling methods in terms of schedule length and system
throughput.
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9.1 Introduction

Learning is one of the most important characteristics of many people so that learners
make the interactions with instructors and tutors, with contents, and/or with other
people. Many educational institutions spend more efforts to design their teaching
classes in order to enhance the performance of learning techniques. Traditional
learning methods involve student evaluation, the analysis of grades, and the
instructor’s perceptions gathered at the end of any course. They have various con-
straints such as a limited quantity of data at the end of a course, a limited quality of
the self-reported and retrospective data, and an interaction delay between the
reported events and the implementation of an intervention (Bandiera and Bruno
2006; Bele and Rugelj 2010; Thrun and Pratt 2012; Park and Choi 2014). These
constraints led to emerge learning analytics (Ferguson 2012; Haythornthwaite et al.
2013; Baker and Inventado 2014) for improving the teaching and learning processes.

Analytics tools include potential characteristics to apply the statistical evaluation
of big data and the pattern identification within the data. These mechanisms are used
to anticipate some imprecise conditions and make the knowledge-based decisions.
They attempt to improve the learning outcomes. Hence, learning analytics uses some
of the analytic tools to enhance the performance of learning and educational styles. It
is worth to noting that learning analytics is associated with other learning fields such
as academic analytics (Ferreira and Andrade 2014), action analytics (Scheffel et al.
2012), and educational data mining (Romero and Ventura 2007).

This chapter, first, discusses about four learning analytics methods in educational
institutions. Afterward, it describes the proposed learning analytics approach for job
scheduling on cloud servers. The current job scheduling methods, in the most cases,
do not use learning tools. That is, they cannot be applicable under different network
metrics (e.g., number of users). This problem causes the schedule length of cloud
servers to be increased and the system throughput of the network to be reduced,
considerably.
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This chapter proposes an efficient job scheduling on cloud servers. The proposed
approach uses the three basic attributes “importance level”, “waiting time” and
“deadline time” by using the learning analytics techniques. The cloud broker learns
to local schedulers how to prioritise users’ jobs on cloud servers. The main
objectives of this approach are to minimise the schedule length and enhance the
system throughput of cloud servers. The approach enhances the performance of
cloud servers using some of the learning analytics tools. It uses a multi-criteria
learning strategy to make proper decisions based on the three attributes mentioned
above. The cloud servers are learned by this approach to work even under imprecise
conditions.

The existing job scheduling methods, in the most cases, do not use any learning
technique to conduct the scheduling purposes even under uncertain situations. The
proposed scheduling approach attempts to improve the cloud efficiency in terms of
schedule length and system throughput compared to the Improved Priority based
(Patel and Bhoi 2014) and Credit based (Thomas et al. 2015) methods. It uses
several learning analytics techniques to obtain the above objectives. Note that some
of the learning techniques presented in Sect. 9.3 are used in the proposed approach
to increase the performance of cloud servers.

The remainder of the chapter is organised as follows. Section 9.2 presents an
overall view of the learning analytics. Section 9.3 introduces various models of
learning analytics in educational institutions. It explains four learning analytics
methods in this area: the relationship between student social networks and sense of
community, the learning analytics methodology for student profiling, the genetic
and participation based student prediction model, and the learning analytics method
based on academic achievements of students and interaction data. Section 9.4
represents some of the job scheduling methods in cloud computing. Section 9.5,
firstly, presents the main features of learning analytics in cloud computing and,
secondly, describes the proposed approach for job scheduling on cloud servers. The
approach is compared to some of the current scheduling methods in Sect. 9.6.
Section 9.7 discusses about the efficiency of the proposed approach compared to
the other scheduling methods. Finally, the chapter is concluded by Sect. 9.8.

9.2 A Glance on Learning Analytics

Learning analytics indicates the modelling analytics to anticipate learning beha-
viours, act based on the predictions, and use the predicted results through a learning
process. This process is conducted to apply the teaching techniques in systematic
environments. Furthermore, learning analytics introduces new tools to develop the
learning and teaching skills for individual students and instructors. This section
describes two basic concepts of learning analytics: learning analytics methods and
learning analytics models.
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9.2.1 Learning Analytics Methods

Learning analytics is a powerful field in educational institutions so that some of the
analytic tools are applied to improve the learning and education procedures. Various
representations of the analytical process can be expanded in different disciplines.
According to Baker (2007), Knowledge Continuum is an actionable and conceptual
framework to utilise learning analytics via multiple learning tools. As shown in
Fig. 9.1, it consists of the four elements: data, information, knowledge, and wisdom.
The bottom of continuum indicates the raw data which is composed of characters,
symbols, and other meaningless inputs. Information is defined by attaching the
meaning concepts to the raw data. It can answer the questions who, what, when and
where. Upon information is evaluated and synthesised, the knowledge is obtained to
answer the questions why and who. Finally, the knowledge is transformed into
wisdom to achieve the desired goals. Knowledge Continuum indicates that the data
can be processed for transformation process into meaningful things.

9.2.2 Learning Analytics Models

Dron and Anderson (2009) have presented Collective Application Model that
defines the executive process of learning analytics. As shown in Fig. 9.2, this model
is composed of the five layers categorised into three cyclical phases. The model
illustrates the cyclical nature of analytical processes. It contains various features to
improve the learning systems via the three successive cycles: gathering, processing,
and presentation. The gathering cycle contains the selection and capture operations.
The processing cycle includes various aggregation methods to make suitable pre-
dictions by using the obtained information. The presentation cycle involves the use,
refinement, and knowledge sharing. This cycle is used to improve the performance
of learning systems.

Fig. 9.1 The main elements of knowledge continuum (Baker 2007)
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Figure 9.3 shows a completed and extended model of learning analytics (Norris
et al. 2008a, b). This model contains four types of the technology resources to
achieve the learning goals through the three cycles mentioned above. It enables
various organisations, computers, people, and theory to obtain the needs of
teachers, educators, and administrators. This model could manage the high-quality
data. In the first cycle, data is gathered by the capture and select operations. In the
second cycle, information is processed by the aggregate and predict operations. In
the third cycle, knowledge is derived by the refine and use operations.

Fig. 9.2 The main components of collective application model (Dron and Anderson 2009)

Fig. 9.3 The continuous improvement model of learning analytics Norris et al. (2008a, b)
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9.3 Learning Analytics in Educational Institutions

Learning analytics can be used in educational institutions to enhance the student
success. These institutions can put educational programmes into public classes to
study the activities of all students, not only specific students. These programmes
enhance the student success by integrating a student into the institution through
various academic procedures. They allow faculty members to send personal emails
to students in order to report their performance in a special course. Besides, faculty
members will be able to encourage their students to visit various course resources
on the campus or office places. These activities lead to the students become more
integrated into the institution. The remainder of this section presents some of the
learning analytics methods in educational institutions.

9.3.1 The Course Signals Method

Educational institutions can apply learning analytics to enable the real-time inte-
gration on student performance using the demographic and academic information.
The learning activities offer an intentional environment for the students who persist
to the graduation (Tinto 2006). Table 9.1 represents success results of the students
participated in Course Signals activities (Arnold and Pistilli 2012). The Course
Signals method is a student success system for enabling the faculty members to
offer the meaningful feedback to students via the predictive models. The analysis
results indicate that the use of Course Signals system leads to the success rate of
educational institutions enhances, considerably.

9.3.2 The Relationship Between Student Social Networks
and Sense of Community

The social network analysis is considered by researchers in behavioural sciences. It
represents the exchange between various resources of the social actors. Dawson

Table 9.1 Success rate of course signals method for the year 2009 (Arnold and Pistilli 2012)

The number of courses The number of
units

Analyzed for one
year (%)

Analyzed for two
years (%)

Without course signals
system

3164 87.67 81.89

At least one instance 2962 90.34 83.22

Exactly one instance 2296 87.72 80.87

Two or more instances 666 99.40 91.44
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(2008) presents a learning analytics method to educational institutions to define a
relationship between student social networks and the sense of community. This
method illustrates the relationship between the students’ positions in a classroom
social network and the community level. The community level and students’
positions into a classroom are analysed by Classroom Community Scale (Rovai
2002b). Furthermore, this relationship can be clarified using the discussion forum
content analysis and student interviews (Vonderwell 2003).

This method applies a technical procedure that consists of both quantitative and
qualitative measures to answer the researchers’ questions. It uses overall informa-
tion of the students participated in undergraduate and postgraduate courses at a
large metropolitan university. A greater insight relationship is provided by the three
social network calculations: betweenness, closeness, and degrees. The betweenness
metric indicates the frequency of an individual occurrence within the shortest path
between multiple actors, the closeness metric indicates the degree of relationship
between an actor and the network, and the degrees metric indicates the number of
connections between the possesses of each actor on the network. Figure 9.4 illus-
trates an example to indicate the relationship between the student social networks
and the sense of community. It shows a high closeness centrality in a way that I is
the academic staff member associated with the teaching unit, II considers the

Fig. 9.4 An instance to
represent the relationship
between student social
net-works and the sense of
community (Dawson 2008)
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student having a high betweenness centrality within the network, III indicates the
student having a high degree centrality, and IV represents the student disconnected
from the main network.

Table 9.2 represents content analysis of the forum in the first six weeks of the
teaching period. The evaluation results indicate that learning interactions are
increased from 28 to 45% for each communication interaction in the teaching
interval time. They demonstrate that the performance of learning analytics is better
than the admin interactions. Moreover, the mean percentage achieved by the social
interactions is enhanced by nearly 80% more than that achieved by the admin
interactions and by nearly 20% more than that achieved by the learning interactions.

9.3.3 The Learning Analytics Methodology
for Student Profiling

The participation of students in e-learning forums generates a big volume of data
every day. Lotsari et al. (2014) have presented the learning analytics methodology
for student profiling that utilises a threefold analysis of big data. The data are
revealed by the participation of students in the online forums of several universities.
It applies two techniques to conduct two major actions: text mining techniques and
social network analysis techniques. The text mining techniques, efficiently, evaluate
contents of the enormous messages posted in the forums. The social network
analysis techniques evaluate a network of the students who interact via the online
forums. Both techniques provide a combined knowledge for educators to give the
practical and valuable information.

The text mining techniques extract the text of all the messages posted in the
forums. Afterward, they convert the text to the corpus that does not contain any

Table 9.2 Percentages of
classroom community scale
of the total interactions
(Dawson 2008)

Time (weeks) Admin Learning Social

1 10 28 64

2 2 41 58

3 4 42 57

4 8 33 60

5 15 27 56

6 3 55 45

7 37 35 30

8 8 38 56

9 7 52 46

10 1 50 47

11 0 47 52

12 2 45 54

13 3 43 55
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punctuations, numbers, and hyperlinks. Finally, a document-term matrix is built by
a transformation process of the corpus. This matrix involves multiple rows and
columns in a way that each row represents a term, each column indicates a docu-
ment, and each entry contains various occurrences of the term into the document.
The matrix contains the words that are saved in the dictionary. The graph mining
techniques are applied to locate any link between the words and the groups of
words. As illustrated in Fig. 9.5, each term is placed at its own cluster so that all the
terms are associated with the same cluster.

The social network analysis techniques consider possible interactions amongst
the students on online forums and existing correlations among the terms of online
forums. As illustrated in Fig. 9.6, a network of students is formed to indicate any
interaction amongst the students in the same class. Each node indicates a student
and each edge indicates the correlation amongst two students. The label size of each
vertex is defined in the graph according to the degree of participation. Moreover,
the width of each edge is specified based on the weight. It is worth to noting that the
thicker edges indicate the higher degrees between the various correlations. The
graph represents how a student is influential within the social network. The labels
id1, id2 and id3 represent the course/module instructors. The students who have a
high level of the participation are located at the centre of the network.

The authors have used real information of the online forums related to Hellenic
Open University (HOU) to represent the performance of the presented method.
They have utilised the analytics tools to analyse the inner structure and contents of
the messages posted in the forums. Table 9.3 represents the experimental results of
the six homework grades based on the participation factor. It consists of two
clusters in a way that the first cluster contains the students having the highest
homework grades and the lowest forum participation. Furthermore, the second
cluster contains the students having the lowest homework grades and the highest
forum participation. These results indicate that the most students are participated in
the first cluster.

Fig. 9.5 Various clusters of terms representing frequently co-occurring terms in an online forum
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9.3.4 The Genetic and Participation Based Student
Prediction Model

One of the main requirements for evaluating the big data is to form the student
performance prediction models. Xing et al. (2015) have presented the genetic and
participation based student prediction model that uses a prediction model based on
the data of a collaborative geometry-problem solving environment. Two learning
analytics methods, educational data mining and HCI theory, are synthesised to dis-
cover the development of prediction models. The authors have applied the activity
theory to quantify the students’ participation in the CSCL (Computer-supported

Fig. 9.6 A network of students built by the social network analysis techniques (Lotsari et al.
2014)

Table 9.3 The evaluation
results of the learning
analytics methodology for the
pair of emerging clusters
(Lotsari et al. 2014)

Attribute More active (42) Less active (22)

Homework 1 9.15 8.36

Homework 2 8.56 5.74

Homework 3 9.59 6.64

Homework 4 8.43 3.34

Homework 5 8.26 6.20

Homework 6 7.72 5.27

Participation 2.05 5.05

Start 0.57 1.41
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Collaborative Learning) course according to the online participation theory
(Hrastinski 2009). Moreover, they have defined the six learning variables: Subject,
Rules, Tools, Division of Labor, Community, and Object.

The student prediction model considers the activity theory of Fig. 9.7. Activity
theory uses a social, psychological, multidisciplinary logic to make naturalistic
decisions. It offers a holistic framework to indicate the different practical activities
while having a link between individual behaviour and social behaviour (Barab et al.
2002). Moreover, the prediction model applies the activity system (Leont’ev 1974;
Engeström 1999) to utilise the six interaction components in decision making
process. Object involves some of the learning tasks (e.g., solving a problem).
Subject consists of the learning activities, which contain individual students in the
learning areas. Tools are composed of computers, online tools, systems, and
environments to achieve the learning activity. Community is the direct and indirect
communications to enable an individual subject. Rules are the implicit and explicit
rules to restrict some of the students’ activities. Finally, Division of Labor indicates
the fundamental contributions of any individual in the system.

Figure 9.8 illustrates flowchart of the genetic programming considered by the
presented prediction model. In Step 1, a population of N models is randomly
generated to determine the possible solutions. In Step 2, each model is used in the
current population on the training data. Besides, the fitness of each model is
determined in the current population. In Step 3, the parent models and genetic
operators generate the offspring models until the certain population size is reached,
completely. In the steps 4 and 5, the N old models are replaced by the new
generated N models. The steps 2–5 are repeated until the maximum generations are
reached by the model. Finally, the rule with the best fitness level is selected as the
best result of the algorithm in Step 6.

Fig. 9.7 A schematic of the activity theory (Xing et al. 2015)
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Table 9.4 represents the performance results of the student prediction model.
The Fitness type indicates an overall reflection of the model. The main goal of the
education prediction models is to identify the At-Risk students. Therefore, the
At-Risk prediction is selected as the important parameter to analyse this method.
The performance results indicate that the fitness values of the Overall prediction
have the noticeable summary among all of the prediction models.

The evaluation results of the Sensitivity type for both the Overall and At-Risk
prediction models are efficient compared to the other results. Furthermore, the
performance results of the Specificity type for the At-Risk prediction model are
better than the Fitness and Sensitivity types.

Fig. 9.8 The workflow of the
genetic programming
algorithm (Xing et al. 2015)

Table 9.4 Final student
performance results of the
student prediction model
(Xing et al. 2015)

Type Prediction model Prediction result (%)

Fitness Overall prediction 80.2

At-risk prediction 89.5

Sensitivity Overall prediction 80.3

At-risk prediction 85.0

Specificity Overall prediction 80.3

At-risk prediction 94.4
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9.3.5 The Learning Analytics Method Based on Academic
Achievements of Students and Interaction Data

Vahdat et al. (2015) have presented a learning analytics method to study the
learning behaviour of students. They use some of the technical learning tools to
obtain their objectives. This method establishes a relationship between the aca-
demic achievements of students and the evaluation data of an educational simulator.
The authors conduct the work based on the interaction data gathered from the six
laboratory sessions where the first-year students of Computer Engineering
Department at the University of Genoa were working with a digital electronics
simulator. Furthermore, they apply the mining algorithm to analyse the learning
procedures of students.

This method executes the data analytics process via two parts: creating the
process models and comparing the models to each other. It uses fuzzy miner
algorithm to achieve the process models from the interaction logs. A given
knowledge is used to compare the process models of students. The work uses the
Disco tool to form the process models. Figure 9.9 illustrates a student process
model that is aggregated by the fuzzy miner algorithm via one of the course
sessions. Each A refers to an activity and each light to dark blue transformation
indicates the activities having the low to high frequency. The complexity of student
processes is measured according to the learning data achievements in order to
evaluate the performance of process models (McCabe 1976).

Table 9.5 represents the performance results of student clusters in the average
Cyclomatic Complexity (CM). It indicates the difference among results when
n equals 0 versus 2 for the second level of granularity. The experimental results of

Fig. 9.9 An instance of a student process model achieved by Disco tool (Vahdat et al. 2015)
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the second and third levels are better than the results of the first level. The reason is
that the out-of-task events in the first level cause to a disturbance in the results. The
results represent that the measured complexity has a positive correlation in accor-
dance with the final grades of students.

9.4 Background on Job Scheduling in Cloud Computing

The Random algorithm uses a random process to accomplish the users’ jobs by an
appropriate virtual machine. It does not analyse the traffic status of machines in
which they have low or heavy load. The process complexity of Random algorithm
is very low because it does not need any overhead. The Round Robin algorithm
completes users’ jobs by some of the available machines in a round order where
each job is executed in a justified state. It attempts to complete the users’ jobs in a
round form. The Opportunistic Load Balancing algorithm executes users’ jobs on
the machine that contains the lowest load balance compared to the other ones. The
main goal of this algorithm is to reduce the traffic load of each virtual machine
(Mohialdeen 2013).

Job priority is one of the most important issues for job scheduling in cloud
computing. A job scheduling method should apply a job priority strategy to
enhance the performance of cloud systems. Patel and Bhoi (2014) have presented
an improved and priority based algorithm to carry out job scheduling in cloud
computing. The makespan and consistency features obtained by this algorithm are
better than those obtained by other scheduling algorithms. The algorithm uses an
iterative process to prioritise the jobs and resources, properly.

Thomas et al. (2015) have presented a credit based job scheduling algorithm that
considers the three scenarios to schedule users’ jobs on cloud systems. The first
scenario works based on the length of users’ tasks, the second scenario works based
on the task priority, and the third scenario works based on both the length of users’
tasks and task priority. The makespan feature achieved by this algorithm is more
efficient than that achieved by other algorithms. Furthermore, the makespan feature
improves after a certain number of tasks.

Table 9.5 Comparison of student clusters for the second level of granularity in the learning
method based on academic achievements and interaction data (Vahdat et al. 2015)

Session CM (n = 0)
Low-graded

CM (n = 0)
High-graded

CM (n = 2)
Low-graded

CM (n = 2)
High-graded

1 88 90 88 96

2 102 109 98 112

3 57 69 51 69

4 75 75 72 79

5 72 80 69 81

6 104 119 108 119
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Abdullahi et al. (2016) have introduced a Discrete Symbiotic Organism Search
(DSOS) algorithm to conduct an optimal task scheduling on cloud resources.
Symbiotic Organism Search (SOS) presents a novel developed metaheuristic
optimisation technique to solve some of the numerical optimisation problems. SOS
discusses about the symbiotic relationships (i.e., mutualism, commensalism, and
parasitism) presented by organisms into an ecosystem. DSOS uses the Particle
Swarm Optimization (PSO), which is one of the most popular heuristic optimisation
techniques, for task scheduling problems.

Yang et al. (2016) have presented an integer programming model to formulate
the existing problems and propose multiple solution methods in order to organise
the acquisition and scheduling plans. The model applies ten well-known heuristics
of parallel-machine scheduling to fit into the studied problem for offering the initial
solutions. Furthermore, it uses tabu search and genetic algorithm for reflecting the
problem nature to improve upon the initial solutions. The authors have utilised a
series of computational experiments to analyse the efficiency of the presented
model.

9.5 Learning Analytics in Cloud Computing

Cloud computing is a one of the technical model to enable a ubiquitous and
on-demand network access to a pool of computing resources (e.g., data storages,
applications, and services). It can be provided by the minimal management tools or
service providers, easily. Cloud-based systems allow organisations to offer the
Information Technology (IT) services for their business activities. Cloud networks,
nowadays, are used in educational environments to facilitate the teaching proce-
dures. Cloud learning is a technology-based system so that each cloud server uses
some of the learning analytics techniques. It enables the reuse capability of learning
resources via a distributed process. This process is offered using some of the
educational tools. Cloud learning assists the teaching procedures through an
unobtrusive way and, also, improves their scalability features (Li 2009;
Antonopoulos and Gillam 2010; Ghanbari and Othman 2012; Gharajeh 2015;
Sánchez et al. 2016).

9.5.1 Main Analytics Components in Educational Systems

Learning analytics can be used in cloud systems to obtain some of the service
requirements (e.g., job scheduling). Sánchez et al. (2016) have presented a learning
analytics method for cloud computing on smart educational environments. This
method enables the invocation of educational Web services to indicate the smart
objects using the ambient intelligence. This goal is obtained using a transparent
process to improve the users’ tasks.
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As shown in Fig. 9.10, this method is composed of two components: Services
Management Agent (SMA) and Web Service Agent (WSA). Each component
consists of an agent model and a task model. The SMA agent model has a
goal-based intelligent agent, who learns how to localise the Web services according
to some previous experiences. The SMA task model uses three tasks: receiving the
data of Web services to localise, selecting an appropriate WSA to achieve the
requested requirements, and removing a Web service. The WSA agent model is a
typical reflex model to invoke the Web service. The WSA task model uses four
tasks: receiving the feed data of Web services, inferring the method called by the
Web service, calling the Web service method, and transmitting the execution results
to the requested agent.

9.5.2 Job Scheduling in Cloud Computing

Cloud computing is established by computer networks to offer various network
resources (e.g., storage disks) to users. In cloud computing, similar to any computer
network, there are a large number of users’ jobs that should be responded by
various cloud-based systems. These systems should accomplish the requested jobs
based on their basic features (e.g., required hardware specifications and response
time). This subsection describes the cloud computing and job scheduling profile.
Cloud Computing. Cloud computing is a technology-based model that enables
ubiquitous, on-demand network access to various configurable computing resources
(e.g., file storages). On-demand self-service, broad network access, resource
pooling, rapid elasticity, and measured service are the main characteristics of cloud
computing. The on-demand self-service feature indicates that cloud systems can be
used as a non-demand service without need any manual intervention. The broad
network access feature represents that the network connection is high-efficient and
available for the particular services. The resource pooling feature indicates that the
service provider on cloud servers provides the requested resources of the users
using the modern technologies (e.g., virtualisation). The rapid elasticity feature
represents that the resources necessary can be achieved without any intervention

Fig. 9.10 The main components of the learning analytics method for cloud computing in smart
educational environments
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process when no longer needed. Finally, the measured service feature represents
that a cloud service is measurable in terms of the resources used (e.g., “pay as you
go” and “pay-per-use”) (Wang et al. 2015; Gharajeh 2015; Ratten 2016).
Job Scheduling Profile. Job scheduling on cloud systems prioritises the users’ jobs
on various cloud resources. This process is conducted using the defined rules of
resource requirements under a certain circumstances. At this time, there are not any
uniform standard for job scheduling on cloud servers. Job scheduling and resource
management are the basic techniques in cloud computing so that they play a key
role in the resource management systems. A cloud scheduler should order a large
number of users’ jobs in a way that the quality of all the desired services is
improved as well as the fairness of the jobs are maintained, simultaneously.
Figure 9.11 illustrates the main scheduling metrics of cloud computing. These
performance criteria are indicated to evaluate the efficiency of scheduling algo-
rithms (Mohialdeen 2013; Kalra and Singh 2015).

The execution time metric indicates the time that is required to execute a user’s
job. The response time metric represents the time that a cloud server will be free to
execute a user’s job. The trust metric means that a cloud system should be able to

Fig. 9.11 Job scheduling metrics for cloud computing
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execute all of the jobs requested by cloud users. The makespan metric represents
the finish time of the latest job. The utilization metric specifies how well an
available data on a cloud network is used by cloud resources. The flowtime metric is
the certain time that a flow unit spends to execute a requested job. The cost metric
represents the financial cost to accomplish users’ jobs. The successful execution
metric is the success rate of cloud servers that can be calculated based on the
number of all jobs and the number of successful jobs. The reliability metric indi-
cates the number of successful jobs on cloud servers. The fairness metric means that
a cloud server should execute users’ jobs according to their arrival time. The load
balancing metric represents that all users’ jobs should be distributed over multiple
servers to balance the traffic load on the whole network. Finally, the responsible
complexity metric indicates the networking complexity among cloud systems
(Burkimsher et al. 2013; Gharajeh 2015; Liu et al. 2015).

9.5.3 Scheduling Framework

A job scheduling framework in cloud computing should be designed by considering
various features (Jena 2015; Kao and Chen 2016). An efficient scheduling frame-
work includes some of the following features:

• Energy efficiency and load balancing of the data centres on cloud servers
• The Quality of Service (QoS) features (e.g., schedule length and throughput)
• Security requirements (e.g., trust and privacy)
• A fairness resource allocation of users’ jobs
• Especially, a learning-based mechanism to conduct job scheduling efficiently

Because it is not possible to consider all of the above features by an individual
scheduling framework, some of them should be used to provide an efficient
scheduling approach. Patel and Bhoi (2014) have presented the Improved Priority
based job scheduling on cloud environments. The main goal of this algorithm is to
improve the makespan and consistency features. Thomas et al. (2015) have pre-
sented the Credit based scheduling algorithm on cloud servers. It works based on
the priority and length features of tasks. The task with the shortest length will be
placed at the beginning of the scheduling queue as well as the task with the highest
length will be placed at the last of the scheduling queue. The current job scheduling
methods, in the most cases, involve the following drawbacks:

• They only consider one or two scheduling metrics instead of considering most
of the crucial metrics.

• They do not use the learning analytics tools.

The above drawbacks cause the job scheduling on cloud servers not to be
efficient. Therefore, it is essential to propose a novel job scheduling approach that
uses most of the crucial metrics through a learning analytics mechanism.
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9.5.4 The Network Model

Figure 9.12 shows a schematic of the considered network model. The whole net-
work is controlled by a cloud broker. The broker manages all of the processes on
the network. Various users connect to the broker to hire the required hardware
resources (e.g., storage disks, memory, and CPU). It is worth to noting that the
proposed scheduling approach uses an Infrastructure-as-a-Service (IaaS) cloud. The
whole network is partitioned into multiple cloud sites in a way that the sites are
placed at different geographical locations.

Each site consists of a large number of computer systems (i.e., physical
machines) that include various hardware specifications. Moreover, it is managed by
a local cloud scheduler so that each scheduler has a job scheduling queue. Each
computer system involves a given number of virtual machines (VMs) and a data
centre. When a user requests a cloud service from the broker, the broker looks for

Fig. 9.12 A scheme of the considered network model
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an appropriate computer system to execute the requested service. The proposed job
scheduling approach prioritises the users’ jobs on the scheduling queues to enhance
the network efficiency.

9.5.5 The Proposed Learning Analytics Approach for Job
Scheduling on Cloud Servers

Job scheduling is one of the essential activities in cloud computing. A job
scheduling approach is proposed in this subsection to prioritise the users’ jobs on
scheduling queues. It attempts to enhance the efficiency of cloud servers. This
approach is a learning analytics method for job scheduling on cloud servers, called
LAJOS, which uses some of the intelligent procedures with the aid of learning
techniques. Cloud servers will be learned by the LAJOS approach based on various
features of the requested jobs. By using this approach, the computer systems located
at the cloud sites will be able to act like a human for prioritising users’ jobs on
cloud servers.

Main Characteristics of the Proposed LAJOS Approach. This approach
contributes with the learning analytics methods presented in Sect. 9.3 and the
learning-based mechanisms proposed in this subsection. The proposed mechanism
consists of two phases: deployment and service. In the deployment phase, it is
analysed that which of the three attributes “importance level”, “waiting time” and
“deadline time” has a high impact on the schedule length and system throughput.
Note that the values of importance level and deadline time are determined by users.
In the service phase, users’ jobs are prioritised on scheduling queues of computer
systems based on the selected attribute. The deployment phase is conducted on all
available cloud sites in the three period times T1, T2 and T3 through four stages.

In Stage 1, each computer system connects to its local scheduler as well as local
schedulers and users connect to the cloud broker, directly. These connections are
the same as the connections of the methods presented in Dawson (2008) and Lotsari
et al. (2014). This process is carried out in which the cloud broker is the most
important node, the local schedulers are important nodes, and users are ordinary
nodes. Furthermore, the connections between the broker and some of the local
schedulers are more strength than the other connections because they contain the
high-performance cloud resources. In Stage 2, the three attributes “importance
level”, “waiting time” and “deadline time” are applied to prioritise users’ jobs on
scheduling queues. Each attribute is analysed in a certain period time. In Stage 3,
the schedule length and system throughput of all cloud sites are calculated by the
local schedulers for each attribute in the period times T1, T2 and T3, separately.
Afterward, they are reported to the cloud broker to estimate overall status of each
cloud site. In Stage 4, the broker selects the attribute with the lowest schedule
length and the highest system throughput. This process is conducted by fuzzy miner
algorithm (Günther and Van Der Aalst 2007) the same as one of the learning
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analytics methods presented in Vahdat et al. (2015). Because the deployment phase
is sequentially organised in the three period times as well as learning analytics
techniques are used at each period time, the proposed approach follows the
sequential analysis presented in Ozturk et al. (2014). The main objectives of the
proposed scheduling approach are as follows:

• Minimising the schedule length: if the schedule length of cloud sites is min-
imised, users’ jobs will be executed quickly and efficiently.

• Increasing the system throughput: if the throughput of cloud sites is increased
considerably, the network performance will be high. The system throughput is
calculated based on the number of all users’ jobs and the number of successful
jobs.

Representations of the LAJOS Approach Based on Learning Techniques.
Figure 9.13 illustrates the activity model applied by the proposed approach. It works
similar to the learning procedures presented in Xing et al. (2015) and Ma et al.
(2015). In the deployment phase, the cloud broker transmits three commands to all of
the cloud schedulers. The first command indicates that computer systems should
prioritise users’ jobs based on the first attribute. After the period time T1, computer
systems report their schedule length and system throughput to the cloud schedulers.
Besides, cloud schedulers report schedule length of T1 (SL1) and system throughput
of T1 (ST1) to the broker. After the period time T2, all of the schedulers report

Fig. 9.13 A schematic of the activity model for the proposed LAJOS approach
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schedule length of T2 (SL2) and system throughput of T2 (ST2) to the cloud broker.
Finally, after the period time T3, all of the cloud schedulers report schedule length of
T3 (SL3) and system throughput of T3 (ST3) to the broker.

After the above processes are completed by the network elements, the attribute
with the lowest schedule length and the highest system throughput is selected by the
cloud broker with the aid of the fuzzy miner algorithm. It is worth to noting that the
best attribute is selected based on the average values of schedule length and system
throughput for the whole network.

Calculating the Elements of LAJOS Approach. Schedule length of computer
systems equals the number of jobs on the scheduling queue. In contrast, system
throughput of the systems is calculated by the system itself using Eq. (9.1).

STi ¼ NS

NRJ
ð9:1Þ

where i indicates the identifier number of the system, NS indicates the number of
successful jobs, and NRJ indicates the number of requested jobs.

After all of the computer systems report their schedule length and system
throughput to the local schedulers, the mean values of these parameters are inde-
pendently calculated for each cloud site by local schedulers. The average schedule
length of a cloud site is calculated by the scheduler based on the parameters
represented in Eq. (9.2).

SLS ¼
Pn

i¼1 SLi
n

ð9:2Þ

where i is the identifier number of the computer system, SLi is the schedule length
of system i, and n is the number of computer systems within the cloud site. Besides,
the average system throughput of each cloud site is determined by the cloud
scheduler based on average values of the reported parameters as indicated in
Eq. (9.3).

STS ¼
Pn

i¼1 STi
n

ð9:3Þ

where i indicates the identifier number of the system, STi indicates the system
throughput of system i, and n indicates the number of computer systems.

After the cloud broker obtains the average schedule length and average system
throughput of all local schedulers, the average values of schedule length and system
throughput for the whole network will be calculated by the broker. This process is
carried out based on the overall information of network. The average schedule
length of the network is calculated by using Eq. (9.4).
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SLN ¼
Pn

i¼1 SLi
n

ð9:4Þ

where i is the identifier number of each cloud site, SLi is the schedule length of
cloud site i, and n is the number of cloud sites. Moreover, the average system
throughput of the network is determined by Eq. (9.5).

STN ¼
Pn

i¼1 STi
n

ð9:5Þ

where i indicates the identifier number of the cloud site, STi indicates the system
throughput of site i, and n indicates the number of cloud sites. Note that the average
schedule length and average system throughput of the whole network will be used
in the deployment phase.

In the proposed approach, the cloud broker acts like a teacher and all cloud
schedulers act like students. The cloud broker learns to the local schedulers how to
prioritise the requested jobs in the service phase with regarding the experimental
results of the deployment phase. Table 9.6 represents various hardware character-
istics of the cloud resources that can be requested by users. Each type is similar to
the question asked by a teacher from his/her students into a classroom. Because a
student answers to the questions based on some of the educational factors (e.g.,
correct and fast), a scheduler and a computer system will execute users’ jobs based
on the requested cloud resources (e.g., RAM and file storage).

Learning Analytics Components in the LAJOS Approach. As mentioned
before, data, information, knowledge, and wisdom are the main components of the
learning analytics considered by Knowledge Continuum (Baker 2007). Figure 9.14
illustrates how these components are applied by the proposed LAJOS approach.

The data component includes the raw data of cloud servers such as users’ jobs,
scheduling attributes, and the physical characteristics of computer systems. The
information component contains the data packets transmitted from local schedulers
to the broker (i.e., schedule length and system throughput). The knowledge com-
ponent analyses the information of all cloud sites to select the best attribute for job
scheduling on cloud sites. Finally, the wisdom component gives the objectives of
the proposed approach using the available knowledge. The proposed LAJOS
approach, dynamically and independently, makes proper decisions based on the
overall situations of all cloud sites, instead of considering some of the limited
situations. This process leads the efficiency of cloud servers to be enhanced,
considerably.

Table 9.6 Various types of
the cloud resources

No. Type

#1 Amount of required RAM (GB)

#2 Volume of required disk storage (TB)

#3 Amount of required CPU speed (GHz)

#4 Number of required CPU cores
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Content Analysis Codification Schema in the LAJOS Approach. Rovai
(2002a) has presented a learning schema to study the four dimensions of classroom
community: spirit, trust, interaction, and learning. Table 9.7 describes that the
proposed approach how to acts the same as this schema. The spirit factor represents
the feeling of the connections between the cloud broker, cloud schedulers, and
computer systems. Hence, each network element knows how to establish a con-
nection with other elements. The trust factor indicates the feeling of computer
systems to trust the cloud schedulers which apply the selected attribute for job
scheduling on servers. The interaction factor represents the interaction between
computer systems, schedulers, and the cloud broker. It includes some of the net-
work parameters such as users’ jobs, schedule length, and system throughput. The
learning factor indicates the knowledge gathered by the cloud broker.

Case Study. Table 9.8 represents an example to indicate how the best attribute
is selected in the deployment phase from among the three attributes “importance
level”, “waiting time” and “deadline time”. This process is carried out on two cloud
sites and nine computer systems in the three period times T1, T2 and T3. In the
deployment phase, it is considered that the requested jobs are randomly executed by
the cloud sites. NRJ is the number of requested jobs and NS is the number of
successful jobs.

The schedule length SL equals the number of jobs on the scheduling queues and
the system throughput ST is calculated by Eq. (9.1). The schedule length of each

Fig. 9.14 An overall view of the learning analytics components in the LAJOS approach

Table 9.7 Representations of the LAJOS approach based on content analysis codification schema

Dimension Definition

Spirit The feeling of being connections in cloud server

Trust The feeling that cloud schedulers can be trusted regarding the selected attribute

Interaction The interaction between computer systems, schedulers, and the broker

Learning The notion that knowledge is constructed by the cloud broker
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cloud site SLS is determined by Eq. (9.2) and the system throughput of each site STS
is determined by Eq. (9.3), separately. Afterwards, the average schedule length of
the network SLN is calculated by Eq. (9.4) and the average system throughput of the
network STN is calculated by Eq. (9.5). Finally, the fuzzy miner algorithm estimates
that the network efficiency in the period time T2 is better than the period times T1
and T3. Therefore, the attribute “waiting time” is selected as the best attribute to
execute users’ jobs in the service phase.

9.6 Evaluation Results

This section represents the evaluation results of the proposed LAJOS approach. The
approach is compared to the Improved Priority based (Patel and Bhoi 2014) and
Credit based (Thomas et al. 2015) methods in order to demonstrate the efficiency of
the proposed mechanisms. The comparison results are carried out in terms of
schedule length and system throughput. Besides, the effects of various input
parameters (i.e., job generation rate and number of users) on the above terms are
investigated separately.

9.6.1 Simulation Setup

The simulation process is carried out in 5 h, the number of cloud sites is 10, the
number of computer systems within each cloud site is 100, and the scheduling
queue of each computer system can hold 50 jobs. Job generation rate of the whole
network is varied from 0.1 to 1 job/s and the number of users connected to the
cloud broker is 500.

Table 9.8 An example to select the best attribute in the deployment phase

Period time System ID Cloud site NRJ NS SL ST SLS STS SLN STN

T1 1 Site 1 145 78 67 0.54 46 0.53 50.5 0.63

2 Site 1 51 26 25 0.51

3 Site 2 205 150 55 0.73 55 0.73

T2 4 Site 1 15 14 1 0.93 1 0.93 18.25 0.76

5 Site 2 60 55 5 0.92 35.5 0.59

6 Site 2 89 23 66 0.26

T3 7 Site 1 154 120 34 0.78 20 0.86 48.5 0.59

8 Site 1 80 74 6 0.93

9 Site 2 112 35 77 0.31 77 0.31
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Table 9.9 represents the simulation parameters and their default values. The
resource discovery process is conducted based on the discovery method presented
in Chung et al. (2013) and VMs are determined based on the virtual machine
placement method presented in Kavvadia et al. (2015). It is worth to noting that the
simulation process is planned based on the network model illustrated by Fig. 9.12.

9.6.2 Simulation Results

Figure 9.15 shows the schedule length of the LAJOS approach for each cloud site
in the deployment phase. The simulation results are distinguished from each other
based on the period times T1, T2 and T3. The simulation results illustrate the
schedule length of cloud sites for each period time, separately. The average values
of the results will be calculated to select the period time which has the lowest
average schedule length.

Table 9.9 Simulation
parameters

Parameter Value

Simulation time 5 h

Number of cloud sites 10

Number of computer systems within each site 100

Scheduling queue size (job) 50

Job generation rate 0.1–1 job/s

Number of users 500

Period time of the deployment phase 10 min
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Fig. 9.15 The schedule length obtained by the proposed approach for each cloud site
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Figure 9.16 depicts the system throughput of the LAJOS approach for each
cloud site in the deployment phase. The simulation results indicate the system
throughput of the cloud sites in the period times T1, T2 and T3. The mean values of
these results will be considered to select the period time which has the highest
average system throughput.

9.6.3 Comparison Results

Figure 9.17 shows the effect of the job generation rate on the schedule length
obtained by the LAJOS approach compared to the Improved Priority based and
Credit based scheduling methods. The comparison results demonstrate that the
schedule length obtained by the proposed approach is less than those obtained by
the other methods. These results are carried out under various job generation rates.
If the job generation rate increases, the number of requested jobs and the network
traffic enhance consequently. Therefore, the schedule lengths of all the simulated
methods increase in the simulation process.

Figure 9.18 shows the effect of the job generation rate on the system throughput
carried out by the LAJOS approach compared to the Improved Priority based and
Credit based scheduling methods. The comparison results illustrate that the system
throughput achieved by the proposed approach is more than those achieved by the
other scheduling methods. This progress is kept under various changes on the job
generation rate. As depicted in the comparison results, the system throughputs of all
the simulated methods reduce when the job generation rate increases. The reason is
that the heavy traffic causes the number of successful jobs and system throughput to
be decreased, considerably.
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Fig. 9.16 The system throughput achieved by the proposed approach for each cloud site
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Figure 9.19 shows the effect of the number of users on the schedule length for
each scheduling method. The results are carried out in a way that the job generation
rate is considered as 0.5 job/s. The comparison results indicate the performance
evaluation of the proposed approach compared to the other simulated methods.

Fig. 9.17 The effect of the job generation rate on the schedule length

Fig. 9.18 The effect of the job generation rate on the system throughput
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They represent that the schedule length obtained by the proposed approach is less
than those obtained by the other methods. Note that the schedule lengths of all the
simulated methods enhances when the number of users increases.

Figure 9.20 shows the impact rate of the number of users on the system
throughput for each simulated scheduling method. It is carried out in a way that the

Fig. 9.19 The effect of the number of users on the schedule length

Fig. 9.20 The effect of the number of users on the system throughput
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job generation rate equals 0.5 job/s. The comparison results indicate the effect of
the number of users on the system throughput. It describes that the number of users
has a high effect on the system throughputs of all the simulated methods. These
results demonstrate that the system throughput achieved by the LAJOS approach is
more than those achieved by the Improved Priority based and Credit based methods
under various simulation parameters.

9.7 Discussion

The concepts of the learning analytics techniques are defined based on various
research fields such as educational data mining, recommender systems, academic
analytics, and adaptive learning (Fernández-Delgado et al. 2014). Zhang et al.
(2007) have implemented a CMS log analysis tool, called Moodog, to trace the
students’ online learning activities. This tool offers the interaction instructors
between the students and the online course materials. Moreover, it enables students
to evaluate their own progress compared to the other students of the class.

Picciano (2012) have focused on evolving the big data analytics in American
higher education. This work describes that the online learning is a proper solution to
ensure that the students can complete their degrees. Furthermore, the data-driven
decision making can be applied to assist colleges in improving the students’ pro-
gress using the big data and learning analytics fields. Chatti et al. (2012) have
presented a reference model for learning analytics. They have used the four
dimensions of learning procedures: data and environments (what?), stakeholders
(who?), objectives (why?), and methods (how?). Fernández-Gallego et al. (2013)
have presented a learning analytics framework for the 3D educational virtual
worlds. This work describes the learning flows and, also, evaluates the efficiency of
presented framework by using the process mining techniques. It discusses about the
applications which reveals the learning flows of students in virtual worlds.

Job scheduling is one of the key requirements in cloud computing. A cloud
server should use an appropriate mechanism to prioritise users’ jobs, efficiently
(Selvarani and Sadhasivam 2010; Dutta and Joshi 2011; Li et al. 2012; Maguluri
and Srikant 2012; Kaur and Kinger 2014). The schedule length and system
throughput are two important parameters on cloud servers to evaluate the job
scheduling methods. Figures 9.15 and 9.16 illustrated simulation results of the
proposed scheduling approach to execute users’ jobs on scheduling queues.
Furthermore, the comparison results of Figs. 9.17, 9.18, 9.19, and 9.20 demon-
strated that the LAJOS approach is more efficient compared to the other scheduling
methods.

There are various simulation parameters in cloud computing that effect on the
efficiency of the presented methods. The effect of two simulation parameters (i.e.,
job generation rate and number of users) is independently investigated on the output
parameters (i.e., schedule length and system throughput). The comparison results
indicated that the schedule length obtained by the proposed approach is less than
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those obtained by the Improved Priority based and Credit based scheduling
methods. Furthermore, the system throughput achieved by the LAJOS approach is
more than those achieved by the other simulated scheduling methods.

The proposed LAJOS approach is compared to the Improved Priority based and
Credit based scheduling methods in terms of schedule length and system
throughput. The comparison results indicated that the schedule length obtained by
the proposed approach could be decreased by nearly 45% less than that obtained
by the Improved Priority based method and by nearly 30% less than that obtained
by the Credit based method. Moreover, the system throughput achieved by the
LAJOS approach could be increased by nearly 30% more than that achieved by
the Improved Priority based method and by nearly 20% more than that achieved by
the Credit based method.

9.8 Conclusions

Job scheduling is one of the main requirements in cloud computing. An efficient
scheduling mechanism enhances the performance of cloud servers, considerably.
This chapter, firstly, introduced the four learning analytics methods in educational
institutions: the relationship between student social networks and sense of com-
munity, the learning analytics methodology for student profiling, the genetic and
participation based student prediction model, and the learning analytics method
based on academic achievements of students and interaction data. It describes the
main characteristics and objectives of these methods according to their simulation
or experimental results. Secondly, the chapter proposed a learning analytics
approach for job scheduling on cloud servers, called LAJOS.

The LAJOS approach uses the three attributes “importance level”, “waiting
time” and “deadline time” to prioritise users’ jobs on scheduling queues. It consists
of the deployment and service phases in a way that the initial decision made in the
deployment phase will be used in the service phase. In the deployment phase, the
attribute which increases the performance of cloud servers are selected based on the
schedule length and system throughput in the three period times T1, T2 and T3. In
the service phase, users’ jobs will be prioritised based on the selected attribute.
Since the LAJOS approach applies the intelligent features of learning analytics
methods and makes the appropriate decisions with regarding the hardware char-
acteristics of cloud systems, it enhances the efficiency of cloud servers consider-
ably. Because cloud computing and grid computing contain several common
features, the proposed approach can be used in grid systems too.

The learning techniques (e.g., machine learning and deep learning) can eliminate
the existing problems of computer networks. In the future work, some of these
techniques will be used in the proposed job scheduling approach to enhance the
performance of cloud servers more than now.
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