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Handling Big Data in the Era of Internet
of Things (IoT)

Koralia Papadokostaki, George Mastorakis, Spyros Panagiotakis,
Constandinos X. Mavromoustakis, Ciprian Dobre
and Jordi Mongay Batalla

Abstract In the emerging 5G mobile computing environments, the need for cutting
edge technologies regarding data transmission, storage and processing will be more
critical than ever. In addition, handling of Big Data that is produced by Internet of
Things (IoT) devices and extracting value out of it, is a real challenge for scientists
and markets, towards providing extra profit to the society. In this context, this
chapter aims to shortly present the correlation between Internet of Things and the
expansion of Big Data. At first, a short reference to the evolution of IoT and Big
Data is provided and their features are then introduced. In addition, the lifecycle of
Big Data in IoT—from capturing to storage and analysis—is shortly described.
Finally, two different approaches for the implementation of Big Data are presented,
as well as issues in privacy and security are addressed.
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1 Introduction

Internet of things (IoT) is an emerging paradigm in the science of computers and
technology in general. In the last years it has invaded our lives and is gaining
ground as one of the most promising technologies. According to the European
Commission, IoT involves “Things having identities and virtual personalities
operating in smart spaces using intelligent interfaces to connect and communicate
within social, environmental, and user contexts” [1, 2]. IoT has been in the centre of
focus for quite some years now, but in the last years it has actually become reality
allowing “people and things to be connected Anytime, Anyplace, with Anything
and Anyone, ideally using Any path/network and Any service” [3].

Internet of Things has a big impact in communities. Smart cities making use of
sensors will be able to monitor air pollution or traffic, better manage waste and
provide smart agriculture [4–6]. In the case of health, sensors on patients will
monitor their health condition and initiate an alarm in critical cases [7, 8]. IoT will
also change retail, logistics and transportation [6] whereas it can have a great impact
on energy management [2, 5, 6]. As IoT gradually becomes reality, novel appli-
ances appear in the market, promising to make our homes smarter and our lives
easier: e.g. a smart fork helping its owner monitor and track his eating habits [9] or
a smart lighting system adjusting automatically to the outside light intensity, the
presence of people in the house and their preferences [1]. But not only are homes
made smart, but also our accessories have changed: small wearable devices monitor
our everyday movements and are capable of calculating the steps we made and the
calories we consumed, or can even store details about our sleeping habits [10].
Moreover, smart watches with e-SIM technology can substitute our mobile phones
and jewellery has turned into powerful gadgets (aka smart jewellery) [11]. This
rapid evolution of non-mobile gadgets and mobile wearables has become the
beginning of a new era! Imagine small, wireless devices on cars, in homes, even on
clothes or food items [1]. The tracking of merchandise will be automatically
monitored, the conditions at which food supply is stored will also be recorded and
our clothes will be separated automatically—based on colour and textile—for the
smart washing machines. But then, the production of IoT data will be enormous!
So, the prevalence of Internet in our lives and especially of Internet of the Things
will cause an explosion of data. According to a report from International Data
Corporation (IDC) the overall created and copied data volume of the world was
1.8ZB (≈1021 B) in 2011 which increased by 9 times within five years [12]. On top
of that, Internet companies handle each day huge volumes of data, e.g. Google
processes hundreds of PB and generates log data of over 10 PB per month.

This massive amount of data is referred to as Big Data and its capturing, storage
and analysis is a challenge in the era of IoT. Discovering patterns provided by Big
Data analytics can cause breakthroughs in science, e.g. medicine and cause an
impact on worldwide finance. In public sector making data widely available can
reduce search and processing time. In industry, the results of R&D can improve
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quality. When it comes to business, Big Data allows organizations to customize
products and services precisely to meet the needs of the clients. Handling data and
being able to extract conclusions out of it can also be important in decision making,
e.g. discover trends in pricing or sales. Moreover, it can be the root of innovation;
new services and products can be created; for example casualty insurance can be
based on the driving habits of the driver [13]. It is indisputable that the integration
of IoT with Big Data will be in the focus of research and markets in the future.

This chapter focuses on the vast amounts of data produced by IoT which are
expected to grow immensely in the years to come. In Sect. 2, Big Data and its
features are defined, and sectors where Big Data has its biggest impact are shortly
presented. Section 3 approaches the Big Data from the perspective of IoT, exam-
ining their characteristics and requirements to be met and Sect. 4 describes two
technologies developed for Big Data. Cloud technologies used in Big Data are then
discussed in Sect. 5 and this chapter ends with an analysis of the security and
privacy risks concerning Big Data from IoT.

2 Big Data: Definition, Value and Features

Defining Big Data is not easy. Up to 2011, Big Data was described by 3 V’s
(Volume, Variety and Velocity) [12] but with a report by IDC [14] where “big data
technologies describe a new generation of technologies and architectures, designed
to economically extract value from very large volumes of a wide variety of data, by
enabling the high-velocity capture, discovery, and/or analysis.”, a new dimension
has been added to the Big Data characteristics. Currently four characteristics—also
known as 4 V’s—can be identified as the main features of Big Data [12, 15]:

a. Volume refers to the constantly growing volume of data generated from dif-
ferent sources and which traditional databases cannot handle [16].

b. Variety represents various data collected via sensors, smartphones and social
networks. The data collected may be text, image, audio, video, in structured,
unstructured or semi-structured format.

c. Velocity indicates the acquisition speed of the data and additionally the speed at
which the data should be processed and analyzed.

d. Value of Big Data implies the extraction of knowledge or patterns out of the raw
data.

More recent approaches add an extra V to the features of Big Data; that of
Veracity which refers to the possible untrustworthiness and noise that may be
hidden in the data [17, 18].

The Value of Big data can prove invaluable. In [13] it is estimated that Europe’s
potential value to Europe’s public sector administration would reach 250 billion of
Euros if Big Data was exploited. And not only public sector but also retail and sales
is an area where Big Data analysis produces great value and revenues. According to
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[13], if retailers made use of Big Data they would gain an extra profit of 60 %,
while analyzing data on in-store behavior in a supermarket can influence the layout
of the store, product mix, and shelf positioning of the product. It can even affect the
price of products; for example in rural areas, where rice and butter are of higher
buying priority, the prices are not elastic. On the contrary, cereals and candy are
rated much higher among the priorities of urban consumers [13].

Another highly important area where value of Big Data can be extracted is
Health care. A patient’s electronic medical file will not only be used for his own
health monitoring. It will be compared and analyzed with thousands of others, and
may lead to prediction of specific threats or discovery of patterns that emerge
during the comparison [13, 19]. A doctor will be able to assess the possible result of
a treatment, based upon data concerning other patients with the same condition,
genetic factors and lifestyle. Data analysis can prove to be not only precious but
life-saving [20].

As mentioned before, Big Data is moreover characterized by its big Volume and
its Variety of types of data. Therefore, it is very hard for Relational DataBase
Management Systems (RDBMS) to be utilized in storing and processing Big Data,
since Big Data has some special features [12, 16]:

• Data representation is critical in selecting models to store big data, because it
affects the data analysis.

• Redundancy reduction and data compression: Especially when it comes to data
generated from sensors, the data is highly redundant and should be filtered or
compressed.

• Data cycle life management: As data aggregates at unbelievable rates, it will be
hard for traditional storage systems to support such an explosion of data.
Moreover, the age of data is very important, in order for our conclusions to be
up-to-date.

• Analytical mechanism: Masses of heterogeneous data should be processed
within limited time. Therefore, hybrid architectures combining relational and
non-relational databases have been proposed.

• Data confidentiality: Data transmitted and analyzed may be sensitive, e.g. credit
card numbers and should be treated with care.

• Energy management: Despite the massive generation of data, it is still important
to keep energy demands low during storage, processing and transmission.

• Scalability and Expendability. The models handling the data must be scalable,
flexible and able to adjust to future datasets.

• Cooperation: As big data can be used in various sectors, cooperation on the
analysis and exploiting of big data is significant.

It is now evident, that such data cannot be handled using SQL-queried RDBMS
and new tools and technologies (e.g. Hadoop, which is an open source distributed
data processing system developed by Apache or NoSQL databases) need to be
deployed.
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3 Big Data and Internet of Things

With the prevalence of IoT into our lives, a huge number of ‘things’ can join the
IoT: low-cost, low-power sensors connected wirelessly produce huge amounts of
information and make use of a plethora of internet addresses, thanks to the IPv6
protocol (2^128 addresses). Seagate predicts that, by 2025, more than 40 billion
devices will be web-connected and the bulk of IP traffic would be driven by non-PC
devices. IP traffic due to Machine-to-machine (M2M) devices is estimated to
account for 64 %, with smartphones contributing 26 %, and tablets only for 5 %.
What is amazing is that laptop PCs will contribute only 1 % [21]. Moreover,
wearable devices seem to become part of our lives. Seagate claims that 11 million
smart watches and 32 activity trackers were sold in 2015. According to predictions,
sales of fitness wearables will triple to 210 million by 2020, from 70 million in 2013
[21]. As Big Data is already on its way, the two technologies depend on each other
and integrate intimately: The expansion of IoT can lead to a faster development of
big data, whereas the application of Big Data to IoT can accelerate the research
advances in IoT.

When it comes to data acquisition and transmission, three layers comprise the
architecture in IoT: (i) the sensing/perception layer: that is the technologies
responsible for data acquisition. It mainly consists of sensors (RFIDs) or wireless
sensor networks (WSNs) [11, 22] that generate small quantities of data (ii) the
network layer: whose main role is sending the data in the sensor network or through
the internet and finally (iii) the application network which implements specific
applications in IoT. Below we will look into the most usual methods used for data
acquisition in IoT in the sensing layer:

• Through RFID Sensing: Each sensor carries an RFID (Radio Frequency
IDentification) tag. It allows another sensor (reader) to read, from a distance a
unique product identification code (EPC standing for Electronic Product Code)
associated with that tag. The reader then sends the data to a data collection point
(server). The RFID tag need not have power supply, as it is powered by the
sensor reader; therefore its life time is big. (Actually, Active RFID tags have
been developed, which are energy-sufficient) [2, 12, 23].

• Wireless Sensor Nodes (WSN) is another popular solution for the intercon-
nection of sensors, as it meets the need for energy efficiency, scalability and
reliability. A WSN consists of various nodes, each one containing sensors,
processors, transceivers and power supplies. The nodes of each WSN should
implement light-weight protocols in order to communicate and interact with the
internet. They mainly implement the IEEE 802.15.4 protocol and support
peer-to-peer communication [12, 22, 23].

• Through Mobile equipment: Mobile equipment is a powerful tool in our hands
and also a medium for sending various types of data: positioning systems
acquire information about the location, images or videos can be captured
through the camera, audio can be recorded by the microphone and text can be
input through the (sometimes virtual) keyboard. Moreover, mobile phones
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nowadays have a large set of embedded sensors, such as GPS, compasses,
accelerometers, proximity and meteorological sensors [24] and together with the
applications that have access to data stored in a smartphone, mobile devices
serve as a source of growing data as well [12, 23, 25].

Data generated by IoT technology can be in structured, unstructured or
semi-structured format [15]. Structured data is often managed by SQL, might be
easy to input, query, store, and analyze and can be stored in RDBMS. Examples of
structured data include numbers, words, and dates. Unstructured data may consist
of text messages, location information, videos, and social media data and does not
apply to a specific format. The need to analyze and extract value out of such data
has become a challenge since the size of this type of data rises daily through the use
of smart devices. In between, lays the semi-structured data, which does not follow a
conventional database system, but may be in form of structured data. Additionally
data generated by IoT has the following features [12]:

• Large scale: In IoT not only is the amount of data and of sensors vast, but often a
need for historical data should be met (e.g. temperature in a room, or a home
surveillance video). Therefore, data generated is of very large scale.

• Heterogeneity: As the sensors vary in type and input, the data provided by IoT
also varies in type: for example it might be numeric (temperature), text (message
by a person) or image (a photo of a room) [16].

• Time and space correlation: In applications in IoT, time and place are important
and therefore, data should be also tagged with place and time information. For
example the heart-rate of a person should also be combined with the time and
place where it was measured (e.g. gym).

• Effective data is only a small part of the big data: often among data collected,
only a small portion is usable.

As Big Data derives from various sources and is often redundant, pre-processing
is necessary, in order to reduce storage needs and maximize the analysis efficiency.
Pre-processing Big Data includes:

• Integration: Data Integration is the method of combining data from different
sources and integrating them to appear as homogeneous. For example, it might
consist of a virtual database showing data from different data sources, but
actually containing no data, but rather “indexes” to the actual data. Integration is
vital in traditional databases [12].

• Cleaning: Cleaning the data involves identifying inaccurate and incomplete data
and modifying them in order to enhance data quality. In the case of IoT, data
generated from RFIDs can be abnormal and need to be corrected. This is due to
the physical design of the RFIDs and the environmental noise that may corrupt
the data [12, 23].

• Redundancy elimination: As mentioned earlier in this chapter, IoT data can be
quite redundant. That is, the same data can repeat without change and without
surplus value; for example, when an RFID stays at the same place. In practice, it
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is useful to transmit only interesting movements and activities on the item. As
data redundancy wastes storage space, leads to data inconsistency and can slow
down the data analysis, it is significant to reduce the redundancy. Redundancy
detection, data filtering and data compression are proposed for data redundancy
elimination. The method selected depends on the data collected and the
requirements of the application [12, 23].

As aforementioned, the large volumes of Big Data together with the importance
of extracting value from them are two basic features of big data. It is therefore vital
to store Big Data assuring that the storage is reliable and that query and analysis of
the data can be made quickly and with accuracy. Various proposals have been made
for the storage of Big Data, such as DAS, NAS and SAN [12, 26], but are beyond
the scope of this review. Moreover, distributed systems have been implemented for
the best storage of big data. Below, we will shortly present Storage Mechanisms
which have been introduced for Big Data. Google, a giant of Internet and Big Data,
has developed a File System to provide for the low level storage of Big Data. The
Google File System (GFS) was designed “as a scalable distributed file system for
large distributed data-intensive applications”, providing “fault tolerance while
running on inexpensive commodity hardware,” and delivering “high aggregate
performance to a large number of clients [27, 28]. Certain deficiencies in GFS drove
to the design of Colossus, the successor of GFS, which is specifically built for
real-time services. As RDBMS fail to meet the needs for Big Data Storage, NoSQL
(Not only SQL) databases gain popularity for Big Data [23, 26]. They can handle
large volumes of data, support simple and flexible non-relational data models and
offer high availability. The most basic models of NoSQL databases and a brief
presentation of each are presented below:

• Key-value databases: These NoSQL databases are based on a simple data model
based on key-value pairs, which reminds of a dictionary. The key is the unique
identifier of the value and allows us to store and retrieve the value. This method
provides a schema—free data model, which is suitable for distributed data, but
cannot represent relations. Dynamo—developed by Amazon—and Voldemort—
used by LinkedIn—are the most important representatives of this category [15,
29–31].

• Column—family databases: Inspired by Google BigTable, these databases store
data in a column oriented way. The key concept here is that the dataset consists
of several rows, each of which addressed by a primary key. Each row consists of
a set of column families, but different rows may have different column families.
Cassandra, HBase and HyperTable also belong to Column-family databases [15,
29–31].

• Document stores: Data usually stored in these databases are represented by
documents using JSON (JavaScript Object Notation) or some format derived
from it. These databases are best suitable for cases in which the input data can be
represented in a document format. MongoDB, SimpleDB and CouchDB are
popular examples of Document stores [15, 29–31].
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• Graph databases: Graph databases are based on graph theory and use nodes and
edges to represent objects and relations. They can handle highly interconnected
data and therefore are very efficient in representing relationships between dif-
ferent entities. They are extremely helpful for social networking applications or
pattern recognition [15, 29–31].

One important issue that should be taken into account about Big Data is the
technology used to query the data stored in the databases. One of the most popular
tools, MapReduce, was first developed by Google and offers distributed data pro-
cessing on a cluster of computers [23]. However, as SQL is extremely popular in
querying, it has now also been adopted in the NoSQL world. Some of the
prominent NoSQL data stores like MongoDB offer an SQL-like query language or
similar variants such as CQL offered by Cassandra and SparQL.

The analysis of Big Data is the next phase in the chain of Big Data. It aims to
extract value out of the data in various fields and is quite complex and demanding.
Some of the methods applied for analyzing Big Data are discussed in the following
[12, 13, 19]:

• A/B Testing is a technology for determining how to improve target variables by
comparing the tested group. Big data will require a large number of tests to be
executed and analyzed; but at the same time enables large amount of tests to be
executed, ensuring, this way, that groups are statistically significant to detect
differences between the control and treatment groups.

• Statistical Analysis can use probability to make conclusions about data relations
between variables (for example, using the “null hypothesis”). Statistics can also
reduce the likelihood of Type I errors (“false positives”) and Type II errors
(“false negatives”).

• Data mining algorithms are algorithms which extract patterns from large data-
sets with the use of statistics and machine learning with database management.
Methods include association rule learning, cluster analysis, classification, and
regression; the most popular algorithms are C4.5, k-means, SVM, Apriori, EM,
Naive Bayes, and Cart.

• Cluster (Correlation) Analysis is a statistical method for classifying objects. It
divides them into categories (clusters) according to common features; objects in
the same cluster have high homogeneity, while different clusters will be very
different from each other.

• Regression Analysis is a mathematical method used to reveal correlations
between one variable and other variables. It is used for forecasting or prediction
and is common in sales forecasting.

• Neural networks are computational intelligence tools that can be valuable for
classification or prediction.

• Genetic algorithms mimic the natural process of natural evolutions and are used
as a methodology for optimization.
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Furthermore, specific tools have been developed for the data mining and analysis
of Big Data. They include both commercial and open source software the most
popular of which are summarized below [12]:

• R is an open-source programming language and software environment for sta-
tistical computing and visualization. It has become very popular for statistical
software development and data analysis and several data giants, like Oracle have
developed products to support R [32, 33].

• Rapid-I Rapidminer is open source software suitable for data mining, machine
learning, and predictive analysis. The data mining flow is represented in XML
and displayed through a graphic user interface (GUI). The source code is written
in Java and can support the R language [33].

• WEKA/Pentaho belong to non-commercial, open-sourcemachine learning and data
mining software written in Java. Weka is very popular for data processing, feature
selection, classification, regression, clustering, association rule, and visualization.
Pentaho is one of themost popular open-source BI (Business Intelligence) software.
Weka and Pentaho can cooperate very intimately [26, 33, 34].

• KNIME is another open-source platform used for rich data integration, data
processing, data analysis, and data mining. It is user-friendly, was written in
Java and can extend its functionality with additional plug-ins (including WEKA
and toolkit R) [33].

• Excel provided in the Microsoft Office Suite also offers tools for statistical
analysis and data processing. It is however commercial and may require the
installation of additional plug-ins to provide full functionality.

Finally, the results extracted from the previous steps should be displayed visu-
ally. As knowledge should be extracted out of large-scale and complex data,
visualization data is an essential tool of Business Intelligence and various tech-
niques have been designed to meet diverse needs. Bar charts, line charts, pie charts
and scatter plots are common examples of techniques used for the visualization of
numerical data with only a few dimensions, whereas heat maps and scatter plot
matrices are used for the display of numeric data with multiple dimensions. As data
can often be text, new representations have been proposed, such as the word clouds
(often seen as tag clouds) [13, 15, 16, 19]. Additionally, in the era of IoT, the data
generated by wearables or mobile devices is also often geotagged and therefore Geo
Maps and geo-spatial visualizations are adopted for the visualization of the location
information [3, 17, 19]. Lastly, data can be hierarchically represented with tree
maps or hyperbolic views, while cluster analysis can be achieved through clus-
tergrams [17–19].

However, apart from the content that visualization tools provide, interaction is
also significant as it provides the data analyst with flexibility while viewing the
graphical results. Such interactive Data Visualization software, Tableau, is used
by eBay employees to conduct tendency analysis based on their customers’
feedback [26].
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4 Implementations

4.1 The Hadoop Project

While Google was working on GFS, Yahoo! was implementing Hadoop. Hadoop is
an Apache open source distributed file system widely used in industry for Big Data
applications as well as a framework for the analysis and transformation of very large
data sets [15, 35–37]: Yahoo claims their clusters to consist of more than 4000 nodes,
while at the same time, Facebook makes use of the Hadoop Distributed File System
as a source for reporting/analytics and machine learning [37]. Various large and small
scale companies use the Hadoop [38]. At the moment, Hadoop has evolved into a
complete system of storing and querying big data, consisting of [23, 39, 40]:

• HDFS: the Hadoop Distributed File System storing large files with replication
across multiple machines.

• Map Reduce Engine: a framework for parallel processing of large data sets. Its
name implies its functions: this framework gathers all sets with the common key
from all records and joins them together. Additionally, it can offer indexing
capabilities in the semantic web.

• HBASE provides a scalable, distributed database that supports structured data
storage for large tables. It resembles Google’s BigTable but is open source.

• HIVE is Hadoop’s infrastructure used for data summarization and ad-hoc
querying and can presently be used autonomously as well.

• Pig framework involves a high-level scripting language (Pig Latin) and offers a
run-time platform that allows users to execute MapReduce on Hadoop. More-
over, its data model and transformation language resemble RDF and the
SPARQL query language respectively.

• Mahout is a machine-learning and data-mining library that has four main
functionalities: collective filtering, categorization, clustering, and parallel fre-
quent pattern mining.

4.2 Semantic Sensor Web

Apart from traditional Big Data storing and analysis tools that can be used on data
generated by IoT, tools specifically designed for IoT have been developed. In the
case of sensors, data volume is enormous; thus the semantic annotation of the
underlying data is extremely important in order to analyze the data and produce
value. Semantic Sensor Web is the use of Semantic Web oriented in the data
generated by sensors. Its main features are [23, 39]:

• Data are encoded with XML. Extensible Markup Language (XML) is used to
represent the semantic meaning of data; making data thus understandable by
machines.
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• The Resource Description Framework (RDF) is used to express XML identifiers.
RDF uses triples, with each triple being a subject, verb, and object of an element.
Each element is defined as a Uniform Resource Identifier (URI) on the Web.

• Ontologies can express relationships between identifiers. They can represent the
relationships among these sensors in order to be able to make the appropriate
conversion.

In simple terms, the Semantic Sensor Web enables true semantic interoperability
and integration over sensor data. Two important knowledge representation systems
are here presented: RDF, standing for “Resource Description Framework”, is a
language to describe resources [41]. A resource can actually be anything or in the
world. For instance, it could be a person, a place, a restaurant entree etc. OWL
stands for Ontology Web Language [42, 43]. This was developed to overcome the
challenges with RDF, which do not provide ways to represent constraints (such as
domain or range constraints). While RDF and OWL can be used to represent data,
the challenge in Big Data is in querying. SPARQL is an RDF query language for
querying and manipulating data which are stored in the RDF format [23, 44, 45].
SPARQL allows writing queries over data as perceived as triples. Moreover, an
extension of SPARQL, called SPARQLstream [23] offers querying over RDF
streams. This is valuable in the context of sensor data, which is generally
stream-based. In general, it seems that Semantic Web could prove as a precious tool
in the hands of the researchers for the notation of data to be stored, and that research
should be driven this way.

5 Big Data Over the Cloud

As Big Data handles enormous amounts of data and needs large scale resources for
storing, and analyzing it, the cloud technology is ideal for its implementation.
Besides, the evolution of both IoT and Big Data can be attributed to the evolvement
of cloud computing as well [46–48]. At the moment, three types of cloud
deployment models exist, namely, a public, private and hybrid cloud [49, 50]. The
decision between these three models can be crucial.

In public cloud, there are companies offering cloud services to organizations that
need it, e.g. enterprises. The infrastructure is physically common but virtually
separated for the customers of the company. This model is a pay-per-use model and
can offer significant advantages to the organizations that make use of it. They can
increase or decrease the use of the cloud according to their demands and need not
invest large amounts to implement their own cloud as in private cloud [14, 50].
Private cloud allows the organization to set up cloud technologies in its own
datacenter. Companies that provide tailor-made solutions for private cloud can
install the necessary infrastructure for the implementation of the cloud locally; the
cloud belongs to and is managed by the organization itself. This offers greater
security and full control of the data to the organization [50].
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Hybrid cloud has emerged as a combination of private and public cloud; an
organization can use both public and private cloud, depending on the demands of
the organization. Usually, the public cloud is used for increased computer capacity
demands, without having to grow the private cloud. This technology can make use
of the enormous potential of the public cloud in tools, computing power and storing
space, whereas it can still maintain high level of security and privacy for data.
A further way of utilizing the hybrid cloud is by storing the sensitive data in the
private cloud, while sending the non-sensitive large scale data to the public cloud
[49, 50]. With the rapid grow of mobile users and devices, the technology of
Mobile Cloud Computing (MCC) is where mobile devices, cloud and the Internet of
Things converge [46, 51]. With the future applications enabled by 5G, MCC will
radically change our digital lives, while various issues, such as energy efficiency
[46–48, 52–56], availability, and security and privacy need to be addressed [51].

6 Privacy and Security Issues

As Internet of the Things has omnipresence in our lives, it is critical to consider
privacy and security issues that may arise. Whether location information, credit card
numbers, medical history or everyday habits, each user has the right to keep per-
sonal information safe and away from eavesdroppers. In a larger scale, keeping data
secure and private is a great concern for companies dealing with sensitive data or
with data of great value. As privacy issues may arise at the collection stage or
during data management, we need to distinguish the issues of IoT according to the
three layers of IoT architecture:

In the sensing/perception layer the data is collected through RFID, WSNs, and
RSN (RFID Sensor Networks). The perception layer typically consists of percep-
tion nodes (usually sensors) and a network that sends data to a gateway. Privacy in
RFID tags can be ensured through physical-based schemes, such as “killing” (i.e.
disabling the tag), blocking (for a limited time) or use of pseudonyms [23, 57].
Another way to protect privacy is through password-based schemes, such as hash
locks, anonymous ID or re-encryption [23, 57]. Furthermore, trust management can
be achieved through cryptographic algorithms and protocols to implement digital
signature technology not only in RFIDs, but in readers and base stations as well to
avoid eavesdropping.

As data of IoT “travel” through WSNs they may be tampered with, subject to
eavesdropping or maliciously routed. It is therefore critical to ensure confidentiality,
authenticity, integrity, and freshness for data collected. Cryptographic algorithms,
key management, secure routing and node trust can provide solutions to those key
issues. Cryptographic algorithms for WSNs include symmetric encryption algo-
rithms and asymmetric encryption algorithms; with the former being mature but not
extremely secure and the latter being more promising but still under research. Key
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management, i.e. generation, distribution, storage, updating and destruction of the
key in WSNs is also of primary importance as the key should be safely transmitted
to legitimate users only. Again the protocol implementing the key management
should be lightweight and energy efficient. Secure routing in WSNs should ensure
that the certification is made between the nodes and therefore secure routing pro-
tocols designed for wireless sensor networks have been proposed taking into
consideration the limitations of WSNs. Last but not least, node trust is crucial in
WSNs as the vulnerability of a single node to malicious assaults can produce fake
data and consequently lead our system to erroneous or false results [57].

The integration of RFIDs and WSNs has led to the technology of RSNs (RFID
sensor networks), which faces the challenge of heterogeneous data and large
number of nodes, as data comes from both RFIDs and WSNs and therefore has
different format and communication protocol. In the transport layer, three sub-layers
interact with each other and in each there are security and privacy risks to be
addressed: The access layer, the core layer and the Local Area Network. The access
layer, providing the access to the sensors and nodes in the perception layer is
implemented by Wi-Fi, Ad-Hoc or 3G technology. 3G is vulnerable to DDos/Dos
attacks, phishing attacks and identity attacks while Ad-hoc networks need
authentication and key management to ensure legitimate users are the only nodes of
the network. On the other hand, Wi-Fi currently implements TKIP and AES to
ensure encryption, PPPoE and other protocols for authentication, and WPA for
access control, but privacy and security remains a critical issue. Secondly, the core
layer, responsible for the data transmission, mainly uses the 6LowPan, a protocol
supporting IPv6, but also caring for low power requirements. Finally, establishing
security in the Local Area Network (LAN) of IoT could add extra security to our
IoT implementations [57].

In the Application support layer of IoT, valid data, spam and even malicious data
should be recognized and filtered in time as masses of data arrive at high speed. It
may include middleware, M2M, cloud computing platform or service support
platform. M2 M is a prevalent technology and as data can be critical or sensitive,
security requirements should be met: User authentication, data integrity and access
control are key issues, while privacy protection is also extremely important. Tech-
niques such as k-anonymity (aggregation of data), suppression (removal of sensitive
data), addition of noise, data conversion and data randomization have been proposed
[57, 58]. Another risk factor for IoT data is that the data is often stored in cloud
computation platforms, where leaks are scarce but not improbable; the decision to
use cloud platforms for sensitive e.g. medical or financial application should be
carefully taken. Above the application support layer, lays the application layer where
various implementations of IoT handle Big Data according to their specifications and
functions. Levels of required privacy and security depend upon the application, i.e.
some IoT applications may require advanced security levels, whereas others may
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demand high-level privacy measures. The cooperation of security solutions across
the layers of IoT can lead to a more secure and privacy aware IoT.

Many IoT applications are based on aggregate and not on individual data;
therefore eliminating personal data from the aggregate data can improve the privacy
significantly. For example, during the monitoring of traffic in roads plate details
need not be stored but only the number of cars. Moreover, diminishing the location
data can be accomplished by post-processing of data that is to be shared. Again, in
the example of the traffic control, if a video was captured, the plate number should
be blurred before its sharing. What would, however, be ideal, is giving the users the
right to specify which kinds of their data could be shared. The W3C group has
defined the Platform for Privacy Preferences (P3P) [59], which provides a language
for description of privacy preferences, allowing the user to set specific privacy
requirements.

Similar is the approach proposed for the semantic web: the users can specify
what information can be accessed in different contexts and by various sources. This
need led to the development of RDF-S, which includes markup of privacy infor-
mation and of OWL-S which is of similar functionality. As data on Semantic Web
is dynamic and open a lot of research yet is to be done [23]. What should finally be
considered by researchers is that Big Data from IoT is both heterogeneous and
generated from small IoT devices [57]. The challenge hence is to deploy solutions
that can be used in lightweight and energy-efficient devices and which should be
adjusted to the requirements of each application [60–72].

7 Conclusions

Exploiting Big Data to expand human knowledge in science and global finance is
extremely important and will create new horizons for the next generations [73–76].
Technologies to support the giant explosion of data in the years to come are
therefore necessary and should be adjusted to the era of the Internet of the Things
[77–82]. In this chapter, we tried to investigate the relation between Internet of
Things and Big Data and proved that they are intimately correlated and of big
gravity in the years to come. A brief presentation in the lifecycle of Big Data has
been attempted, whereas two technologies, the Hadoop project and the Semantic
Sensor Web have been shortly described. Moreover, a short reference to the public,
private and hybrid cloud has been made and the chapter concluded with security
and privacy issues regarding Big Data from IoT [83–86]. With 5G communication
systems expected to prevail in the years to come and Web 3.0 on its way, Big Data
to be produced will exponentially grow following the three As (Anybody, Any-
thing, Anywhere) of Internet of Things [87–90]. Accordingly, a lot of research
should be done on the data produced by IoT devices, how it should be handled
throughout its lifecycle and most importantly how it should be utilized [91–94].
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Abstract The proliferation of data warehouses and the rise of multimedia, social
media and the Internet of Things (IoT) generate an increasing volume of structured,
semi-structured and unstructured data. Towards the investigation of these large
volumes of data, big data and data analytics have become emerging research fields,
attracting the attention of the academia, industry and governments. Researchers,
entrepreneurs, decision makers and problem solvers view ‘big data’ as the tool to
revolutionize various industries and sectors, such as business, healthcare, retail,
research, education and public administration. In this context, this survey chapter
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presents a review of the current big data research, exploring applications, oppor-
tunities and challenges, as well as the state-of-the-art techniques and underlying
models that exploit cloud computing technologies, such as the big data-as-a-service
(BDaaS) or analytics-as-a-service (AaaS).

Keywords Big data ⋅ Data analytics ⋅ Data management ⋅ Big
data-as-a-service ⋅ Analytics-as-a-service ⋅ Business intelligence ⋅ Lease
storage ⋅ Cloud computing ⋅ Cost-benefit analysis model

1 Introduction

The Internet penetration constantly increases, as more and more people browse the
Web, use email and social network applications to communicate with each other or
access wireless multimedia services, such as mobile TV [27, 43]. Additionally,
several demanding mobile network services are now available, which require
increased data rates for specific operations, such as device storage synchronization
to cloud computing servers or high resolution video [34–36]. The access to such a
global information and communication infrastructure along with the advances in
digital sensors and storage have created very large amounts of data, such as
Internet, sensor, streaming or mobile device data. Additionally, data analysis is the
basis for investigations in many fields of knowledge, such as science, engineering
or management. Unlike web-based big data, location data is an essential component
of mobile big data, which are harnessed to optimize and personalize mobile ser-
vices. Hence, an era where data storage and computing become utilities that are
ubiquitously available is now introduced.

Furthermore, algorithms have been developed to connect datasets and enable
more sophisticated analysis. Since innovations in data architecture are on our
doorstep, the ‘big data’ paradigm refers to very large and complex data sets (i.e.,
petabytes and exabytes of data) that traditional data processing systems are inad-
equate to capture, store and analyze, seeking to glean intelligence from data and
translate it into competitive advantage. As a result, big data needs more computing
power and storage provided by cloud computing platforms. In this context, cloud
providers, such as IBM [23], Google [17], Amazon [2] and Microsoft [38], provide
network-accessible storage priced by the gigabyte-month and computing cycles
priced by the CPU-hour [8].

Although big data is still in the preliminary stages, comprehensive surveys exist
in the literature [1, 9–11, 20, 37, 59]. This survey article aims at providing a holistic
perspective on big data and big data-as-a-service (BDaaS) concepts to the research
community active on big data-related themes, including a critical revision of the
current state-of-the-art techniques, definition and open researches issues. Following
this introductory section, Sect. 2 presents related work approaches in the literature,
including the architecture and possible impact areas. Section 3 demonstrates the
business value and long-term benefits of adopting big data-as-a-service business
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models and attempts to communicate the findings to non-technical stakeholders,
while Sect. 4 points out opportunities, challenges and open research issues in the
big data domain. Finally, Sect. 5 concludes this tutorial chapter.

2 Big Data: Background and Architecture

IBM data scientists argue that the key dimensions of big data are the “4Vs”:
volume, velocity, variety and veracity [21]. As large and small enterprises con-
stantly attempt to design new products to deal with big data, the open source
platforms, such as Hadoop [53], give the opportunity to load, store and query a
massive scale of data and execute advanced big data analytics in parallel across a
distributed cluster. Batch-processing models, such as MapReduce [14], enable the
data coordination, combination and processing from multiple sources. Many big
data solutions in the market exploit external information from a range of sources
(e.g., social networks) for modelling and sentiment analysis, such as the IBM Social
Media Analytics Software as a Service solution [22]. Cloud providers have already
begun to establish new data centers for hosting social networking, business, media
content or scientific applications and services. In this direction, the selection of the
data warehouse technology depends on several factors, such as the volume of data,
the speed with which the data is needed or the kind of analysis to be performed
[25]. A conceptual big data warehouse architecture is presented in Fig. 1 [24].

Another significant challenge is the delivery of big data capabilities through the
cloud. The adoption of big data-as-a-service (BDaaS) business models enables the
effective storage and management of very large data sets and data processing from
an outside provider, as well as the exploitation of a full range of analytics capa-
bilities (i.e., data and predictive analytics or business intelligence are provided as
service-based applications in the cloud). In this context, Zheng et al. [59] critically
review the service-generated big data and big data-as-a-service (see Fig. 2) towards

Fig. 1 A conceptual big data warehouse architecture
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the proposal of an infrastructure to provide functionality for managing and ana-
lyzing different types of service-generated big data. A big data-as-a-service
framework has been also employed to provide big data services and data analytics
results to users, enhance efficiency and reduce cost.

The development of a cloud-supported big data mining platform, which provides
statistical and data analytics functions, has been also explored [56]. In this research
work, the platform’s architecture is composed of four layers (i.e., infrastructure,
virtualization, data set processing and services), implementing the K-means algo-
rithm. A big data analytics-related platform was proposed by Park et al. [40], which
includes a CCTV metadata analytics service and aims to manage big data and
develop analytics algorithms through collaboration between data owners, scientists
and developers. Since modern enterprises request new solutions for enterprise data
warehousing (EDW) and business intelligence (BI), a big data provisioning solution
was elaborated by Vaquero et al. [55], combining hierarchical and peer-to-peer data
distribution techniques to reduce the data loading time into the virtual machines
(VMs). The proposed solution includes dynamic topology and software configu-
ration management techniques for better quality of experience (QoE) and achieves
to reduce the setup time of virtual clusters for data processing in the cloud.
A cloud-based big data analytics service provisioning platform, named CLAaaS,
has been presented in the literature along with a taxonomy to identify significant
features of the workflow systems, such as multi-tenancy for a wide range of analytic
tools and back-end data sources, user group customization and web collaboration
[60]. An overview of the analytics workflow for big data is shown in Fig. 4 [3]. On
the other hand, an admission control and resource scheduling algorithm is examined
in another work [58], which manages to satisfy the quality of service requirements

Fig. 2 Service-generated big data and big data-as-a-service as presented by Zheng et al. [59]
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of requests, adhering to the Service Level Agreements (SLAs) guarantees, and
improve the Analytics-as-a-Service (AaaS) providers’ competitiveness and prof-
itability. A framework for service-oriented decision support systems (DSS) in the
cloud has been also investigated, focusing on the product-oriented decision support
systems environment and exploring engineering-related issues [15]. A conceptual
architecture of service-oriented decision support systems is shown in Fig. 3.

Fig. 3 A conceptual architecture of service-oriented decision support systems as presented by
Demirkan and Delen [15]

Fig. 4 Analytics workflow for big data as presented by Assunção et al. [3]
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The growth of cloud computing, big data and analytics [52] compels businesses
to turn into big data-as-a-service solutions in order to overcome common chal-
lenges, such as data storage or processing power. Although there is related work in
the literature in the general area of cost-benefit analysis in cloud and mobile cloud
computing environments, a research gap is observed towards the evaluation and
classification of big data-as-a-service business models. Several research efforts have
been devoted comparing the monetary cost-benefits of cloud computing with
desktop grids [26], examining cost-benefit approaches of using cloud computing to
extend the capacity of clusters [13] or calculating the cloud total cost of ownership
and utilization cost [30] to evaluate the economic efficiency of the cloud. Finally,
novel metrics for predicting and quantifying the technical debt on cloud-based
software engineering and cloud-based service level were also proposed in the lit-
erature from the cost-benefit viewpoint [44, 45] and extended evaluation results are
discussed by Skourletopoulos et al. [46].

3 Cloud-Supported Big Data: Towards a Cost-Benefit
Analysis Model in Big Data-as-a-Service (BDaaS)

In previous research works, the cloud was considered as a marketplace [7], where
the storage and computing capabilities of the cloud-based system architectures can
be leased off [47, 49, 50]. Likewise, the rise of large data centers has created new
business models, where businesses lease storage in a pay-as-you-go
service-oriented manner [32, 57]. In this direction, the big data-as-a-service
(BDaaS) model was introduced in order to provide common big data services, boost
efficiency and reduce cost [51]. Communicating the business value and long-term
benefits of adopting big data-as-a-service business models against the conventional
high-performance data warehouse appliances to non-technical stakeholders is
imperative. In this book chapter, a brief survey of a novel quantitative,
cloud-inspired cost-benefit analysis metric in big data-as-a-service is presented,
based on previous research studies in the literature [48]. Hence, the cost analysis
(CA) modelling from the conventional data warehouse appliance (DWH) viewpoint
takes the following form and the descriptions of the exploited variables are shown
in Table 1:

CAi =12 * Cs m̸*Smaxð Þ, i≥ 1 and Scurr ≤ Smax ð1Þ

where,

Cs m̸ =Cs m̸ðmaxÞ =Cα m̸ðmaxÞ +Cγ m̸ðmaxÞ +Cη m̸ðmaxÞ +Cθ m̸ðmaxÞ +Cκ m̸ðmaxÞ +Cλ m̸ðmaxÞ +Cμ m̸ðmaxÞ +Cσ m̸ðmaxÞ

As the benefits of cloud computing (i.e., scalability) do not stand in data
warehouse appliances, the cost analysis approach adopted in this study does not
consider the storage capacity currently used (Scurr). Therefore, the cost variations,
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Table 1 Notations and variable descriptions

Symbol Variable description

CA The cost analysis calculation results, which are expressed in monetary units
CD The benefits calculation results, which are expressed in monetary units
i The index of the year
Cs m̸ The initial monthly cost for leasing cloud storage, which is expressed in monetary

units
Smax The maximum storage capacity
Scurr The storage currently used
Δ0 The cost formation for leasing cloud storage regarding the second year of the period

of l-years, once the corresponding variation in the monthly cost is applied, which is
expressed in monetary units

δ1 The total variation regarding the cost for leasing cloud storage for the second year of
the period of l-years, which is represented by a percentage value

Δi The cost formation for leasing cloud storage from the third year and onwards, once
the corresponding variation in the monthly cost is applied, which is expressed in
monetary units

δi The total variation regarding the cost for leasing cloud storage from the third year and
onwards, which is represented by a percentage value

B0 The storage used during the second year, once the corresponding variation in the
demand is applied

β1 The variation in the demand for storage capacity regarding the second year, which is
represented by a percentage value

Bi The storage used from the third year and onwards, once the corresponding variation
in the demand is applied

βi The variation in the demand for storage capacity from the third year and onwards,
which is represented by a percentage value

Cα The data storage cost
Cγ The document storage cost
Cη The maintenance services cost
Cθ The network cost
Cκ The on-demand I/O cost
Cλ The operations cost
Cμ The server cost
Cσ The technical support cost
αi% The variation in the monthly data storage cost, which is represented by a percentage

value
γi% The variation in the monthly document storage cost, which is represented by a

percentage value
ηi% The variation in the monthly maintenance services cost, which is represented by a

percentage value
θi% The variation in the monthly network cost, which is represented by a percentage value
κi% The variation in the monthly on-demand I/O cost, which is represented by a

percentage value
(continued)
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due to the fluctuations in the demand for storage capacity, do not apply as long as
Scurr ≤ Smax and the true benefits are always zero (CD = 0) over the years. In case
of such an increase in the demand for storage capacity that Scurr > Smax, incre-
mental capacity should be added to the storage systems with overhead and
downtime. On the contrary, the cost-benefit analysis modelling from the big
data-as-a-service point of view takes the following form during the first year (i.e.,
Eqs. 2 and 4) and from the second year and onwards (i.e., Eqs. 3 and 5):

CA1 = 12 * Cs m̸ * Scurrð Þ ð2Þ

CAi =12 * Δi− 2 *Bi− 2ð Þ, i≥ 2 ð3Þ

CD1 = 12 * Cs m̸ * Smax − Scurrð Þ½ � ð4Þ

CDi =12 * Δι− 2 * Smax −Bi− 2ð Þ½ �, i≥ 2 ð5Þ

where,

Cs m̸ =Cs m̸ðcurrÞ =Cα m̸ðcurrÞ +Cγ m̸ðcurrÞ +Cη m̸ðcurrÞ +Cθ m̸ðcurrÞ +Cκ m̸ðcurrÞ +Cλ m̸ðcurrÞ +Cμ m̸ðcurrÞ +Cσ m̸ðcurrÞ

Δ0 = 1+ δ1 %ð Þ *Cs m̸

Δi = 1+ δi+1 %ð Þ *Δi− 1, i≥ 1

δi %= ai %+ γi %+ ηi %+ θi %+ κi %+ λi %+ μi %+ σi %, i≥ 1

B0 = 1+ β1 %ð Þ * Scurr
Bi = 1+ βi+1 %ð Þ *Bi− 1, i≥ 1

The amount of profit not earned due to the underutilization of the storage
capacity is measured, under the assumption that fluctuations in the demand for
cloud storage occur. The possible upgradation of the storage and the risk of entering
into new and accumulated costs in the future are also examined. The cloud storage
capacity to be leased off is evaluated with respect to the following assumptions:

Table 1 (continued)

Symbol Variable description

λi% The variation in the monthly operations cost, which is represented by a percentage
value

μi% The variation in the monthly server cost, which is represented by a percentage value
σi% The variation in the monthly technical support cost, which is represented by a

percentage value
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• The cloud storage is subscription-based and the billing vary over the period of
l-years due to the fluctuations in the demand for storage capacity (i.e., gigabyte
per month).

• The total network cost consists of bandwidth usage, egress and data transfer
costs between regional and multi-region locations. As the cloud-based,
always-on mobile services are usually sensitive to network bandwidth and
latency [42], the additional network cost is expected to satisfy the outbound
network traffic demands in order to avoid delays.

• Since the content retrieval from a bucket should be faster than the default, the
additional on-demand I/O cost enables to increase the throughput [4, 39].

• The additional server cost stems from the additional CPU cores and the amount
of memory required for processing.

Two possible types of benefits calculation results are encountered, when leasing
cloud storage:

• Positive calculation results, which point out the underutilization of the storage
capacity.

• Negative calculation results, which reveal the immediate need for upgradation.
This need stimulates additional costs; however, the total amount of accumulated
cost in conventional data warehouse appliances is not comparable, as the
earnings by adopting a big data-as-a-service business model can be reinvested
on the additional storage required, maximizing the return on investment.

Towards the evaluation of big data-as-a-service business models and the increase
in the return on investment, the way the benefits overcome the costs is of significant
importance [12, 28, 32, 41]. An illustrative example emphasizes on the need to
consolidate data from different sources. Cost analysis and benefits comparisons are
performed during a 5-year period of time (l = 5) prior to adoption of either a
conventional data warehouse or a big data-as-a-service business model. The pre-
dicted variations in the demand for cloud storage with respect to two case scenarios
are shown in Table 2.

In this framework, the first case scenario reveals that adopting a big
data-as-a-service business model is more cost-effective than a conventional data
warehouse, as the cost analysis results for the big data-as-a-service model have the
least positive values throughout the 5-year period. The benefits calculation results
are positive in big data-as-a-service business models, while the benefits results are
always zero in conventional data warehouse business models (Figs. 5 and 6).

Table 2 Variations in the
demand for cloud storage
regarding two case scenarios

Term Case scenario 1 Case scenario 2

Year 1–2 β1 % = 5 % β1 % = 10 %
Year 2–3 β2 % = 15 % β2 % = 22 %
Year 3–4 β3 % = 20 % β3 % = 35 %
Year 4–5 β4 % = 23 % β4 % = 40 %
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On the other hand, the second case scenario points out the cost-effectiveness and
the benefits gained by adopting the big data-as-a-service model during the first four
years. However, the benefits calculations results become negative during the fifth
year, indicating the need for immediate upgradation to meet the demand require-
ments. The necessity for upgradation is also witnessed at the increased costs
compared to those in the traditional data warehouse approach. In this direction, the
earnings gained throughout the period, due to the selection of the dig
data-as-a-service business model, will be reinvested on the additional storage
required, maximizing the return on investment (ROI) (Figs. 7 and 8).

Fig. 5 Cost analysis for the first case scenario

Fig. 6 Benefits analysis for the first case scenario
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4 Challenges and Open Research Issues

The rise and development of social networks, multimedia, electronic commerce
(e-Commerce) and cloud computing have increased considerably the data. Addi-
tionally, since the needs of enterprise analytics are constantly growing, the con-
ventional hub-and-spoke architectures cannot satisfy the demands and, therefore,

Fig. 7 Cost analysis for the second case scenario

Fig. 8 Benefits analysis for the second case scenario
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new and enhanced architectures are necessary [15]. In this context, new challenges
and open research issues are encountered, including storage, capture, processing,
filtering, analysis, curation, search, sharing, visualization, querying and privacy of
the very large volumes of data. The aforementioned issues are categorized and
elaborated as follows [11]:

• Data storage and management: Since big data are dependent on extensive
storage capacity and data volumes grow exponentially, the current data man-
agement systems cannot satisfy the needs of big data due to limited storage
capacity. In addition, the existing algorithms are not able to store data effectively
because of the heterogeneity of big data.

• Data transmission and curation: Since network bandwidth capacity is the
major drawback in the cloud, data transmission is a challenge to overcome,
especially when the volume of data is very large. For managing large-scale and
structured datasets, data warehouses and data marts are good approaches. Data
warehouses are relational database systems that enable the data storage, analysis
and reporting, while the data marts are based on data warehouses and facilitate
the analysis of them. In this context, NoSQL databases [19] were introduced as a
potential technology for large and distributed data management and database
design. The major advantage of NoSQL databases is the schema-free orienta-
tion, which enables the quick modification of the structure of data and avoids
rewriting the tables.

• Data processing and analysis: Query response time is a significant issue in big
data, as adequate time is needed when traversing data in a database and per-
forming real-time analytics. A flexible and reconfigured grid along with the big
data preprocessing enhancement and consolidation of application- and
data-parallelization schemes can be more effective approaches for extracting
more meaningful knowledge from the given data sets.

• Data privacy and security: Since the host of data or other critical operations
can be performed by third-party services or infrastructures, security issues are
witnessed with respect to big data storage and processing. The current tech-
nologies used in data security are mainly static data-oriented, although big data
entails dynamic change of current and additional data or variations in attributes.
Privacy-preserving data mining without exposing sensitive personal information
is another challenging field to be investigated.

5 Summary and Conclusion

Since networking is ubiquitous and vast amounts of data are now available, big data
is envisioned to be the tool for productivity growth, innovation and consumer
surplus. Huge opportunities related to advanced big data analytics and business
intelligence are at the forefront of research, focusing on the investigation of inno-
vative business-centric methodologies that can transform various sectors and
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industries, such as e-commerce, market intelligence, e-government, healthcare and
security [4, 29, 31, 54]. To this end, this tutorial paper discusses the current big data
research and points out the research challenges and opportunities in this field by
exploiting cloud computing technologies and building new models [5, 6, 16, 18,
33–36]. A cost-benefit analysis is also performed towards measuring the long-term
benefits of adopting big data-as-a-service business models in order to support
data-driven decision making and communicate the findings to non-technical
stakeholders.
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Towards Mobile Cloud Computing in 5G
Mobile Networks: Applications, Big Data
Services and Future Opportunities

Georgios Skourletopoulos, Constandinos X. Mavromoustakis,
George Mastorakis, Jordi Mongay Batalla, Ciprian Dobre,
Spyros Panagiotakis and Evangelos Pallis

Abstract The highly computationally capable mobile devices and the continuously
increasing demand for high data rates and mobility, which are required by several
mobile network services, enabled the research on fifth-generation (5G) mobile
networks that are expected to be deployed beyond the year 2020 in order to support
services and applications with more than one thousand times of today’s network
traffic. On the other hand, the huge and complex location-aware datasets exceed the
capability of spatial computing technologies. In this direction, the mobile cloud
computing (MCC) technology was introduced as the combination of cloud com-
puting and mobile computing, enabling the end-users to access the cloud-supported
services through mobile devices (e.g., smartphones, tablets, portable computers or
wearable devices). The mobile applications exploit cloud technologies for data
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processing, storage and other intensive operations, as they are executed on resource
providers external to the devices. This tutorial article is a comprehensive review of
the current state-of-the-art and the latest developments on mobile cloud computing
under the 5G era, which helps early-stage researchers to have an overview of the
existing solutions, techniques and applications and investigate open research issues
and future challenges in this domain.

Keywords Mobile cloud computing ⋅ Mobile cloud-based service level ⋅ 5G
mobile networks ⋅ Big data ⋅ Data-driven ⋅ Modelling ⋅ Capacity ⋅ Lease
cloud-based mobile services

1 Introduction

Since the data burst, the growth of mobile communication networks and the
unprecedented increase in mobile data and multimedia traffic every year will occur
in 5G mobile networks, the need for increasing the wireless network capacity is
motivated in this fully interconnected information society [1–4]. Location infor-
mation is an intrinsic part of different mobile devices and current mobile services
are developed having a context-aware orientation and enclosing location-aware
features. In addition, spatial big data refers to location-aware datasets (e.g., tra-
jectories of mobile phones and GPS devices or detailed road maps), envisaged to
transform the society via next-generation routing services [5]. Since the computa-
tionally capable mobile terminals can support more complex functionalities, 5G
systems are expected to satisfy the quality of service (QoS) and the rate require-
ments set by applications and services, such as wireless broadband access, multi-
media messaging services, mobile TV and services that utilize bandwidth [6, 7].
More specifically, each node should behave as a router (i.e., there is no
central-control device) forwarding data and establishing an improved scalable
network. Furthermore, the need for a cloud-based framework for sensor networks is
motivated to enable the sharing or trading of feeds, as big data collection, man-
agement and analytics acquire new dimensions in Internet of Things (IoT) envi-
ronments [8].

Despite the positive characteristics of the 5G mobile networks [9, 10], the
challenges faced have to do with the improvement of network throughput, band-
width utilization, mobility and fading [11–13]. In this direction, the mobile cloud
computing (MCC) technology [14] was introduced as a solution for mobile services
to improve the computational capabilities of resource-constrained mobile devices,
exploiting the elastic resources provided by cloud computing, which can be a
virtual server, a service or an application platform, in pay-as-you-use manner
[15–19]. The mobile cloud computing paradigm indicates an infrastructure where
both the data storage and data processing happen outside of the mobile device
[20, 21]. As a result, the consumer and enterprise markets are increasingly adopting
mobile cloud migration approaches to provide better services to their customers,
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boost their profits by reducing the development cost of mobile applications and gain
competitive advantage.

Since mobile cloud computing is still in the preliminary stages, comprehensive
surveys exist in the literature [14, 22, 23]. This tutorial paper focuses on the current
mobile cloud computing research that discusses issues, applications and services
and explores future opportunities and challenges in the 5G era. Following this
introductory section, the structure of this book chapter is organized as follows:
Sect. 2 presents an overview of the mobile cloud computing paradigm, including
the definition, architecture and possible applications. Section 3 demonstrates the
business value and long-term benefits of adopting mobile cloud migration
approaches from the technical debt perspective and attempts to communicate the
findings to non-technical stakeholders. Finally, Sect. 4 points out future opportu-
nities and challenges in this domain, while Sect. 5 concludes this survey chapter.

2 Mobile Cloud Computing: Concept and Core Ideas

Mobile cloud computing (MCC) is constantly attracting the attention of entepre-
neurs and researchers as a cost-effective concept that can significantly improve the
user experience (UX). Beyond the usual advantages provided by the cloud (e.g.,
resources, storage and applications always available on demand, scalability,
dynamic provisioning), mobile cloud computing has also other advantages from the
computational offloading point of view. More specifically, the battery lifetime is
prolonged, as the energy-consuming tasks are executed in the cloud, and higher
data storage and processing power capabilities are provided. In addition, the reli-
ability is improved as the data is stored and backed up in a number of different
devices [1]. In this context, this section gives an overview of the definition,
architecture and applications of the mobile cloud computing technology.

2.1 Mobile Cloud Computing Definition and Architecture

The mobile cloud computing paradigm was introduced as a technology that can
remedy the issues and challenges of mobile computing, such as the lack of
resources in mobile devices, by exploiting the resources in the cloud platforms.
A conceptual mobile cloud architecture is shown in Fig. 1 [24].

As mobile cloud computing emerged not long after the cloud computing and is
basically based on that concept, it is important to give an overview of the cloud
computing architecture, which is divided into three layers: Infrastructure-
as-a-Service (IaaS), Platform-as-a-Service (PaaS) and Software-as-a-Service
(SaaS). The three service layers of cloud computing along with brief descriptions
for each layer are shown thoroughly in Fig. 2 [25]. The delivery objectives of each
layer are described below [26]:
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• Infrastructure-as-a-Service (IaaS) offers on-demand components for building IT
infrastructure, such as storage, bandwidth and virtual servers.

• Platform-as-a-Service (PaaS) offers development and runtime environments for
applications that are hosted on the cloud and a scalable middleware for the
management of application execution and dynamic resource provisioning.

• Software-as-a-Service (SaaS) offers multi-tenant applications and services
on-demand.

Fig. 1 A conceptual mobile cloud architecture

Fig. 2 The three service layers of cloud computing
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The above layered architecture enabled the development of additional sophisti-
cated models, such as the Big Data-as-a-Service (BDaaS) [27] or the Business
Process-as-a-Service (BPaaS), where the customers are given the opportunity to
consume business outcomes (e.g., payroll processing, HR) by accessing business
services via web-centric interfaces [28]. In this context, the existing work on cloud
computing points out three types of deployment models; the private (on-premises),
public (off-premises) and hybrid.

However, the challenge of establishing a mobile cloud, using mobile devices and
accessing the services provided, still exists. Satyanarayanan et al. [29] proposed an
architecture, where the virtual machine-based (VM-based) cloudlets are exploited to
rapidly instantiate customized service software and then use the service over a
wireless LAN. Such an architecture can meet the need for quick real-time inter-
active response by low latency, one-hop, high-bandwidth wireless access for
multiple users. The differences between the conventional mobile cloud computing
and the mobile-cloudlet-cloud computing architectures are demonstrated in Fig. 3
[30]. For the latter, the mobile devices interact via the cloudlet, using dynamic
partitioning to achieve their quality of service goals. Finally, CloneCloud [31],
another VM migration approach, aims to offload part of the mobile application
workload to a resourceful server through either 3G or a wireless connection without
the need of annotating methods, as witnessed in MAUI [32]. A cost-benefit analysis
is also performed, calculating the cost involved in migration and execution on the
cloud and comparing it against a monolithic execution.

Fig. 3 Mobile cloud computing architecture versus mobile-cloudlet-cloud computing architecture
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2.2 Applications of Mobile Cloud Computing and Impact
Areas

Mobile devices, such as smartphones, tablets, portable computers, wearable devices
or portable digital assistants (PDAs), have become tools that are used on a daily
basis. A number of empirical studies [33] indicate that the number of today’s
connected mobile devices already exceeds five billion, while several demanding
mobile network services, such as data sharing and cloud-based applications [34–
38], require increased data rates. There are also numerous recent researches
depicting several issues within the context of resource and cost management [39–
49]. In this direction, some applications of mobile cloud computing are listed
below:

• Mobile banking (m-Banking): Mobile banking is among the newest delivery
channels used for accessing banking services securely and conducting transac-
tions, payments and any kind of money transfers electronically. The nature of
selling and buying financial services has now changed by improving the user
experience and reducing the operational costs [50].

• Mobile commerce (m-Commerce): Mobile commerce, a subcategory of elec-
tronic commerce (e-Commerce), is a business model for commerce using mobile
devices, which enables transactions, payments, messaging or even ticketing over
the Internet on the move. However, there are still issues to be addressed in the
future, such as the low network bandwidth, high complexity of mobile device
configurations and security [22].

• Mobile healthcare (m-Healthcare): Mobile healthcare is an efficient model to
provide users with access to resources, such as past and present health records,
blood pressure and pulse rate measurements. In addition, hospitals and health-
care organizations can offer on-demand services hosted on the cloud, reducing
the operational costs and overcoming the limitations of the traditional medical
treatment. However, privacy of the personal healthcare information is still a
challenge to be faced [22].

3 Communicating the Business Value and Benefits
of Mobile Cloud Computing to Non-technical
Stakeholders: The Technical Debt Viewpoint

Since the organizational and performance excellence is achieved through the digital
transformation, the consumer and enterprise markets are increasingly adopting
mobile cloud migration approaches. In this direction, the lease of cloud-supported
mobile services has become an issue of great importance over recent years.
Towards communicating the business value and long-term benefits of adopting
mobile cloud migration approaches to non-technical stakeholders, the evaluation of
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such services is performed from the return on investment (ROI) point of view [51].
Investigating the technical debt on mobile cloud-based service level is a valid
measure to reveal those cost-effective web services to lease off and inform effective
decision making.

Considering such challenges, a number of research efforts have been devoted
comparing the monetary cost-benefits of cloud computing with desktop grids [52]
and investigating cost-benefit approaches of using cloud computing to extend the
capacity of clusters [53]. The calculations of the cloud total cost of ownership
(TCO) and utilization cost have been also examined in the literature [54], evaluating
the economic efficiency of the cloud and providing indications for cost optimiza-
tion. On the contrary, the technical debt term was initially introduced by Ward
Cunningham [55] as a metaphor to communicate technical elements to
non-technical product stakeholders. Currently, there is little work in the area of the
technical debt quantification in mobile cloud computing and a research gap for
introducing linear and non-linear metrics is observed. In this context, the mobile
cloud can be considered as a marketplace [56], where the web services of the
mobile cloud-based service-oriented architectures can be leased off [57]. Such
services are differentiated on the subject of the non-functional requirements and the
maximum number of users that can be supported. Two novel quantitative models
for predicting and quantifying the technical debt on cloud-based software engi-
neering and cloud-based service level were proposed in other research works [58,
59]. The quantification modelling is based on a cost-benefit analysis and extended
experimental results are discussed by Skourletopoulos et al. [60]. Linear and
fluctuation-based modelling approaches to estimate and measure the technical debt
on mobile cloud-based service level have been also studied by Skourletopoulos
et al. [61, 62]. In this book chapter, a brief survey of linear and non-linear
approaches to quantification of the technical debt is presented, towards introducing
the technical debt research problem in mobile cloud computing environments.

In this framework, a linear algorithm, which encompasses the mathematical
formula that calculates the technical debt on mobile cloud-based service level, is
shown in Table 1 [62]. The lease of cloud-supported mobile services is investigated
from the capacity viewpoint. The notations and descriptions for the variables used
are observed in Table 2.

On the contrary, the non-linear modelling for quantifying the technical debt on
mobile cloud-based service level takes the following form, considering fluctuations
in the number of users [61]:

TD1 = 12 * ppm * Umax −Ucurrð Þ−Cu m̸ * Umax −Ucurrð Þ½ �
=12 * Umax −Ucurrð Þ * ppm−Cu m̸

� � ð1Þ

TDi =12 * Ki− 2 * Umax −Li− 2½ �−Mi− 2 * Umax − Li− 2½ �f g
=12 * Umax −Li− 2ð Þ * Ki− 2 −Mi− 2ð Þ, i ≥ 2

ð2Þ
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where, K0 = 1+Δ1 %ð Þ * ppm

Ki =Ki− 1* 1 +Δi+1 %ð Þ, i≥ 1

L0 = 1+ β1 %ð Þ *Ucurr

Li = Li− 1 * 1+ βi+1 %ð Þ, i ≥ 1

M0 = 1 + VoC1 %ð Þ *Cu m̸

Mi =Mi− 1 * 1 + VoCi+1 %ð Þ, i ≥ 1

Table 1 Linear approach: the proposed algorithm encompassing the novel quantitative model

Algorithm 1 Pseudocode Implementation of Technical Debt Estimates

// This algorithm aims to calculate the technical debt in mobile cloud

// computing environments, once a linear growth in the number of users

// occurs. 

1: procedure CALCULATION , i, ppm

2: sequential input ppm

3: for i=1 to doλ // Increasing the index of the year to get the

4: end for

5: return TD[i]

6: end procedure

Output element with respect to the year
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VoCi %= ai %+ γi %+ θi %+ μi %+ σi %+ ηi %, i≥ 1

The proposed quantitative models and the algorithm formulation achieve to
measure the amount of profit not earned due to the underutilization of a service,
examining the probability of overutilization of a service that would lead to accu-
mulated technical debt in the long run. Any candidate cloud-based mobile service to
be leased off is evaluated with repsect to the following assumptions:

• The period of λ-years is examined, aiming to provide insights about the return
on investment. The optimal condition is the zero point (zero monetary units).

• Any candidate service is subscription-based for the end-users, while the SLA
contract between the involved parties (i.e. provider and client, which is an
organization) includes charges for servicing an end-user in the mobile cloud.
The pricing and billing schemes vary over the period of λ-years due to the
scalability provided by the cloud.

• Linear and non-linear approaches with respect to the demand are predicted
accordingly over the period of λ-years.

Table 2 Notations and variable descriptions

Symbol Variable description

λ The period of years
i The index of the year
Umax The maximum number of users that can be supported
Ucurr The initial number of users
β% The estimated average annual increase in the number of users, which is represented

by a percentage value
ppm The initial monthly subscription price for the end-users, which is expressed in

monetary units
Δ% The estimated average increase in the monthly subscription price over the period of

λ-years, which is represented by a percentage value
Cu m̸ The estimated initial monthly cost for servicing an end-user in the mobile cloud,

which is expressed in monetary units
α% The estimated average increase in the monthly document storage cost over the

period of λ-years, which is represented by a percentage value
γ% The estimated average increase in the monthly data storage cost over the period of

λ-years, which is represented by a percentage value
θ% The estimated average increase in the monthly technical support cost over the

period of λ-years, which is represented by a percentage value
μ% The estimated average increase in the monthly maintenance services cost over the

period of λ-years, which is represented by a percentage value
σ% The estimated average increase in the monthly network bandwidth cost over the

period of λ-years, which is represented by a percentage value
η% The estimated average increase in the monthly server cost over the period of λ-

years, which is represented by a percentage value
TD The technical debt calculation result, which is expressed in monetary units
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• The cloud-supported mobile services are sensitive to network bandwidth and
latency. The additional network bandwidth cost is expected to satisfy the out-
bound network traffic demands, while the additional server cost includes those
costs that arise from the additional CPU cores and the amount of memory
required for processing.

In this direction, two possible types of technical debt are encountered, once
cloud-supported mobile services are leased off:

• Positive technical debt results, which declare the underutilization of the service
and the probability to satisfy a possible future increase in the number of users.

• Negative technical debt results, which point out the overutilization of the
selected service and possible SLA violations.

Towards a better understanding of the technical debt on mobile cloud comput-
ing, an indicative example emphasizes on the need to lease a cloud-based and
always-on mobile service. A what-if analysis on different case scenarios and lease
options is performed, exploring high, medium and low-capacity services. Further-
more, the technical debt numerical results will reveal the probability of overuti-
lization of any of the services examined. Since linear and non-linear approaches are
examined, the case scenarios with respect to the predicted demand are outlined
below:

• Linear approach (i.e., linear growth in the number of users): The first case
scenario forecasts a low-density annual increase in the demand (β % = 10 %).
On the other hand, a high-density annual increase in the number of users is
foreseen (β % = 80 %) for the second case scenario.

• Non-linear approach (i.e., fluctuations in the number of users): The first case
scenario predicts an increase in the demand by 12 % during the second year,
growth by 40 % during the third year, decrease by 18 % during the fourth year
and increase by 35 % during the fifth year. On the contrary, regarding the
second case scenario, an increase in the number of users by 20 % is forecasted
during the second year, a decrease by 10 % during the third year, an increase in
the demand by 60 % during the fourth year and, finally, increase in the number
of users by 65 % during the fifth year.

The flow and comparisons of the technical debt estimates over the years are
observed in Figs. 4 and 5 (for the linear approach) and Figs. 6 and 7 (for the
non-linear point of view), respectively.

Towards the examination of the linear approach, the first case scenario indicates
that the services A, B and C are always underutilized over the 4-year period due to
the positive technical debt results. The technical debt is gradually paid off, as the
amount of monetary units is constantly decreasing for the three services, due to the
mild linear increase in the number of users per year (10 %). The lease of service C
is the most cost-effective option for that case scenario, because the market needs are
met over the 4-year period and the risk of entering into a new accumulated technical
debt in the future does not lurk. On the other hand, the second case scenario
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Fig. 4 Linearity: case scenario 1 with 10 % increase in the demand

Fig. 5 Linearity: case scenario 2 with 80 % increase in the demand

Fig. 6 Non-linearity: case scenario 1
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demonstrates that service A is underutilized over the years and the technical debt is
gradually paid off, despite the sheer annual increase in the number of users (80 %).
The interpretation of the technical debt results with respect to service B shows
underutilization of the service from the first until the end of the third year. During
the fourth year, the technical debt becomes zero (i.e., optimal condition), revealing
that it is totally cleared out. However, the technical debt results become negative
until the end of the period as a result of the linear growth in the number of users,
indicating that the service is overutilized. Likewise, service C is underutilized the
first two years. During the third year, the technical debt is totally paid off; however,
the technical debt results become negative until the end of the period. The negative
results imply the overutilization of the service. Hence, a sheer increase in the
demand (80 %) will motivate the need for abandoning/terminating either service B
or C and switching to a more flexible capacity service. The risk of entering into a
new and accumulated technical debt in the future is high, as these options would
create additional costs. The analysis of the results for this case scenario points out
that the most cost-effective cloud-supported mobile service to lease off is A, as the
problem of overutilization does not lurk over the 4-year period, the technical debt is
gradually paid off and the risk of entering into a new technical debt in the future is
low.

Towards the evaluation of the non-liner approach, the first case scenario indi-
cates that the Corporate and Premium services are always underutilized over the
5-year period of time due to the positive technical debt results. Despite the fluc-
tuations in the demand, a gradual payoff of the technical debt is observed as the
amount of monetary units for both services is less in the end of the period than in
the beginning. The interpretation of the technical debt results concerning the Basic
service reveals the underutilization of the service for the first four years. During the
fifth year, the technical debt becomes zero, which constitutes the optimal condition,
as it is totally cleared out. However, the technical debt result becomes negative until
the end of the 5-year period of time, pointing out that the service is overutilized due
to the variation in the number of users. Hence, the need for abandoning/terminating

Fig. 7 Non-linearity: case scenario 2
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the existing service will be faced in the future in order to meet the evolving market
needs. Having explained that any positive technical debt to be further incurred can
be hardly managed, the Premium service is the most cost-effective lease option for
that case scenario, maximizing the ROI and paying off the technical debt.

Finally, the second case scenario indicates that the Corporate and Premium
services are always underutilized due to the positive technical debt results.
Although the Basic service is underutilized the first three years, the technical debt
calculation results become negative during the last two years. The technical debt is
totally cleared out during the fourth year, achieving the optimal condition; however,
the variations in the demand affect the flexibility and adaptability of the service, as
it is overutilized until the end of the 5-year period of time. The need for
abandoning/terminating the existing service and switching to a more flexible
capacity one will be faced again in the future. Hence, the lease of the Premium
service constitutes the most cost-effective investment decision for that case sce-
nario, as the calculation results have the minimum positive values. It is significant
to mention that in case of all three services were overutilized, the options of
abandoning and switching would be inevitable and the need to examine other more
flexible capacity services in the market from the same or different mobile cloud
services providers would be motivated in order to meet the demand requirements
and avoid entering into a new and accumulated technical debt in the future.

4 Future Opportunities and Challenges

Despite the advantages that mobile cloud computing brings in the 5G era, there are
still issues to be addressed in this field on potentially better practices in providing
better services and enforcing the standards. These challenges are strongly associated
with the performance, control, security and cost. A critical investigation to each of
the aforementioned challenges is performed below:

• Performance: Connection to clouds at a long distance is a major issue and
results in high latency and delays. In addition, underperformance is witnessed
when running transactions-oriented or data-intensive mobile applications, not to
mention the need for enhancing the efficiency in data access.

• Control: Although large corporations and enterprises are willing to adopt
mobile cloud migration approaches and strengthen their digital presence, the full
control of the platforms, which the cloud computing providers have, is a major
concern.

• Security: Securing the data in cloud is still a major issue in terms of integrity.
Privacy concerns are also witnessed among end-users, especially vulnerability to
attacks when information and critical IT resources are outside the firewall.

• Cost: Although adopting a mobile cloud migration approach can be very
cost-effective (i.e., pay-as-you-go model), high network bandwidth charges may
occur when it comes to data-intensive internet-based applications.
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5 Concluding Remarks

Mobile cloud computing is recognized as the dominant model for mobile appli-
cations in the long run, providing rich functionality to the users. In this direction,
this tutorial paper critically reviews the current mobile cloud computing research
and indicates the motivation, research challenges and opportunities in this domain.
Furthermore, the technical debt concept is being tackled analytically as a valid
measure to understand and quantify the business value and the long-term benefits of
adopting mobile cloud migration approaches and communicate these findings to
non-technical stakeholders.
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Part II
Architectures of MCC

and Big Data Paradigm



Heterogeneous Data Access Control Based
on Trust and Reputation in Mobile Cloud
Computing

Zheng Yan, Xueyun Li and Raimo Kantola

Abstract Cloud computing, as an emerging computing paradigm for service
provision on-demand, has blossomed into both academia and industry. One typical
cloud service is cloud data storage and processing. By stepping into the era of 5G,
Mobile Cloud Computing (MCC) becomes a perfect match to further leverage the
limitations of resources and locations for advanced networking services. However,
adopting mobile cloud implies placing critical applications and sensitive data in
Cloud Service Providers (CSPs) and accessing them with mobile devices. This
leads to serious security and usability issues, particularly on cloud data access
control. In this chapter, we explore the objectives of data access control in MCC.
Based on a literature review, we summarize open research issues in this area. In
order to achieve secure and usable cloud data access, we adopt trust and reputation
management and investigate three schemes for securing cloud data access based on
trust and reputation that can be flexibly applied in different cloud data access
scenarios. Furthermore, we evaluate the performance of the schemes through the
analysis on security, complexity, scalability and flexibility, as well as scheme
implementation. Particularly, important issues and challenges are also discussed in
order to propose future research trends.
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1 Introduction

Cloud computing, as an emerging computing paradigm, is blooming in both aca-
demia and industry. It is defined by the U.S. National Institute of Standards and
Technology (NIST) as a model for enabling convenient, on-demand network access
to a shared pool of configurable computing resources that can be rapidly provi-
sioned and released with minimal management efforts [1]. Cloud computing ser-
vices can be generally segmented into three categories: Infrastructure-as-a-Service
(IaaS), Platform-as-a-Service (PaaS), and Software-as-a-Service (SaaS). These
cloud services provide ubiquitous communications and on-demand data access.
Moreover, cloud computing created a huge market in IT industry, by providing
cost-effective solutions, minimum to zero investments, and low management of
computing resources. In Cisco’s forecast, Cloud Service Providers (CSPs) will
process more than three quarters (78 %) of workloads by 2018 [2]. There are many
cloud services that can be used in our everyday life, such as Google Drive, iCloud
and Dropbox, which have freed us from hardware restraints and ensured that the
data we need are available at any time and in any place.

Mobile Cloud Computing (MCC) is a converged technology of mobile com-
puting, cloud computing and wireless technologies. By stepping into the era of 5G,
Mobile Cloud Computing (MCC) becomes a perfect match to further leverage the
limitations of resources and locations for advanced networking services. According
to Cisco’s global mobile data traffic forecast, the global mobile devices and con-
nections in 2014 grew to 7.4 billion, as many as the population on our planet [3].
Moreover, the improved wireless technologies of 5G will provide higher data rate,
bandwidth, and ubiquitous service coverage to enable anticipated performance of
MCC. Currently, many MCC services and business models have been proposed,
such as mobile commerce (m-commerce), mobile learning and mobile healthcare.
Doukas proposed a mobile Healthcare information management system, called
@HealthCloud, to provide pervasive healthcare data storage, update and retrieval
[4]. In @HealthCloud, the mobile clients run on Google’s Android mobile oper-
ating system to consume such services as information management and processing
handled by the Amazon simple Storage Service (S3). One Hour Translation [5] is
an online translation service running in the cloud of Amazon Web Services. It can
be used by mobile client devices and translates the information in the own lan-
guages of mobile client users.

However, while embracing the benefits brought by various mobile cloud ser-
vices, we are still facing a number of problems such as data disclosure, privacy
leaks and malicious attacks. For example, user’s personal data were leaked from
Google and Apple applications. And four times of data breaches took place at
Oregon Health and Science University due to inappropriate handling and storage of
unencrypted patient medical records in the cloud. Currently, access control in the
cloud environment is typically provided by techniques such as Virtual Local Area
Networks (VLANs) and firewalls, which are originally designed to support enter-
prise IT systems [6]. These techniques are not suitable for the multi-tenant and
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dynamic nature of cloud, thus they could lead to major data breaches. In a cloud
environment, there is a large volume of users, which makes it difficult for a cen-
tralized agent to check the user’s eligibility and trace their IDs. Moreover, due to
the purposes of resource conserving, cost cut, and maintaining efficiency of cloud
computing, many CSPs support multi-tenant services in a cloud environment. In the
public cloud, many users store their data, and conduct data processing or run Virtual
Machines (VMs) on the same server provided by a CSP. This service model poses
security threats that a customer shares the same physical hardware with its adver-
saries, and its resources (e.g., data and VMs) placed in the cloud servers can be
attacked by the adversaries. Insider attack is another security problem that may lead
to the leakage of business sensitive and user confidential data. The Cloud Security
Alliance has recently reported that insider attacks have become the third biggest
threat in cloud computing. Since the user’s data are managed at the cloud servers,
the CSPs must ensure that all their employees who have access to the servers in the
data center are trusted and do not disclose any information or conduct attacks.

In MCC, the security and privacy problem becomes more serious due to the
insecure nature of wireless communications. For example, in a Wi-Fi environment,
it is easy for an attacker to play a “man-in-the-middle” attack, where the attacker
can intercept the communications between a user and an Access Point (AP).
Therefore, the attacker can sniff communication traffic, or force the user to drop its
connection and reconnect to the attacker’s soft AP. The mobility of wireless net-
works and mobile users also introduces many security problems. In a cellular
network, security threats could happen during channel setup. When a user moves
and registers with a cell, a base station needs to manage and update the user’s
information in order to allow messages to be routed to the user correctly. This
process can expose the user’s information to all the entities that can access to the
user’s routing information. The mobility also brings the trust issues between the
users and mobile service providers, because the mobile users can use resources at
various locations, provided by various service providers. This fact increases the
difficulty of verifying the user’s identity and preventing the users from connecting
to a malicious cell. However, the security problems of wireless transmission are
being well studied, since they happened from the beginning of wireless commu-
nications. In the era of 5G, these problems will be further researched and addressed
by more rigorous protocols and more advanced wireless technologies.

One of the most important issues in MCC is data security. Private data of users
are stored in the data center of CSP to release the storage and computing burden of
personal devices. Typical data examples are social security records and health
statistical data monitored by wearable sensors. However, the CSP could be curious
on personal privacy [7]. Thus, critical personal data stored in CSP are generally
encrypted and their access is controlled. Obviously, these personal data could be
accessed by other entities in order to fulfill a cloud service. How to control personal
data access at CSP is a practical issue.

Rationally, the data owner should control own data access. But in many situa-
tions, the data owner is not available or has no idea how to do the control, when, for
example, personal health records should be accessed by several medical experts in
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order to figure out a treatment solution or by a foreign physician when the data owner
is traveling and falling into a health problem abroad. Therefore, an access control
agent is expected in this situation in order to reduce the risk of the data owner in
personal data management. Considering both above demands in practice, a hetero-
geneous scheme that can flexibly control data access in cloud computing is expected.

A number of solutions have been proposed for protecting data access in the cloud.
Access Control List (ACL) based solutions suffer from the drawback that compu-
tation complexity grows linearly with the number of data-groups [8] or the number
of users in the ACL [9]. Role Based Access Control (RBAC) cannot flexibly support
various data access demands that rely on trust [10]. In recent years, access control
schemes based on Attribute-Based Encryption (ABE) were proposed for controlling
cloud data access based on attributes in order to enhance flexibility [11–14, 15, 16].
However, the computation cost of these solutions is generally high due to the
complexity of attribute structure. The time spent on data encryption, decryption and
key management is more than symmetric key or asymmetric key encryptions.
Critically, most of existing schemes cannot support controlling cloud data access by
either the data owner or access control agents or both. This fact greatly influences the
practical deployment of existing schemes. Current research is still at the stage of
academic study. Notably, trust and reputation play a decisive role in data access
control. But little work was proposed to control the access of data stored at the CSP
based on the trust evaluated by the data owner or the reputation generated by a
Trusted Third Party (TTP) (e.g., a reputation center) or both in a uniform design.

Reputation and trust relationships in different contexts can be assessed based on
mobile social networking activities, behaviors and experiences, as well as perfor-
mance evaluation. With the rapid growth of mobile communications and the wide
usage of mobile devices, people nowadays perform various social activities with
their mobile devices, e.g., calling, chatting, sending short messages, and conducting
instant social activities via various wireless network connections. Social trust
relationships can be established and assessed in a digital world, as illustrated in
[17]. Reputation can be assessed based on feedback and Quality of Service (QoS) of
an entity [18]. Trust and reputation play a decisive role in cyber security, especially
for cloud data access control.

In this book chapter, we will explore the technologies of data access control in
MCC. Based on a literature review, we summarize open research issues in this area.
In order to achieve secure and efficient cloud data access, we introduce trust and
reputation management systems, and investigate three schemes for securing cloud
data access based on trust and reputation. Furthermore, we implement the schemes
and evaluate the performance of the schemes through analysis on security, com-
putation complexity, system scalability and flexibility. Particularly, important issues
and challenges for practical deployment are also discussed in order to propose
future research trends.

The rest of the chapter is organized as follows. Section 2 briefly introduces the
MCC system model, and the objectives of data access control. Section 3 reviews the
current literature about cloud data security and privacy in MCC. We also introduce
some technologies and algorithms proposed for enhancing data security, such as
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Attribute Based Encryption (ABE) and trust management systems. Section 4 pre-
sents three data access control schemes for MCC, and their technical preliminaries.
Section 5 reports the results of performance evaluation, analysis and comparison.
Usage scenarios of the three schemes and challenges for practical deployment are
further discussed in Sect. 6. Section 7 summarizes the whole chapter.

2 Data Access Control in MCC

2.1 MCC System Model

Mobile Cloud Computing is a cutting-edge computing paradigm, and it has gained
great attention in both academia and industry. The Mobile Cloud Computing Forum
defines MCC as [19]:

“Mobile Cloud Computing at its simplest, refers to an infrastructure where both
the data storage and the data processing happen outside of mobile devices. Mobile
cloud applications move the computing power and data storage away from mobile
devices and into the cloud, bringing applications and mobile computing to not just
smartphone users but a much broader range of mobile subscribers”

Sanaei et al. [20] defined MCC as a “rich mobile computing technology” to
provide mobile devices anywhere, anytime based on a pay-as-you-use principle.
MCC leverages and unifies resources of various clouds and network technologies,
and enables unrestricted functionalities. Khan et al. [21] specified MCC as the
outcome of interdisciplinary approaches comprising mobile computing and cloud
computing. The cloud computing technology enables the mobile devices to be more
resourceful in terms of computational power, memory, storage, energy, and context
awareness.

Figure 1 presents the general architecture of MCC. It consists of mobile net-
works, the Internet, CSPs, mobile users, all producing/consuming applications or
services. In MCC, the mobile users request cloud services by firstly connecting to
mobile networks through a base station, a wireless access point, or other air
interfaces. The requests and the mobile users’ information will be transmitted to the
central processor in the mobile network, where the mobile network operators can
verify the users’ identities, process data and provide mobile services. After that, the
user’s request will be forwarded from the mobile network to the cloud through the
Internet, where the cloud service providers can provide the mobile user’s request
with corresponding cloud services.

The cloud architecture can also be presented according to different cloud ser-
vices, shown in Fig. 2. Data Centers provides the hardware facilities, such as
servers, for cloud services. The Data Centers handles data storage and processing,
and are usually stable and disaster-tolerant. IaaS provides users the infrastructure,
including networking, servers and operating systems. The infrastructure and
hardware can be provided on demand, and shared by multiple users through
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virtualization technologies. The user only needs to pay for the resources they really
use. An example of IaaS is Amazon S3.

PaaS offers an integrated environment to help the users build, test, deploying
customized applications. Examples of PaaS are Google AppEngine and Microsoft
Azure. SaaS is familiared by most people. It supports software application distri-
bution in a cloud environment. The users can access various software and infor-
mation via the Internet at any time and in any place. Since SaaS supports
pay-as-you-use, the users only need to pay for what they consume.

Fig. 1 Mobile Cloud Computing (MCC) architecture [83]

PaaS

IaaS

SaaS

Fig. 2 Cloud service architecture

70 Z. Yan et al.



2.2 Access Control on Mobile Cloud Data

Although cloud services, especially cloud data services, are gaining a special
attention from mobile users and business enterprises, data security is still a major
hurdle of cloud service adoption. In particular, data access control in MCC concerns
two aspects: access control in mobile network and access control in cloud.

The Mobility Management Entity (MME) and Home Subscriber Server
(HSS) handle the access control in mobile networks in 4G networks and Authen-
tication Center (AuC) in 3G networks. A Subscriber Identification Module (SIM) is
used to identify and authenticate subscribers in mobile networks. A SIM card
securely stores the International Mobile Subscriber Identity (IMSI) and its related
keys for identity verification.

The data access control in the cloud is often carried out based on different access
control schemes by applying various theories and technologies, such as Attribute
Based Encryption (ABE), Trust Management, and predefined Service Level
Agreement (SLA). For example, Google Cloud Storage service applies Access
Control Lists (ACLs) as the control scheme to manage data access. The ACL is a list
of permissions attached to an object. It specifies the users or entities that are granted
access to an object and defines the operations that are allowed regarding the object. In
this book chapter, we will focus on the data access control in the cloud and introduce
a number of schemes based on trust and reputation for cloud data access control.

3 The State of Arts

3.1 Overview of Data Security and Privacy in MCC

While embracing dynamic service provision, ubiquitous data access, optimized
resource allocation and low-cost infrastructure, mobile cloud users are still facing
many security problems in terms of data confidentiality and privacy leakage.

3.1.1 Risks of Data Security in MCC

Outsourced Data Security
Cloud computing brings additional security risks since the data owners outsource
their sensitive data for sharing in cloud servers. Apart from the security risks in
cloud computing, mobile cloud users also face the security problems of wireless
communications. The data could be intercepted or altered during wireless trans-
mission due to the insecure nature of wireless communications. Several works [22–
25] proposed to encrypt data before outsourcing and use methods such as
re-encryption and TTP to protect data confidentiality. Practical security problems
still exist. For example, many solutions of cloud security incur a large
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computational cost for encrypting all the data stored in the cloud and spend lots of
efforts for user revocation and key management. On the other hand, it is difficult for
data owners to know if the data has been tampered after outsourcing, especially
when there are multiple data owners [26]. This fact threats the integrity of data
sharing and outsourcing in the cloud environment.

Malicious Rating
Comparing to encryption schemes with high computational costs, trust and repu-
tation management provide a more computationally efficient way of protecting data
security in cloud. However, there could exist malicious nodes or adversaries that
provide unfair ratings to affect the accuracy of trust and reputation evaluation.
Although a number of approaches have been proposed to detect unfair ratings and
malicious nodes [27–29], either of them requires a large amount of prior knowledge
or usage experiences in order to assure detection accuracy and evaluation precision.
Otherwise, false positive results could be lead and eligible users could be excluded.

Multi-Tenancy Security
Virtualization technology is now widely used to provide infrastructure sharing and
resource optimization in cloud services. CSPs normally support “Multi-Tenancy”,
that is multiple service users can store and process their data based on the same
physical hardware [30]. This service model poses security threats that a user shares
the same physical hardware with its adversaries, and the resources (e.g., data,
virtual machines, etc.) placed in the cloud servers could be easily attacked by the
adversaries. Ristenpart et al. showed how malicious behaviors are carried out
towards a user when multiple users share a same cloud server [30]. Factor et al.
proposed a scheme for Secure Logical Isolation for multi-tenancy cloud storage
(SLIM) by predefining the principles to isolate the resources of tenants [31]. Yang
and Guo integrated RBAC with an attribute check mechanism to determine the
resources that a user can access [32]. Li et al. also proposed a RBAC based scheme
for multi-tenancy cloud services by embedding predefined security duty separations
[33]. Tang, Li and Sandhu proposed a RBAC based control scheme and integrated
trust management to set trust relations among tenants [34].

3.1.2 Privacy Preservation in Cloud Computing

Privacy is a critical issue that influences user’s adoption of cloud services. The
privacy violation of some famous cloud services such as Facebook and iCloud had
leaded to increased concerns in terms of either personal or commercial information
leakage. Many existing works [35–41] proposed to solve the problems of privacy
violation. The proposed schemes can be divided into two categories:
non-cryptographic and cryptographic schemes. The main non-cryptographic
scheme is data perturbation. Wang proposed a privacy-preserving scheme based
on data anonymity [35]. It hides a part of the user information to deduct sensitive
information from disclosed data. Yang et al. proposed a retrievable data perturba-
tion method for privacy preservation based on random noise perturbation [36].
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It adds random noise to perturb data values, but remains the data covariance
unchanged so that users can retrieve the original values. Haas et al. proposed a
privacy preserving system for electronic health records by applying a TTP to
control data access, and prevent service providers of data storage from accessing
and disclosing data [37]. Regarding cryptographic schemes, Wang et al. proposed a
privacy-preserving scheme based on a public key based homomorphic authenticator
with a third party auditor applied [38]. He also proposed a secure and efficient
method for ranked key word searching to preserve privacy for outsourced data [39].
This scheme enables relevance ranking instead of sending undifferentiated results. It
develops a one-to-many order-preserving mapping technique to protect sensitive
information. Leng et al. proposed a privacy-preserving scheme for personal health
records based on predefined policies. They applied Proxy Re-Encryption (PRE) for
flexible encryption and access right delegation [40]. Narayan, Gagne and
Safavi-Naini proposed a privacy-preserving Electronic Health Record (EHR) sys-
tem based on attribute-based cryptography [41].

Although there are many studies on protecting user data stored in cloud, few of
them investigated preserving privacy for data usage, such as data usage behavioral
information, recently visited information, and usage historical statistics that can also
be tracked and studied to violate user privacy [42].

3.2 Data Access Control in MCC

MCC demands a trustworthy system architecture and data protection solutions to
provide qualified mobile cloud services in order to support data storage and process
can be handled by CSPs, instead of the resource-constrained mobile devices. One
typical solution is to protect sensitive data using encryption theories.

3.2.1 Role-Based Access Control in Cloud Computing

Ferraiolo and Kuhn firstly proposed RBAC [43]. The basic principle of RBAC is
separating users and permissions by defining different roles. Users are assigned to
some roles based on their job functions and responsibilities. Each role has its
corresponding operational permissions. Users can only obtain the permissions after
activating their roles. RBAC simplifies the permission assignment and authorization
management by grouping permissions according to the roles, as well as separating
job duties. By relating permissions only to roles instead of users, it is scalable and
easy to manage permissions in cloud computing where a large amount of users are
presented and it is difficult to track each of their identities. However, RBAC
manages permissions statistically according to predefined roles, without consider-
ing some dynamic aspects such as time and context. Bertino, Bonatti, and Ferrari
proposed a Temporal Role-Based Access Control (TRBAC) to address the periodic
permission problems by enabling roles at different time intervals [44]. Joshi et al.
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proposed a General Temporal RBAC (GTRBAC) that allows a wider range of
temporal constraints of role assignments and permission assignments by clearly
defining a protocol of constraints, including active duration constrains, maximum
number of activations of a role, and enabling/disabling roles [45]. Besides per-
mission time intervals and dynamic service contexts are also considered to improve
RBAC. Yu proposed a Role and Task based Access Control Model (RTABC) to
refine permission assignment by adding a task layer between permission sets and
roles [46]. In RTABC, operating permissions are not directly assigned to roles, but
tasks. A task is a minimum functional unit of an operation, and an operation process
can contain a group of tasks. Users can obtain permissions of certain tasks by their
allocated roles. The permissions are constrained by task state, task weight and time.
Barati et al. designed a new semantic role-based access control model for cloud
computing [47]. The model enables recommendations of tasks, of which a user can
possibly require the permissions.

In RBAC [43], there are role hierarchies where senior roles can have permissions
of their junior roles. However, sometimes it is necessary for a junior role to have a
permission of a senior role in order to perform a senior role’s operations. Tang et al.
proposed a new RBAC model for cloud computing, in which there are two addi-
tional roles namely User Role (UR) and Owner Role (OR) [48]. Users can get
permissions from owners to access some resources in the cloud. Na and Cheon also
proposed a role delegation RBAC that allows junior roles to be granted with their
senior roles’ permissions [49]. Delegation server and delegation protocols are
employed in this method, in which a delegation server is responsible for the del-
egation, while the delegation protocol describes the delegation process. Lin, Bie,
and Lei proposed a scheme for cross-domain access control system in cloud
computing, which integrates the RBAC with trust management. It establishes a set
of associations with regard of roles between a local domain and other domains [50].
In order to perform various permission constraints and role delegations, Gitanjali,
Sehra, and Singh proposed several policy specifications for RBAC [51]. The
policies consist of permission delegation, role delegation, and also delegation of
access rights to CSPs. Moreover, they designed backup and restoration policies to
handle the cases of service crashes and data loss.

3.2.2 Attribute-Based Encryption for Cloud Computing

ABE has been recently well studied for data access control in cloud computing. It
does not require either the identities of the data requesters or their public keys, but
only the attributes the requesters own [52]. Sahai and Waters initially proposed
ABE that evolves from Identity-Based Encryption [53]. In this initial ABE scheme,
an identity consists of a set of descriptive attributes. A user can use a private key for
an identity ω to decrypt a ciphertext encrypted with an identity ω′, if and only if ω
matches ω′ over a certain threshold that makes it error-tolerant. The initial ABE was
further extended to two varieties, Key Policy-Attribute Based Encryption
(KP-ABE) and Ciphertext Policy-Attribute Based Encryption (CP-ABE).
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Goyal et al. proposed KP-ABE in 2006 [54]. It is a public key cryptographic
scheme built upon bilinear map and Linear Secret-Sharing Scheme (LSSS) [55]. In
KP-ABE, a ciphertext is associated with a set of attributes during encryption, while
a secret key is generated based on an access policy, which is an access structure
over a set of data attributes. To decrypt the ciphertext, the data attributes must
satisfy the access structure. Chase proposed a multi-authority attribute based
encryption scheme, which allows multiple authorities to control the data access at
the same time [56]. Each of the authorities maintains a set of attributes, and a user
can decrypt the data only if the number of attributes he/she possesses is beyond the
threshold of each authority. Wang and Luo proposed a KP-ABE scheme with
constant ciphertext size no matter how many attributes are embedded [57]. Yan, Li,
and Li designed a secure personal health record system using KP-ABE in a cloud
computing environment [58]. Although KP-ABE is believed secure for data access
control in cloud computing, it comes with high computational cost, especially if
there are a large number of attributes. Lv et al. proposed an efficient and secure
KP-ABE scheme for mobile cloud storage by outsourcing the KP-ABE key gen-
eration and decryption process to a trusted attribute authority [59]. Yu et al.
combined the KP-ABE and Proxy Re-Encryption (PRE) to achieve fine-grained
data access control [15]. Moreover, the scheme allows data owners to delegate most
of computation tasks to untrusted cloud servers without disclosing the underlying
data contents.

Bethencourt, Sahai, and Waters proposed the CP-ABE after KP-ABE [60].
Different from KP-ABE, a ciphertext in CP-ABE is built upon an access policy,
while a private key is associated with a set of attributes. A user can decrypt the data
only if its attributes embedded in the private key match the access policy. Lewko
and Waters proposed a decentralized CP-ABE scheme that allows multiple
authorities to issue access right and private keys with a part of the attribute set [61].
It solved the user collusion problem by applying the unique global identity of a
user. Horvath further extended the decentralized CP-ABE scheme to reduce the
computational burden of user revocation by removing the computations of revo-
cation at CSPs and distributing them over service users [62]. Xu et al. proposed a
fine-grained document sharing system based on CP-ABE, which refines users into
different classes according to their privileges to access files [63]. A document is
divided into multiple segments and encrypted by hierarchical keys. A user with a
higher security class key can derive all its lower level keys. Although this scheme
achieves fine-grained data access control, it is very difficult to manage both
CP-ABE keys and hierarchical keys, especially where there are a large number of
users in cloud. Wan, Liu, and Deng proposed a hierarchical attribute-based scheme
in cloud computing by organizing user attributes into different sets, where the same
attribute can be assigned different values [64]. They further applied expiration time
as an access constraint for user revocation, which made the scheme efficient.
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3.3 Reputation and Trust Management in Cloud Computing

Trust and reputation are studied in the recent literature. They usually have no
unique definitions because of their appearance in different research disciplines. For
instance, Hussain and Chang provided an overview on trust and reputation defi-
nitions. They indicated that the current notions of trust and reputation should be
further formally defined [65]. Dasgupta and Prat defined trust as “the expectation of
one person about the actions of others that affects the first person’s choice, when an
action must be taken before the actions of others are known” [66]. Abdul-Rahman
and Hailes defined reputation as “an expectation about an agent’s behavior based on
information or observations of its past behavior” [67]. As the research of trust and
reputation grows fast in both theoretical foundations and real-world deployment, a
number of e-commerce and cloud service companies apply them in ranking their
products and suppliers, as well as building their recommendation systems. In cloud
computing, trust and reputation are capitalized on designing mechanisms for data
access control or recommendation systems. They are regarded as effective incen-
tives to form a healthy and trustworthy network with participants who may have no
prior knowledge of each other.

3.3.1 Trust Management

Trust Management (TM) plays a critical role in increasing reliability, usability and
security in cloud computing. Sato, Kanai, and Tanimoto proposed a trust man-
agement model by dividing the model into two layers, namely the internal trust
layer and contracted trust layer [68]. The internal trust layer is based on the Trusted
Platform Module (TPM), which is an international standard for a secure
crypto-processor. It handles strict security operations, such as key generation, key
management and private data modification. The contracted trust layer is defined as
the trust determined by certain contracts between service providers and users.
A contract defines the trust and security level of a service provider, and the reliance
between the provider and its users. Although there can be different trust levels in the
negotiation on a contract, this model does not give specific factors for evaluating
the trust levels. It requires resigning the contract whenever there is a service
demand or a security requirement update. Yao et al. proposed an accountability-
based system to achieve Trustworthy Service Oriented Architecture (TSOA) [69].
The trust and accountability management also depends on predefined and mutually
agreed policies, called Service Level Agreement (SLA). It monitors each partici-
pant’s behavior, and determines which participant is accountable according to the
SLA. Pawar et al. proposed a trust model to support the trustworthiness verification
of cloud infrastructure providers [70]. The trust levels are calculated based on a
feedback model in terms of trust, distrust and uncertainty. This approach also
depends on a predefined SLA.
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Prajapati, Changder, and Sarkar proposed a trust management model for SaaS in
cloud [71]. In this model, trust is evaluated through Trust that indicates direct
relations between participants and Recommended Trust that is based on recom-
mendations from other participants. However, this model assumes that all the nodes
are honest, and is not resilient to malicious feedback or attacks. Habib, Ries, and
Muhlhauser proposed a multi-faceted TM system to help users choose trustworthy
CSPs [72]. The system evaluates trust levels through comprehensive attributes of
Quality of Service (QoS), such as security, compliance, availability and response
time. The TM system is centralized. It registers all the CSPs in the Registration
Manager (RM) and provides a Trust Manager (TMg) to allow service users to
specify their requirements and feedback.

Yan, Li, and Kantola proposed a trust assessment model that enables the trust
assessment between CSPs and users to help users choose trustworthy CSPs and also
the trust assessment between users to allow access right delegation [17]. This trust
assessment model is designed for cloud computing based on mobile social net-
works. It takes mobile social networking activities (e.g., mobile calls, instant
messages, pervasive interactions, etc.) as a basic clue to evaluate social trust.
Furthermore, this model takes weight parameters, priority levels and a punishment
factor into account for assessing trust levels to issue personal data access rights.

Table 1 provides a comparison of the trust management models proposed in [68,
72, 17] according to the following properties.

Factors for trust assessment: Factors for trust assessment determine what prop-
erties and issues should be considered in trust evaluation and management. The
factors depend on application context or design purposes. For example, Habib, Ries,
and Muhlhauser chose QoS; Yan, Li and Kantola selected performance and social
behaviors/activities in mobile social networking as trust evaluation parameters.

Enable trust assessment between CSPs and Users: Enabling trust assessment
between CSPs and users is designed to help users choose trustworthy CSPs, and
encourage CSPs to keep good performance.

Table 1 Comparison of trust management model

Sato [68] Habib [72] Yan [17]

Factors concerned in
trust assessment

Not
specified

QoS Social behaviors and activities
records; Priority level; Punishment
factor

Enable trust assessment
between CSPs and users

√ √ √

Enable trust assessment
between users

– – √

Trust management
through policy

√ – –

Trust management
through feedback

– √ √

Enable attack resistance – √ –
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Enable trust assessment between users: It is designed for enabling data access
right delegation among cloud service users.

Trust management through policy/feedback: This impacts the technique used
for trust assessment and management. For example, Sato, Kanai, and Tanimoto
managed trust levels by signing contracts [59], while Habib, Ries, and Muhlhauser
managed trust levels based on feedback and recommendations [62].

Enable attack resistance: It considers if a trust management scheme is resistant
to malicious attacks, such as malicious rating, self-promoting, and collusive
behaviors.

3.3.2 Reputation Management

While trust management plays an important role in guaranteeing trustworthy ser-
vices and interactions in cloud computing, reputation provides the basis of evalu-
ating and quantifying trust levels. Habib, Ries, and Muhlhauser identified a set of
important parameters required in reputation evaluation, which includes system
performance (e.g., latency, bandwidth, availability, reliability, etc.), and security
measures (e.g., physical security support, network security support, key manage-
ment, etc.) [26]. Bradai, Ben-Ameur, and Afifi proposed a reputation-based archi-
tecture to help users choose trustworthy peers in cloud [73]. This architecture
consists of three models, in which the first model evaluates the reputation given by
the users, and the other two refine the reputation values to detect malicious ratings.
Koneru et al. proposed a reputation management system based on user recom-
mendations [74]. Muralidharan and Kumar proposed a novel reputation manage-
ment system for volunteer clouds, in which computer owners can donate their
computing resources [75]. This system assesses each participant’s reputation
according to the performance of service time, crash time, and correctness of service
results. Although the three factors are important for service and reputation evalu-
ation, the network status can easily affect different aspects of the performance.
Therefore, it decreases the objectivity of a participant’s reputation. Zhu et al.
proposed an authenticated reputation and trust management system for cloud and
sensor networks [76]. The trust and reputation are calculated according to the
performance and feedback of data processing, data privacy and data transmission.
However, the system still depends on a predefined SLA and a Privacy Level
Agreement (PLA).

Besides different factors chosen for reputation evaluation and management in
various application contexts, unfair ratings and malicious attacks are also important
issues that affect the performance and efficiency of a reputation management sys-
tem. Yan, Li, and Kantola proposed a centralized reputation management system
for data access control in cloud computing [18]. It employs a Reputation Center
(RC) as a TTP to manage and verify users’ reputations. Moreover, it applies a
punishment agreement to encourage good performances and honest voting. Wu
et al. proposed a reputation revision method that applies a novel filter to recognize
unfair ratings [27]. The reputation evaluation is based on the QoS, including
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response time, cost, and reliability, as well as users’ ratings based on prior service
experiences. The method applies a similarity theory to distinguish abnormal eval-
uations and calculates average ratings. Wang et al. proposed an accurate and
multi-faceted reputation scheme that detects unfair ratings to improve the accuracy
of reputation calculation [28]. The scheme firstly identifies suspicious users whose
ratings deviate from others significantly, and then detects collusive users through
similarity clustering. After removing those malicious users and unfair ratings, it
calculates the overall reputation value.

3.4 Open Research Issues

One major difference of MCC from normal cloud systems is that MCC requires a
more energy-efficient, flexible and usable infrastructure for access control. The
mobility and unavailability of MCC users and the power/process/display-restriction
of their mobile devices cause this. As a result, decreasing energy consumption
becomes one of the most important targets to design an access control scheme in a
MCC system. Meanwhile, A lightweight and efficient data access control scheme is
highly expected in MCC, especially for MCC users. They expect a secure, flexible
and usable cloud data access control mechanism no matter when and where they are
located. Although there are many techniques proposed for data security in the
cloud, they normally require heavy computations and complicated operations for
data encryption and key management. Many CSPs providers support
non-cryptographic access controls, but they may not ensure data confidentiality
because the CSPs can access the user’s personal data or private information.
Therefore, improving energy efficiency and simplifying user client’s operations are
still open issues in the design of an access control scheme in MCC. More impor-
tantly, the design should be user-centric and usable, which means the designed
scheme should understand the MCC user’s demands and intelligently make a
balance between efficiency, flexibility and data security.

Despite the problems inherited from cloud computing when designing access
control schemes, MCC faces extra security challenges in terms of wireless com-
munication channels. MCC relies on highly heterogeneous networks that consist of
different wireless network interfaces. There could be many different radio access
technologies used for supporting MCC in 5G networks. Frequent shift among
different networks or wireless network interfaces requires dealing with different
security levels and protocols. This greatly increases the risk of data leakage or
tampering. How to support control data access at heterogeneous air interfaces is
crucially important for MCC, but hasn’t yet seriously explored in the literature.

Despite the technical aspect, it is also important to consider legal issues when
deploying an access control scheme in order not to violate any data or privacy
regulations. Additionally, in order to deploy a data access control scheme in
practical systems or applications, it is inevitable to develop a corresponding busi-
ness model that can be adopted by all involved stakeholders. The access control
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services should to be rational and feasible in terms of commercial business. People
seldom perform their studies that really cross academic, industrial and economic
domains.

4 Heterogeneous Data Access Control in MCC Based
on Trust and Reputation: Three Schemes

This section introduces three data access control schemes based on trust or repu-
tation designed for MCC. The schemes are suitable for resource-constrained mobile
devices in MCC.

4.1 Scheme 1: Controlling Cloud Data Access Based
on Reputation

We proposed a scheme [18] to control data access in MCC by applying PRE [77]
and reputation management [16]. There are four kinds of entities in the system
model: Data Owners, CSP, Reputation Center (RC), and Data Users. The RC is
fully trusted and employed for reputation management. It helps the data owners
check if the users meet the access policies. The CSP is responsible for data storage
and data access control, which includes data re-encryption and issuing access right
to eligible users. The Data Owners owns the right of data access and alteration. The
Users are the system entites who request for data access.

4.1.1 Reputation Generation

The reputation model is proposed in [16]. RiðteÞ denotes the reputation of an entity
i (e.g., a CSP) at time te. It contains two parts: the reputation contributed by the user
feedback, denoted as Rfi and the reputation contributed by performance monitoring
and reporting, denoted as Rpi. Many existing reputation mechanisms can be applied
to evaluate an entity’s reputation based on user’s feedback. One example mecha-
nism is described below based on the scheme in [78], but tailored for the scenario of
cloud computing. Suppose the user k’s vote on the entity i at time t is Viðk, tÞ, and
the user’s own credibility of providing feedback at time t is Cðk, tÞ, we calculate the
reputation value Rfi of the entity contributed by the user feedback as:

Rfi teð Þ= θðKÞ
O

∑K
k=1 Viðk, tÞ×Cðk, tÞ× e−

te − tj j2
τ ,
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where O= ∑
K

k=1
Cðk, tÞ× e−

te − tj j2
τ ; K is the total number of votes on the entity i; te is

the reputation evaluation time; t is the time of vote Viðk, tÞ, (Vi k, tð Þ∈ ½0, 1�);
parameter τ is used to control time decaying since we pay more attention to the
recent votes and apply Cðk, tÞ to tailor the consideration of Viðk, tÞ in order to
overcome some potential attacks, such as bad mouthing attack. θ Kð Þ is the Rayleigh
cumulative distribution function θ Kð Þ= f1− expð−K2

2σ2 Þg that is applied to model the
impact of integer number K on reputation generation, where σ >0, is a parameter
that inversely controls how fast the number K impacts the increase of θ Kð Þ.
Parameter σ can be theoretically set from 0 to, ∞ to capture the characteristics of
different scenarios. Cðk, tÞ (C k, tð Þ∈ ½0, 1�) is generated based on the performance
of user’s feedback by considering the feedback provided by all users on the entity’s
service and the performance monitoring and reporting.

Concretely, Cðk, tÞ is generated at RC. If the feedback Viðk, tÞ provided by k
doesn’t match the final evaluation result, that is δ= 1

2 − Vi k, tð Þ−RiðtÞj j≤ 0, γ + + ;
If Vi k, tð Þ matches the fact, that is δ= 1

2 − Vi k, tð Þ−Ri tð Þj j>0, γ is not changed; If
no Vi k, tð Þ is provided, γ is not changed. The Cðk, tÞ of k at time t is:

C k, tð Þ= C k, tð Þ+ωδðγ < thrÞ
C k, tð Þ+ωδ− μγðγ ≥ thrÞ

�
=

1ðC k, tð Þ>1Þ
0ðC k, tð Þ<0Þ

�
,

where γ is a parameter to record the number of mismatching votes, μ is a parameter
to control Cðk, tÞ’s deduction caused by bad voting performance, parameter δ is a
deviation factor to indicate the difference between a user’s vote and the real rep-
utation, and ω is a parameter to control the adjustment scale of Cðk, tÞ. We have
proved that the above design can effectively overcome bad-mouthing attack and
on-off attack in our previous work [78, 79].

For generating the reputation based on the performance monitoring and per-
formance records on the services provided by the entity, suppose the monitored
performance or recorded performance is Pm, while the threshold performance is Pt,
if Pm is better than Pt, the positive number of performance P is increased by 1,
otherwise, the negative number of performance N is increased by 1. The initial
values of P and N are 0. Obviously, the percentage of positive evidence indicates
the probability of satisfying the expected performance. We design the reputation
value Rpi of entity i contributed by performance monitoring at time te as:

Rpi teð Þ= P
P+N + ξ

ðξ=1Þ,

where ξ is a parameter to control the rate of loss of uncertainty for different
scenarios (we often take ξ=1).
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Thus the final reputation Ri teð Þ of entity i at time te can be aggregated by fusing
Rpi and Rfi as below:

Ri teð Þ= θðKRpÞ×Rpi teð Þ
θ KRp
� �

+ θðKRf Þ
+

θðKRf Þ×Rfi teð Þ
θ KRp
� �

+ θðKRf Þ
,

where KRp is the total number of performance monitoring reports from the entity
i and performance records provided by i’s users. KRf is the total number of feedback
records. We use the ratio between θðKRpÞ or θðKRf Þ and their sum to respectively
weight the contributions of Rpi teð Þ and Rfi teð Þ to RiðteÞ. This is because the more
evidence aggregated, the more convincing the contribution is from the statistical
analysis point of view. Note that Ri teð Þ∈ ½0, 1�.

4.1.2 The Proposed Scheme 1

We adopt PRE that enables RC to issue a re-encryption key and access right to
eligible entities. The procedures in the scheme can be grouped into four phases:
System Setup, New Data Creation, Data Access, and User Revocation.

System Setup: Each entity in the system matins a public key and private key
pair under the public key infrastructure of PRE. The global parameters for key
generation are shared within the system.

New Data Creation: A data owner encrypts its data using a symmetric key
DEK, and then encrypts the symmetric key DEK using the RC’s public key pk_RC.
Then the data owner stores the data along with the encrypted DEK to the CSP, and
specifies an access policy to RC. The plaintext of data and DEK is hidden from
CSP, thus provides data protection and privacy preservation. The CSP in this
scheme functions as a proxy, which indirectly delegates an access right to an entity
without learning anything about the secret data.

Data Access: A user u firstly sends an access request to the CSP. The CSP
would forward the request to RC, who is responsible for evaluating the user’s latest
reputation and decides if the user meets the access policy. If the user is eligible, RC
will generate a re-encryption key rk_RC- > u if needed. The CSP conducts the
cipherkey re-encryption based on the rk_RC- > u received from the RC, and send
the re-encrypted DEK to the user. The user can decrypt the data using its own
private key sk_u and obtained DEK.

User Revocation: RC retains a list of revoked users that are no longer eligible to
access the data and handles user revocation. And the CSP blocks the revoked user
from accessing the data.

We adopt a punishment rate in an insurance agreement between an entity and
RC. The punishment rate is set based on an entity’s reputation level, in case of data
disclosure from the entity. The higher the reputation, the lower the punishment rate
in an agreement. In this way, the entities in a system are encouraged to behave
honestly and perform well. In practice, an insurance business can be established by
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RCs to guarantee legal data access and compensate data owners if there is any
illegal data disclosure. CSPs will pay an annual fee to RC for getting re-encryption
keys and allowing it to manage reputations.

Detailed steps of access procedure in this scheme are illustrated in Fig. 3.

Step 1: The data owner firstly encrypts the data using DEK, denoted as E(DEK,
data). And it encrypts the DEK using RC’s public key pk_RC, denoted as
E(pk_RC, DEK). Then the data owner uploads the encrypted data to the
CSP, and specifies the data access policy to RC.

Step 2: The user sends a data access request to CSP for cipherkey E(pk_RC, DEK),
and encrypted data E(DEK, data).

Step 3: CSP firstly verifies the user’s ID to check if it is valid in the system. If the
user’s ID is valid, the CSP forwards the data request to the RC. Otherwise,
the request is rejected.

Step 4: The RC evaluates the user’s latest reputation and decides if the user meets
the access policy. If the user is eligible, the RC sets an insurance agreement
based on the user’s reputation level, in case of data disclosure. Otherwise,
the request is rejected.

Step 5: The RC generates a re-encryption key rk_RC- > u = RG(pk_RC, sk_RC,
pk_u), in which RG(pk_RC, sk_RC, pk_u) is the re-encryption key gen-
eration function, based on its own private and public key pair sk_RC, pk_u
and user’s public key pk_u.

Fig. 3 System model of cloud data access control based on reputation
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Step 6: The CSP conducts the cipherkey re-encryption R(rk_RC- > u, E(pk_RC,
DEK)) = E(pk_u, DEK), and sends the re-encrypted DEK E(pk_u, DEK)
to the user. Therefore, the user can decrypt the data using its own secret
key sk_u and obtain DEK.

If later on, the user wants to access the data again but no longer eligible, the RC
will inform the CSP to block the user from accessing the data.

4.2 Scheme 2: Cloud Data Access Control Based on Trust
Assessment

This scheme is designed for controlling cloud data access based on trust assessment
in mobile social networking by using trust assessment algorithm in [16] and
CP-ABE [80] for DEK encryption. There are three kinds of entities in the system
model: Data Owner, CSP, and Users who request the data. The CSP cannot be fully
trusted. It is responsible for storing data and checking user validity. The access right
is fully controlled by Data Owners, who issue the decryption keys based on the
Users’ trust levels evaluated based on their social networking activities, behaviors
and experiences.

4.2.1 Trust Assessment

The trust assessment model is built based on the user behaviors in the mobile social
network [16]. The behaviors can be classified into three categories:

• Mobile calls
• Messages
• Local instant interaction

The trust level between two persons then can be automatically assessed based on
the statistics and properties (e.g. number of calls, weight, etc.) of the above three
categories. Table 2 describes the notations that are used in the trust assessment,
designed below:

TL i, jð Þ= f fTL′ i, jð Þ+ pl i, jð Þ
* ½ω1 * θðN c i, jð Þ+N cðj, iÞÞ+ω2 * θðN m i, jð Þ
+ N mðj, iÞÞ+ω3 * θðN i i, jð Þ+N iðj, iÞÞ�− puði, jÞg

Besides taking the behaviors as part of the parameters, the formula also con-
siders the previous trust level, priority and punishment factor. In addition, the trust
level assessment can be linked to a certain context based on keyword extraction, in
which the data owner can set the data access policies according to the context.
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4.2.2 The Proposed Scheme 2

This scheme can be applied into MCC. A mobile user can save its sensitive personal
data at a data center offered by a CSP. For ensuring safe data access by other
trustworthy users in the network, the mobile users make use of trust levels accu-
mulated and analyzed from their individual mobile social networking records. The
mobile user can issue secret keys to eligible users with sufficient trust to access the
personal data at the CSP.

Trust level of a user is evaluated based on the activities, behaviors, and expe-
riences in mobile networks. In the scheme, we divide individual trust into discrete
levels. For example, TLi represents the ith trust level, TL can be from 0 to It̄l, where
It̄l is the maximum level of TL.

In our scheme, plaintext is hidden from the CSPs in order to provide data
protection and privacy preservation. The CSPs are responsible for data storage,
verifying users’ ID, and blocking eligible users from accessing the data. Trust
assessment and secret key issuing is handled by the data owners to ensure safe data
access by trustworthy users. A user firstly sends an access request to the CSP,
which checks if the user’s ID is valid. If it is the case, the CSP will forward the
access request to the data owner, who will decide if the user who sends the request
is eligible to access the data.

Table 2 The notations used in trust assessment based on mobile social networking

Symbols Description

N c i, jð Þ The number of calls made by i to j

N m i, jð Þ The number of messages sent by i to j

N i i, jð Þ The number of interactions initiated by i to j

TL i, jð Þ The trust level of j assessed by i; TL
0
i, jð Þ is the old value of TL i, jð Þ

θðIÞ The Rayleigh cumulative distribution function θ Ið Þ= 1− expð− I2
2σ2

n o
to model the

impact of integer number I, where σ >0, is a parameter that inversely controls how
fast the number I impacts the increase of θ Ið Þ. Parameter σ can be set from 0 to
theoretically ∞, o capture the characteristics of different scenarios. We use θðIÞ to
model the influence of the number of calls, messages and interactions on social
relationships

ω1 The weight parameter to show the importance of voice call, ω1+ω2+ω3= 1
ω2 The weight parameter to show the importance of message
ω3 The weight parameter to show the importance of instant interaction
pl i, jð Þ The priority level of j in i’s social networks
puði, jÞ The punishment factor of j in i’s view
f ðxÞ The Sigmoid function f xð Þ= 1

1+ e− αx, which is used to normalize a value into (0, 1)
in order to unify an evaluated trust level into an expected scope. Parameter α
applied to control the normalization
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The user revocation is handled by the CSP based on the data owner’s notifi-
cations about the non-eligible users. The encrypted data could be renewed by
encrypting with a new access policy, or the access can be blocked by announcing
the expired secret key. Although the CSP is not fully trusted, it is encouraged to
perform well by applying a reputation mechanism to evaluate the performance of
the CSP. The CSP’s reputation is generated based on the user feedback, and will be
published to all users in the system. Mobile users won’t select the CSPs with bad
reputations.

4.2.3 Scheme Algorithms

The scheme contains two main algorithms: trust assessment and CP-ABE based
access control. Trust assessment algorithm is based on the formula in [16]. We
adopt conventional CP-ABE, but integrate Individual Trust Level (TL) as an
attribute in our modified CP-ABE algorithm. Concretely, the operations for our
modified CP-ABE algorithm are: Setup, InitiateUser, CreateTrustPK, IssueTrustSK,
Encrypt and Decrypt.

Setup: The Setup operation generates a system public key PK and a master key
MK based on bilinear paring,

PK = G,GT , e,ɡ,P, e ɡ,ɡð Þyf g, MK =ɡy

where P is a random point in G, and y∈ Zp.
InitiateUser: The InitiateUser takes public key PK and master keyMK as inputs,

and generates a user’s public key PK_u and secret key SK_u,

PK u=ɡmku , SK u= MK*Pmku =ɡy*Pmku

where mku ∈Zp. It also chooses a random hash function HSK u:f0, 1g* → Zp from a
finite family of hash functions.

CreateTrustPK: The CreateTrustPK operation generates CP-ABE public
attribute key based on trust levels. It is executed by the data owners to encrypt the
data and control the access right. The CreateTrustPK checks the TL related policies
for data access, and outputs the public attribute key PK ðTLi, uÞ for each attribute
TLi, where i∈ 0, It̄l½ � and It̄l is the maximum level of TL. The PK ðTLi, uÞ consists
of two parts:

PK ðTLi, uÞ= <PK ðTLi, uÞ′ =ɡHSK u TLið Þ,

PK ðTLi, uÞ′′ = e ɡ,ɡð ÞyHSK uðTLiÞ >
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Encrypt: The Encrypt operation takes the attribute public key
PK ðTLi, uÞði∈ 0, It̄l½ �Þ to encrypt the symmetric key DEK, based on the access
policy A related to TL. The output ciphertext CT is

CTi = ⟨Ei =DEK ⋅ PK ðTLi, uÞ′′
� �Ri

,

E′

i =PRi ,

E′′

i = PK ðTLi, uÞ′
� �Ri

⟩

where Ri is a random value and Ri ∈ Zp. The ciphertext CT consists of the tuple
CT = ⟨CT1, . . . ,CTm⟩, and it iterates over all i = 1,…,m (m < It̄l), where m rep-
resents the number of selected TL in the access tree A.

IssueTrustSK: The IssueTrustSK is executed after verifying user u′ eligibility
and if the TL of u′ is equal or above the required TL level. It takes u′ s pubic key as
input and issues the CP-ABE private attribute key based on trust levels for the
purpose of decrypting DEK:

SK ðTLi, u, u′Þ=PK u′HSK u TLið Þ =ɡmku′HSK u TLið Þði= IÞ

Decrypt: The user decrypts the cipherkey to get the symmetric key DEK using
its own secret key SK u′ and SK ðTLi, u, u′Þ issued by the data owner. The output
DEK is

DEK =Ei ⋅
e E′

i , SK ðTLi, u, u′Þ
� �

e E′′

i , SK u′ð Þ

Then the user can decrypt the encrypted data using the DEK.
Figure 4 shows the detailed procedures of data access control based on trust

assessment and CP-ABE encryption in mobile social networks.

Step 1: The data owner conducts trust evaluations based on activities, behaviors
and user experiences in mobile social networking. After the trust evalua-
tion, the data owner determines the requirements of trust levels specified in
his/her access policy. The data owner then encrypts the data using a secret
symmetric key DEK, and encrypts the DEK using its own CP-ABE public
key PK_TL which is based on specified trust levels. The encrypted data
and symmetric key are denoted as E(DEK, data) and E(PK_TL, DEK).
Then it uploads the encrypted data and DEK to the CSP and sends the
access policy based on the required trust level TL.

Step 2: A user firstly sends an access request to both the data owner and CSP.
Step 3: The CSP verifies the user’s ID in order to check if the user’s ID is valid, or

in a blacklist. If the user’s ID is valid, the CSP forwards the access request
to the data owner. Otherwise, the request is rejected.
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Step 4: The data owner evaluates the user’s trust level TL based on previous
behaviors and activities. If the user is trustworthy and allowed to access the
data, the data owner issues a secret key SK_TL based on the user’s trust
level TL, and also sends corresponding access policy A. Otherwise, the
request is rejected.

Step 5: After receiving the secret key SK_TL and access policy A from the data
owner, the user again sends a data access request along with the access
policy A to the CSP.

Step 6: The CSP checks if the access policy from the user is the same as that
received from the data owner. If both of the policies match, the CSP sends
the required data to the user, so that the user can decrypt DEK with SK_TL
and get the plain data.

4.3 Scheme 3: Flexible Cloud Data Access Control Based
on Trust and Reputation

This scheme proposed a flexible multi-dimensional control on cloud data access
[81]. It is a heterogeneous scheme that combines the techniques in Scheme 1 and
Scheme 2. There are four kinds of entities in the system model: Data Owners,

Fig. 4 Procedure of cloud data access control based on trust assessment
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Cloud Service Providers (CSP), Reputation Center (RC), and Users. The RCs are
fully trusted and employed for reputation management, and checking if the users
meet the access policies. The CSPs are responsible for data storage, controlling data
access including data re-encryption and issuing access right to eligible users. Data
Owners are the ones who own the right of data access and alteration, and Users are
the ones who request for data access.

4.3.1 The Proposed Scheme 3

This scheme realizes multi-dimensional control on cloud data access based on
individual trust evaluated by the data owners, and/or public reputation evaluated by
one or multiple RCs. More concretely, a data owner firstly encrypts its data with a
symmetric key DEK, and then the data owner can divide the DEK into several
segments K0, K1, K2, …, Kn. K1, K2, …, Kn are encrypted with public keys from
different RCs which are employed to evaluate reputations and control data access.
K0 can be encrypted with a public key PK_TL which is related to individual trust
levels. After the data encryption, the data owner uploads the encrypted data and
encrypted key segments to the CSP, and specifies the access policy to each of the
RCs. In order to access data, a user needs to be authorized by all the RCs, and
collect all encrypted key segments to recover DEK for decryption.

The size of the key segments K0, K1, K2,… Kn can be flexibly set by data owners
according to different application scenarios, data access policies and security
requirements. If a data owner would like to control data access only by itself, the
symmetric key DEK will not be divided, and is encrypted with a public key PK_TL
that is related to individual trust levels. If a data owner would like the RCs to the
control data access, all the key segments are encrypted with the RCs’ public keys.

Notably, the data encryption key DEK can be divided into multiple parts in order
to really support multi-dimensional data access control. For example, the data
owner can set the access control strategy such as controlling its data access based on
the reputations evaluated by multiple RCs in order to highly ensure data security
and privacy, especially when it is off-line. In this case DEK is separated into
multiple parts K1, K2, …, Kn (n≥ 2). The data owner encrypts different parts of
DEK with different RC’s public keys pk RCn. Later on, the data access can be
controlled by all RCs (e.g., with regard to different reputation properties or con-
texts) by issuing re-encryption keys to decrypt different parts of DEK. Obviously,
our scheme can flexibly support controlling cloud data access by not only the data
owner, but also a number of RCs.

The data owner manages the policy of data access control. It decides who has
rights to control the data access. Our scheme is very flexible to handle many cases:
data is controlled by the owner itself, or only one RC, or multiple RCs or all above
at the same time. Their control relationship could be “or”, not only “and”, in order
to ensure control availability. In case some control party is not always online,
another party can delegate the duty. We achieve this by issuing the same partial key
to multiple parties (e.g., RCs). Free control of access can also be supported without
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changing the system design by setting Kn =K0 =DEK=null. The proposed scheme
doesn’t request the data owner to be always online. In this case, one or multiple
RCs can delegate the data owner to control data access based on reputation. Our
scheme offers a comprehensive and flexible solution to support various scenarios
and different data access policies or strategies.

User revocation is achieved by applying a blacklist that contains the ID of
distrusted or ineligible users. The blacklist is managed by the CSP, and can be
updated according to RC or data owners’ notification and feedback.

Scheme Algorithms
The scheme consists of four main algorithms: Key Generation, Symmetric Key
DEK Division and Combination, PRE, Modified CP-ABE that is proposed in [17].

Key Generation: three kinds of keys are generated: Symmetric key DEK for
data encryption, public key pairs for PRE, and key pairs for CP-ABE. The key
generation for CP-ABE consists of generating system public key PK, master key
MK, user public key pairs and Individual Trust public key and secret key. The key
generation can be conducted by users or by a trustworthy user agent.

Symmetric Key DEK Division and Combination: Key division is operated by
the data owner based on its data access control policy. The symmetric encryption
key DEK is divided into n + 1 parts, where n is the number of RCs which are
employed by the data owner to control its data access based on the access policy.
Key combination is operated by the user who receives all pieces of the partial
symmetric keys of DEK and aggregates all of them together in order to get a
complete DEK for decryption.

PRE: The data owner encrypts n pieces of partial symmetric key DEK using
corresponding RC’s PRE public key, and stores the encrypted data and key files in
the CSPs. The RCs control data access right by evaluating the access policy and
users’ reputation, and conduct re-encryption key generation if a user is eligible for
accessing the data. The CSPs conduct the re-encryption and send the re-encrypted
keys to the user.

CP-ABE: CP-ABE is applied for the purpose of integrating the individual TL
into the data access control mechanism, and controlling access right by the data
owner itself. One piece of symmetric key DEK is encrypted using the data owner’s
Individual Trust public key, and is stored in the CSPs. After verifying the individual
trust level of a user who requests the data, the data owner will then issue the user an
Individual TL secret key, and inform the CSPs to send the encrypted data to the user.

Figure 5 illustrates the detailed procedures of two-dimensional data access
control in the proposed scheme.

Step 1: The data owner encrypts its data using a symmetric key DEK, and divides
the DEK into two segments: K0 and K1. K1 is encrypted with the RC’s
public key pk_RC, and K0 is encrypted with a public key PK_TL which is
related to individual trust levels. The encrypted data is denoted as E(DEK,
data), and the key segments are denoted as E(pk_RC, K1) and E(PK_TL,
K0). Then the data owner uploads the encrypted data to the CSP, and
specifies an access policy to both the CSP and RC.
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Step 2: The user sends an access request to the CSP and waits for responses.
Step 3: The CSP verifies the user’s ID and checks the blacklist in order to decide

whether to forward the access request to the RC. If the user’s ID is valid
and it is not in the blacklist, the CSP will forward the request to the RC.
Otherwise, the request is rejected.

Step 4: The RC evaluates the user’s reputation, and decides if the user meets the
access policy. If the user is eligible, the RC will set an insurance agreement
with the user in case of illegal data disclosure. Otherwise, the request is
rejected.

Step 5: The RC issues the re-encryption key rk_RC- > u = RG(sk_RC, pk_RC,
pk_u), in which RG is the re-encryption key generation function.

Step 6: After receiving the re-encryption key rk_RC from the RC, the CSP for-
wards the access request to the data owner.

Step 7: The data owner evaluates the user’s trust level TL based on previous social
experiences, behaviors and activities. If the user is trustworthy, the data
owner issues a secret key SK_TL based on the user’s trust level TL, and
also sends corresponding access policy A. Otherwise, the request is
rejected.

Fig. 5 An example procedure of cloud data access control based on heterogeneous scheme
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Step 8: After receiving the secret key SK_TL and access policy A from the data
owner, the user again sends a data access request along with the access
policy A to the CSP.

Step 9: The CSP checks if the access policy from the user is the same as that
received from the data owner. If both of the policies match, the CSP
conducts the cipherkey re-encryption R(rk_RC- > u, E(pk_RC, K1)) = E
(pk_u, K1), and sends E(DEK, data), re-encrypted data E(pk_u, K1) and E
(PK_TL, K0) to the user.

5 Performance Evaluation and Analysis

In this section, we conducted a number of tests in order to evaluate the performance
of the three schemes. We provide performance analysis in terms of the computation
complexity, data confidentiality, flexibility and key management and present the
test results.

5.1 Performance Analysis

5.1.1 Computational Complexity

Computational complexity is a key indicator of scheme efficiency, and it is an
essential factor for applying an access control scheme in practice. We evaluate the
performance of three schemes by analyzing their computational complexity of each
main operation. Table 3 presents their computational complexity and compares
them with the HASBE scheme proposed in [64].

As shown in the table, our schemes are more efficient than HASBE in terms of
System Setup and User Initiation, because we constrain the number of attributes and
supplement the security level by providing reputation, Individual TL, and the
punishment mechanism. Moreover, there are no pairing operations for Encryption in
our schemes, thus it makes the computation faster. For Encryption and Decryption,
Scheme 1 is the most computationally efficient since the algorithm are not affected
by any variables. The computational complexity of Scheme 2, Scheme 3, and
HASBE depend on the number of attributes specified in the access policy tree.
Scheme 2 and HASBE have the same computational cost if they have the same
number of attributes. Besides the number of attributes, the computational cost of
Scheme 3 also depends on the number of symmetric key segments divided by the
data owner. The computation of reputation evaluation and TL assessment is quite
efficient, since there are neither complicated exponentiations nor pairing operations.

When considering the computational efficiency for each entity in the system, the
devices of data owners tend to be most lightweight. Data owners expect sound user
experiences and are limited by device capability, while service providers (e.g., CSP,
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RC, etc.) are believed to have adequate system capability for data storage and
process. Table 3 shows that Scheme 1 is the most computationally efficient for data
owners, while the others provide more fine-grained data access.

5.1.2 Data Confidentiality

The data confidentiality of the three schemes is evaluated through three factors:
cryptographic security, collusion, and punishment mechanism. Cryptographic
security is the basic security requirement, since all the schemes are based on cryp-
tographic algorithms. Collusion and punishment mechanism are related to the scheme
design in order to achieve good performance and improve system security level.

Cryptographic Security
The cryptographic security depends on the arithmetic security of the symmetric
encryption algorithm, PRE and CP-ABE. For the symmetric encryption algorithm,
we applied AES whose key size is beyond 128-bit. It is widely used in multiple
cryptographic systems, and is believed to be secure for data encryption. The
standard security and master key security of PRE are proved in [77] under the

Table 3 Computation complexity

Operation Scheme 1 Scheme 2 Scheme 3 HASBE [64]

System setup O 1ð Þ O 1ð Þ O 1ð Þ O 1ð Þ
User initiation O 1ð Þ O 1ð Þ O 1ð Þ O 2M + sð Þ
Individual TL PK generation N/A O 2Ið Þ O 2Ið Þ N/A

Individual TL SK generation N/A O 1ð Þ O 1ð Þ N/A

Re-encryption key generation O nð Þ N/A O nð Þ N/A

Encryption O 1ð Þ O 3wð Þ O 3w+2jð Þ O 2Y +Xð Þ
Decryption O 1ð Þ O 1ð Þ O j+1ð Þ O 2Y +2Xð Þ
Re-encryption O nð Þ N/A O nð Þ N/A

Reputation evaluation O mð Þ N/A O mð Þ N/A

Individual TL assessment N/A O 1ð Þ O 1ð Þ N/A

Notes
Scheme1 Reputation and PRE based data access control
Scheme2 Individual TL and CP-ABE based data access control
Scheme3 Heterogeneous data access control
n the number of authorized users for data access
m the number of votes
I the maximum number of Individual TLs
w the number of TLs specified in the access policy, w≤ It̄l, It̄l is the maximum numbers of Trust
levels
Y the number of leaf nodes in an access policy tree
S the attribute set
M the number of attributes in S
X translating nodes of access policy tree
j the number of divided key segments
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assumption of extended Decisional Bilinear Diffie-Hellman (eDBDH). Addition-
ally, PRE enables non-transitive property to prevent the re-delegation of the
decryption rights from, for example, rk_RC- > A and rk_A- > B to produce
rk_RC- > B. The arithmetic security of CP-ABE is proved in [80] under the
assumption of Decisional BDH (DBDH).

Collusion
The problem of collusion is mainly concerned about the collusion of CSPs and all
users in a system, because the RCs and other user authorities are fully trusted under
the system model assumptions. CSPs are assumed to be semi-trusted, which do not
disclose users’ data. The plain data is hidden from the CSPs through symmetric key
encryption. Although CSPs do not disclose stored data nor try to crack to obtain the
plaintext, it is possible to collude with users to allow unauthorized access or
extension of access right.

Scheme 1 depends on reputation and PRE to achieve data security. The collu-
sion between CSP and users is controlled by hiding the plain data and any secret
keys from the CSPs. The only encryption key a CSP has is the re-encryption key for
an eligible user. Even though CSP colludes with the user who has been delegated
the decryption rights, they can only recover the weak secret ga1 , instead of the secret
key of RC. However, since the AES key file is encrypted under the RC’s public key
and the re-encryption key will not change if the RC and the user’s public key pairs
remain unchanged, the collusion of CSP and user can break the property of
fine-grained data access because the user with decryption right can access all the
data from the same data owner. And the CSP can allow the extension of access right
even if the data owner informs it to block a specific user.

The second and third schemes based on CP-ABE provide higher security by
hiding either encryption/decryption operations or secret keys from the CSPs. The
access authorization and secret key generation are both controlled by the data owner
itself. Moreover, a data owner can re-encrypt the data by modifying the policy tree
integrated in the data encryption, instead of updating all public key pairs to manage
the collusions, thus reducing the complexity of key management. The third scheme
further improves the data confidentiality by dividing the symmetric key into mul-
tiple segments, so that a data requester has to recombine all the key segments for
decryption. However, the two schemes do not completely eradicate the problem of
extending users’ access right, since the user revocation is based on the blocking list
controlled by CSPs that could not be fully trusted.

Punishment Mechanism
Punishment Mechanism is applied in the Scheme 1 and Scheme 3 to supplement
the data confidentiality. It can reduce the possibility of security problems such as
collusion, by monitoring performance and reputation, and carrying out several
punishment actions. Driven by the business and profits, CSPs are encouraged to
perform in an honest way and dedicate to provide secure data storage.
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5.1.3 Flexibility

The scheme flexibility is evaluated in terms of User Flexibility, which relates to
actions or online flexibility of users when dealing with access requests and
delegations.

User Flexibility relates to complex operations and online requirements when
dealing with data access requests, especially for data owners, because service users
expect excellent user experiences and less operational complexity. The data owners
in Scheme 1 depends on PRE and reputation are most flexible, since they do not
need staying online to handle the re-encryption and access right authorization. On
the contrary, the second scheme requires data owners to handle Individual TL
assessment and TL secret key issuing when there is an access request. This
mechanism increases the workload of the data owners, but provides higher security
and looses the requirement of trust in CSPs. Although the third scheme relates to
the most encryption keys, it provides flexibility for users to balance between
operational complexity and security level. The data owners can choose any of the
provided mechanisms, and decide whether they are willing to stay online and fully
control the access right delegation. This heterogeneous property enables full flex-
ibility to choose a proper access control mechanism according practical demands.

5.1.4 Scalability

The essential factors that affect system scalability are key management and user
revocation. Table 4 lists the number of keys issued or managed by each entity in
different schemes.

As shown in the table, Scheme 1 that is based on PRE and reputation has the
least number of keys that need to be managed. All the entities in the system are
responsible for generating and managing their own public key pairs, and the
re-encryption algorithm only requires RC’s secret key and user’s public key. The
data owner does not have to handle re-encryption no matter how many access rights
it needs to delegate. The public keys in Scheme 2 include the system public key,
user public key and TL public key. The secret keys in Scheme 2 include user’s
secret key and TL secret key that is issued to an authorized data requester. The
reason why Scheme 3 has the maximum number of keys is that it enables both PRE
and CP-ABE based encryption algorithms, in order to provide flexible access
control and achieve high security. HASBE [64] grants all the key issuing and
management to domain authorities that makes the domain authorities the bottleneck
of system performance in terms of scalability.

One improvement of the three schemes for reducing key management load is
applying reputation and Individual TL evaluation, as well as blacklist for user revo-
cation. This improvement supplements the security level of data confidentiality while
decreases the computational cost compared to other cryptographic methods [17].
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In our proposed three schemes, all system entities’ performance is monitored for trust
evaluation and reputation generation, which is a effective way to encourage good
behaviors and performance.

5.2 Performance Test

5.2.1 Performance Test of Scheme 1

The performance test for Scheme 1 was based on the function blocks of PRE and
Reputation Model described in Sect. 4. We evaluated the scheme by analyzing the
operations conducted by different entities: Data Owner, User, CSP, RC, and tested
their performance for each operation. Table 5 lists the main operations and com-
putation efforts managed by different entities in the system.

The Data Owner is only responsible for its public key pair generation, data
encryption with AES and DEK encryption with PRE. The computational cost for
AES depends on the size of the underlying data, and it is inevitable in any cryp-
tographic method. The PRE encryption requires 2 exponentiations, and the key
generation requires 1 pairing and 1 exponentiation. The computation for a data
owner is quite lightweight since it does not need to handle re-encryption or key
management no matter how many authorizations of data access right need to be

Table 4 Number of keys owned by different entities

Scheme 1 Scheme 2 Scheme 3 HASBE [64]

Data
owner

1 PK; 1 SK;
1 Symmetric key

3 PK; 2 SK;
1 Master key;
1 Symmetric
key

4 PK; 3 SK;
1 Master key;
1 Symmetric key

1 PK; 1 SK;
1 Master key;
1 Symmetric key

User 1 PK; 1 SK;
1 Symmetric key

2 PK; 2 SK;
1 Master key;
1 Symmetric
key

3 PK; 3 SK;
1 Master key;
1 Symmetric key

1 SK;
1 Symmetric key

RC 1 PK; 1 SK;
N * Re-encryption
key

N/A 1PK; 1SK;
N * Re-encryption
key

N/A

CSP N/A N/A N/A N/A
Trust
authority

N/A N/A N/A 1 PK; n * Master
key; m * SK

Notes
Scheme1 Reputation and PRE based data access control
Scheme2 Individual TL and CP-ABE based data access control
Scheme3 Heterogeneous data access control
N number of authorized user
n number of sub-domain authorities
m number of users in the domain
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issued. The User that requests to access data in the CSP only needs to decrypt key
file using its own secret key and gain plain data, no matter which owner the
encryption key comes from.

The CSP in this scheme is responsible for data re-encryption and user revoca-
tion. For data re-encryption, it takes 1 pairing, and the computational effort is linear
to the number of users who are authorized to access data. User revocation does not
require any computational effort. Instead, it does the database lookup and blocks the
user’s access right according to the data owner’s demand.

The RC is a TTP responsible for checking data’s access policy and a user’s
reputation level, in order to determine if the user has the right to access the required
data. If it is the case, the RC then issues the re-encryption key to the CSP using the
authorized user’s public key. The computational effort consists of two parts:
re-encryption key generation and reputation evaluation. Re-encryption key gener-
ation requires 1 exponentiation for every request, so that the computation is linear to
the number of users who request data access at any time point. Reputation evalu-
ation depends on the number of users who request for data access, and the number
of the other entities that provide votes.

Figure 6 presents the execution time of each operation conducted by different
entity, in the cases of 128-bit, 192-bit and 256-bit sized AES keys. The reputation
evaluation contains 10,000 user votes. As shown in Fig. 5, the algorithm of PRE
encryption, decryption and Delegation (re-encrypt key generation) consumes less
computational power, because they do not contain pairing operations. We can
observe that the Re-encryption handled by CSP is the most time consuming process
because it contains pairing operations, which are the most expensive computations
in PRE. Additionally, the execution time of PRE over AES symmetric key does not
differ much with the tested three-sized AES keys. This fact could greatly benefits
data owners to choose a long symmetric key to ensure a high level of data security.

Table 5 Operation and computations in Scheme 1

Role Operations Computations

Data owner Public key pair generation 1 Pairing + 1 Exp
Encryption 2 Exp

User Public key pair generation 1 Pairing + 1 Exp
Decryption 1 Exp

CSP Re-encryption n Pairing
RC Public key pair generation 1 Pairing + 1 Exp

Re-encryption key generation N Exp
Reputation generation (m Mult + m Exp)K

Notes
Exp Exponentiation
Pairing Bilinear Pairing
Mult Multiplication
n Number of authorized users for data access
m Number of votes
K the total number of users who request data access
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The execution time of Delegation, which herein refers to the operation of issuing
re-encryption key rk(RC- > u) to the authorized user, also remains the same with
different sized AES keys, since it only operates on the private key of RC and the
public key of the user. The reputation evaluation time is not influenced by AES key
size.

One improvement we have in our scheme for PRE is to skip the re-encryption
key generation process at RC, if the key of the user has been already generated
before and the user’s information remains unchanged. Figure 7 shows the request
processing time in two cases at RC, including data policy checking, reputation
evaluation and re-encryption key generation. In the first case, the RC generates a
re-encryption key in every request if the requester satisfies the policy and reputation
level. In the second case, RC directly fetches the already generated re-encryption
key from the granted user’s record. As shown in Fig. 7, the higher the number of
requests from the users who have the records at RC, the more efficiency
improvement our scheme can achieve. In practice, the user could access cloud
services multiple times. Thus, utilizing the existing re-encryption keys greatly helps
the RC to improve its efficiency and capacity.

We compare our scheme with the personal health records sharing scheme over
cloud proposed in [82] based on ABE (combination of Multi-Authority ABE and
Key-Policy ABE). Table 6 presents the time comparison between our scheme and
[82]. The encryption and decryption time (containing 50 attributes) in [82] is
264 ms and 25 ms respectively, which is much longer than that in our scheme.

Fig. 6 Execution time of Scheme 1 operations

98 Z. Yan et al.



Although the experiment workstations are different, the apparent time differences
can still indicate that our scheme is more efficient. In addition, sophisticated key
management and user revocation are replaced by various access policies regarding
user reputation, which has much less time consuming computations.

Fig. 7 Operation time of rk_RC- > u generation and without rk_RC- > u key generation for old
users

Table 6 Operation time comparison

Time Scheme 1
(tested on a workstation with
3.2 GHz processor, 256-bit AES
key and 512-bit prime field)

Records sharing scheme in [82]
(tested on a workstation with
3.4 GHz processor, 256-bit AES key
and 512-bit prime field)

Key
encryption

4.2 ms 264 ms

Key
decryption

2.1 ms 25 ms

User
revocation

Included in reputation and data
policy checking

32 ms

Re-encryption 11.7 ms N.A
Reputation
evaluation

22.7 ms (for 10,000 votes) N.A

Total sum of
operations

40.7 ms 321 ms
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5.2.2 Performance Test of Scheme 2

We evaluated Scheme 2 by analyzing the operations conducted by different system
entities: Data Owner, User, and CSP, and tested their performance for each oper-
ation. Table 7 lists the main operations and computation efforts managed by dif-
ferent entities in the system.

The system setup, including Master Key (MK) and system Public Key
(PK) generation, can be conducted in User Agent, or other trusted authorities in the
system. The MK and PK are global parameters that are shared between users to
initiate their own public key pairs. And they do not change with either the number
of users in the system, or the specified maximum Individual TLs for access policy.

In this scheme, either Data Owner or User who requests for data service can
firstly evaluate the CSP’s reputation through the Reputation Evaluation Model, in
order to ensure if the CSP is trustworthy enough to provide data storage service.
Data Owner is responsible for encryption, verifying requester’s eligibility through
individual trust assessment, and issuing a TL based secret key. Encryption consists
of data encryption with AES and CP-ABE encryption on DEK. The computational
cost for AES encryption depends on the size of the underlying data, and it is
inevitable in any cryptographic method. For CP-ABE encryption, the data owner
firstly generates the TL public key PK_TL, which covers each of the TLs specified
in the system. The computational cost for generating PK_TL is I * 2Exp, where I is
the maximum levels of TL. Next, the data owner encrypts the AES key using

Table 7 Operation and computations

Role Operations Computations

User agent Master key generation 1 Exp
System public key generation 1 Pairing

Data owner CSP reputation evaluation (mMult + mExp)K
Public key pair generation 2 Exp
Individual TL public key generation I * 2 Exp
Issue TL secret key 1 Exp
Encryption w * 3 Exp
Trust assessment K * 4 Exp

User CSP reputation evaluation (mMult + mExp)K
Public key pair generation 2 Exp
Decryption 2 Pairing

CSP Checking user ID validity and blacklist User data search
Notes
Exp Exponentiation
Pair Bilinear Pairing
w the number of TLs specified in the access policy, w≤ It̄l, It̄l is the maximum number of Trust
levels
I the maximum number of Individual TLs
m Number of votes
K the total number of users who request data access
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PK_TL, according to the required TL specified in the access policy. The compu-
tational cost is w * 3Exp, where w is the number of TLs enabled in the access
policy. For verifying a requester’s access right, the data owner evaluates the
requester’s individual TL through the Trust Assessment Model, which contains 4
exponentiations for each evaluation. The TL secret key SK_TL is issued by the data
owner, and implies the requester’s individual TL. The user who requests data can
use the issued SK_TL to decrypt the AES key file. The CP-ABE Decryption
algorithm contains two pairing operations no matter how complex the access policy
is, because the algorithm conducts the decryption algorithm only if the TL of the
data requester meets one of the TL attributes in the access policy.

CSP is computationally lightweight since it does not need to carry any data
encryption or key issuing. Besides of the data storage, the CSP is responsible for
checking all users’ identities and user revocation by searching in the blacklist.

In the performance test, we specified the Individual TLs as attributes and divided
them into 5 levels (It̄l ≤ 5). Figure 8 presents the execution time of Setup, User
Initiation including user’s public key pair generation, Individual TL public key and
secret key generation, Decryption, Trust Assessment and CSP’s reputation evalu-
ation. As introduced in Table 7, the required TLs in access policy have no impact
on the performance of the above operations presented in Fig. 8. In our test, the TL
public key PK_TL generation takes about 17 ms, and TL secret key SK_TL issuing
takes less than 5 ms. In various applications, PK_TL generation process can be
different depending on the number of specified levels, as shown in Fig. 9. The
execution time of SK_TL generation stays constant and it is about 3 ms, which
implies that the SK_TL issuing process should be very efficient. The decryption
time is about 7 ms. The data owner conducts trust assessment, which costs around
3 ms to evaluate the TLs with 10,000 trust assessment requests. The reputation
evaluation on CSP contains 100,000 votes and took about 10 ms, which is rea-
sonable in terms of system performance.

Fig. 8 Execution time of operations in Scheme 2
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Figure 10 shows the performance of Encryption algorithm with different
required TLs. It illustrates that the higher the required trust level, the less time the
Encryption spends, because there are less authorized access conditions to be
enabled.

5.2.3 Performance Test of Scheme 3

Scheme 3 provides a flexible way for the data owner to choose either PRE/Reputation
based or CP-ABE/TL based data access control. In the performance evaluation, we
implemented four scenarios for data access control and tested the performance of each
operation in both PRE/Reputation-based and CP-ABE/TL-based access control.
Table 8 presents the four scenarios that are supported by Scheme 3.

In our performance test, we employed one RC for reputation management, and
proved that the performance is negligibly affected by the number of RCs. As shown
in Table 8, Scenario 1 enables reputation based access control with PRE support.
Scenario 2 supports Individual TL based access control. Therefore, data owner does
not need to divide the AES key. In Scenario 3, the AES key is divided into multiple
segments K0 and Kn in order to enable both access control methods for dual data
protection. Scenario 4 provides an option to use either of the two access control
methods, so that a data requester can get either K0 or Kn to decrypt the data.
Figure 11 shows the packet format of encrypted key file. The sequence No. indi-
cates the position of the key segment, in order to correctly recombine Kn.

Fig. 9 Execution time of PK_TL and SK_TL
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Figure 12 shows the execution time of CP-ABE setup, CP-ABE key pair gen-
eration, PRE key pair setup and generation, TL public/secret key generation, and
Re-encryption key generation. The performance of the operations is not affected by
either the user’s preference of key division or the required individual Trust Level. In
the performance test, we assumed 5 trust levels, and the TL public key generation
process can vary with different number of maximum trust levels, as shown in
Fig. 9.

Fig. 10 Execution time of encryption with different maximum TL levels with different required
TL

Table 8 Scenarios of heterogeneous data access control

Access control method Key division

Scenario
1

Only PRE and reputation evaluation
based access control

K0 = null; K1 + K2 + ⋅ ⋅ ⋅
+Kn = DEK; (n is the number of RCs)

Scenario
2

Only CP-ABE and individual TL
assessment based access control

K0 =DEK; Kn = null

Scenario
3

Both PRE-reputation and
CP-ABE-TL based access control

K0 + K1 + ⋅ ⋅ ⋅ +Kn = DEK;
Kn ≠ null; (n is the number of RCs)

Scenario
4

Either PRE-reputation or
CP-ABE-TL based access control

K0 =K1 + K2 ⋅ ⋅ ⋅ +Kn = DEK; (n is
the number of RCs)

Notes
Kn the nth key segment for PRE and Reputation based access control
K0 key segment for CP-ABE and TL based access control
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Figure 13 shows the execution time of reputation evaluation and policy checking
conducted in RC and trust assessment processed by the data owner. The perfor-
mance of reputation evaluation depends on the number of votes received by RC,
and the execution time of Individual TLs depends on the number of access requests
received by the data owner. The computational cost for trust assessment is quite
low, which implies that the computation load of data owner is very low.

We further tested three different sized AES keys: 128-bit, 192-bit and 256-bit.
Figure 14 illustrates that the AES key size has little effect on the performance of
CP-ABE encryption, as well as the decryption, which takes around 6.50 ms in the
test, shown in Fig. 15. For different required Individual TLs, the encryption time
varies because different numbers of authorized levels are enabled in the access
policy. The higher the required trust level is, the less time the encryption process
spends.

Figure 16 shows the performance of the PRE process. We observe that the PRE
operations are not clearly affected by the size of AES key. This fact benefits the data
owners to choose a long symmetric key if they need high level of data security and

Fig. 11 Encrypted key packet format

Fig. 12 Execution time of operations in Scheme 3
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Fig. 13 Execution time of trust assessment, reputation evaluation and policy check

Fig. 14 CP-ABE encryption time of AES keys
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Fig. 15 CP-ABE decryption time of AES keys

Fig. 16 Execution time of PRE operations
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the selection of access control mechanisms can depend on user’s requirements in
terms of security and efficiency, instead of the size of key segment. We can also
observe that the computational cost of CP-ABE is higher than that of PRE algo-
rithm, because CP-ABE carries more exponentiation and pairing operations.

6 Discussions and Future Research Trends

6.1 Usage Scenarios and Limitations for Practical
Deployment

Upon the introduction of the data access control schemes and the performance
evaluation, we now provide some discussions in terms of usage scenarios and
deployment limitations in practice.

Through the performance evaluation, Scheme 1 is the most computational effi-
cient scheme, and it frees data owners from heavy computations by distributing
most of the computational operations on the RC and CSP. Simplifying operations
on client’s (data owners and requesters) side is an essential factor to determine if
mobile users are willing to use a service using their resource-constrained mobile
devices. Moreover, simpler operations and lightweight computations can offer good
user experiences. However, simple scheme sometimes implies less security. In
Scheme 1, the RC should be fully trusted in order to ensure that the access rights
can be delegated only to eligible users. In practice, it is difficult and risky to fully
trust one entity in a public cloud. Therefore, Scheme 1 is more suitable for a private
cloud environment, or a cloud data storage system in side an enterprise, because the
infrastructure and authority is trusted in these situations. Scheme 2 based on
CP-ABE and trust assessment can be applied in public cloud, because the access
rights delegation are handled by the data owners themselves and it enables a higher
security level than Scheme 1. For example, in a professional social network, a user
can decide which company is eligible to access his/her resume by evaluating the
company’s individual trust level. Scheme 3 which combines Scheme 1 and 2 can
also be deployed in public cloud, since it provides high security and flexibility. For
example, it can be applied in a public health-care system, in which a patient can
delegate the access right of the personal information to unknown doctors in urgent
situations by choosing the PRE and reputation based access control mechanism. In
addition, the patient can choose CP-ABE and Individual TL based mechanism to
issue the access right to other research organizations or third parties. However,
Scheme 2 and Scheme 3 consume much computational costs, especially in
Scheme 3 since it applies two encryption algorithms. In MCC, it is important to
balance between energy efficiency and data security in different application sce-
narios with different security demands.
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6.2 Future Research Trends

Based on the review of current literature, we can see that there are a number of
unsolved issues towards data security in MCC. Existing research and industrial
products provide valuable solutions to achieve connection and communication
security, secure data access control and privacy assurance, mainly for cloud com-
puting, but not targeting well for MCC. Due to the distinct characteristics of MCC,
additional research problems should be solved and many challenges need to be
overcome. Herein, we list some important issues in order to propose future research
trends.

First, usability is an important issue in MCC due to the use of mobile devices to
access cloud services. MCC client solution should concern usage experience during
mobile cloud service consumption. Lightweight data security solutions should be
applied in order to reduce power consumption at the same time to enhance user
privacy and ensure user data security. This issue hasn’t been deeply studied in the
past.

Second, it lacks a flexible and comprehensive solution to ensure data security
and privacy in all MCC scenarios. So far, there is no serious study on how to ensure
data security and privacy if the data need to be transferred in hybrid clouds,
especially among mobile and pervasive clouds. It is a challenge to ensure data
security and privacy if heterogeneous networks that contain multiple trusted
domains carry user access.

Third, deep investigation hasn’t yet been done for the purpose of providing
MCC client intelligence. MCC aims to fully use all kinds of computing resources in
order to achieve the best quality of services. But this requires more on a mobile
device to be capable of detecting its environment and adapt cloud computing
decision accordingly. How to integrate MCC with other technologies, such as
internet of things, could be an interesting research topic.

Fourth, how to enable MCC for big data will become a hot topic. Mobile
devices, especially the devices with sensing and processing capability can play as a
pre-processor for big data analysis and process and it could play a crucial role for
personalized services based on big data. On the other hand, big data security and
trust in MCC bring tremendous challenges due to its 4 V characteristics: Volume,
Velocity, Variety, and Veracity.

Finally, data trust auditing and verifiable computing will become a significant
research area. How to verify and audit the trust of data collection, transmission,
process, computation and analytics in MCC will motivate us to make efforts to
investigate deeply.
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7 Conclusions

In order to optimize the MCC systems and to promote various MCC applications, it
is important to provide privacy preservation and data security for MCC users. In
this book chapter, we firstly introduced a MCC system model, and the importance
of data access control to provide data confidentiality and protect from privacy
violation. We then reviewed cryptographic algorithms, reputation and trust man-
agement models, and other techniques related to controlling data access in cloud
computing. Three data access control schemes based on trust and reputation for
MCC were further introduced attempting to overcome the open research issues for
MCC data access control. We presented the performance of three schemes in terms
of computational efficiency, security, and flexibility, and discussed their pros and
cons for usage in different application scenarios. Finally we propose future research
trends and directions in MCC data security.
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A Survey on IoT: Architectures, Elements,
Applications, QoS, Platforms and Security
Concepts

Gonçalo Marques, Nuno Garcia and Nuno Pombo

Abstract The recent development of communication devices and wireless network
technologies continues to advance the new era of the Internet and the telecom-
munications. The vision for the Internet of Things (IoT) states that various “things”,
which include not only communication devices but also every other physical object
on the planet, are going to be connected and will be controlled across the Internet.
The concept of the IoT has attracted significantly attention from many investigators
in recent years. The incessant scientific improvements make possible to construct
smart devices with huge potentials for sensing and connecting, allowing several
enhancements based on the IoT paradigm. This chapter presents a review on
research on IoT and analyses several IoT projects focused on IoT architectures,
elements, Quality of Service (QoS) and currently open issues. The main objective
of this chapter is to allow the reader to have an overview on the most important
concepts and fundamental knowledge in IoT.

Keywords AAL ⋅ Smart homes ⋅ Sensors ⋅ IoT ⋅ Mobile computing ⋅ Design
challenges ⋅ Social and ethical challenges ⋅ System architectures ⋅ Security ⋅ QoS

1 Introduction

The basic idea of the Internet of Things (IoT) is the pervasive presence of a variety
of objects with interaction and cooperation capabilities among them to reach a
common objective [1].
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Is expected that the IoT will have a great impact on several aspects of
everyday-life and this concept will be used in many applications such as domotics,
assisted living, e-health and is also an ideal emerging technology to provide new
evolving data and computational resources for create revolutionary software
applications (also known as “apps”) [2]. Systems based on the IoT interact via
wireless technologies such as RFID (Radio-Frequency Identification), NFC (Near
Field Communication), ZigBee, WSN (Wireless sensor network), DSL (Digital
Subscriber Line), WLAN (wireless local area network), WiMax (Worldwide
Interoperability for Microwave Access), UMTS (Universal Mobile Telecommuni-
cations System), GPRS (General Packet Radio Service), or LTE (Long-Term
Evolution).

Moreover, IoT presents several challenges to be solved such as security and
privacy, participatory sensing, big data, and architectural issues apart of the known
WSN challenges, including energy efficiency, protocols, and Quality of Service
(QoS) [2]. In the one hand, technological standardization of the IoT is now starting
to be missed, so collaboration among IEEE (Institute of Electrical and Electronics
Engineers), ISO (International Organization for Standardization), ETSI (European
Telecommunications Standards Institute), IETF (Internet Engineering Task Force),
ITU (International Telecommunication Union) and other related organizations is
very important and urgent [3]. In the order hand, some authors define that premature
standardization could risk stifling innovation [4]. Industry applications, monitoring
and water control, smart homes’ architecture, estimation of natural disaster, medical
applications, agriculture application, intelligent transport system design, design of
smart cities, smart metering and monitoring, smart security are examples of inter-
esting applications of IoT [5].

This document is organized as follows. This paragraph concludes the introduction
in Sect. 1. In Sect. 2, IoT visions and architecture are introduced. The essential
elements of IoT are the subject of discussion in Sect. 3 and IoT applications, smart
homes and health projects are addressed in Sect. 4. Section 5 gives an overview
about IoT platforms and their open issues. In Sect. 6 important aspects about quality
of service issues in IoT are introduced and Sect. 7 focuses on security and privacy
concepts. Conclusions and future research topics are presented in Sect. 8

2 IoT Visions and Architecture

The paradigm of the IoT is referred to as the result of the merging of different
views: things oriented vision, Internet oriented vision, and semantic oriented vision
[6]. Under the same article, the IoT semantic oriented vision means a global net-
work of interconnected objects that have a unique address based on standard
communication protocols. The things oriented vision focuses on intelligent
autonomous devices that use technologies such as NFC and RFID objects, applied
to our daily lives. The Internet oriented vision focuses on the idea of keeping the
devices connected to the network, having a single address and using standard
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protocols. Semantic oriented vision focuses on storage, searching and organizing
information generated by IoT, seeking to create data and environment architectures
modelling solutions to handle efficiently with the produced information.

The architecture of the IoT can be divided into five layers such as: Objects Layer
or Perception Layer, Object Abstract layer or Network Layer, Service Management
Layer or Middleware Layer, and Application Layer and Business layer (Fig. 1). On
the one hand, the Perception Layer refers to physical sensors and actuators that IoT
systems absorb [7]. On the other hand, the Network Layer transfers data produced
by the Perception Layer to the Middleware Layer through secure channels using
technologies such as RFID, ZigBee, WPAN, WSN, DSL, UMTS, GPRS, WiFi,
WiMax, LAN, WAN, 3G and LTE. Furthermore, the Middleware Layer pairs a
service with its requester based on addresses and names in order to maintain
independence from the hardware. On the contrary, the Application Layer provides
the services requested by customers providing the system output information to the
user that requests that information.

Finally, the Business Layer manages the overall IoT system activities and
services to build a business model, graphs, flowcharts, etc. based on the received
data from the Application layer.

3 Elements of the Internet of Things

This section will revisit the elements of IoT such as identification, sensing,
communication, computation, services and semantic (Fig. 2).

Perception Layer 
(Physical objects, RFID, NFC, Sensors and Actuators)

Network Layer
(GPRS, UMTS, LTE, ZigBee, Bluetooth)

Middleware Layer
(Database, Ubiquitous Computing, Service management)

|Application Layer 
(Smart Applications and Management)

Business Layer 
(System Management, Graphs, Charts, Business Models)

Fig. 1 IoT architecture layers adapted from [7]
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The identification is essential for the development of the IoT and is important to
ensure correct identification of objects in order to match services with their demand.
Actually many identification methods exist such as electronic product codes
(EPC) and ubiquitous code (uCode). Object identification refers to its name or
designation and addressing refers to its IP address for communication on the net-
work. Addressing methods include today’s IPv4, IPv6 and 6LoWPAN that provides
compression on IPv6 headers [8]. With the large address space provided by IPv6,
all the addressing needs of the IoT are thought to be taken care of.

In IoT, sensing refers to acquire data from the environment and send it to a
database, remote, local or in a cloud, and as example of IoT sensors one can find
smart sensors, actuators or wearable sensors.

Moreover, the communication is an integral part of all IoT devices. Limited by
the nature of the “things” themselves, as for example, battery life or limited range of
data transmission, protocols such as WiFi, ZigBee, GSM, GPRS, UMTS, 3G, LTE
and 5G [9], among others, are common. The IEEE 802.15.4e standard was released
by IEEE in 2012 to enhance and add functionality to the previous 802.15.4 stan-
dard, as to address the emerging needs of embedded industrial applications [10].
There are also other communications technologies used for proximity communi-
cations like RFID [11], NFC [12] and Beacons (Bluetooth Low Energy) [13]. An
memoryless-based collision window tree plus (CwT+) protocol for simplified
computation in anti-collision radio frequency identification (RFID) is proposed by
[14], the authors concluded the outperformance of the CwT+ compared with earlier
protocols. A low-cost flexible NFC tags to allow everyday objects to communicate
to smartphones and computers and thus participate in the IoT is proposed by [15],
according to the authors the most important NFC regulatory standards are met, even
with relaxed 5 micron design rules, using optimized design topologies. Bluetooth
4.2 offers features that makes Bluetooth Low Energy an appropriate protocol for

Fig. 2 IoT elements
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low-power communication technologies in the IoT and are applied in 6LoWPAN
networks [16].

In addition, IoT are deployed using several hardware platforms applications such
as Arduino [17], Intel Galileo [18], Raspberry Pi [19] or ESP8266 [20]. Cloud
computing platforms are also an important computational part of the IoT paradigm
because they provide facilities for storing and/or processing data in real time.

The different IoT services can be categorized as Identity related services,
Information aggregation services, Collaborative-Aware services, and Ubiquitous
services [21]. Identity-related services are focused on the identification of objects,
whereas Aggregation services collet and summarize sensory data, and send them to
the backend application. Furthermore, Collaborative-Aware services are used to
turn the obtained data into a decision in order to react accordingly, while Ubiqui-
tous services aim to provide Collaborative-Aware services anytime to anyone
anywhere.

Semantic in the IoT is considered as the ability to extract knowledge from
machines to provide the required services by discovering and using resources and
modelling information. Thus, Semantic Web technologies examples are the
Resource Description Framework (RDF) [22] and the Web Ontology Language
(OWL) [23].

4 Applications

IoT turn into reality several important applications like smart homes, ambient
assisted living and health domains, which are detailed in the next sections.

4.1 Smart Homes

Smart homes have been researched for decades, being the first Smart Rooms project
implemented by the MITMedia Lab [24]. Nowadays, smart homes may be classified
into three different categories: The first category aims to detect and to recognize the
actions of its residents in order to determine their health condition. The second
category, aims at storing and retrieving of multi-media captured within the smart
home, in different levels from photos to experiences. The third category is focused
on the surveillance, where the data captured in the environment are processed to
obtain information that may help to raise alarms, in order to protect the home and the
residents. There is also a type of smart homes that have the objective to reduce the
energy consumption by monitoring and controlling electric devices [25].

Recent advances in information technology allowed lower prices of smart homes
but provide them intelligence environments to make complex decisions remains a
challenge. Thus, is expected an increasingly amount of interconnections among
sensors for collect data in real time.
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Three broad views about smart homes are introduced by [26]: a functional view;
an instrumental view; and a socio-technical view. The functional view sees smart
homes as a way of better managing the demands of daily living through technology.
The instrumental view emphasises smart homes’ potential for managing and
reducing energy demand in households as part of a wider transition to a low-carbon
future. The socio-technical view sees the smart home as the next wave of devel-
opment in the ongoing electrification and digitalisation of everyday life.

A really interesting smart home application is introduced by [27], called
Vital-Radio, which consists in a wireless sensing technology that monitors
breathing and heart rate without body contact. This method demonstrates through a
user study that it can track users’ breathing and heart rates with a median accuracy
of 99 %. In Europe, smart home projects include iDorm [28], Gloucester Smart
Home [29], and CareLab [30], which is distinguished by its importance for the
development of state of the art and due to innovative features.

Several challenges are related to IoT and AAL such as security, privacy, and
legal. IoT devices are typically wireless and exposed to public range, the ownership
of data collected from IoT devices must be clearly established. In fact, IoT devices
should use encryption methods and be equipped with privacy policies.

In order to try to resolve privacy issues, the ambient sensing system AmbLEDs
project, proposes the use of LEDs instead of other types of more invasive sensors
such as cameras and microphones. In fact, this type of applications reveal the
importance of using simple and intuitive interfaces for the interaction with people in
the ambient assisted living [31].

Humans will often be the integral parts of the IoT system and therefore IoT will
affect every aspect of human lives. In addition, due to the large scale of devices
arise continuing problems of privacy and security so as consequence cooperation
between the research communities is essential [32].

An really interesting example of IoT combined with ALL is proposed by [33]
where an integrated platform for monitoring and controlling of a household that
uses ZigBee Wireless network is reported which is distinguished by the use of
open-source technologies.

The SPHERE Project [34] aims to build a generic platform that fuses comple-
mentary sensor data to generate rich datasets that support the detection and man-
agement of various health conditions. This project uses three sensing technologies:
environment, video, and wearable sensing.

Furthermore, a cloud-based IoT platform for AAL proposed by [35], aims to
manage the integration and behaviour-aware orchestration of devices as services
stored and accessed on the cloud.

Well-known technologies like RFID, is still used to match IoT and ALL,
allowing the creation of intelligent systems that can detect user-object interactions
using for example supervised machine learning algorithms. In line with this, the
project described in [36] where the authours present weighted Information Gain
(wIG), an empirical method for reliably detecting unassisted, deviceless, and real
time—user-object interaction using RFID.

120 G. Marques et al.



In addition. the Home Health Hub Internet of Things (H3IoT) consists in an
architectural framework for monitoring health of elderly people at his home. This
framework presents several advantages such as: mobility, affordable price, usabil-
ity, simple layered design, and delay tolerant [37].

4.2 Health Projects Based on IoT

IoT is a suitable approach to build health care systems, based on the technology
advancements that allows to define new advanced methods for the treatment of
many diseases e.g. by monitoring of chronic diseases to help doctors to determine
the best treatments as proposed by [38].

A solution for diabetes therapy based on the IoT is proposed by [39]. This
solution supports a patient’s profile management architecture based on the personal
RFID cards. A global connectivity among the patient’s personal device, based on
6LoWPAN, the nurses/physicians’ desktop application to manage personal health
records, the glycaemic index information system, and the patient’s web portal is
provided.

On the last few years, the IoT has been proposed on several projects for remote
health care aiming at to improve acquisition and processing of data [40]. Despite the
potential of the IoT paradigm and technologies for health systems, there are still
room for improvement on different topics. The direction and impact of the IoT
economy is not yet clear, there are barriers to the immediate and ubiquitous
adoption of IoT products and services, and these solutions may sound feasible for
implementation, the timing may be too early [41].

In addition, IoT technologies provide many benefits to the healthcare domain in
activities such as tracking of objects, patients and staff, identification and authen-
tication of people, automatic data collection and sensing [6]. Thus, IoT gives a
considerable solution as a platform to ubiquitous healthcare using wearable sensors
to upload the data to servers and smartphones for communication along with
Bluetooth for interfacing sensors measuring physiological parameters [2].

Health-care applications should incorporate several mechanisms that should be
used to provide privacy of personal and/or sensitive information has harnessed the
adoption of IoT Technologies. The interconnection of many IoT systems and
sensors could trigger an intervention by the medical staff upon detection of con-
ditions that otherwise unattended could lead to health and wellbeing deterioration,
thus realizing preventive care [42].

In fact, security vulnerabilities exist in a Machine-to-machine (M2M)/IoT
communication, aiming at to ensure the proper access to the right entities at the
right time, and supported by a secure architecture. Other big challenge is that
M2M/IoT devices may not have enough capabilities to execute encryption methods
on the device [43]. This challenge must be solved if a secure health systems based
on IoT is provided.
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The Health-IoT (in-home health care service based on the IoT technologies) has
promising prospects. A business-technology co- design methodology is proposed
for cross-boundary integration of in-home health care devices and services based in
IoT [44].

An IoT based sensing architecture facilitates improving energy efficiency by
permit dynamic utilization of sensors and the use of IPv6 over Low Power Wireless
Personal Area Networks (6LoWPAN) has been proposed to connect energy con-
strained WPAN devices to the Internet [45, 46].

The IoT paradigm specifies a way to monitor, store and utilize health and
wellbeing related data on a 24/7 basis [47] and also provide services to be ubiq-
uitous and customized for personal needs [42, 48].

An proof of concept implementation of an IoT-based remote health monitoring
system includes an demo of a Smart e-Health Gateway called UT-GATE is pro-
posed by [49]. UT-GATE provides local services for health monitoring applications
such as local repository, compression, signal processing, data standardization,
WebSocket server, protocol translation and tunnelling, firewall, and data mining
and notification.

5 IoT Platforms

A IoT platform can be defined as the middleware infrastructure that supports the
interactions between devices and users. These platforms can be divided in general
into Cloud-based platforms (Fig. 3) and Local platforms (Fig. 4).

The most important characteristics of an IoT platform are the support to
heterogeneous devices, the data privacy and security, data fusion and sharing, the
support to APIs and to the IoT ecosystem. In line with this, this section will briefly
summarize a number of platforms for the Internet of Things. It is intended to

Fig. 3 Cloud platform

122 G. Marques et al.



highlight the most important platforms, so those who have more advantages and
which are distinguished by its importance for the development of state of the art and
due to innovative features.

1. OpenIoT: supports heterogeneous devices have a decentralized architecture, is
open-source (LGPLv3), have user-based privileges and service discovery [50].

2. The thing system: have a centralized architecture, provides service discovery,
is open-source (M.I.T. License), does not provide storage functionalities and
are designed to only provide access remotely to home’s smart devices [51].

3. Xively: is a proprietary cloud-based platform that provides open-source API’s
and supports RESTful API [52].

4. ARM mbed: is a proprietary platform with centralized/Cloud-based architec-
ture designed for embedded devices that supports security functionalities such
as Transport Layer Security (TLS), it supports CoAP and RESTful API for
create M2M networks [53].

5. H.A.T.—Hub of All Things: is an open-source platform that have a decen-
tralized architecture that aim to create economic and business opportunities
using generated data by IoT home’s systems and supports RESTful API [54].

6. Ericsson IoT Framework: is a PaaS that includes a REST API, data storage
functionalities and OpenId access control. It is a open-source (Apache license
2.0) platform with a centralized architecture [55].

7. Calvin-Base: is an open-source platform with a centralized architecture that
supports REST API and is main goal is to be extremely extendable and for that
it have a large amount of plugins applications to ensure interoperability [56].

8. OpenRemote: is an open-source platform with a centralized architecture that
supports REST API and have local store system. This platform supports home
and domotics environments [57].

9. ThingWorx: is a proprietary cloud-based architecture M2M platform (PaaS)
that supports REST API and service discovery [58].

Fig. 4 Local platform
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10. Sense Tecnic WoTkit: is a proprietary cloud-based architecture platform
supports REST API and service discovery and have secured access [59].

As referred by [60] the success of the platforms and frameworks is based on
different topics, as follows:

1. Enable devices, applications and systems to securely expose API’s for 3rd party
systems and to facilitate API management;

2. Enable systems to have protocol interoperability with other 3rd party API’s and
ensure they are extendable for new protocols;

3. Enabling constrained devices to participate into application networks. That is
size, bandwidth, power supply(battery) and processing power constraints;

4. Governance—Enabling management and governance of heterogeneous net-
works of devices and applications.

There are challenges and problems that cross all these IoT platforms including the
following: standardization, power and energy efficiency, Big Data, security and
privacy, intelligence, integration methodology, pricing, network communications,
storage and scalability and flexibility as showed in Fig. 5.

Fig. 5 Cloud platforms open issues
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6 QoS in IoT

IoT presents several QoS (Quality of Service) issues such as availability, reliability,
mobility, performance, scalability and interoperability, most of this issues are
identified by [5–7, 42].

On the one hand, the availability of the IoT systems refers to provide anywhere
and anytime services to customers. The IoT must try to be compatible with all
devices and follow the protocols such as IPv6, and 6LoWPAN. On the other hand,
the reliability refers to provide a high success rate for the IoT service delivery, and
implemented in software and hardware throughout all the IoT layers. In addition,
the mobility refers to connecting users with their desired services continuously
while on the move, interruption for mobile devices can occur when these devices
transfer from one gateway to another. An architecture based on IoT to support
mobility and security in medical environments is proposed by [61].

Moreover, the performance of IoT services is a big challenge because it depends
on the performance of many components of the IoT systems that needs to con-
tinuously develop and improve the performance of its services to meet the
requirements.

Furthermore, the scalability of the IoT refers to the ability to add new devices,
services and functions without affecting the quality of service. In the presence of
diverse hardware platforms and communications protocols adding new operations
and supporting new devices are challenging tasks. In addition, is not easy to assure
the interoperability on these large-scale applications composed by a large number of
heterogeneous things that belong to different platforms [62].

7 Security and Privacy

Security is the most significant challenge for IoT applications, and its architecture
should fit the lifecycle of IoT, and its potentials. Thus, IoT systems must take into
account the effect of packet fragmentation on security, with particular focus on
possible DoS attacks [63].

Manufacturing IoT must not only address technical problems, but also consider
planning, infrastructure, management, and security problems [64]. At the network
layer, the IoT systems must use encryption and enhance the capacity against DoS
attack.

In 2008 the ISO/IEC 29192 standards were created in order to provide light-weight
cryptography for constrained devices, including block and stream ciphers and
asymmetric mechanisms. Lightweight cryptography contributes to the security of
smart objects networks because of its efficiency and smaller footprint [65].

The attacks on IoT systems can be categorized as physical attacks, side channel
attacks, cryptanalysis attacks, software attacks and network attacks [66]. Physical
attacks refer to attack the physical hardware and are harder to perform. Side channel
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attacks makes use of information to recover the key the device is using. Crypt-
analysis attacks are focused on the cipher text with the objective to break the
encryption. Software attacks exploit vulnerabilities in the systems through its own
communication interface. Networks communications are vulnerable to networks
security attacks due to the broadcast nature of the transmission medium.

In fact, IoT systems that use wireless technologies may experience several
security issues like attacks on secrecy and authentication, silent attacks on service
integrity and attacks at network availability. Network availability attacks can be
catalogued as DoS (Denial of Service) attacks an occur at physical, link, network,
transport and application layers (Fig. 6) [67].

Although a lot of research has been done in order to increase the security in the
IoT, open problems remain in a number of areas, such as cryptographic mecha-
nisms, network protocols, data and identity management, user privacy,
self-management, and trusted architectures [68]. Several proposals for security
arrangements for IoT can be found in [69–74]. An overview of low-complexity
physical-layer security schemes that are suitable for the IoT is proposed by [69].
A novel system architecture, called the Unit and Ubiquitous IoT (U2IoT) is pro-
posed by [70] to face security issues. On the contrary, a two way authentication
security scheme for the IoT based on existing Internet standards, especially the
Datagram Transport Layer Security (DTLS) protocol is proposed by [71]. The
possibility of reducing the over- head of DTLS by means of 6LoWPAN header
compression is proposed by [72]. A new security solution for integrating WSNs
into the Internet as part of the IoT is presented by [73]. Authors of [74] demon-
strates the feasibility of using the Generic Bootstrapping Architecture (GBA) de-
fined by the 3rd Generation Partnership Project (3GPP) to perform secure
authentication of resource-constrained for IoT devices.

Security and 
privacy issues

Authentication 

Integrity 

Availability DoS Attacks

Physical Layer

Link Layer

Network Layer

Transport 
Layer

Application 
Layer

Fig. 6 Hierarchical diagram of security issues in IoT systems that incorporate wireless
technologies adapted from [68]
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8 Conclusions

The IoT is a paradigm that aims to improve the quality of human live. There are
several visions of the IoT such as things oriented vision, Internet oriented and
semantic oriented vision. The IoT can be divided into 5 layers such as Objects
Layer or Perception Layer, Object Abstract layer or Network Layer, Service
Management Layer or Middleware Layer, Application Layer and Business layer.

The main elements of the IoT are identification, sensing, communication, com-
putation, services and semantic and exist several examples of fascinating applica-
tions like prediction of natural disaster, industry applications, design of smart homes,
health applications, agriculture applications, intelligent transport system design,
design of smart cities, smart security, smart metering and monitoring.

The IoT systems and ALL will continue side-by-side mutually contributing
scientific advances in assisted living allowing also lower the cost of assisted living
systems.

The IoT platforms must support heterogeneous devices, data fusion and sharing,
data privacy and security, API’s for interoperability and standardization. There are
several open issues related with the IoT, such as standardization, security and
privacy, power and energy efficiency, intelligence, integration methodology, big
data, pricing, storage, network communications, scalability and flexibility. The IoT
continues to present several QoS issues such as availability, reliability, mobility,
performance, scalability and interoperability.

This paper presented an overview of the IoT concepts such as architecture,
vision, elements, main applications focus on smart homes and heath systems,
platforms, QoS and security issues, which should provide a good transversal sense
of IoT technologies.

Despite the numerous technologic enhancements, some issues in the design of
IoT systems continue to exist, namely corresponding to privacy, confidentiality,
security, and interoperability of such systems.
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1 Introduction

Nowadays, a massive amount of data is being generated and stored in the cloud. In

this way its availability is increased, providing a boost of power to analytical and

predictive tools. One of the main promises of analytics is data reduction with the

primary function to support processing with the help of existing infrastructure. The

motivation of this chapter direction comes from data being generated from a variety

of sources, such as healthcare industry, communication, messaging and social net-

works, mobile sensors and many others, rather than a new storage mechanism. Data

reduction techniques for Big Data have three perspectives: descriptive analytics, pre-

dictive analytics and prescriptive analytics. In the pay-as-you-go cloud environment,

the storage can be very expensive.

The perspective of this chapter is represented by: monitoring, analysis and control

of environments, based on collected data from a network of sensors.

The Internet of Things (IoT) is a paradigm where every object can be identified

and has sensing, networking and processing capabilities. The objects can commu-

nicate with each other or with other devices or services available over the Internet.

Whitmore et al. [1] Those objects will be ubiquitous and context-aware.

The objective of this chapter is to highlight the current status of the evolution,

trends and research on Internet of Things applied in e-Health by examine the litera-

ture. In order to achieve our objective, a comprehensive review of the literature, that

included conference papers, books and journal articles, was performed.

This chapter is organised as follows: in Sect. 2 we will cover the role of IoT in e-

Health, followed by an overview of the Big Data systems prepared for the healthcare

applications in Sect. 3. In Sect. 4 we will deal with the existing healthcare applica-

tions and in the last section we will expose our conclusions of this study.

2 IoT Solutions for e-Health Systems

2.1 Introduction

The exact meaning of e-Health term varies with the source. There is not a single

consensus definition. Some benefits of e-Health extend from established telemedi-

cine systems, others are only practical using a machine-to-machine (M2M) model

and assume that patients have access to broadband service.

The World Health Organization defines e-Health as: e-health is the transfer of

health resources and health care by electronic means. It encompasses three main

areas:

– the delivery of health information, for health professionals and health customers

through the Internet an telecommunications;
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– the improvement of health services, e.g. through education and trainings for health

workers;

– the use of e-commerce and e-business practices in health systems management.

E-health provides a new method for using health resources—such as information,

money, and medicines—and in time should help to improve efficient use of these

resources. The Internet also provides a new medium for information dissemination,

and for interaction and collaboration among institutions, health professionals, health

providers and the public [2].

Technology and Health are the two main coordinates when defining the e-Health

term. The Internet and all the electronic devices are most frequently used to dissipate

the information about health services or other detail regarding this area.

Based on the Internet of Things paradigm we have a lot of new opportunities that

are reshaping the e-Health concept on a daily basis.

The applications for e-Health will thrive in the next future using IoT for home

and assisted-living environment. There is a noteworthy interest for developing the

monitoring systems dedicated to elderly or post trauma patients, including video and

voice options. The systems allow the identification of falls and send notification to

the medical personnel without any human intervention, by monitoring the automated

movement. Since the traditional movement monitoring systems have known issues

that trigger false alarms, a more accurate response can be achieved by a combination

of voice and video verification in case of any notification or alarm sent by the system.

Another data stream that provides important information for physicians is the

monitoring of blood pressure. Also, the remote monitoring of the patients to get

readings for the blood glucose, pulse oximetry or hart monitoring is a strong source

of important information, especially since the measurements reflects the patients

condition on daily basis, under normal conditions, without the stress implied by the

visit to the doctor.

The most important thing is that e-Health means also human interactions. This

translates into a more dynamic situation where a technical support can be called, by

phone, to solve some issues or, more important, the health-care services can now be

moved from hospital environment to a patient’s context.

The patient’s health and fitness information can be remotely monitored by e-

Health applications and when critical conditions are detected, alarms are triggered.

Also, the e-Health applications can provide remote control of certain medical treat-

ments or monitor of some parameters.

2.2 Context

The IoT can improve people’s live and health through automation and augumen-

tation. Its capabilities can save peoples life and improve decision making. It also

can help people to adopt a healthy lifestyle based on the informations that personal

devices can collect and expose in a simple graphic.
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The main technical and managerial challenges in IoT development [3] highlighted

by the reviewed literature are:

∙ Data management

∙ Data mining

∙ Privacy

∙ Security

∙ Chaos.

2.2.1 Data Management Challenge

All the devices and sensors are generating a big amount of data that must be stored,

processed and analyzed.

Compared with general big data, the data generated by IoT has different charac-

teristics, due to the variety of the devices generating it, due to the different types

of collected data, of which the most classical characteristics include heterogeneity,

variety, unstructured feature, noise, and high redundancy.

Although the current IoT data is not the dominant part of big data, by 2030, the

quantity of sensors will reach one trillion and then the IoT data will be the most

important part of big data, according to the forecast of HP. A report from Intel pointed

out that big data in IoT has three features that conform to the big data paradigm:

∙ abundant terminals generating masses of data (Fig. 1);

∙ data generated by IoT is usually semi-structured or unstructured;

∙ data of IoT is useful only when it is analyzed.

Fig. 1 Illustration of data acquisition equipment in IoT
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The architecture of data centers are not prepared in this moment to deal with the

heterogeneous nature and big volume of personal and enterprise data [4].

2.2.2 Data Mining Challenge

In order to use the big amount of data (discrete data or stream data) stored from all

kind of devices, the use of data mining tools becomes a necessity.

Data needs to be tamed and understood using computers and mathematical mod-

els. Traditional data mining techniques are not directly applicable to unstructured

data, images and video data. Considering the advanced knowledge necessary in

analyzing and interpreting the big amount of data resulted nowadays from multi-

ple sources, we can foresee a future shortage of competent data analysts. McKinsey

Global Institute estimated that the United States needs 140,000–190,000 more work-

ers with analytical skills and 1.5 million managers and analysts with analytical skills

to make business decisions based on the analysis of big data [3, 5].

2.2.3 Privacy Challenge

Due to the increase number of personal devices (smart health equipment, smart cars

emergency systems, all of which provides detailed informations on user location,

health and purchasing preferences) that can be traced through the Internet of Things,

personal privacy is an important issue to be considered.

The ownership of the data collected from smart objects must be clearly established

and the smart objects and reading devices from the Internet of Things should each

be equipped with privacy policies [6].

Protecting privacy is often counter-productive to service providers in this sce-

nario, as data generated by the IoT is the key to improving the quality of people’s

lives and decreasing service provider’s costs by streamlining operations. The IoT is

likely to improve the quality of people’s lives. According to the 2014 TRUSTe Inter-

net of Things Privacy Index, only 22 % of Internet users agreed that the benefits of

smart devices outweighed any privacy concerns [7].

2.2.4 Security Challenge

Because most of the Internet of Things devices are typically wireless and may be

located in public places, the communication should be encrypted. However, many

IoT devices are not powerful enough to support robust encryption [6, 8, 9].

In addition to an encrypted communication, identity management and unique

identifiers are another important components of any security model.

Those are some essentials requirements for the IoT success and the security of

a device and its generated data used in a monitoring system in the medical area

represents a major problem that must be resolved.
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2.2.5 Chaos Challenge

The evolution of IoT technologies (chips, sensors etc.) is in a hyper-accelerated inno-

vation cycle, that is much faster than the typical consumer product innovation cycle.

Considering that the standards are still incomplete, there are privacy issues and

insufficient security, that the communications is very complex and there is a high

number of poorly tested devices, we should be aware that the base on which the

IoT evolves is not strong enough to sustain its fast growth. If not carefully designed

to consider all the implications, our lives can be easily turned to chaos by all the

multiple devices and collaborative applications.

In an unconnected world, a small error or mistake does not bring down a system,

but in a hyper-connected world, an error in one part of a system can cause disorder

throughout. Smart home applications or medical monitoring and control systems

consist of interconnected sensors and communication devices and controllers. If a

sensor of a medical monitoring and control system malfunctions, the controller may

receive an incorrect signal, which may prove fatal to the patient. It is not difficult

to imagine smart home kits such as thermostats and residential power meters break-

ing down or being attacked by hackers, creating unexpected safety problems. The

Internet bandwidth can get saturated with data traffic of proliferating devices, creat-

ing system-wide performance problems. A single device may have an insignificant

problem, but for the system as a whole, the chain reactions of other connected devices

can become disastrous.

To prevent chaos in the hyper-connected IoT world, businesses need to make every

effort to reduce the complexity of connected systems, enhance the security and stan-

dardization of applications, and guarantee the safety and privacy of users anytime,

anywhere, on any device.

2.3 IoT for e-Health Systems

“The Internet meets the physical world” is the new phase of the Internet evolution

brought forth by the IoT. The today’s few billions of endpoint will exponentially

grow in numbers, and this will lead eventually to some scalability issues.

Starting from the traditional Internet who connected computers, the outcome will

be now improved by the IoT powered e-Health solutions who will connect people,

information, processes, devices and the context. The previously passive and not con-

nected intelligent devices will be connected by the IoT and this connection will bring

forth a huge amount of information, that can and will be used for algorithms bases

actionable decisions. This new information will be based on strict evidence and will

strongly impact the health-care services and the way these services are provided.

We all know that the health-care system of today is struggling to provide viable

solutions for population. Through the many opportunities brought by the Internet of

Things for e-Health, the wellness of the population will increase and the strain points

of the health-care system will be reduced in time. The proactive monitoring of the
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Fig. 2 Conceptual layout of the ASSET testbed—example of IoT architecture

patients, preventive medicine, follow-up care and permanent care disease manage-

ment are only few of the most promising use of the connected e-Health cases.

The opportunities, changes and complexities of e-Health enabled by the IoT is

significant and can be characterised by:

∙ number of devices interconnected

∙ various type of devices, applications and processes that are interacting

∙ number of devices that will generate information

∙ number of decision making points

∙ number of entry points into the system

The IoT devices could be categorized into two major classes:

∙ the current smart phones, tablets, and laptops (see Fig. 2)

∙ a set of interconnected sensors (e.g. Smart Cities, Manufacturing Automation, etc.)

(see Fig. 3)

Based on how the devices are connected to the patient we can classify them into:

∙ implantable

∙ wearable

Those devices could be connected on a need basis, always connected or uncon-

nected.

Based on how the device is connected to the network, the devices can be classified

into:

∙ wired

∙ wireless

∙ non-connected
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Fig. 3 Typical architecture of wireless sensor networks in health-care applications

Based on the timeframe when data is generated, the devices can be classified into:

∙ real-time streaming (e.g.: patient monitoring)

∙ discrete data sources (e.g.: oximeter—generates data at predefined intervals)

∙ one-time data source (e.g.: Magnetic resonance imaging scanning)

Considering the patient needs, a dedicate monitoring system could track data for a

long term trend in medical condition or only for it’s treatment period. The monitoring

system could also send data to a processing element every x hours and even accept a

delay of few seconds. The total loss of data for an entire measurement period where

that timeframe is a very small fraction of the total collection time would be insignifi-

cant. In contrast, a device that actively monitors a serious, life-threatening condition

that requires specific action to be taken within a given time period or where a single-

occurrence is of importance, would impose tight requirements on the collection and

dissemination of the data. In that case, it would not be acceptable to delay or lose a

single packet of data.

Based on how the device is used, we can have devices used by:

∙ a single person—dedicated

∙ a limited group of people—shared with a limited group

∙ a group of people—shareable with a wider population.

As we can see, IoT is an important source of big data. Big data could come form

medical care, traffic, agriculture, industry, etc.

According to the processes of data acquisition and transmission in IoT we can

divide the IoT’s network architecture into three layers:



The Art of Advanced Healthcare Applications in Big Data and IoT Systems 141

∙ the sensing layer

∙ the network layer

∙ the application layer

In healthcare systems, IoT allows a flexible patient monitoring: the patient’s sta-

tus can be monitored from home by doctors and nurses. This has an impact on the

average daily cost for patients and on the patient’s comfort.

BodyGuardian Remote Monitoring System [10] can detect non-lethal arrhyth-

mias in an ambulatory settings, by using a body-worn sensor, a mobile phone and

the preventice care platform. The BodyGuardian’s architecture is explained in [11].

The system uses a microprocessor, memory and a Bluetooth chip. After gathering

the signals, the sensor pairs with a dedicated mobile device and the ECG, heart rate,

respiratory rate and activity levels are transmitted via mobile phone through a cellu-

lar network and, ultimately, to the cloud. The Preventice Care Platform had the role

to allow all the ECG, heart rate, respiratory rate and activity data to be displayed for

physician evaluation, either on a web portal or an iPad application that is dedicated

to this purpose.

Zebra Technologies and Healthcare Solutions [12] was concerned with improv-

ing the hospital’s management and security. They defined a set of applications which

facilitates resource planning, offers real-time visibility into patient’s records, med-

ications, equipments and provides a IoT platform for patient care, by integrating all

devices connected to the hospital’s network. They provided a patient identification

schema based on barcoding that reduced medication errors by 65–86 %, according

the US Department of Veterans Affairs.

Even if both patients and providers benefit from the presence of IoT in healthcare

domain, dangers such as security policies should be considered. Although security

policies are well defined in a closed environment such as a hospital or medical care

system, researchers are trying to find solutions for BYOD (Bring Your Own Device)

[13]. In a BOYD system, nurses and doctors and other caregivers can use their own

tablets, laptops, smartphones to have access to the hospital’s resources. By using

smartphones doctors can check their appointments, make new ones, access patients

files, write prescriptions etc. Whether the use of external devices is supported or not

by the hospital, BOYD represents a major security threat to the privacy and security

of patients. In order to minimize the risks, many businesses are implementing BYOD

policies that can further be adopted by healthcare systems.

Data protection is one of the main concerns in e-Health. Both Europe and US

defined regulations concerning data protection in electronic health area: The e-

Privacy Directive 2002/58/EC [14] in Europe and Health Insurance Portability and

Accountability Act (HIPPA) [15] in USA. The EU Law definition for personal data

is information “identified or identifiable natural person” and it states the rights and

responsibilities of the “data controller” (the person/organization who has access

and processes data) as well as the “data subject”, the person whose data is being

processed. HIPAA defines who can have access to personal health data, and it is a

subset of a series of federal protection laws. In US data protection is reglemented in

different states and by different federal laws.
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Another danger is the ability to overwhelm doctors with information which will

impact their main goal, taking care of the patient. OpenNotes patient engagement
[16] project aims to provide patients access to their caregivers notes and possibility

to contribute to them. According to John Mafi M.D. a member of the Open Notes

program, the project’s goal is to make “patients feel more in control of their own

care and to correct factual errors in the record”. Its purpose is also to improve com-

munication with patients and other doctors. The main drawbacks of OpenNotes that

doctors feared were:

∙ the struggled with a one-size-fits-all: the note had to include the doctor’s opin-

ions, suggestions, prescriptions, the billing information, previous patient’s analy-

sis, other doctor’s prescriptions and the patient’s input;

∙ addressing potentially sensitive issues, for example the doctors had to change

“obesity” to “body mass index”;

∙ unmanageability due to the number of actors (nurses, medical students, patients

etc.) involved; the progress note documents have a predefined standard, while open

notes can became hard to maintain when multiple actors review them.

Microsoft Kinect Sensor has also been tested in healthcare applications. It has

been used in detection of stereotyped hand flapping movements in autistic children

[17]. The system used the Dynamic Time Warping (DTW) in order to detect motor

behaviours in children with Autism Spectrum Disorder (ASD). It was tested in a

closed laboratory environment and in two schools with children having ASD. Mul-

tiple actors were involved: children, engineers, doctors, teachers. The system facil-

itated the identification of behavioural patterns when studying interaction skills in

children with ASD.

Healthcare issues imposed the development directions of IoT. Drug management

is one of the biggest challenges the industry faces today. According to Forbes,
1

the

average cost to create and develop an approved drug is around 55 millions dollars.

Electronics development leaded to major improvements in diagnostic applications

in medical field. Such an example are “smart” pills. For example, in article [18]

is presented an improved communication solution between an external device and

an internal electronic pill while in [19] is presented a new system for local drug

delivery. The concept of telemetry communication is based on master-slave model.

The pill can be directed by the master in the organism and it can be assisted to record

temperature, measure body pH, drug delivery etc. The pill’s hardware can consists

of a bit processor, memory and external peripheries [20]. IoT devices and process

may have an impact on cost management in this area. WuXi PharmaTech and TruTag

Technologies [21] are two companies which focused on such “smart” pills.

AdhereTech [22] is another healthcare technology company interested in devel-

oping smart healthcare devices. In order to improve medication adherence, the com-

pany focused on developing a smart pill bottle. The bottle has the role to verify

whether patients are taking the medication, if the medication doses are correct and

1
http://www.forbes.com/forbes/welcome/.

http://www.forbes.com/forbes/welcome/
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to generate alerts in case of a dose miss. Patients can also provide feedback via text

or phone calls providing the reason why they missed their dose. For example, if a

patient misses a dose due to side effects, AdhereTech can gather data in the first days

of treatment, instead of having access to patient’s feedback on his/her next visit to

the doctor [23].

The main challenge of an e-Health system based on an IoT architecture is to sup-

port this wide range of device types in a variety of care needs and settings.

“Prevention must become a cornerstone of the health-care system rather than an

afterthought. This shift requires a fundamental change in the way individuals per-

ceive and access the system as well as the way care is delivered. The system must

support clinical preventive services and community-based wellness approaches at

the federal, state, and local levels. With a national culture of wellness, chronic dis-

ease and obesity will be better managed and, more importantly, reduced” [24].

3 Big Data Platforms for Healthcare Applications

Big Data services can be used to improve the quality of healthcare technologies.

Nowadays e-Health data flows have generated up to 1000 peta bytes of data [25] and

it is estimated to reach about 12 ZB by 2020. As presented above, data from various

sources such as electronic medical records (EMR), mobilized health records (MHR),

personal health records (PHR), external monitors, sensor, genetic sequencing, smart

devices is integrated in order to enhance the medical research and the diagnostic

process.

In [26] several technical requirements of providing easily accessible big data

pools in healthcare domain were addressed, such as: semantic annotation, data digi-

talisation, sharing, privacy, security and quality. Based on their study, the availability

of healthcare data mainly depends on the implementation of standards and platforms

which can specify and provide secure and reliable data exchange.

Figure 4 depicts a platform that supports access from different actors (individual

outlets, test facilities, government agencies) and provides access to data (EHR, MHR,

EMR), as well as to data mining tools.

Ayasdi is an enterprise software company that sells big data analytics technol-

ogy to organizations looking to analyze high-dimensional, high volume data sets.

Organizations and companies have deployed Ayasdi’s software across a variety of

use cases, including the development of clinical pathways for hospitals, fraud detec-

tion, trading strategies, oil and gas well development, drug development and national

security applications [27].

ClearDATA is a company which provides cloud computing for Healthcare.
2

The

platform is HIPPA compliant and has more than 310,000 of healthcare professionals

who are using it. The company identified the main concerns in healthcare industry,

2
https://www.cleardata.com/.

https://www.cleardata.com/
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Fig. 4 Illustration of e-Health data platform

such as: (1) fragmented infrastructure, that is compounded by personnel and cost

constraints, (2) fear of compromised data, (3) disparate systems, (4) security con-

cerns and (5) compliance requirements. They provide:

∙ a Cloud Computing Platform dedicated to healthcare

∙ a Cloud Platform for AWS, backed by ClearDATA’s BAA

∙ optimizations for critical healthcare workloads

∙ a Multi-Cloud Management
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∙ security requirements based on HITRUST standards and the Common Security

Framework

∙ HIPPA risk remediation services

Carestream3
provides solutions for medical imaging. It also provides a Software-

as-a-Service (SaaS) solution called Vue Cloud, which represents a secure, single

access point to medical images. The portal grants customers permissions to create

communities of approved radiologists, specialists or referring physicians. It also pro-

vides a virtual workflow to view exams, access tools, review a patient portfolio, col-

laborate on diagnoses and treatment, obtain second opinions, enable sub-specialty

reading or view real-time department performance.

4 Healthcare Applications: A Brief Overview

Nowadays, the application areas based on an IoT architecture can be limited only by

peoples imagination.

In the next future, applications based on IoT and sensors will increase exponen-

tially due to the huge variety of the objects and sensors that can provide useful infor-

mation regarding the environment. Another important fact is that those applications

could improve people’s lifestyle and wellness.

Healthcare and medical data are evolving and continuously growing complex

data, based on a huge amount of various information values. The unlimited poten-

tial for storing of Big Data will lead to dramatically increased of saving, processing,

querying, and analyzing medical data.

Aetna Life Insurance Company
4

took a sample comprising of 102 patients from

a total of thousand patients in order to complete an experiment designed to predict

the recovery in of patients diagnosed with metabolic syndrome. On a period of three

consecutive years 600,000 laboratory test results was scanned during an independent

experiment and 180,000 claims using a series of detections tests results of patients

with metabolic syndrome.

Furthermore, the final results were compiled into a high personalized treatment

plan assessing the risk factors and the recommended treatment plan for the patients.

Based on this, doctors may decrease morbidity by 50 % in the next 10 years assisting

and helping patients to lose weight by five pounds, or advising patients to reduce the

total triglyceride in their bodies if the sugar content in their bodies is over 20 [28].

The Mount Sinai Medical Center in the U.S. utilizes technologies of Ayasdi, a

big data company, to analyze all genetic sequences of Escherichia Coli, including

over one million DNA variants, to investigate why bacterial strains resist antibiotics.

Ayasdi’s uses topological data analysis, a brand-new mathematic research method,

to understand data characteristics [28].

3
https://www.carestream.com/provides.

4
https://www.aetna.com/.

https://www.carestream.com/provides
https://www.aetna.com/
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HealthVault of Microsoft, launched in 2007, is an application of medical big data

launched in 2007. HealthVault is available as a Web Service and as a mobile appli-

cation for iOS and Windows Phone. It can tap into a huge array of medical-grade

devices and applications, such as glucose monitors and blood pressure cuffs, to auto-

matically import data into one location. Its goal is to manage individual health infor-

mation in individual and family medical devices. In addition, it can be integrated

with a third-party application with the software development kit (SDK) and open

interface [28, 29].

The project presented in [30] used gene expression data with the goal of predict-

ing a relapse, focusing on patients with early stages of colorectal cancer (CRC), by

developing a gene expression classifier. In order to gather relevant data, the study

was conducted in 3 different institutions for testing and even different countries for

validation. The patients involved in the study were split into 2 groups: testing and

validation. The study has been conducted from 1983 to 2002. The doctors man-

aged to gather 33,834 gene probes. The results were used in predicting Relapse Free

Survival (RFS)—the length of time that the patient survives without any signs of

cancer—giving a hazard ratio (ratio of relapse rates between predicted-relapse and

predicted-RFS patients) of 2.69, with a confidence interval at 95 %.

The Soprano project [31] has a medication alert which collects events from a

medication dispenser about missed medication taking, selects the most appropriate

communication channel and delivers the alert to the assisted person (AP). In case

the AP does not acknowledge the alert, the process is escalated and a SMS is sent to

an informal caregiver.

The Pip’s project [32] objective is to include the entire set of business processes,

professional practices, and products applied to the analysis and preservation of the

citizen’s wellbeing. Pips provides a Personalized Nutritional Support which offers:

personalized nutritional advisor, shopping list, product information, product check

according to personal profile, etc. The goal of this service is to inform and advise its

users about a healthy lifestyle and to determine them to choose healthy nutritional

habits by tailoring them to the user’s needs.

Security in healthcare applications of sensor networks is a major concern. Since

healthcare applications of sensor networks are almost similar to WSN application

environment, most of the security issues are also similar and hence comparable [33].

The security issues can be related to system security and information security.

Authors in [34] classified the threats and attacks into two major categories:

∙ passive—it may occur while routing the data packets in the system

∙ active—those type of threats are more harmful, criminal minded people may

find the location of the user by eavesdropping. This may lead to life threatening

situation.



The Art of Advanced Healthcare Applications in Big Data and IoT Systems 147

5 Conclusions

The objective of this chapter is to highlight the current status of the evolution, trends

and research on Internet of Things applied in e-Health by examine the literature.

IoT and Big data analytics have the power to transform the way healthcare per-

forms nowadays. Using this power, healthcare organisations and industry can gain

insight informations from data repositories and make informed decisions, not sup-

positions.

IoT requires real time data analysis services that can cope with huge amounts of

data. These services raise new challenges from the Big Data point of view: we claim

that fully distributed frameworks are required to achieve scalability.

Issues like security, privacy and standards for IoT and Big data analytics should

also be considered. Applications in healthcare and data analytics have the potential

to become more mainstream and accelerate their maturing process.

The normal trend of sensor device design is that they have little external security

features and hence prone to physical tempering. This increases the vulnerability of

the devices and poses tougher security challenges.

In the table below, we present the attacks which can occur in any health-care

system using wireless sensor networks.

Attack assumptions The risks to WBAN Security requirements

Computational capabilities Data modification

impersonation

Data integrality authentication

Listening capabilities Eavesdropping Encryption

Broadcast capabilities Replaying Freshness protection
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A Smart Vision with the 5G Era and Big
Data—Next Edge in Connecting World

Lokesh Kumar Gahlot, Pooja Khurana and Yasha Hasija

Abstract Last decade has seen a major transformation in the mobile computing
and wireless technologies. And with the development in the Cloud computing,
Mobile cloud computing (MCC) is likely to be the next phase of innovation in the
telecommunication world. Mobile cloud computing (MCC) services are expected to
be a source of quick development with huge capabilities of 5G mobile network. To
revise the new opportunities developed by this major, the demand for intelligent,
efficient and secure network will continue to increase. So the 5G technology is
expected to be heart of next generation in the digital world. In this chapter we will
cover a few aspects of 5G covering the challenges and advancements in the existing
and emerging communication technologies; mobile cloud computing architecture
and how 5G along with Big Data will lead to an era of smart world where
everything will be connected to everything in smart and secure way.

Keywords 5G era ⋅ 5G architecture ⋅ 5G challenges ⋅ Mobile Cloud Com-
puting ⋅ Device to Device Communication (D2D) ⋅ Network Function Virtu-
alisation (NFV) ⋅ Software defined networks (SDN) ⋅ Massive MIMO

1 Introduction

Mobile cloud computing (MCC) is one of the most rapidly growing fields in the
cloud technologies [1]. Mobile cloud computing (MCC) services are expected to be
a source of quick development with huge capabilities of 5G mobile network. To
deploy the new opportunities developed by this major, network must be intelligent,
efficient and secure. So the 5G technology is expected to be heart of next generation
in the digital world. To ensure higher levels of mobile user experiences, a huge
intelligent secure network is needed.
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5Gwill be an evolution in mobile communication technology with broadband and
other different networks. It will have some unique capabilities with specific network
and services to offer. It will be a sustainable networkwith unique technology. It will be
a key factor in mobile communication technology. By 5G, mobile communication
technology will have a tremendous growth platform in network communications
technology [2]. 5G will have a capacity to connect a massive numbers of devices,
clones or others. It will be a key impact for the Internet of things to provide networking
platform. Some critical services that will require quick action associated to 5G include
—reliability, low latency and scope at which network can be handled in a very secure
manner using its native support. Cost reduction, automation and optimization will be
the main stakeholders in 5G infrastructure.

The recent emergence of the cloud computing technology as a new field of
development in information technology and network infrastructure development
has transformed the way information is processed, stored and transmitted on a
large-scale. In cloud computing, data is stored in the clouds on the Internet, and
accessed or cached (viewed) by clients at desktops or portable devices etc. through
the internet. Cloud computing is capable of providing highly scalable and reliable
computation capability over the internet. Therefore the cloud computing technology
is emerging as the key factor in IT infrastructure development, and also promises to
achieve economies growth of deployment in operations and IT solutions.

5G systems will support a set of wireless interfaces in the air as:

1. Cellular and satellite solution
2. Current ongoing access schema
3. Ultradense network with small cells

Ultradense network with small cells will be seamless and will involve handling
interface between wireless technologies [2]. It will be the main feature of 5G. Also
the use of heterogeneous wireless technologies like Radio Access Technologies will
further define its scope with increment in reliability and availability. Backhaul
network techniques with mitigation and installation will be needed to deploy
ultradense network with small cells.

5G will be based on software driven approach which majorly will rely on the
following techniques:

1. Software defined Network (SDN)
2. Network Function Virtualization (NFV)
3. Mobile Edge Computing (MEC)
4. Device to Device Communication

It will be easy to use and fully optimize in terms of network management. The
main challenges in optimization will be:

1. Complex Business Objective
2. End-to-End Energy Consumption
3. Quantitative and Qualitative experience with privacy and behaviour
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Following are the main key drivers of 5G [3]:

1. Wider approach in terms of access technology—5G will utilize all its spectrum
block and technologies to give the best optimized solution.

2. Massive Capacity
3. Heterogeneous network
4. Numerous number of connections
5. Ultra fast speed
6. Security
7. Mobility

1.1 Key Impacts for 5G

A very fast growing telecom sector and the current scenario of technical growth in
mobile network have completely transformed the way communication and infor-
mation transfer happens. Further development in technologies and their imple-
mentation have enabled us to redefine the entire landscape of the
telecommunication sector which in turn has led to the global ICT growth and
expansion with the facility to connect anytime—anywhere with people and com-
munities. People can now communicate and share knowledge, information in a
flexible, reliable and secure manner.

Figure 1 shows how the evolution has taken place in communication technology
from 1G to 4G and now from here we will be heading towards the evolution of 5G.

Fig. 1 Evolution of wireless technology from 1G to 4G
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The evolution in the internet world will be driven by approach of 5G itself. This
evolution will include:

1. The next generation ultra dense network infrastructure with reconstructed and
re-designated mobile network technology

2. Massive network and cloud structure that will draw attention towards delivering
vast services related to speed, data traffic, connectivity and security.

Essentially 5G will focus on two fundamental aspects:

1. massive capacity
2. massive network or connectivity

Massive capacity will allow users to use connection in a faster way between end
users and the network to deliver services. It will be so fast such that user will not
feel any distance between the client and the connected machine. More massive
capacity will give more flexibility to manage connections in a better way and this
will be made possible by the adoption of device to device communication or
machine to machine (M2M) service innovations and interactions.

Mobile cloud computing (MCC) with 5G will revolutionize in such a way that it
will provide global services in a heterogeneous manner with revolutionary aspects
of scalability, availability, privacy, reliability, massive network and capacity. The
mobile devices will also revolutionize along with the network revolution so that
they can support voice calls as well as huge smart network connectivity. These
devices can integrate the mobile network scenario to cloud computing technology.

According to some studies conducted by Cisco IBSG and IDC, average
smartphone market grew by about 45 % in 2014, and a great percentage of
worldwide population (80 %) has accessibility to the mobile world, which shows a
huge impact to mobile world. Since the mobile phone market is growing and
expanding rapidly and also the computation innovations in mobile devices continue
to grow, huge network connectivity with large amount of computational space with
speed, flexibility, accuracy and privacy is indispensable. All innovations in devices
like smartphones, tablets, laptops, palmtops brought into mind to act as a host in the
internet of world which needs massive network capacity and a service to handle it
accurately. So cloud computing is the phenomenon that can provide an approach to
manage huge capacity network safely. Cloud computing architecture provides a
modulated structure to enable or access on demand network from a pool of shared
resources. These resources may be in any form like storage services, network
services, or application management.

The Fig. 2a, b shows hierarchical description of Technologies in 5G commu-
nication & layered architecture of communication using cloud resource respec-
tively. Figure 2a, b also shows a mapping of technical hierarchy to layered
architecture. Figure 2a depicts that in the present scenario different technologies are
handled in different infrastructures. Also different infrastructures come under dif-
ferent levels of technological depth like cloud, network etc so all hardware devices
come under client infrastructure as these are end user devices, as shown in Fig. 2a.
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Fig. 2 a Hierarchical description of technologies in 5G communication. b Layered architecture of
communication using cloud resources
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Thus we can say the bottom most layer in Fig. 2b demonstrates end user level
hierarchy. These end user devices are connected to network which is mid level
hierarchy (Fig. 2b—middle layer). All network level operation comes under this
level. Finally typical cloud comes at top level hierarchy which is the area of interest
in this chapter. All cloud related aspect (Technical or Non Technical) comes in this
level of hierarchy.

1.2 Cloud Computing Models

The cloud computing models are described in three base models according to
service delivery. These are named as Infrastructure as a service (IaaS), Software as a
Service (SaaS) and Platform as a Service (PaaS). Infrastructure as a Services (IaaS)
offers the cloud services like network and storage infrastructure, hardware resour-
ces. Platform as a Services (PaaS) offers development platform to developers. It
provides various APIs to developers. Software as a Service (SaaS) offers services to
access the cloud. It provides the applications installed on cloud so that users can use
through various browsers.

2 Challenges and Advances

As 5G is expected to have a huge impact in our daily life, and is expected to grow
rapidly in the communicating world, it is obvious to have some challenges and
blockers in the pathway [4]. As per the study [4], network traffic is going to
increase rapidly, so the challenges related to network traffic will be obvious. It is,
thus, expected to meet the challenges related to network capability in terms of traffic
volume, transmission technologies and communication methods. The advance-
ments in terms of small cell network, massive MIMO, millimetre wave commu-
nications, orthogonal frequency division multiplexed (OFDM) access passive
optical networks, coordinated multipoint (CoMP) adopted small cell and macro cell
BS (MBS) [5, 6, 7, 8] can provide solutions to these challenges. Essentially
developments in 5G need to focus on two primary aspects—one is network capacity
and other one is network connectivity.

2.1 Cell Numbers

The numbers of devices are increasing rapidly, so cell numbers should increase
accordingly. The increment in cell number will be a logical way to improve the
capacity of system with an approximate linear ratio as the signal to interference
noise ratio is guaranteed. To increase the number of cells, some of the aspects need
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to be resolved because of the limitation of resources and cost. Cost, cell size,
compatibility, cell management and interference are some of the aspects that need
to be considered while increasing the number of cells. So now, new technological
innovations like Small cell technology need to be adopted to increase the number of
cells by order of magnitude.

2.2 Energy Consumption

Using the current resources like Base station systems, it is not possible to decrease
the energy consumption in current technology which otherwise should be decreased
in 5G. By using some of the technical frameworks, it has now become possible to
decrease the energy consumption to some extent. After the use of bandwidth in
current scenario by 1G, 2G or 3G (Spectrum Allocated) in a most efficient way, a
new potential Spectrum will be required in the future. And also it is expected to be
above 3 GHz or even higher. This provision is suitable from local aspect to increase
the capacity.

2.3 Cost Factor

Cost reduction is a bit hard because the baseband requirements are based on the
physical parameters such as high mobility and larger radius. The cost of Baseband
and RF can however be reduced by the introduction of local-based IMT as the
baseband and RF requirements can be relaxed because they need low mobility and
small cell radius. In small cell technology both development cost and maintenance
cost can also be reduced significantly.

As we discussed above, the main fundamental aspects necessary to develop 5G
networks are as follows:

1. Massive capacity and massive connectivity
2. Platform capabilities to support capacity and connectivity
3. Support for diversity of users, application and services
4. Efficient use of available spectrum

The network capacity is expected to increase by 2020, thus it is important to
keep the following aspects in mind:

1. Spectrum Band availability according to local law and Scenario there.
2. Use of new IMT band to achieve 10 Gb/s for individuals
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To maximize the spectrum usability, in other words the efficient use of spectrum, it
is important to use the entire spectrum possible and all technologies that can map
these requirements. All spectrum access and air interface technologies will be
required that are capable of mapping service requirements to the best suitable
combinations of frequency and radio resources. To integrate, there will be need of
cloud computing technologies with SDN. The integration of these two aspects
(cloud computing technologies and SDN) will facilitate innovation of various new
mobile network technologies with better quality of service (QoS) and less energy
consumption.

2.4 Cloud Related Issues

After the comprehensive review of proposed architecture of Mobile Cloud Com-
puting (MCC), the following issues and challenges come into picture:

1. Privacy and Security
2. Cloud Service Architecture related

Privacy and Security is the major issue when the data is moved to cloud. The
movement of the data should be secure enough that it cannot be stolen. Privacy
should be maintained between users so the privacy rights cannot be violated. There
should be no data loss and data integrity should be maintained. It should be pro-
tected from any type of attacks like virus or malware or any misuse of access rights.
So, there is a need for system security at server; network security, access and
authentication, protection at storage level [9].

Cloud Service Architecture Related—Security related to mobile user, data access
efficiency, inter-operability, cost and pricing issues are some of the issues in mobile
cloud computing. Some model related issues that come under architecture are
outlined below:

• IAAS model

– virtual machine and repository security
– network security

• PAAS model

– API & language related security

• SAAS

– Data security
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2.5 Challenges in Technologies Provisioning
the Internet of Things (IoT)

The connectivity through the internet is no longer restricted to the digital devices
only. With the advent of Internet of Things (IoT), not only the devices but also
other entities related to devices are now connected the internet. IoT has enabled
humans and entities to have access and control over all the entities on the internet
throughout the world anytime/anywhere.

However, there are certain limitations in the technologies provisioning IoT and
are discussed as followed:

• It requires flexible architecture that maximizes the interactivity in distributed
heterogeneous system of applications, environment and devices. It should
support the following features:

– Multimodal centralized flexible architecture with effective routing and
synchronisation

– Interoperability
– Scalability
– Interactivity

• IoT suffers from constraints of power and energy storage technologies that are
important for energy efficient applications and services. So energy requirement
should be key essential in IoT [10].

• The current network and communication technology for IoT is also limited in
terms of design architecture, performance, reliability, privacy and security.
Thus, IoT require new technological innovations like advance network man-
agement that supports secure, private and trusted interactions between things
and the Internet.

• Providing globally unique identifiers (or unique digital names) to entities
involved in the communication over the internet and specifying a digital unique
identity (DUID) for each communication between these entities is yet another
challenge [11].

• There is a need for more effective data storage and caching techniques to
manage the rapidly growing data from the users and devices connected through
the internet.

• Mining large amount of data generated for providing better services is not an
easy task. Thus, a software-platform with high-performance is required.

• Supporting the design space of IoT using the conventional hardware systems is
not sufficient. Thus, the adaption of new hardware technologies specifically for
IoT is required.
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2.6 Necessary Evolutionary Key Points in the Development
of 5G

• Advancements in the waveform technologies along with advances in coding and
modulation algorithms are essential for continuous improvements in spectral
efficiency. These advancements will result in scalable feature for massive net-
work connectivity and will also reduce the latency.

• Baseband and RF technological architecture will enable computational inten-
siveness. And it incorporates the adaptivity feature for the new air interfaces
which are required in network evolution. Advanced RF domain processing will
give benefits to the efficient and flexible usage of spectrum.

• A more advanced baseband computation will be required for such complex
constraints of new technological solutions like mass-scale MIMO, small cell
technology etc. The single-frequency full duplex radio technologies will be a
massive contributor to the communication world that will result in increment in
spectrum and energy efficiency along with cost reduction.

• Backhaul network designs with small cell system will enable the ultra dense
networking of radio nodes. Self-organization will be available for spectrum
blocks in backhaul networks. This technology will impact in high frequency
spectrum radio accessing.

2.7 Software Defined Network

According to the Open Networking Foundation (ONF), the software defined net-
work (SDN) is:

• A direct programmable approach as the network control is centralized and
decoupled to the data. The decision making system that work as intelligence
resides in controllers to maintain network globally.

• It simplifies its design and working on the basis of the open standards.
• Network operations are configured, managed and optimized dynamically. So it

adds the feature of automatic dynamic adjustment of traffic flow according to
need.

SDN is considered to be most useful approach for simplifying network manage-
ment. SDN can distinguish the network service from the physical infrastructure by
using the concept of open APIs and virtualization. It is envisioned to have directly
programmable base stations and gateways in cellular SDN architectures similar to
the programmable switches in wired SDN and can further be extended by network
virtualization and flexible adaptation of air interfaces [12].

Several challenges are however expected in wireless Software Define Network
(SDN) [13]. To use the SDN concept, huge evolution is required at infrastructure
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level because there are several questions and blockages like “how to configure
programmable switch such that performance and flexibility should remain high”.
Also the unique way for the implementation of SDN infrastructure is required that
should be globally unique as global standard which provide all network operation
like computation, storage and resources environment. And the biggest challenge in
SDN is security.

2.8 Massive MIMO

Massive Multiple-Input/Multiple-Output (MIMO) technology refers to the use of a
large numbers of antenna elements to provide diversity, and compensate for path
loss [14]. To provide high throughput at reduced energy consumption, Mas-
sive MIMO using large number of antenna elements allows for massive beam-
forming and hence enables the miniaturization of antenna elements [15]. The
miniaturization allows extremely low power consumption by each antenna element
resulting in orders of magnitude improvement in the spectral and energy efficiency.

Before Massive MIMO can be used for 5G, there are several challenges that
need to be addressed [4]. Beam-forming need a huge amount of channel state
information that is a problematic impact especially for the downlink). The approach
may be used in TDD, but is not effective in FDD. It also suffers from pilot con-
tamination from other cells when power of transmission is high. It may also suffer
from thermal noise if power transfer is low.

Another technique which is currently evolving (in next approach to 5G) is 3D
MIMO, which also allows for 3D beam-forming. In normal beam-forming two
dimensions beams are formed, while 3D MIMO also provide the control in both
vertical and horizontal dimensions. 3D MIMO requires new channel models. And
also it requires extended feedback mechanism which is a challenge in 5G. Thus,
channel estimation and feedback mechanism are current challenges for 5G [4]. And
also the very fast process algorithm will be required to deal with huge amount of
data.

2.9 Machine to Machine (M2M)

There are several challenges specific to Machine to Machine (M2M) communica-
tions. Machine to Machine (M2M) devices influence the recent innovations towards
satellite navigation devices that have facilitated for downloading traffic updates or
feedback dynamically using integrated cellular modems [16]. Autonomous
behavior, size and energy requirements are the main challenges of machine to
machine (M2M). The nature and distribution of M2M traffic flows is not in
accordance with the present network architectures. Thus, there is a need for some
modifications in M2M devices for efficient use of in 5G. The challenges of network
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congestion and overload in M2M depend on applications where the technology is
used. Recently, many models such as back-off management have been proposed in
3GPP that take care of network overload issues [4].

2.10 Big Data

Lots of opportunities and challenges in 5G era will also arise due to big data.
Cellular networks will have to provide more efficient infrastructure with big data as
vast amount of data will be generated in future by Internet of Things (IoT) or
Machine to Machine (M2M) applications. New network architectures will therefore
be crucial for big data applications.

3 Communication Networks in 5G and Their Architecture

New breakthroughs in advanced waveform technologies coupled with advance-
ments in coding and modulation algorithms are essential for realizing continuous
improvements in spectral efficiency [3]. So this section will provide a separate
scenario of technologies for 5G wireless communication systems such as massive
MIMO, radio network, and software defined cellular networks, device to device
communication and future aspects of 5G networks.

3.1 Mobile Cloud Computing Architecture

It is quite clear that the progress from initial 3G networks to the mobile commu-
nication technology (broadband) has transformed our industry and society to a step
ahead. And if 5G will come into picture, then it may be a huge generational gear
shift to our society and surrounding. It will increase the level and standard of
connectivity and deployment of radio access network (RAN) with vast change in
performance and efficiency [17]. This means that 5G will have new radio interfaces,
network topologies and business capabilities. As we are focusing on higher fre-
quency radio spectrum for 5G, smaller cell radiuses due to higher frequency band
may be a challenge to achieve wide spread coverage in a traditional way. So
network topological model will need some evolution. The tracking of device will be
tough as the beam itself has to track device because communication service is still
differentiated from fixed line connection that is based on GSMA Intelligence. The
beam should be directed to end user. So too many beams will be formed and each
cell has to handle large number of beams at an instance of time.
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Another alternative to this is MIMO (Multi-Input, Multi-Output) that is already
introduced in the previous section. That is an array of antennae installed in a device
and multiple radio connections are established between a device and a cell. Most of
the technological aspects are used in 4G which may help towards the implemen-
tation of 5G.

3.2 Network Technologies Development Towards 5G

To develop more enhance mobile communication technology, continuous evolution
and development towards advance technologies deployment is happening. Those
advancements are discussed below:

• Software Defined Network (SDN)
• Network Function Virtualization (NFV)
• Advance Networks (HetNets, LPLT)

(Here HetNets stands for heterogeneous networks, LPLT stands for low power,
low throughput).

3.3 Network Function Virtualisation (NFV) and Software
Defined Networks (SDN)

Network Function Virtualisation (NFV) is a concept that enables differentiation of
hardware from software or ‘function’, and acts as a real entity for the mobile world
with increased performance of ‘common, off-the-shelf’ (COTS) IT platforms). And
further Network Function Virtualisation (NFV) is extended to Software Defined
Network (SDN) in which reconfiguration of an operator’s network topology can be
performed dynamically by software to adjust to load and demand, for example,
additional increase in network capacity increase when data consumption is on its
peak. These two technologies provides following advantages over other network
architectures:

• Reduce CAPAX
• Cheap and simple architecture
• Ease of Upgrade
• Efficient use of capacity (reduce OPEX)

Figure 3 shows the basic architectures of mobile cloud computing (MCC). Figure 3
shows two networks—network A and network B, having some mobile communi-
cation devices. These devices are connected to network in a traditional way through
wireless access point to base trans-receiver station (BTS) and base station sub-
system (BSS) or satellite. Many types of services are running on the server available
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in each network like Database services, Agents (Home Agents—HA), Authenti-
cation, Authorization and Accounting etc. All requests are being processed by a
central system that is connected to all the networks. So whenever user request
comes, it is processed in the following way

1. Information extraction according to the home agent (HA) and databases
2. Based on the extracted information—Authentication, Authorization and

Accounting (AAA) services are processed
3. Connect the user to cloud through internet
4. Relevant service request linking to the cloud

These requests are of any type depending on the cloud serves like database or
storage services, computational services, API services, virtualization services etc.

3.4 Heterogeneous Small Cells Network

As it is known that the high data rates will be required to handle massive network
capacity, one way is to reduce cell size so that the areal spectral efficiency increases
by reusing the frequency [18]. And also we got the additional coverage by
deployment of small cell. This is only possible by hardware miniaturization concept
and will also result in cost-reduction [19].

Another approach by which the problem of highly dense network can be solved
is Device to Device Communications [20, 21]. In this approach, each entity is able
to communicate directly with other entities to exchange information thus reducing
interference. Earlier all communications were routed through the base station and

Fig. 3 Mobile cloud computing architecture
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the gateway; however, this approach is not efficient for the devices which are very
close to each other. Since in the future 5G era, the number of devices communi-
cating with each other will be very large, it would be more efficient to allow direct
communication between these devices.

So it is concluded that Massive MIMO technology, millimeter wave technology,
small cell technology and some other approaches like Device to Device commu-
nication (D2D), Network Function Virtualisation (NFV), Software Defined Net-
works (SDN) etc. may give a rise to achieve high transmission rates in 5G
networks. Table 1 summarizes the features of key 5G technologies.

4 Energy Efficiency

Currently, the area of interest for 5G is improvement in energy efficiency and
throughput of 5G wireless backhaul network when we are using ultra dense small
cell technology. Massive MIMO and millimeter wave technologies are the two
technologies which are the most certain for system modeling in 5G with small cell
technology [22, 23, 24]. Here we are discussing two scenarios in which energy
efficiency and throughput for wireless backhaul network are compared [8].

1. A macrocell BS (MBS) is at the center of macrocell, and SBSs are uniformly
distributed in the macrocell.

2. All traffic is maintained by SBSs only without MBS. And also these are uni-
formly distributed.

In the first case traffic is transmitted to MBS through milimeter wave link initially
and then forwarded to main network by FTTC links. Here FTTC are distribution
points, called fibre to the cell links or distribution links. Here two logical interfaces
come into scenario as S1 and X2. S1 act as a feeder for user data from the advance
gateway to the MBS. Here the advance gateway is considered as an entrance to the
core network whereas X2 serves for exchange of mutual information among the
small cells.

In the second case, as there is no MBS so backhaul traffic will relay on the
adjacent SBS only by using milimeter wave technology. So, all traffic will be

Table 1 Comparative summary of 5G technologies

Technologies Data
rate

Network
capacity

Device
support

Energy
efficiency

Latency Cost Interference Coverage

Small cells ↑ ↑ ↑ ↑

Device-to-Device ↑ ↑ ↓ ↑ ↑

C-RAN ↑ ↑ ↑ ↓ ↓ ↑

Millimeter wave ↑ ↑ ↑ ↓

Massive MIMO ↑ ↑ ↑ ↓ ↓

*↑ High/Increased; ↓ Low

A Smart Vision with the 5G Era and Big Data—Next Edge … 165



forwarded to the specified SBS which is connected to the core network. Here also
two interfaces can be considered as S1 and X2 which are same as first case. The first
case is considered as central solution and second case is considered as distributed
solution [25].

An ideal wireless backhaul links are assumed between small cells and the MBS
or the specified SBS. So the traffic is assumed to be only related to bandwidth and
the average spectrum efficiency and the backhaul throughput of a small cell is
considered as the product of bandwidth and average spectrum efficiency [8].

According to the scenario discussed in Xiaohu et al. [8]. The energy efficiency of
the distribution solution is defined as:

ηdist = THdist
sum ̸ Edist

system

where Edist
system is the system energy consumption for distributed solution and

THdist
sum is the total backhaul throughput of a distribution solution (case 2). And

the energy efficiency of the central solution is defined as:

ηcentra = THcentra
sum ̸ Ecentra

system.

where Ecentra
system is the system energy consumption for central solution and

THcentra
sum is the total backhaul throughput of a central solution (case 1).

Xiaohu Ge et al. showed that there is a linear increment in the throughput with
respect to number of cells in central solution but an exponential in the distribution
solution. This is because the traffic is shared by small cells themselves in distributed
solution. On the other hand, for energy efficiency logarithmic increment is observed
with respect to number of cell in central solution but a linear increment in the
distribution solution [8].

5 Latest 5G Activities Around the World

The evolution from 4G to 5G services will vary in requirements in terms of data
rates, latency, network coverage, volume, security and privacy etc. This in turn
necessitates the emergence of novel key technologies and network architecture
along with the requirement of the system-level simulation methodologies and
frameworks/standards for 5G systems integration, evaluation and deployment.
Different research groups from academia, network infrastructure manufacturers and
key mobile operators are engaging in individual and collaborative projects to drive
the development of these technologies and standardizing the 5G framework for its
realization by 2020.

The European Commission has funded various projects [26]. The key project
that has the largest framework is the Mobile and Wireless Communications
Enablers for the Twenty–twenty Information Society (METIS). The first phase of
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the project has been completed in 2015. METIS has developed various technologies
that provide flexibility and can be easily configures to adapt to the large variations
in the requirements across different scenarios [27]. Other main projects funded by
EU Commission towards the development of 5G networks are 5G NOW, MCN,
COMBO, MOTO and PHYLAWS, iJoin etc. Many key industrial players such as
DOCOMO, Samsung, AT&T, Vodafone, Huawei, Nokia, Ericsson etc. are also
involved in the development of the methodologies and testing technologies and
architecture using various experiments. These players have successfully conducted
various experiments and have developed various technologies/architectures such as
femtocells, SBSs, C-RANs, OpenAirInterface etc. A more detail overview of the
contribution of the various research groups and industry players can be found in the
review article by Mitra and Agarwal [26] and Pirinen [28].

Clearly the emergence of the key technologies in 5G networks has also neces-
sitated the formulation of heuristic guidelines and evaluation strategies to test the
performance of these techniques and the network architecture. In this regard, dif-
ferent groups have used different simulation-based methods for performance
evaluation. However, there are certain implicit challenges hidden for 5G system
evaluation as described by Wang et al. [29]. One of the major projects that has
defined various scenarios along with test cases for performance evaluation is the
METIS project. In their final project report, METIS has presented evaluation results
of already defined 5G KPIs (Key Performance Indicators) in 12 different scenarios.
The detailed methodologies and evaluation result are available for different tech-
nologies under different scenarios are available as deliverable reports [30]. Beside,
Wang et al. have provided a heterogeneous cloud-based framework of the
system-level simulator facilitating the reliable and efficient evaluation of various
technologies in varied scenarios [29].

6 Smart World Vision Under 5G and Big Data

In rapidly growing environment in mobile and cloud computing, the 5G networks
will have vast capacity in telecommunication world. It will be the source of
socio-economic growth in digital world through the wide variety of application
developments in mobile world with more technical innovations and global col-
laboration in terms of the transformation of network infrastructure like the
“zero-distance” connectivity between people and machine. 5G will provide a fun-
damental structure of smart cities. Smart sensors with smart technologies are
application of smart city infrastructure. A new air interface with significantly
improved mobile networks is on a race to the deadline of 2020.

5G is a development of a more sustainable model induced by previous gener-
ation technologies that have taught us something. So 5G will demonstrate the ways
to Services that are initially expected to have an impact to become a popular
technology in digital communication world. It is expected to be the ‘next big thing’
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throughout the communication world. Figure 4 highlights some of the recent
developments for realizing 5G network.

ITU Radio-communication Sector (ITU-R) plays a key role in the communi-
cation world through the radio-frequency spectrum. LTE and WiMAX which are
included in the IMT-2000 technology group would be 3rd Generation, instead of
4th.

The communication network in 2020 will be more rich and complex than today.
The network infrastructure will connect everything in a flexible and powerful
manner by sensors, smart meters and smart gadgets. This will reinvent the roles and
relationships between the players of mobile communication world. Communication
networks will come with the network virtualisation and software based network that
will provide more flexibility and creativity.

5G will bring new user experience with high quality experiences like HD video
or tele-services available anywhere, regardless of area of user like a village or in a
high speed train. It will provide access anywhere with heterogeneous technologies
like WiFi, 4G and new radio interfaces. It will be a key enabler for the Internet of
Things. It will also provide the platform to connect a massive number of objects
anytime, anywhere to the Internet. Smart phones, wearable devices and other smart
objects like drones, robots will have their own local networks. 5G will allow
connectivity to all these and will be handled by specific network technologies.

7 Summary

As the 5G wireless technology is next wave to technical advancement in the field of
communication world, 5G will have the following objectives:

• Massive network
• Massive capacity
• Huge diversity in services and application
• Efficient spectrum scenario

Adaptive network framework will become the necessity in the environment of 5G
which can accommodate LTE and air interface. Cloud, Software Defined Network
(SDN), Network Function Virtualization (NFV), millimeter wave technology,

Fig. 4 5G development steps
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Massive MIMO technology and D2D technology will be key platform features of
5G services.

To develop better technology in communication, some more studies should be
carried out. So, more research and advancement is important in 5G wireless net-
work technology to overcome the challenges. The following issues and challenges
need to be addressed:

• Development of Cell architecture and distribution methodologies for wireless
backhaul networks.

• Development of high throughput and energy efficient.
• Advancements in transmission technology to handle massive traffic for 5G

wireless network.

The next decade will see the development in Radio Access Network technologies
for implementing 5G network solutions which include:

• Service delivery architecture with Massive MIMO
• Advancements in multiple access waveform technologies
• System for interference control and Access protocols
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Towards a Cloud-Native Radio Access
Network

Navid Nikaein, Eryk Schiller, Romain Favraud, Raymond Knopp,
Islam Alyafawi and Torsten Braun

Abstract Commoditization and virtualization of wireless networks are changing

the economics of mobile networks to help network providers, e.g. Mobile Network

Operator (MNO), Mobile Virtual Network Operator (MVNO), move from propri-

etary and bespoke hardware and software platforms towards an open, cost-effective,

and flexible cellular ecosystem. In addition, rich and innovative local services can be

efficiently materialized through cloudification by leveraging the existing infrastruc-

ture. In this work, we present a Radio Access Network as a Service (RANaaS), in

which a Cloudified Centralized Radio Access Network (C-RAN) is delivered as a

service. RANaaS describes the service life-cycle of an on-demand, elastic, and pay

as you go RAN instantiated on top of the cloud infrastructure. Due to short deadlines

in many examples of RAN, the fluctuations of processing time, introduced by the

virtualization framework, have a deep impact on the C-RAN performance. While in

typical cloud environments, the deadlines of processing time cannot be guaranteed,

the cloudification of C-RAN, in which signal processing runs on general purpose

processors inside Virtual Machines (VMs), is a challenging subject. We describe an

example of real-time cloudified LTE network deployment using the OpenAirInter-
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face (OAI) LTE implementation and OpenStack running on commodity hardware.

We also show the flexibility and performance of the platform developed. Finally, we

draw general conclusions on the RANaaS provisioning problem in future 5G net-

works.

1 Introduction

Every day, we encounter an increasing demand for wireless data use due to a grow-

ing number of broadband-capable devices, such as 3G and 4G mobile telephones.

To satisfy a higher demand for data rates, service providers and mobile operators

expect upgrades and expansion of the existing network, but the required Capital

Expenditure (CAPEX) and Operational Expenditure (OPEX) are superior to the rev-

enue growth [9]. The high upgrade and maintenance costs are mainly caused by the

current architecture of mobile broadband networks, in which the Radio Access Net-

work (RAN) is built upon the integrated Base Transceiver Station (BTS) architecture.

Since mobile broadband providers operate on a large scale, the installation and main-

tenance of a large number of expensive BTSs over vast geographical areas increase

the cost dramatically. Moreover, the new trend of smaller cells will more severely

affect both the cost and maintenance problem in the future.

A cost-effective RAN solution, which meets the ever-increasing amounts of

mobile data traffic, has to fulfill a set of requirements. First, the new RAN

has to quickly and automatically scale with the variable amount of mobile

traffic. Second, it has to consume less power providing higher capacity and

network coverage at the same time. Finally, it should allow mobile operators

to frequently upgrade and operate the service over multiple/heterogeneous air-

interfaces.

Only about 15–20 % of BTSs operating in the current RAN architecture are loaded

more than 50 % (with respect to the maximum capacity), which makes the current

RAN architecture energy inefficient [8]. An emerging solution to reduce upgrad-

ing costs and power consumption is the Centralized-RAN (C-RAN) [13, 17] with

resource sharing and exploitation of load patterns at a given geographical area. Thus,

C-RAN solution is able to adapt to user traffic variability and unpredictable mobil-

ity patterns than the current RAN. Moreover, it allows coordinated and joint signal

processing to increase the spectral efficiency. Finally, the C-RAN represents a good

match between the spatial-temporal traffic variations and available computational

resources and hence power consumption.

Since C-RAN signal processing is centralized, it allows us to apply more sophisti-

cated joint spatio-temporal processing of radio signals, which can increase the over-

all spectral efficiency. Cloud computing technologies based on virtualization allow
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us to lower the operational costs even more by running the RAN through (a) adop-

tion of general purpose IT platforms instead of expensive specific hardware, (b) load

balancing, and (c) fast deployment and resource provisioning. Running the RAN

in the cloud environment is not new. The benefit of such an approach has demon-

strated 71 % of power savings when compared to the existing system [7]. However,

this approach comes at the cost of higher software complexity.

Recent works [27] have shown the feasibility of LTE RAN functions of software

implementation over General Purpose Processors (GPPs), rather than the traditional

implementation over Application-Specific Integrated Circuits (ASICs), Digital Sig-

nal Processors (DSPs), or Field-Programmable Gate Arrays (FPGAs). Different soft-

ware implementations of the LTE base station, which is referred to as evolved Node

B (eNB), already exist: (a) Amarisoft LTE solution, which is a pure-software fea-

turing a fully-functional LTE eNB [2], (b) Intel solutions featuring energy efficiency

and high computing performance using a hybrid GPP-accelerator architecture and

load-balance algorithms among a flexible IT platform [25] and (c) OpenAirInter-

face (OAI) developed by EURECOM, which is an open-source Software Defined

Radio (SDR) implementation of both the LTE RAN and the Evolved Packet Core

(EPC) [12].

This chapter describes recent progress in the C-RAN cloudification (running

software-based RAN in the cloud environment) based on the open source imple-

mentations and has the following organization. In Sect. 2, we introduce the con-

cept, architecture, and benefits of centralized RAN in the LTE Network setup.

Section 3 presents the critical issues of cloudified RAN focusing on fronthaul laten-

cies, processing delays, and appropriate timing. Our performance evaluation of

GPP-based RAN is provided in Sect. 4 and Base-Band Unit (BBU) processing time

is modeled in Sect. 5. Possible architectures of cloudified RAN are described in

Sect. 6. The description of the cloud datacenter supporting C-RAN resides in Sect. 7.

Section 8 illustrates an example RANaaS with its life-cycle management. Finally, we

conclude in Sect. 9.

2 Centralized RAN in the LTE Network

C-RAN based networks are characterized by the decomposition of a BTS into two

entities namely Base-Band Unit (BBU) and, also known as Remote Radio Unit

(RRU). In C-RAN, the RRH stays at the location of the BTS, while the BBU gets

relocated into a central processing pool, which hosts a significant number of distinct

BBUs [27]. In order to allow for signal processing at a remote BBU, a point-to-point

high capacity interface of short delay is required to transport I/Q samples (i.e., digi-

tized analog radio signals) between RRH and BBU. There are a few examples of link

standards meeting the required connectivity expectations such as Open Radio Inter-

face (ORI), Open Base Station Architecture Initiative (OBSAI), or Common Public

Radio Interface (CPRI). Even though many recent works have shown the feasibility
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of C-RAN implementation and the C-RAN importance for the MNOs, there are still

three open questions that has to be thoroughly investigated upon a C-RAN system

design.

1. Dimensioning of the fronthaul capacity: a BBU pool has to support a

high fronthaul capacity to transport I/Q samples for a typical set of 10–

1000 base-stations working in the BBU–RRH configuration. Due to a low

processing budget of RAN, the upper bound for the maximum one-way

delay has to be estimated. Moreover, a very low jitter has to be maintained

for the clock synchronization among BBUs and RRHs.

2. Processing budget at the BBU: in the LTE FDD setup, the Hybrid auto-

matic repeat request (HARQ) mechanism with an 8 ms acknowledgment

response time provides an upper bound for the total delay of both fronthaul

latency and BBU processing time.

3. The real-time requirements of the Operating-System and
Virtualization-System: to successfully provide frame/subframe timings,

the execution environment of the BBU has to support strict deadlines

of the code execution. Moreover, load variations in the cell (e.g.,

day/night load shifts) impose the requirement on the on-demand resource

provisioning and load balancing of the BBU pool.

There are also many other challenges in this field [6], such as front-haul multiplex-

ing, optimal clustering of BBUs and RRHs, BBU interconnection, cooperative radio

resource management, energy optimization, and channel estimation techniques. The

following subsections focus on the critical issues, and present C-RAN feasible archi-

tectures.

3 Critical Issues of C-RAN

In the following subsections, we evaluate the most important critical issues of the

C-RAN. We concentrate on the fronthaul capacity problem, BBU signal processing,

and real-time cloud infrastructure for signal processing [18].

3.1 Fronthaul Capacity

We start with the description of fronthaul requirements. A very fast link of low delay

is necessary as the BBU processes the computationally most heavy physical (PHY)

layer of the LTE standards. Many factors contribute to the data rate of the fronthaul,
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which depends on the cell and fronthaul configurations. Equation 1 calculates the

required data rate based on such configurations:

Cfronthaul = 2 × N × M × F × W × C
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

cell configuration

× O × K
⏟⏟⏟

fronthaul configuration

, (1)

where N is the number of receiving/transmitting (Tx/Rx) antenna ports, M is the

number of sectors, F represents the sampling rate, W is the bit width of an I/Q sym-

bol, C number of carrier components, O is the ratio of transport protocol and coding

overheads, and K is the compression factor. The following table shows the required

fronthaul capacity for a simple set of configurations. An overall overhead is assumed

to be 1.33, which is the result of the the protocol overhead ratio of 16/15 and the line

coding of 10/8 (CPRI case). One can observe that the fronthaul capacity heavily

depends on the cell configuration and rapidly grows with the increased sampling

rate, number of antennas/sectors and carrier components (Table 1).

Figure 1 compares the fronthaul capacity between the RRH and the BBU pool

for 20 MHz BW, SISO (max. 75 Mb/s on the radio interface). In the case without

compression, the fronthaul has to provide at least 1.3 Gb/s; when the 1/3 compression

ratio is used, the required fronthaul capacity drops to 0.45 Gb/s.

Further data rate reduction can be obtained by an RRH offloading the BBU

functions. As shown in Fig. 2, the functional split can be provided by decoupling

the L3/L2 from the L1 (labelled 4), or part of the user processing from the L1

Table 1 Fronthaul capacity for different configurations

BW
(MHz)

N M F W (bits) O C K Cfronthaul
(Mb/s)

1.4 1× 1 1 1.92 16 1.33 1 1 81

5 1× 1 1 7.68 16 1.33 1 1 326

5 2× 2 1 7.68 16 1.33 1 1 653

10 4× 4 1 15.36 16 1.33 1 1/2 1300

20 1× 1 1 30.72 16 1.33 1 1 1300

20 2× 2 3 30.72 16 1.33 1 1 7850

20 4× 4 3 30.72 16 1.33 1 1 15600

BBURRHUser

75Mbps 1.3-0.45Gbps

Fig. 1 Fronthaul capacity between the RRH and the BBU pool for 20 MHz BW, Single Input

Single Output (SISO). Minimum required fronthaul capacity without compression is estimated at

1.3 Gb/s, the deployment of 1/3 compression ratio decreases the required capacity to 0.45 Gb/s
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Fig. 2 Functional block diagram of downlink and uplink for LTE eNB

(labelled 3), or all user-specific from the cell processing (labelled 2), or antenna-

specific from non-antenna processing (labelled 1), which is different for the Rx and

Tx chain.

Trade-offs have to be performed among the available fronthaul capacity, complex-

ity, and the resulted spectral efficiency. Regardless various possibilities in the BBU

functional split, the fronthaul should still maintain the latency requirement to meet

the HARQ deadlines. According to Chanclou et al. [5], the RTT between RRH and

BBU equipped with a CPRI link cannot exceed 700µs for LTE and 400µs for LTE-

Advanced. Jitter required by advanced CoMP schemes in the MIMO case is below

65 ns as specified in 3GPP 36.104. Next Generation Mobile Networks (NGMN)

adopts the maximum fronthaul round-trip-time latency of 500µs [16].
1

The propa-

gation delay, corresponding to timing advance, between RRH and UE, affects only

the UE processing time. The timing advance value can be up to 0.67 ms (equiva-

lent to maximum cell radius of 100 km). Consequently, this leaves the BBU PHY

layer only with around 2.3–2.6 ms for signal processing at a centralized processing

pool. The next subsection elaborates on the BBU processing budget in the LTE FDD

access method.

3.2 Processing Budget in LTE FDD

This subsection describes the processing budget problem of the Frequency-Division

Long-Term Evolution (LTE-FDD). We concentrate on the Physical Layer (PHY)

and Medium Access Control (MAC). PHY is responsible for symbol level process-

ing, while MAC provides user scheduling and HARQ. The LTE FDD PHY is

1
Different protocols have been standardized for the fronthaul, namely CPRI representing 4/5 of the

market, OBSAI representing 1/5 of the market, and more recently the Open Radio Interface (ORI)

initiated by NGMN and now by the European Telecommunications Standards Institute (ETSI)

Industry Specification Group (ISG).
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implemented in the asymmetric way using Orthogonal Frequency-Division Multi-

ple Access (OFDMA) and Single-Carrier Frequency-Division Multiple Access (SC-

FDMA) on the downlink and uplink respectively. To control the goodput of the air

interface, the PHY uses various Modulation and Coding Schemes (MCSs). 3GPP

defines 28 MCSs with indexes between 0 and 27. A distinct MCS is characterized

by a specific modulation (i.e., QPSK, 16-QAM, 64-QAM having a varying number

of data bits per modulation symbol carried) and the so called code rate, which mea-

sures the information redundancy in a symbol for error correction purposes [3, 9].

The smallest chunk of data transmitted by an eNB through the LTE FDD PHY is

referred to as Physical Resource Block (PRB) and spans 12 sub-carriers (180 kHz)

and 7 modulation symbols (0.5 ms), which gives 84 modulation symbols in total.

In LTE FDD, we are provided with channels of 1.4 MHz, 3 MHz, 5 MHz, 10 MHz,

15 MHz, and 20 MHz bandwidth, which can simultaneously carry 6, 15, 25, 50, 75,

and 100 PRBs respectively. Therefore, the workload of signal processing in soft-

ware is heavily influenced by the MCS index, number of allocated PRBs, and the

channel bandwidth. Moreover, Hybrid Automatic Repeat Request protocol (HARQ)

on the MAC layer introduces short deadline for signal processing on the PHY. Due

to HARQ, every transmitted chunk of information has to be acknowledged back at

the transmitter to allow for retransmissions. In LTE-FDD, the retransmission time is

equal to THARQ of 8 ms. Let us briefly explain the retransmission mechanism. Every

LTE FDD subframe (subframe is later referred to as SF) lasts for 1 ms and con-

tains information chunks carried within PRBs. The HARQ protocol states that the

Acknowledgment (ACK) or Negative Acknowledgment (NACK) for a data chunk

received at subframe N has to be issued upon a subframe N + 4 and decoded at the

transmitter before subframe N + 8, which either sends new data or again negatively

acknowledged chunks. In the following subsection, we briefly summarize the BBU

functions.

3.3 BBU Functions

Figure 2 illustrates the main RAN functions in both TX and RX spanning all the lay-

ers, which has to be evaluated to characterize the BBU processing time and assess

the feasibility of a full GPP RAN. Since the main processing bottleneck resides in

the physical layer, the scope of the analysis in this chapter is limited to the BBU func-

tions. From the figure, it can be observed that the overall processing is the sum of

cell- and user-specific processing. The former only depends on the channel band-

width and thus imposes a constant base processing load on the system, whereas

the latter depends on the MCS and resource blocks allocated to users as well as

the Signal-to-Noise Ratio (SNR) and channel conditions. The figure also shows the

interfaces where the functional split could happen to offload the processing either to

an accelerator or to an RRH.

To meet the timing and protocol requirements, the BBU must finish processing

before the deadline previously discussed at the beginning of Sect. 3.2. Each MAC
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PDU sent at subframe N is acquired in subframe N + 1, and must be processed in

both RX and TX chains before subframe N + 3 allowing ACK/NACK to be transmit-

ted in subframe N + 4. On the receiver side, the transmitted ACK or NACK will be

acquired in subframe N + 5, and must be processed before subframe N + 7, allowing

the transmitter to retransmit or clear the MAC PDU sent in subframe N. Figure 3a,

b show an example of timing deadlines required to process each subframe on the

downlink and uplink respectively. Figure 3c graphically represents the communica-

tion between the UE, RRH, and BBU. It can be observed that the total processing

time is 3 ms. The available processing time for a BBU to perform the reception and

transmission is upper-bounded by HARQ round trip time (THARQ), propagation time

(TProp.), acquisition time (TAcq.), and fronthaul transport time (TTrans.) as follows:

Trx + Ttx ≤ THARQ∕2 − (TProp. + TAcq. + TTrans. + TOffset) , (2)

where THARQ = 8ms, TProp. is compensated by the timing advance of the UE: TProp. =
0, TAcq. is equal to the duration of the subframe: TAcq. = 1ms, and there is no BBU

offset on the downlink: TOffset = 0. Depending on the implementation, the maximum

tolerated transport latency depends on the BBU processing time and HARQ period.

The LTE FDD access method puts a particular focus on perfect timing of (sub-)

frame processing. To accomplish this goal, the processing system has to fulfill real-

time requirements. The next subsection focuses on the real-time cloud system design

capable of C-RAN provisioning.

3.4 Real-Time Operating System and Virtualization
Environment

A typical general purpose operating systems (GPOS) is not designed to support real-

time applications with hard deadline. Hard real-time applications have strict timing

requirements to meet deadlines. Otherwise unexpected behaviors can occur com-

promising performance. For instance, Linux is not a hard real-time operating sys-

tem as the kernel can suspend any task when a desired runtime has expired. As a

result, the task can remain suspended for an arbitrarily long period of time. The

kernel uses a scheduling policy that decides on the allocation of processing time to

tasks. A scheduler that always guarantees the worst case performance (or better if

possible) and also provides a deterministic behavior (with short interrupt-response

delay of 100µs) for the real-time applications is required. Recently, a new sched-

uler, named SCHED_DEADLINE, is introduced in the Linux mainstream kernel

that allows each application to set a triple of (runtime[ns], deadline[ns], period[ns]),
where runtime ≤ deadline ≤ period.

2
The scheduler is able to preempts the kernel

code to meet the deadline and allocates the required runtime (i.e., CPU time) to each

task period.

2
http://www.kernel.org/doc/Documentation/scheduler/sched-deadline.txt.

http://www.kernel.org/doc/Documentation/scheduler/sched-deadline.txt
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A good deadline scheduler can simplify C-RAN deployment, because Software-

based Radio providing RAN in software is a real-time application that requires hard

deadlines to maintain frame and subframe timing. In the C-RAN setting, the software

radio application runs on a virtualized environment, where the hardware is either

fully, partially, or not virtualized. Two main approaches exist to virtualization: vir-

tual machines (e.g., Linux KVM
3

and Xen
4
) or containers (e.g., LinuX Container

LXC
5

and Docker
6
) as shown in Fig. 4. In a virtual machine (VM), a complete oper-

ating system (guest OS) is used with the associated overhead due to emulating virtual

hardware, whereas containers use and share the OS and device drivers of the host.

While VMs rely on the hypervisor to requests for CPU, memory, hard disk, network

and other hardware resources, containers exploit the OS-level capabilities. Similar

to VMs, containers preserve the advantage of virtualization in terms of flexibility

(containerize a system or an application), resource provisioning, decoupling, man-

agement and scaling. Thus, containers are lightweight as they do not emulate any

hardware layer (share the same kernel and thus application is native with respect

to the host) and therefore have a smaller footprint than VMs, start up much faster,

and offer near bare metal runtime performance. This comes at the expense of less

isolation and greater dependency on the host kernel.

3
http://www.linux-kvm.org.

4
http://www.xenserver.org.

5
http://linuxcontainers.org.

6
http://www.docker.com.

http://www.linux-kvm.org
http://www.xenserver.org
http://linuxcontainers.org
http://www.docker.com
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Two other important aspects when targeting RAN virtualization are:

∙ I/O Virtualization: I/O access is a key for a fast access to the fronthaul interface

and to the hardware accelerators that might be shared among BBUs. In hyper-

visor approach to virtualization (i.e., VM), IO virtualization is done through the

hardware emulation layer under the control of hypervisor, where as in a container

this is materialized through device mapping. Thus, direct access to hardware is

easier in containers than in VMs as they operate at the host OS level. In a VM,

additional techniques might be needed (e.g., para-virtualization or CPU-assisted

virtualization) to provide a direct or fast access to the hardware. When it comes

to sharing I/O resources among multiple physical/virtual servers, and in particu-

lar that of radio front-end hardware, new techniques such as single/multi root I/O

virtualization (SR/MR-IOV) are required.

∙ Service composition of the software radio application: A radio application can

be defined as a composition of three types of service [15], atomic service that exe-

cutes a single business or technical function and is not subject to further decompo-

sition, composed service that aggregates and combines atomic services together

with orchestration logic, and support service that provides specific (often com-

mon) functions available to all types of service. An atomic service in RAN can be

defined on per carrier, per layer, per function basis. For instance, a radio applica-

tion could be defined as a composition of layer 1 and layer 2/3 services supported

by a monitoring as a service.

4 OpenAirInterface Based Evaluation of the Cloud
Execution Environment

Section 1 gives a brief insight into various software-based implementations of BBU.

This section, provides an overview of the OpenAirInterface (OAI), which is a key

software component in our studies. The main advantage of OAI is that it an open-

source project that implements the LTE 3GPP Release-10 standard. It includes a

fully functional wireless stack with PHY, MAC, Radio Link Control (RLC), Packet

Data Convergence Protocol (PDCP) and Radio Resource Control (RRC) layers as

well as Non-Access-Stratum (NAS) drivers for IPv4/IPv6 interconnection with other

network services [20]. Regarding the LTE FDD, OAI provides both the uplink

and downlink processing chains with SC-FDMA and OFDMA respectively (c.f.,

Sect. 3.2). For efficient numerical computing on the PHY, OAI uses specially opti-

mized SIMD Intel instruction sets (i.e., MMX/SSE3/SSE4). Figure 5 presents the

OAI multi-threaded signal processing at the subframe level. As an example, the

mobile air-interface of a client terminal started transmitting subframe N− 1 at

time (a). The decoder thread of the OAI lte-softmodem starts processing the sub-

frame N− 1 at (1) after the subframe is entirely received at time instance (b). Due

to the fact that the encoding thread starting at (2) has to get input from the decoding

thread to comply with HARQ retransmission scheme, the decoding thread gets at
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Fig. 5 Processing orders in

OAI

most 2 ms to finish signal processing. Again, HARQ requires data to be acknowl-

edged at subframe N + 3, therefore the encoding thread has to finish before (c) and

receives at most 1 ms for processing. This description, however, does not include

RRH-BBU propagation delays, which shorten the computing budget (both decoding

and encoding) by a few hundred microseconds. Summing up, the OAI decoder gets

twice as much time as the encoder; roughly 2 ms are allocated for decoding and 1 ms

for encoding.
7

In the following subsections, we evaluate the OAI execution performance on dif-

ferent platforms.

4.1 Experiment Setup

Four set of different experiments are performed. The first experiment (c.f., Sect. 4.2)

analyses the impact of different x86 CPU architecture on BBU processing time,

namely Intel Xeon E5-2690 v2 3 GHz (same architecture as IvyBridge), Intel Sandy-

Bridge i7-3930K at 3.20 GHz, and Intel Haswell i7-4770 3.40 GHz. The second

experiment (c.f., Sect. 4.3) shows how the BBU processing time scales with the

CPU frequency. The third experiment (c.f., Sect. 4.4) benchmarks the BBU process-

ing time in different virtualization environments including LXC, Docker, and KVM

against a physical machine (GPP). The last experiment (c.f., Sect. 4.5) measures the

I/O performance of virtual Ethernet interface through the guest-to-host round-trip

time (RTT).

All the experiments are performed using the OAI DLSCH and ULSCH simulators
designed to perform all the baseband functions of an eNB for downlink and uplink

as in a real system. All the machines (hosts or guests) operate Ubuntu 14.04 with

the low latency (LL) Linux kernel version 3.17, x86-64 architecture and GCC 4.7.3.

To have a fair comparison, only one core is used across all the experiments with the

CPU frequency scaling deactivated except for the second experiment.

The benchmarking results are obtained as a function of allocated PRBs, mod-

ulation and coding scheme (MCS), and the minimum SNR for the allocated MCS

for 75 % reliability across 4 rounds of HARQ. Note that the processing time of the

turbo decoder depends on the number of iterations, which is channel-dependant.

7
This rule was established empirically, because in full load conditions (i.e., all PRBs allocated in

the subframe; the same MCS for all PRBs) the OAI LTE FDD TX requires 2 times less processing

time than the OAI LTE FDD RX.
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The choice of minimum SNR for an MCS represents the realistic behavior, and may

increase number of turbo iterations and consequently causing high processing varia-

tion. Additionally, the experiments are performed at full data rate (from 0.6 Mb/s for

MCS 0 to 64 Mb/s for MCS 28 in both directions) using a single user with no mobil-

ity, Single-Input and Single-Output (SISO) mode with Additive White Gaussian

Noise (AWGN) channel, and 8-bit log-likelihood ratios turbo decoder. Note that if

multiple users are scheduled within the same subframe on the downlink or uplink,

the total processing depends on the allocated PRB and MCS, which is lower than a

single user case with all PRBs and highest MCS. Thus, the single user case represents

the worst case scenario.

The processing time of each signal processing module is calculated using

timestamps at the beginning and at the end of each BBU function. OAI uses the

rdtsc instruction implemented on all x86 and x64 processors to get very precise

timestamps, which counts the number of CPU tics since the reset. Therefore the

processing time is measured as a number of CPU tics between the beginning and

end of a particular processing function divided by the CPU frequency.
8

To allow for a rigorous analysis, the total and per function BBU processing time

are measured. For statistical analysis, a large number of processing_time samples

(10000) are collected for each BBU function to calculate the average, median, first

quantile, third quantile, minimum and maximum processing time for all the sub-

frames on the uplink and downlink.

4.2 CPU Architecture Analysis

Figure 6 depicts the BBU processing budget in both directions for the considered

Intel x86 CPU architecture. It can be observed that processing load grows with the

increase of PRB and MCS for all CPU architectures, and that it is mainly domi-

nated by the uplink. Furthermore, the ratio and variation of downlink processing

load to that of uplink also grows with the increase of PRB and MCS. Higher perfor-

mance (lower processing time) is achieved by the Haswell architecture followed by

SandyBridge and Xeon. This is primarily due to the respective clock frequency (c.f.,

Sect. 4.3), but also due to a better vector processing and faster single threaded perfor-

mance of the Haswell architecture.
9

For the Haswell architecture, the performance

can be further increased by approximately a factor of two if AVX2 (256-bit Single

instruction multiple data (SIMD) compared to 128-bit SIMD) instructions are used

to optimize the turbo decoding and FFT processing.

8
https://svn.eurecom.fr/openair4G/trunk/openair1/PHY/TOOLS/time_meas.h.

9
http://en.wikipedia.org/wiki/Haswell_(microarchitecture).

https://svn.eurecom.fr/openair4G/trunk/openair1/PHY/TOOLS/time_meas.h
http://en.wikipedia.org/wiki/Haswell_(microarchitecture)
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Fig. 6 BBU processing budget on the downlink (left) and uplink (right) for different CPU archi-

tecture
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4.3 CPU Frequency Analysis

Figure 7 illustrates the total BBU processing time as a function of different CPU

frequencies (1.5, 1.9, 2.3, 2.7, 3.0, and 3.4 GHz) on the Haswell architecture. The

most time consuming scenario is considered with 100 PRBs and MCS 27 on both

downlink and uplink. In order to perform experiments with different CPU frequen-

cies, Linux ACPI interface and cpufreq tool are used to limit the CPU clock. It can

be observed that the BBU processing time scales down with the increasing CPU fre-

quency. The figure also reflects that the minimum required frequency for 1 CPU core

to meet the HARQ deadline is 2.7 GHz.

Based on the above figure, the total processing time per subframe, T
subframe

, can

be modeled as a function of the CPU frequency [1]:

T
subframe

(x) [µs] = 𝛼∕x , (3)

where 𝛼 = 7810 ± 15 for the MCS of 27 in both directions, and x is CPU frequency

measured in GHz.
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Fig. 8 BBU processing budget on the downlink (left) and uplink (right) for different virtualized

environments
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Fig. 9 BBU processing time distribution for downlink MCS 27 and uplink MCS 16 with 100 PRB

4.4 Virtualization Technique Analysis

Figure 8 compares the BBU processing budget of a GPP platform with different vir-

tualized environments, namely LXC, Docker, and KVM, on the SandyBridge archi-

tecture (3.2 GHz). While on average the processing times are very close for all the

considered virtualization environments, it can be observed that GPP and LXC have

slightly lower processing time variations than that of DOCKER and KVM, especially

when PRB and MCS increase.

Figure 9 depicts the Complementary Cumulative Distribution Function (CCDF)

of the overall processing time for downlink MCS 27 and uplink MCS 16 with 100

PRB.
10

It can be observed that the execution time is stable for all the platforms

on the uplink and downlink. The processing time for the KVM (hypervisor-based)

has a longer tail and is mostly skewed to longer runs due to higher variations in

the non-native execution environments (caused by the host and guest OS sched-

10
The CCDF plot for a given processing time value displays the fraction of subframes with execution

times exceeding this value.
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uler). Higher processing variability is observed on a public cloud with unpredictable

behaviors, suggesting that cares have to be taken when targeting a shared cloud

infrastructure [1].

4.5 I/O Performance Analysis

Generally, the fronthaul one-way-delay depends on the physical medium, technol-

ogy, and the deployment scenario. However in the cloud environment, the guest-

to-host interface delay (usually Ethernet) has to be also considered to minimize the

access to the RRH interface. To assess such a delay, bidirectional traffics are gener-

ated for different set of packet sizes (64, 768, 2048, 4096, 8092) and inter-departure

time (1, 0.8, 0.4, 0.2) between the host and LXC, Docker, and KVM guests. It can be

seen from Fig. 10 that LXC and Docker are extremely efficient with 4–5 times lower

round trip times. KVM has a high variations, and requires optimization to lower the

interrupt response delay as well as host OS scheduling delay. The results validate the

benefit of containerization for high performance networking.

4.6 New Trends in C-RAN Signal Processing

This chapter is an attempt to analyze three critical issues in processing radio access

network functions in the cloud through modeling and measurements. The results

reveal new directions to enable a cloud-native radio access network that are outlined

below.

New functional split between BBU and RRH: To reduce the fronthaul data

rate requirements, optimal functional split is required between BBU and RRH.

This depends on the deployment on the cell load, spatial multiplexing (number of

UEs/RE/RRH, e.g., MU detection and CoMP), and scenario and can be dynamically

assigned between RRH and BBU. In addition some non-time critical function may

be performed at a remote cloud. Three principles must be considered while retain-
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Fig. 10 Round trip time between the host and LXC, Docker, and KVM guests
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Fig. 11 Functional split between BBU and RRH

ing the benefit of coordinated signal processing and transmission, namely (1) min-

imize the FH data rate, (2) minimize the split on the time-critical path, (3) no split

of the deterministic functions. The proposed split is shown in Fig. 11. In TX chain,

full PHY layer can be moved from BBU to RRH (c.f., label 4 in Fig. 2) in order to

minimize the fronthaul capacity requirements as the operation of PHY layer remain

deterministic as long as the L2/MAC layer provides transport blocks for all channels

with the required pre-coding information. When it comes to RX chain, moving cell

processing to RRH seems promising as it halves the fronthaul capacity requirements.

Additional fronthaul capacity reduction can be obtained if part of user processing can

be dynamically assigned to RRH (i.e., log-likelihood ratio) depending on the number

of UEs scheduled per resource elements and per RRH. The control plane protocols

may be moved to a remote cloud as they are not time-critical functions.

Number of CPU cores per BBU: In LTE-FDD, the total RX (Uplink) + TX

(Downlink) processing should take less than 3 ms to comply with HARQ RTT, leav-

ing 2 ms for RX and 1 ms for TX. Due to that TX requires the output of RX to pro-

ceed, the number of concurrent threads/cores per eNB subframe is limited to 3 even,

if each subframe is processed in parallel. By analyzing processing time for a 1 ms

LTE sub-frame, 2 cores at 3 GHz are needed to handle the total BBU processing of

an eNB. One processor core for the receiver, assuming 16-QAM on the uplink, and
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approximately 1 core for the transmitter processing with 64-QAM on the downlink,

are required to meet the HARQ deadlines for a fully loaded system. Processing load

is mainly dominated by uplink and increases with growing PRBs and MCSs [1, 4].

Furthermore, the ratio and variation of downlink processing load to that of uplink

also grows with the increase of PRB and MCS. With the AVX2/AVX3 optimiza-

tions, the computational efficiency is expected to double and thus a full software

solution would fit with an average of one x86 core per eNB. Additional processing

gain is achievable if certain time consuming functions are offloaded to a dedicated

hardware accelerator.

Virtualization environment for BBU: When comparing results for different vir-

tualization environments, the average processing times are very close making both

container and hypervisor approach to RAN virtualization a feasible approach. How-

ever, the bare metal and LXC virtualization execution environments have slightly

lower variations than that of DOCKER and KVM, especially with the increase of

PRB and MCS increase. In addition, the I/O performance of container approach

to virtualization proved to be very efficient. This suggests that fast packet process-

ing (e.g. through DPDK) is required in hypervisor approach to minimize the packet

switching time, especially for the fronthaul transport network. Due to the fact that

containers are built upon modern kernel features such as cgroups,namespace,
chroot, they share the host kernel and can benefit from the host scheduler, which

is a key to meet real-time deadlines. This makes containers a cost-effective solution

without compromising the performance.

5 Modeling BBU Processing Time

We confirm with the results from Sect. 4 that the total processing time increases

with PRB and MCS, and that uplink processing time dominates the downlink. A

remaining analysis to study the contribution of each BBU function to the overall

processing time is to be done together with an accurate model, which includes the

PRB and MCS as input parameters. In this study, three main BBU signal process-

ing modules are considered as main contributors to the total processing including

(de-)coding, (de-)modulation, and iFFT/FFT. For each module, the evaluate process-

ing time is measured for different PRB, MCS, and virtualization environment on the

Intel SandyBridge architecture with CPU frequency of 3.2 GHz (c.f., Fig. 12).

The plots in Fig. 12 reveals that processing time for iFFT and FFT increase only

with the PRB while (de-)coding and (de-)modulation are are increasing as a func-

tion of both PRB and MCS. Moreover, the underlying processing platform adds a

processing offset to each function. It can be seen from different plots in Fig. 12 that

coding and decoding functions represent most of processing time on the uplink and

downlink chains, and that decoding is the dominant factor. The QPSK, 16-QAM, and

64-QAM modulation schemes correspond to MCS 9, 16, and 27. The OAI imple-

mentation speeds up the processing by including highly optimized SIMD integer

DSP instructions for encoding and decoding functions, such as 64-bit MMX, 128-
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Fig. 12 Contribution of (i-)FFT, (de-)modulation, and (de-)coding to the total BBU processing

for different PRB, MCS, and platforms

bit SSE2/3/4. However, when operating the OAI in a hypervisor-based virtualization,

some extra delay could be added if these instructions are not supported by the hard-

ware emulation layer (c.f., Fig. 4).

From Fig. 12, we observe that the downlink and uplink processing curves have

two components: dynamic processing load added to a base processing load. The

dynamic processing load includes user parameters, such as (de-)coding and
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Fig. 13 Modeling BBU processing time

(de-)modulation, which is in linear relation to the allocated MCS and PRBs. Note the

(de-)coding functions depend also on the channel quality and SNR. The remaining

user parameters, namely DCO coding, PDCCH coding, and scrambling, are mod-

elled as the root mean square error (RMSE) for each platform. The base processing

load includes iFFT/FFT cell-processing parameter for each PRB and the platform-

specific parameter relative to the reference GPP platform.

The fitted curve of the total processing time for GPP is illustrated in Fig. 13a and

the RMSE for all platforms in Fig. 13b.

Given the results in Fig. 13, we propose a model that compute the total BBU

downlink and uplink processing time for different MCS, PRB, and underlying plat-

form, as indicated by the following formula.

T
subframe

(x, y,w) [µs] = c[x] + p[w]
⏟⏞⏞⏞⏟⏞⏞⏞⏟

base processing

+ ur[x]
⏟⏟⏟

RMSE

+ us(x, y)
⏟⏟⏟

dynamic processing

, (4)

PRB, MCS, and underlying platform are represented by the triple (x, y,w). The p[w]
and c[x] are the base offsets for the platform and cell processing, ur[x] is the reminder

of user processing, and us(x, y) is the specific user processing that depends on the

allocated PRB and MCS. We fit us(x, y) part linearly to a(x)y + b(x), where y is the
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Table 2 Downlink processing model parameters in us

x c p us(x, y) uc

GPP LCX DOCKER KVM a b GPP LCX DOCKER KVM

25 23.81 0 5.2 2.6 3.5 4.9 24.4 41.6 57.6 55.6 59.4

50 41.98 0 5.7 9.7 13 6.3 70 79.2 80 89.3 79.7

100 111.4 0 7.4 13 21.6 12 147 145.7 133.7 140.5 153

Table 3 Uplink processing model parameters in us

x c p us(x, y) uc

GPP LCX DOCKER KVM a b GPP LCX DOCKER KVM

25 20.3 0 5.4 4.8 8.8 11.9 39.6 18 25.6 30.6 32

50 40.1 0 6 9.2 15.8 23.5 75.7 39.6 55.6 59.8 42.9

100 108.8 0 13.2 31.6 26.6 41.9 196.8 77.1 73.2 93.8 80

input MCS, a and b are the coefficients. Tables 2 and 3 provide the uplink and down-

link modelling parameters of Eq. 4 for a SandyBridge Intel-based architecture with

the CPU frequency set to 3.2 GHz. For different BBU configuration (e.g., Carrier

aggregation or Multiple-Input and Multiple-Output (MIMO)), CPU architecture and

frequency (c.f., Figs. 6 and 7), a and b has to be adjusted. In our setup, the achieved

accuracy using our model is illustrated given an example. Given that PRB equals to

100, Downlink MCS to 27, Uplink MCS to 16, and performing within LXC plat-

form, the estimated total processing time is 723.5µs (111.4 + 7.4 + 12 × 27 + 147

+ 133.7) against 755.9µs on the downlink, and 1062.4µs (108.8 + 13.2 + 41.9 ×
16 + 196.8 + 73.2) against 984.9µs on the uplink.

6 Potential Architectures of C-RAN

While from the operators’ perspective such an architecture has to meet the scalabil-

ity, reliability/resiliency, cost-effectiveness requirements, from the software-defined

RAN, two key requirements have to be satisfied: (1) realtime deadline to maintain

both protocol, frame and subframe timing, and (2) efficient and elastic computational

and I/O resources (e.g. CPU, memory, networking) to perform intensive digital signal

processing required, especially for different transmission schemes (beam-forming,

MIMO, CoMP, and Massive MIMO).

Broadly, three main choices are possible to design a RAN, each of which provide

a different cost, power, performance, and flexibility trade-offs.

∙ Full GPP: where all the processing (L1/L2/L3) functions are software-defined.

According to China Mobile, the power consumption of the OAI full GPP LTE

modem is around 70 W per carrier [7].
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Fig. 14 Potential C-RAN architectures

∙ Accelerated: where certain computationally-intensive functions, such as turbo

decoding and encryption/decryption, are offloaded to a dedicated hardware such

as an FPGA, GPU, and/or DSP. The remaining functions are software-defined

and performed on the host/guest OS. In this case, the power consumption can

be reduced to around 13–18 W per carrier.

∙ System-on-Chip: where the entire Layer 1 is performed in a dedicated hardware

(e.g. a SoC), and the layer 2 functions are run on the host/guest OS. This can

reduce the power consumption to around 8 W per carrier.

As shown in Fig. 14, the hardware platform can either be a full GPP or a hybrid. In

the later case, all or part of the L1 functions might be split and placed either locally

at the BBU cloud infrastructure or remotely at the RRH unit. In either cases, some

of the L1 functions might be offloaded to dedicated accelerator. It can be seen that

a pool of base station (BS) can be virtualized inside the same (or different) cloud

infrastructure and mapped to RF interface within the RRH gateway. A virtualized

RAN (vRAN) can communicate with core networks (CN) through a dedicated inter-

face (e.g. S1 in LTE), and with each other directly through another interface (e.g.

X2 in LTE). In addition, vRAN can rely on the same cloud infrastructure to provide

localized edge service such as content caching and positioning, and network APIs

to interact with the access and core networks [23]. Different service compositions

and chaining can be considered, ranging from all-in-one software radio application

virtualization to per carrier, per layer or per function virtualization [10]. The vir-
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tualization technology can either be based on container or a hypervisor, under the

control of a cloud OS, managing the life-cycle of a composite service (orchestrator

logic) as well as provisioning the required resources dynamically.

Nevertheless, a full GPP approach to RAN brings the required flexibility in split-

ting, chaining, and placement of RAN functions while meeting the realtime deadlines

along with the following principles [11, 19, 26]:

∙ NFV andMicro service Architecture: breaks down the network into a set of hor-

izontal functions that can be bundled together, assigned with target performance

parameters, mapped onto the infrastructure resources (physical or virtual), and

finally delivered as a service. This implies that micro virtualized network functions

(VNF) are stateless (services should be designed to maximize statelessness even if

that means deferring state management elsewhere) and composable (services may

compose others, allowing logic to be represented at different levels of granularity;

this allows for re-usability and the creation of service abstraction layers and/or

platforms). In addition, they can be autonomous (the logic governed by a service

resides within an explicit boundary), loosely coupled (dependencies between the

underlying logic of a service and its consumers are limited to conformance of the

service contract), reusable (whether immediate reuse opportunities exist, services

are designed to support potential reuse), and discoverable (services should allow

their descriptions to be discovered and understood by (possibly) humans, service

requesters, and service discovery that may be able to make use of their logic).
11

∙ Scalability: monitors the RAN events (e.g. workload variations, optimization,

relocation, or upgrade) and automatically provision resources without any degra-

dations in the required/agreed network performance (scale out/in).

∙ Reliability: shares the RAN contexts across multiple replicated RAN services to

keep the required redundancy, and distributes the loads among them.

∙ Placement: optimizes the cost and/or performance by locating the RAN services

at the specific area subjected to performance, cost, and availability of the RF front-

end and cloud resources.

∙ Multi-tenancy: shares the available spectrum, radio, and/or infrastructure

resources across multiple tenants (MNOs, MVNOs) of the same cloud provider,

∙ Real-time Service: allows to open the RAN edge service environment to autho-

rized third-parties to rapidly deploy innovative application and service endpoints.

It provides a direct access to real-time radio information for low-latency and high-

bandwidth service deployed at the network edge [23]. The Real-time Service shall

be automatically configurable to rapidly adjust to varying requirements and utiliza-

tion of the cloud environment (c.f., Sect. 7).

Table 4 compares the requirements of general-purpose cloud application against

the cloud RAN.

11
Micro-service architecture is in opposition to the so-called “monolithic” architecture where

all functionality is offered by a single logical executable, see http://martinfowler.com/articles/

microservices.html. It has to be noted that the micro-service architecture supports the ETSI NFV

architecture [10], where each VNF can be seen as a service.

http://martinfowler.com/articles/microservices.html
http://martinfowler.com/articles/microservices.html
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Table 4 General purpose cloud applications versus C-RAN

Application GP-Cloud computing Cloud-RAN

Data rate Mb/s, bursty Gb/s, stream

Latency/Jitter Tens of ms <1 ms, jitter in ns

Lifetime of data Long Extremely short

Number of clients Millions Thousands–Millions (IoT)

Scalability High (Micro-service and

stateless)

Low

Reliability Redundancy/load balancing Redundancy, offloading, load

balancing

Placement Depends on the cost and

performance

Specific areas with Radio

Frontend. Depends on the cost

and performance.

Timescale (operation,

recovery)

Non-realtime Realtime

7 Cloud Architecture for the LTE RAN

In cloudified C-RAN, the BBU becomes software-based, hence the concept of C-

RAN cloudification, in which the BBU life-cycle is managed through a cloud operat-

ing system and run over the cloud infrastructure, is sound and may become an impor-

tant business connection between mobile telephony operators and cloud providers.

Generally, a cloud provider delivers their (publicly available) service in the form

of three different flavors, namely Infrastructure-as-a-Service (IaaS), Platform-as-a-

Service (PaaS) and Software-as-a-Service (SaaS) [22], however, in the scope of this

work, we put a particular focus on the IaaS-based systems. In the IaaS mode, a cloud

operator delivers a resource as a so called Virtual Machines (VM), which comes

with processing power, RAM, and storage (optionally other services too) accessible

through the Internet. A user operating a VM system has the experience of remote

access to an ordinary computer, which is accomplished through a virtualization pro-

cedure. Virtualization, which is enabled through a special software layer called a

hypervisor, allows us to simultaneously run many VMs (instances) on a single phys-

ical cloud server.

When a Cloud-RAN is deployed on a public cloud, then multiple instances com-

pete for the same infrastructure (e.g., computing power, storage, RAM). Hence, in

an ordinary setup, we cannot be provided with deadlines for required real-time com-

puting. It is therefore necessary to work out new organizational models of publicly

available data centers as currently cloud providers do not offer real-time support in

their virtual environment. Here, we briefly present our efforts to allow for real-time

support in IaaS clouds. We start with an OpenStack installation of a well established

cloud orchestration system. OpenStack looks after computing power, storage, and

networking resources of the cloud infrastructure (server pools) and orchestrates the

execution of VMs including (re-) configuration upon initialization or a user request.
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Fig. 15 OpenStack management architecture

The response time of the full-virtualization KVM-based OpenStack system did

not fully satisfy our requirements due to unpredictable processing delays. We there-

fore decided to modify the host system (cloud compute servers) by installing a low

latency kernel and replace the default virtualization technique with the Linux Con-

tainers (LXC) plugin of OpenStack (c.f., Fig. 15). LXC is Operating System Level

virtualization providing high performance as all CPU instructions are natively exe-

cuted. Moreover, it allows us for the real-time process prioritization on the guest

operating system (VM). In our case, the lte-softmodem OAI application is pri-

oritized real-time within the LXC container using the SCHED_DEADLINE or

SCHED_FIFO schedulers provided by the low latency Linux kernel. Good perfor-

mance of RAN satisfied through LXCs could have a big impact on the security

of cloud infrastructure as LXCs do not provide a good separation of VMs from

physical servers and should be avoided in the case of less time-critical applications

such as EPC, HSS, etc. Therefore a heterogeneous cloud infrastructure maintaining

both real-time (e.g., LXC-based) and general-purpose (e.g., KVM-based) comput-

ing regions
12

can properly serve purposed of the MNO. The region’s workload is

not know in advance, therefore the cloud provider has to be provided with flexibility

to on-demand re-program the infrastructure when required, e.g., to activate a larger

number of real-time compute nodes for RAN if the current workload exceeds the

capacity of the real-time infrastructure, but the overall cloud-global capacity can

still withhold the workload when reconfigured (i.e., adapting the size of real-time

and non-real-time regions). To this end, we can employ JUJU
13

and Metal As a Ser-

vice (MAAS)
14

to program physical cloud compute nodes and provide the concept

of programmable cloud that dynamically adjusts the cloud region size.

12
A cloud region is an organizational unit of the cloud containing a pool of cloud workers with

specific properties such as the same configuration or geographical location.

13
http://www.ubuntu.com/cloud/tools/juju.

14
http://www.ubuntu.com/cloud/tools/maas.

http://www.ubuntu.com/cloud/tools/juju
http://www.ubuntu.com/cloud/tools/maas
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8 C-RAN Prototype

In this section, we demonstrate a RANaaS proof-of-concept (PoC) (c.f., the architec-

ture presented in Fig. 16). Our cloud infrastructure consists of the OpenStack orches-

trating software with appropriately designed compute servers. Normally, OpenStack

manages large pools of resources, but in our example, it controls a local nano data-

center developed to execute RANaaS. Our compute node is deployed on a com-

modity computer running Ubuntu 14.04 with the low latency Linux kernel version

3.17, while the OpenStack installation uses the LXC plugin on compute nodes to

support LXC virtualization. For cloud orchestration OpenStack developed a Heat

module that provides a human- and machine-accessible service for the management

of the entire life-cycle of a virtual infrastructure and applications. This orchestration

engine relies on text-based templates, called Heat Orchestration Templates (HoTs),

to manage multiple composite cloud applications and organize them as a stack of

virtualized entities (e.g. network, LXCs) called the Heat stack.

Following the LTE protocol stack,
15

our demonstration has to instantiate an E-

UTRAN part, evolved packet core (EPC), and home subscriber server (HSS). The

EPC consists of a mobility management entity (MME) as well as a Serving and

Packet data network Gateway (S/P-GW). Mobile Operators (e.g., MNO, MVNO) use

the User Interface (UI) to manage the life-cycle of RANaaS. The Service Manager

(SM) component receives user queries from the UI and manages the cloud execution

through the Service Orchestrator (SO) component, which leverages the use of the

Heat API for cloud orchestration.

In the demonstrated scenario, a HoT file describes the whole virtual infrastruc-

ture including the LTE network elements as well as the required network setup tai-

lored to a specific business case. Using the HoT template, Heat manages the service

instantiation of every required LTE network function implemented in OAI spread

among multiple VMs. As we previously explained, RANaaS has strict latency and

timing requirements to achieve a required LTE frame/subframe timing. To this end,

we use the SCHED_DEALINE Linux scheduler to allocates the requested runtime

(i.e., CPU time) upon every sub-frame to meet the deadline.

Listing 1 presents an example HoT file, which instantiates the RAN as a Service

(RANaaS) stack. The template is provided to Heat, which automatically spawns a

VM using an arbitrary image previously uploaded to OpenStack (enb-1 provides the

installation of the OAI lte-softmodem), attaches the network (e.g., PUBLIC_NET

defined in OpenStack), and pre-configures the VM through a bash script provided

as user-data. Other VMs illustrated in Fig. 16 could be instantiated in a similar way.

Heat allows us to use previously defined resource attributes. For instance, if an eNB

requires the address of an HSS, one can reference to it through the get_attr Heat

function, i.e., get_attr: [EPC, first_address], where the EPC is a previously defined

resource and first_address is the attribute of the resource (an IP address of the first

interface). Consequently, the whole LTE as a Service (LTEaaS) containing an HSS,

EPC, and eNBs can be instantiated from a single HoT file with one request to Heat.

15
Here, the work stack does not refer to Heat and should be understood as a protocol stack.
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Fig. 16 RANaaS prototype (left) and hardware setup (right)
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Fig. 17 The RANaaS life-cycle management

LTEaaS describes the service life-cycle of an on-demand, elastic, pay as you go

RAN that is running on top of the cloud infrastructure. We believe that life-cycle

management is a key for successful adoption and deployment of C-RAN and related

services (e.g. MVNO as a Service). It is a process of network design, deployment,

resource provisioning, operation and runtime management, and disposal as shown

in Fig. 17. In this figure, SM/SO indicates Service Manager/Service Orchestrator,

while Keystone and Heat Orchestrator are OpenStack services; the box OpenStack

refers to other OpenStack services such as Compute, Storage, Networking, etc. With

the help of the UI, the MNO first designs the HoT and spawns other actions such as

Deploy, Provision, Manage, and Disposal, which are then managed by the SM/SO

that directly communicates with the Heat Orchestrator.

8.1 LTEaaS: eNB Resource Provisioning

This section presents the performance study of the time-critical eNB application run-

ning in the LTE as a Service (LTEaaS) architecture. We conducted several experi-

ments particularly relying on the LTE eNB and UE implementation [19, 21] using the

OAI platform that implements standard compliant 3GPP protocol stack. We deploy

the LTEaaS on the cloud center as shown in Fig. 16 and as described above. The

parameters of the real-time OAI eNB are the following: FDD 10 MHz channel band-

width (50 PRBs) in SISO mode over band 7. MCS are fixed to 26 in downlink and

16 in uplink to produce high processing load. The eNB sends grants to the UE for

UL transmission only in downlink SF #0, 1, 2 and 3. Useful UL SFs are then SF #

4, 5, 6, 7. The others UL SFs can possibly be used for HARQ retransmissions.

We compare the feasibility and performance of the proposed LTEaaS architec-

ture using two different linux OS schedulers: namely SCHED_FIFO (not SCHED_

OTHER) or SCHED_DEADLINE (low-latency policy) while running the eNB in

LXC containers. Linux cgroups and cpu-sets are used to control the CPUs cores

accessible to the container. Bandrich C500, a commercial LTE UE dongle is con-
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nected to the instantiated eNB using the classical LTE over-the-air attachment pro-

cedure. We measure the uplink goodput (data-rate over a period of a second) for

each scheduler applying to the eNB and for different numbers of available CPU cores

(CPU is i7-3930k 3.2 GHz with hyper-threading and turbo mode disabled). The mea-

surement lasts 120 s while iperf is generating UDP traffic between the UE and a local

server connected to the EPC.

Figures 18 and 19 present the complementary cumulative distribution function

of the running time of each RX thread at the eNB, when using SCHED_FIFO or

SCHED_DEADLINE with 3 or 2 CPU cores available. Each of these threads cor-

responds to a specific UL SF. It should be noted that those threads are not the only

ones running, as there are also a management thread and a TX thread for each DL

SF. In Fig. 18, the value (1) of 0.65 ms indicates the BBU and protocol processing

time of a fully loaded SF (most of the time for SFs #4, 5, 6 and 7 shown as solid lines

in the figure, from time to time corresponding to HARQ retransmission for the other

subframes), while the increase (2) of 0.2 ms is related to the RLC packet reassembly

event that also triggers the PDCP integrity check.

Fig. 18 OAI LTE soft-modem running on 3 CPU cores

Fig. 19 OAI LTE soft-modem running on 2 CPU cores
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Fig. 20 Impact of the execution environment on the LTE soft-modem uplink performance

Both schedulers behave similarly in this scenario when 3 CPU cores are available

as shown on Fig. 18. There is no missed deadline in either case, meaning that the

processing power is sufficient to directly execute the required threads in their con-

strained time (2 ms after receiving RF samples for RX, and 1 ms for generating the

RF samples for TX).

When only 2 CPU cores are available, the results change for the FIFO scheduler

as shown in Fig. 19. Using the low-latency scheduler, the results are similar than

with 3 CPU cores and there is no missed subframes. But using the FIFO scheduler,

it can be seen that the SF processing time is sometimes larger than 2 ms as indicated

by the tails of the curves and during the 120 s transfer, there are 708 missed SFs.

It represents a loss of 0.6 % of the SFs due to late scheduling. Figure 20 shows that

while this loss might seem small, it impacts the average uplink goodput with a more

than 6 % decrease. The DL channel should present a similar behavior when fully

loaded.

The results of this experiment are in line with what was presented throughout

this chapter and underlines that adequate hardware resources provisioning (program-

mable cloud concept) and scheduling are mandatory to achieve high performances

in cloud architectures.

9 Conclusions

In this chapter, we have studied and analyzed several important aspects of the radio

access network cloudification. First, we have presented C-RAN as a cost effective,

scalable, energy efficient, and flexible service for MNOs and MVNOs. Second, cur-

rent requirements of the LTE standard were translated in terms of various require-

ments for C-RAN including fronthaul properties, processing software latencies, and

real-time capabilities of the operating system. Third, by using OAI, we have eval-

uated C-RAN in various execution environments such as dedicated Linux, LXC,

and KVM. We drew new conclusions on the RRH-based BBU offloading and vir-

tualization environment for C-RAN; we highlighted advantages of containerization
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over virtualization in C-RAN provisioning. Fourth, we described the properties of

RANaaS focusing on the radio-processing organization and micro-service, multi-

tenant architecture; we pointed out main differences between RANaaS and general

purpose cloud computing. Finally, we described the cloud architecture for LTE RAN

and focused on the C-RAN prototype and its life-cycle management.
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Smart City Surveillance in Fog Computing

Ning Chen, Yu Chen, Xinyue Ye, Haibin Ling, Sejun Song
and Chin-Tser Huang

Abstract The Internet and Internet of Things (IoT) make the Smart City concept

an achievable and attractive proposition. Efficient information abstraction and quick

decision making, the most essential parts of situational awareness (SAW), are still

complex due to the overwhelming amount of dynamic data and the tight constraints

on processing time. In many urban surveillance tasks, powerful Cloud technology

cannot satisfy the tight latency tolerance as the servers are allocated far from the

sensing platform; in other words there is no guaranteed connection in the emergency

situations. Therefore, data processing, information fusion and decision making are

required to be executed on-site (i.e., near the data collection locations). Fog Comput-

ing, a recently proposed extension of Cloud Computing, enables on-site computing

without migrating jobs to a remote Cloud. In this chapter, we firstly introduce the

motivations and definition of smart cities as well as the existing challenges. Then the
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concepts and advantages of Fog Computing are discussed. Additionally, we investi-

gate the feasibility of Fog Computing for real-time urban surveillance using speeding

traffic detection as a case study. Adopting a drone to monitor the moving vehicles, a

Fog Computing prototype is developed. The results validate the effectiveness of our

Fog Computing based approach for on-site, online, uninterrupted urban surveillance

tasks.

1 Smart City

The world’s population has been increasingly concentrated in urban areas at an

unprecedented scale and speed [1–3]. This rapid process of urbanization has brought

profound influence on the daily life of urban citizens, but at the same time, as the

byproducts of urbanization, a series of issues have emerged, such as environmen-

tal pollution, energy consumption, urban crimes, and traffic congestion. In addition,

urbanization has led to social, environmental, economic, political transformations.

All these issues resulted from urbanization process are challenging the city govern-

ments, urban planners and stakeholders. In the following sections, the motivations

and concepts of smart cities are presented, and the challenges are discussed.

1.1 Motivations and Concepts

The United Nations World Urbanization Prospects reported that the urban population

in the world has grown up rapidly from 746 million, 30 % of the world’s population

in 1950, to 3.9 billion which is 54 % of the total population of the world in 2014 [4].

In addition, the United Nations estimated that the percentage could reach as high as

66 % in 2050 and the urbanization progress will be much faster in some developing

counties such as China. This rapid pace has improved the living quality of urban

residents through developing physical infrastructure, transportation system, as well

as education and health facilities. However, the negative effects have also emerged.

A variety of serious ecological and social issues are listed below.

∙ Air pollution: Along with the growing population in urban areas, vehicles are nec-

essary transportation tools providing convenience for citizens. However, as more

vehicles running in the cities, huge volumes of vehicle exhaust can be produced

every day which is hazardous and causes health issues. Due to rapid economic

growth and industrialization in many developing countries, it is noteworthy that

industry gases emissions has also played an important role in contributing to air

pollution.

∙ Traffic congestion: Traffic congestion in urban areas caused by the huge numbers

of vehicles. It leads to long traffic delays, especially during the rush hours. Besides

wasting our time in traffic, there are some underlying but more significant impacts.
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For example, more fuel is consumed due to the higher burning rate during the

traffic jams, which is one of the main sources of air pollution leaving alone the

loss of money.

∙ Car accidents: The growing number of vehicles in urban areas could give rise to

fatal car accidents as well. A report from Texas Department of Transportation [5]

shows that in 2014, 344 people in Texas were killed in crashes involving speed-

over limit of which 210 people were the drivers and the other 134 persons were

passengers or pedestrians. Therefore, a smart, on-line urban speeding vehicle sur-

veillance system would be helpful to reduce the number of car accidents.

The above urban issues are not exclusive. There could be more concerns relating

to economical, religions and political issues. Cities are not the places people simply

live together anymore. The urbanization are reflecting the people’s pursuing for bet-

ter life and the big transforms of culture, economic, society and politics. Considering

the issues and problems of urbanization, people are seeking for technical solutions

to make sustainable developing and environment friendly cities.

The evolution of information and communication technology has provided people

the opportunities to solve the urbanization issues. The Internet has been an impor-

tant part of daily life and various kinds of city dynamics are combined tightly with

digital sensors and networking systems. With the ubiquitously deployed sensors and

pervasively available computing devices, the cities are largely digitalized. Human

mobility, energy consumption, air quality, traffic conditions and other index of city

dynamics can be recorded.

In recent years, new networking system and computing architectures have been

proposed to deal with the rapid process of urbanization and to provide Internet-based

services such as Big Data, Internet of Things (IoT), Cloud Computing, Fog Comput-

ing etc. They are different technologies, but also relating to each other. The Internet

of Things connects not only digital sensors and devices, but also physical infrastruc-

ture together by which people can get real-time data from a remote location and

information can be exchanged between devices [6]. The large scale of data collected

from ubiquitous digital sensors are valuable to analyze the city and the answers for

urban issues can be explored in massive urban data. In big data [7] technologies, the

hidden relationship and reasons for urban issues will be exploited.

Grid computing, utility computing, Cloud Computing and Fog Computing are

different computing architectures for different applications. The appearance of Cloud

Computing has solved the problems such as how to store the massive volume of urban

dynamic data and how to analyze the urban big data with powerful computing tools.

The data centers in Cloud Computing provide the users more flexibility without the

need for capital outlay which reduce the maintenance cost and potential risks. Fog

Computing, as the extension of Cloud Computing, enables the computation tasks

accomplished at the edge of network which would be ideal for latency sensitive

services and in some extreme conditions. The combination of all the developing

information and communication technologies can help cities collect data, deliver

data to data centers and analyze data for living patterns and city dynamics which

takes lots of advantages for urban planning and governance.
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Considering the urbanization issues to be solved and the existing technologies,

the concept of ‘Smart Cities’ emerges. Smartness means understanding and learn-

ing: understanding the new patterns and learning how to deal with the new patterns

just as in smart cities. People leverage the information and communication tech-

nologies to collect the complex urban dynamic data from which underlying dynamic

patterns would be extracted by data mining techniques to understand the city. From

understanding and analyzing of complex urban data, urban planners can make the

cities more intelligent and the city governance more efficient. There is not a con-

sensus about smart city definitions. From different perspectives of distinct relative

stakeholders, the definitions are differing from each other.

While there are many different definitions for smart city, below is one that pro-

vides a clear vision [8]:

A smart city is a system integration of technological infrastructure that relies

on advanced data processing with the goals of making city governance more

efficient, citizens happier, businesses more prosperous and the environment

more sustainable.

According to the above definition of smart city, the main goal of smart cities is

to make citizens happier by utilizing information technologies. Smart cities use data

sensing and acquisition technologies to collect data regarding every aspect of cities,

data transmission technologies to send the urban data to analysis centers and data

mining technologies to fuse and analyze the urban data to extract valuable informa-

tion.

Figure 1 illustrates a four-layer hierarchical smart city architecture, which con-

sists of: data sensing and acquisition layer, data storage and management layer, data

analysis layer and smart applications layer. The first layer at the bottom is the data

sensing and acquisition layer. In smart city, the data sensing and acquisition is the

fundamental part of the entire system. In this layer, heterogeneous networked sen-

sors are deployed ubiquitously in smart cities to collect dynamic urban data and the

advanced communication equipments are utilized to transmit the unstructured urban

data to the second layer. The second layer is the data storage and management layer.

The dynamic urban data is characterized as massive volume at both spatial and tem-

poral scale. In addition, the data are collected by different sensors in different for-

mats. Therefore, we need a layer to store the big urban data effectively and also are

capable of filtering useful data efficiently from heterogeneous data sources.

The third layer is the data analysis layer which is composed of computing centers.

The valuable data from data storage layer will be sent to the upper layer for analy-

sis. In the data analysis layer there can be different computing tools. Cloud data

centers can be used for long-term analysis and batch processing jobs with powerful

computation capability. Fog Computing can be utilized for on-site processing and

instant decision making. The top layer is the application layer. Once the computation

results are obtained in the data analysis layer, they will be transferred to the appli-
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Data Storage
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Fig. 1 A four-layer smart city architecture

cation layer. This layer consists of a wide range of smart applications such as smart

grid, smart house and smart building, which make the smart city more intelligent.

1.2 Challenges

Smart city is a powerful strategy to deal with the severe problems along with the

process of urbanization. Information and communication technologies are adopted

to obtain the essential understanding to urban issues. Although the innovative tech-

nologies are helpful to improve the situations, the smart city is still facing a lot of

challenges. How to obtain effective and correct data sets for certain applications and

how to analyze heterogeneous data need to be further discussed. In this section, sev-

eral major challenges in smart city are presented.
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∙ Data sensing and acquisition As discussed above, the data sensing and acquisi-

tion are the fundamentals to smart cities since data are depicting the dynamic of

cities, but currently problems in city wide data sensing and acquisition do exist.

Lack of enough sensors for some specific mission critical missions is still one

major constraint, for example, urban surveillance for over-speed traffic monitor-

ing. Installing new digital sensors at a city wide range is a kind of solution but

would take the additional power consumption as well. Different to traditionally

digital sensors deployed for specific purposes, recently citizens are seen as sen-

sors as well. People always record what they see and hear which would be pub-

lished in social networks. Associating with spatial and temporal tags, these data

sets are ideal for smart city applications such as city regional semantics recogni-

tion, smart transportation, trace analysis and so on. However, the negative part of

this strategy seeing citizens as sensors are quite obvious. First of all, data collected

from personal digitally social networks can be noisy, how to extract useful data

is a big challenge. Secondly, this kind of data sometimes can be misleading since

the initial purpose of these data are not for the urban analysis. The data literacy

is a problem. The last issue is that accessing personal data always cause privacy

debates which has to been taken into serious consideration.

∙ Data management One goal of smart cities is to reveal the underlying relation-

ship between complex urban dynamic data and urban phenomenons. The massive

urban dynamic data are collected by pervasively deployed digital sensors or citi-

zens as sensors. The wide deployment of sensors is the foundation for the mission

critical data-driven tasks and urban analysis. However, sensors widely deployed

in smart cities are heterogeneous, especially between digital sensors and citizen as

sensors, the urban data collected could be in different forms and unstructured as

numerical forms and word forms. It is a big challenge to obtain the valuable data

from such a big data base. What’s more noteworthy, the data collected by digital

sensors are always quantitative, but the data from citizens could be qualitative. For

same set of quantitative data, combining with different qualitative data, they could

have significantly different meanings. How to combine heterogeneous data from

a layered sensor environments is non-trivial.

∙ Data processing Data processing is the kernel part for urban applications. Min-

ing the data, building the model, extracting new patterns are critical in smart city.

Although a variety of data mining algorithms have been developed, more novel

algorithms are in need. Some of the currently available machine learning algo-

rithms can only solve the problems under certain context or certain distribution.

In many research areas, the models established are under certain conditions, which

are not suitable for many real-time, or mission critical urban applications.

2 Urban Surveillance

Human caused disasters are one of most concerning issues in smart city, for example,

car accidents caused by intentionally overspeed driving. Such kind of disasters not
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only lead to the loss of money, but also could be fatal to innocent people. Urban

surveillance, utilizing the ubiquitous sensors and data processing technologies, is an

essential part for quick detection and prompt response to urgent situations in smart

city. In this section, the motivations and the existing problems of urban surveillance

is discussed.

2.1 Urban Surveillance: Motivations

As the rapid urbanization and pervasively increasing of urban dynamic data, smarter

management strategies are expected for administrators and planners. Efficient urban

surveillance is important for situational awareness (SAW), which is essential for

many critical and dynamic data-driven missions [9–11]. Considering the wide dimen-

sions of cities, urban surveillance is becoming an indispensable part in urban plan-

ning. Along with the prosperity, the urbanization has also witnessed the increase of

crimes and violations. Considering the limited law enforcement resources, the digi-

talized urban surveillance can provide urban residents a safer residence environment.

Cameras, smart phones, transportation cards or any other digital devices can be

utilized for data collection, which enable timely tracking, analysis and decision mak-

ing. Beside situational monitoring for crimes and violations, urban surveillance is

also a powerful tool in some special environments that may be dangerous to human

operators. For example, the chemical products storage and the surrounding envi-

ronment where risk of explosion exists. In addition, trace data of individuals or

communities are also very useful for epidemics dissemination control, abnormal

illegal events detection and even early alarm for terrorism activity. In urban sur-

veillance, un-interrupted dynamic data sensing, real-time massive data analysis and

instant accurate decision making for sudden disasters are quite critical and signifi-

cant. Understanding and analyzing the large-scale complex urban dynamic data is of

great importance to enhance both human lives and urban environments.

Target detection and potential danger recognition from surveillance data is

achieved through an exploitation of a layered sensor environment, and real time

detection is ideal [9]. However, this mission is challenging due to the lack of pow-

erful computing infrastructures at the surveillance site that is able to process the

big dynamic data. Outsourcing all the data to remote data center may not be able

to meet the tight latency constraints [12]. Therefore, a smart surveillance strategy is

expected to leverage the computing power close to the job site, such that it is feasible

to achieve the goal of instant decision making.

2.2 Urban Surveillance: Open Problems

Urban surveillance is a significant part for situational awareness and mission critical

tasks. However, there are still some open problems in building a real-time urban sur-
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veillance system in practice. Here we illustrate two of the major issues, data sensing

and computing architecture.

∙ Surveillance data sensing: Widely deployed sensors and pervasively used smart

devices enable urban surveillance. Meanwhile, surveillance sensors are not enough

in certain specific tasks. Let’s consider the urban traffic surveillance as an exam-

ple. In the United States, the traditional way to catch over speeding drivers is that

the policemen patrolling on the road. Now with the help of cameras installed along

the roads or at the intersections, the over speeding surveillance can be more effi-

cient. However, due to the limited resource of police department and the number

of installed cameras at fixed locations, overspeed drivers can still drive at what-

ever speed they like as long as they are aware of the police officer and remember

to slow down near the cameras. Obviously, new sensors and detecting strategies

are needed. Ideally the urban surveillance data-driven system should be capable

to recognize the potential danger efficiently, to infer the reasons accurately and to

make decisions quickly.

∙ Computing architecture: It is ideal that the urban surveillance system can fuse

and process the dynamic urban data from a heterogeneous layered sensors in a real-

time manner, especially for latency-sensitive applications. However, the existing

computing architecture cannot serve this kind of applications well. At the cur-

rent stage of urban surveillance, Cloud Computing is recognized as a promising

solution for large scale data processing. The real-time, dynamic data are collected

from sensors deployed for critical surveillance tasks. It implies that huge volume

of data need to be transferred to Cloud center for pattern recognition and decision

making. However, Cloud cannot satisfy the requirements of all the mission critical

applications, especially those requesting tight response time. As various surveil-

lance missions are emerging, current computing architecture failed to satisfy the

requirements.

3 Fog Computing

Dynamic data fusion is highly desired for urban surveillance, especially in the con-

text of natural or human caused disasters. Cloud Computing provides cost efficient

solutions for large scale, batch data processing jobs. As mentioned above, however,

the fast development of ubiquitously deployed sensors for data collection and mobile

computing techniques is pushing systems to the boundary where Cloud Computing

is not able to satisfy users’ requirements [13]. Not only because powerful Cloud can-

not meet the tight latency tolerance as being allocated far away from the sensing area,

but also there is often no guaranteed connection during the emergency. Therefore, to

meet the requirements of mission critical situations, it is crucial to provide the func-

tionalities of data processing, information fusion, and decision-making in an on-site

manner. Fog Computing [13–15], a recently proposed extension and complement for

Cloud Computing, enables computing at the network edge without outsourcing jobs
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to remote Cloud centers [15]. In this section, the concepts of Fog Computing is intro-

duced and then an architecture including both Cloud Computing and Fog Computing

paradigm is given.

3.1 Fog Computing: Concepts

The Internet of Things are connecting physical infrastructure together providing us

the opportunity to access the remote data, sense the situation and control the phys-

ical systems for efficient resource management and accurately customized services.

Cloud Computing is a promising computing paradigm providing users hardware or

software infrastructure with flexibility [16]. Furtherly, Cloud Computing free the

users with no need for capital outlay and maintenance cost.

Besides the economy and flexibility, Cloud Computing is charactered as power-

ful computation capability and batch processing for which it is ideal for large scale

urban dynamic data analysis [17]. However, the developing of Internet of Things are

leading to a wide variety of innovative applications and surveillance missions. The

ubiquitous smart devices and advanced networking technologies are giving rise the

new location awareness services which require on-site processing and low latency

quality of service. Based on the tight requirements proposed by some applications,

the Cloud Computing cannot be feasible for all the tasks anymore.

Fog Computing, as the extension of and complement architecture to Cloud Com-

puting, is a promising computing paradigm to meet the requirements proposed by

rapidly developing Internet of Things. The definition of Fog Computing can be given

as below:

Fog Computing is a distributed computation paradigm that leverages the huge

number of heterogeneous devices deployed at the edge of the network, which

are connected with each other and collaborate with each other by sharing com-

putation, storage and communication functionalities.

As depicted in definition, the ubiquitously deployed digital devices serve as Fog

Computing nodes. Cloudlet, personal laptops, smart phones, tablets and even routers

could be Fog nodes. Some of the advantages of Fog Computing are listed as below:

∙ High availability: With the prosperity of the Internet of Things, more and more

digital devices can serve as Fog Computing nodes as long as they are capable of

processing and storing data.

∙ Location awareness: In Fog Computing paradigm, the fog nodes are deployed

close to the data source and the computing results are often used locally. The loca-

tion awareness is highly desired for many smart city surveillance applications.

∙ Low latency Comparing to the remote Cloud data center, Fog Computing para-

digm enables the computation directly on site, at the edge of network, it removed
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the round trip time from job site to Cloud centers. This characteristic is essential

to many latency sensitive applications.

∙ Networking efficiency: In Cloud Computing scenario, the data needs to be trans-

mitted from end users to remote data center. It relies on the network conditions

and actually causes unnecessary network traffic since in many cases the data are

only locally significant.

∙ Security and privacy: Processing the collected data on-site can also reduce the

risk of being intercepted or compromised by attackers.

3.2 Fog Computing Architecture

Figure 2 shows a Fog Computing architecture. The layer at the bottom consists of end

users with arbitrary locations. There would be a wide variety of processing tasks

considering the large amount of end users in the Internet of Things. The amount

of real-time, dynamic user data could be tremendous and the users request based

processing applications are heterogeneous. It is certain that the large scale data are

difficult to be stored at the end user side because of the limited storage capability.

Furthermore, some mission critical tasks are latency sensitive, the large round trip

Servers

Distance

Locations

Fog

Users

Cloud

Fig. 2 The Fog Computing architecture
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Table 1 Comparison between Fog and Cloud

Computing paradigm Fog Computing Cloud Computing

Resource allocation Distributed Cluster

Real-time interaction Yes No

Latency Low High

Devices Heterogeneous Virtual machines

Computation capability Normal Powerful

time between end user and Cloud center will not be tolerated. Therefore, the Fog

Computing layer is allocated between traditional Cloud layer and end users layer.

The collected data will be transferred to Fog nodes for processing. Once the job

is done, the Fog nodes send the results back to the user applications and upload meta

data to the Cloud center for further analysis.

The top layer is still the Cloud layer which will provide powerful computing

infrastructure to end users. Tremendous amount of data after being processed by

Fog layer are stored in the Cloud centers and advanced data mining technologies are

utilized to obtain the thorough and long-term analysis which is an indispensable part

in smart cities.

A comparison between Fog Computing and Cloud Computing is given in Table 1

below.

The main difference between Fog paradigm and Cloud paradigm shown in the

table actually verifies that they are complementary to each other. Fog and Cloud

tackle different requirements for distinct tasks in smart city. Cloud Computing with

powerful hardware and software infrastructure is more suitable for large scale data

analysis for deeper insight. In contrast, Fog Computing is not as powerful as Cloud

Computing. But with the property of low latency and real-time processing, Fog Com-

puting is more desirable in situational awareness tasks of urban surveillance.

4 A Case Study

Traffic surveillance enables traffic monitoring and traffic light adjustment by utilizing

the data collected from the widely deployed cameras and sensors [18–20, 20–22].

Real-time traffic data helps the police department optimize the resources to deal

with accidents at particular locations in a more efficient and active way. In traffic

surveillance, how to effectively monitor speeding vehicles is always a big concern.

Overspeed driving not only hurts drivers, but also may cause fatal consequences

to innocent people like pedestrians or people in non-overspeed vehicles. A report

from Texas Department of Transportation [5] shows that in 2014, 344 people in

Texas were killed in crashes involving speed-over limit of which 210 people were

the drivers and the other 134 persons were passengers or pedestrians. Therefore, a
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smart, on-line urban speeding vehicle surveillance system would be very helpful to

reduce the number of car accidents.

We took real-time traffic monitoring as a case study to evaluate the feasibility

of a Fog Computing based urban surveillance solution [10, 23]. In our scheme, a

drone in the sky monitors vehicles on the ground and a raw video stream is collected

and sent back to the controller on ground, which implements the real-time vehicle

surveillance. And the raw video stream is sent to Fog Computing nodes nearby, such

as a laptop, like the one in police cars. The Fog node tracks the moving target in

the video and calculates the speed. Our scheme not only can monitor the traffic in

much wider area compared to cameras on ground, but also process the video data

and get the speed outcome in real time, which is critical for immediate response to

the speeding violation.

This section is organized as follows. First we introduce the Fog Computing based

urban surveillance system for speeding detection. Then the target tracking and speed

calculation algorithms are presented. Finally, the experimental results are reported

with some discussions.

4.1 System Architecture

Figure 3 illustrates the three-layer system architecture of the Fog Computing based

urban surveillance system. It consists of the remote Cloud center, on-site/near-site

computing Fog, and data collection units, such as sensors and cameras. The kernel

is the Fog layer, which is formed by multiple computing units, including drones,

computers carried by the vehicles, and computing devices of first responders. They

monitor the area concurrently from different positions. When they are collecting

real-time data streams, each of them also needs processed information for instant

decision making. Although it is ideal that all the collected data are sent back to cen-

tral Cloud facility for thorough global analysis, there is no guarantee that a reliable

communication network to remote Cloud center is always available. In addition, not

all data is globally significant. It does not need to create unnecessary traffic in the

networks. Instant on-site decision making also reduces the risk of exposing the data

to eavesdroppers in transmission channels. Therefore, the Fog, which consists of the

computing devices carried by the units in or near the monitoring area, can fulfill the

requirements very well.

In the existing traffic monitoring systems, police officers and cameras along the

road are not sufficient to effectively keep the drivers from driving above the speed

limit, especially because of the limited monitoring range of police cars and the num-

ber of cameras. In the proposed Fog based surveillance system, drones flying in the

sky generate real-time raw video stream, and send it back to the ground station and

display it on the screen. Thus the human operator can monitor the traffic of a much

wider range, detect fast moving vehicles on the screen, and get the speed information

when they find someone is suspicious.
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Fig. 3 System architecture

It is worth to note that the nodes in Fog layer provide both computation power and

storage space. The raw video data can be pre-processed and stored in the Fog nodes

at first and be delivered to the remote Cloud center for a long-term analysis to build

a historical record of the traffic condition. For example, with the collection of traffic

events in a long period, a big picture may be constructed, which is very valuable for

city planners and policy makers.

4.2 Algorithms

In order to catch speeding vehicles, two algorithms are needed: one is the target

tracking algorithm and the other is the vehicle speed calculation algorithm.

A. Target Tracking Algorithm
When a fast moving vehicle appears in the real-time video, it needs to be locked

immediately and be tracked effectively frame by frame. In practical scenarios, not

only the suspicious vehicle itself appears in the video frame, but also occlusion,

background clutter, the change of illumination and the noise. It becomes more chal-

lenging if the user needs to conduct the job in the night, when the road is dark. Other

than the requirements of robustness and effectiveness of the tracking algorithm, the

processing time in the Fog nodes could be another big concern. When a user locks

one moving vehicle in the video, the speed information of that vehicle is needed

instantly.
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Considering the specific requirements, a real time robust L1 tracker using accel-

erated proximal gradient approach [24] is selected. This accelerated real time L1

tracker is casted by using the sparse representation in the particle filter framework.

The particle filter implements the recursive Bayes estimation using the method

of non-parametric Monte Carlo simulation. It uses a large number of particles that

are transferred in the state space to estimate the probability density function of state

variables. Particle filter is an efficient tool to solve the problem in non-linear system.

In addition, the distribution of random variables are unnecessary to be Gaussian

distribution. Two steps are essentially involved in the particle filter: prediction and

update.

We denote xt to represent the state variable describing the motion of the target in

frame t. yt denotes the observation of the moving target in frame t. In target tracking

applications, we assume state variable xt is only related to xt−1 and the observation at

frame t is only related to xt, which means observations among y1∶t = {y1, y2,⋯ , yt}
are independent of each other, given x1∶t. It is assumed that at frame t − 1, the proba-

bility density distribution is p(xt−1|yt−1). In prediction step, p(xt|yt−1) is derived from

p(xt−1|yt−1):
p(xt, xt−1|yt−1) = p(xt|xt−1, yt−1)p(xt−1|yt−1) (1)

In Eq. (1), given xt−1, xt and yt−1 are independent, so Eq. (1) becomes:

p(xt, xt−1|yt−1) = p(xt|xt−1)p(xt−1|yt−1) (2)

Then compute the integration of Eq. (2) over xt−1:

p(xt|yt1 ) = ∫
p(xt|xt−1)p(xt−1|yt−1)dxt−1 (3)

With Eq. (3), we can move forward to the update step by using Bayes rules:

p(xt|zt) =
p(xt|xt−1)p(xt|yt−1)

p(yt|yt−1)
(4)

p(yt|xt) is the observation likelihood. In the particle filter, the posterior probability

above is estimated by N samples, denoted by St = {x1t , x
2
t , x

3
t ,⋯ , xNt } with different

weights. Due to the lack of knowledge about variable distribution, sequential impor-

tant distribution q(x(i)t |yt) is used to generate the samples. The weight is:

W (i)
t ∝

p(x(i)t |yt)

q(x(i)t |yt)
(5)

and the weight can be updated as follows:
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Wi
t = wi

t−1

p(yt|xit)p(x
i
t|x

i
t−1)

q(xt|x1∶t−1, y1∶t)
(6)

The observation likelihood depicts the similarity between the target candidate and

the target templates [25].

In sparse approximation, the signal y can be linearly represented by the atoms of

the over-complete dictionary D.

y = D ⋅ x (7)

where x is the coefficient of each atom in the dictionary D. In moving target track-

ing algorithm, over-complete dictionary consists of target templates denoted by

T = t1, t2, t3,⋯ , tn. With the target templates, a target candidate can be represented

as follows:

y ≈ T ⋅ x = x1t1 + x2t2 +⋯ + xntn (8)

Because of the sparsity in sparse approximation, for a good target candidate, most

coefficients of the target templates should be zero, which means a good target candi-

date can be nearly represented by several target templates. In other words, the coef-

ficients of a bad target candidate can be relatively equally with smaller number.

In the real scenarios of our monitoring videos, other than the target object, occlu-

sion, noise, shadows, sometimes even darkness would appear. So we have to consider

the error. Therefore, trivial templates denoted by I = i1, i2, i3,⋯ , in are introduced

in this algorithm and the Eq. (8) is rewritten as follow:

y =
[
T I

]
[
x
e

]

(9)

where e represents the coefficients of trivial templates. In a further consideration, it

is reasonable to assume that the coefficients of a good candidate should be positive,

which can also be considered as the non-negative constraints. Hence, in this scenario,

positive and negative trivial templates should be involved. Then Eq. (9) is rewritten

as:

y =
[
T I −I

] ⎡
⎢
⎢
⎣

x
e+
e−

⎤
⎥
⎥
⎦

= D ⋅ m (10)

Here, D = (T I − I) and mT = (x e+ e−). What we want to know is the coefficients

m of the target templates and trivial templates, but in the over-complete dictionary

Dm×n
, m is much smaller than n, which means the solution of Eq. 10 is not unique.

Some constraints are indispensable in order to get a unique solution in the sparse

representation. Fortunately, we can solve this problem as an L1 norm least squares

problem.

min‖Dm − y‖22 + 𝜆‖m‖1 (11)
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‖ ⋅ ‖1 denotes l1 norm and ‖ ⋅ ‖2 denotes l2 norm here respectively. As mentioned

above, trivial templates are brought into the dictionary to deal with the noise and

occlusion. But what if there is no occlusion? The target object should be well approx-

imated by the target templates from previous frames. Additionally, in case of no

occlusion in the frame, the trivial templates would impact the detection accuracy

otherwise and bring some computation complexity. So in this accelerated l! norm

tracking algorithm, another coefficient 𝜇t is introduced to improve the constraint

(11). The revised constraint is as below:

min1
2
‖yt − Dm‖22 + 𝜆‖m‖1 +

𝜇t

2
‖mI‖

2
2 (12)

where mI is the coefficients of trivial templates in this target tracking sparse approx-

imation problem: m = [mT mI]. If occlusion is detected in a video frame, 𝜇t is zero.

Otherwise, 𝜇t is supposed to be some specific value.

In practical experiments, solving such kind of modified l1 norm minimization

could be pretty time consuming. A fast numerical method called accelerated prox-

imal gradient [26] is applied to solve this problem. This approach is designed for

solving the optimization problem as below:

min F(a) + G(a) (13)

and the accented proximal gradient is fast for some specific types of function G.

After solving the l1 least squares minimization problem and obtaining the sparse

coefficients m, the observation likelihood of state variable xit can be expressed as:

p(yt|xit) =
1
Γ
exp{−𝛼‖yit − Ttmi

T‖
2
2} (14)

where 𝛼 is used to control the shape of a Gaussian Distribution and Γ is a normalized

factor. mT denoted the coefficients of target templates. The optimal state xit satisfies:

xit = argmax
xit∈St

p(yt|xit) (15)

B. Speed Calculation Algorithm
Leveraging the moving target tracking algorithm discussed above, the position of a

vehicle in consecutive frames can be identified using a bounding box to lock the mov-

ing vehicle on the road of interests. If the real distance that the vehicle has traveled

is available, the speed can be calculated easily.

As shown in Fig. 4, the pink rectangle represents one video frame whose reso-

lution is m × n, and the dark blue circle represents actual field taken by the drone

camera. 𝛼 is the field of view of the drone camera and the dash line h is the height

from the camera to the ground. Knowing height h and the field of view 𝛼, the longest

distance of the field monitored by the drone camera, which is the diameter of the dark

blue circle as well, can be:
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Fig. 4 Field of view

m

n

Camera α 

h

d = 2h × tan𝛼
2

(16)

According to the way a camera works, the image plane is also a circle that is

circumscribed of the CCD (Charge Coupled Device) plate in the camera. We assume

that each pixel represents nearly equally length, so the actual length that one pixel

represents in an image can be obtained by:

l = d
√
m2 + n2

(17)

The l1 tracker algorithm indicates that the position of the moving vehicle frame by

frame. Assume in two consecutive video frames, the vehicle position changes from

(x1, y1) to (x2, y2). The pixel number that the vehicle moves across in the frame is:

n =
√

(x2 − x1)2 + (y2 − y1)2 (18)

Then, R = l × n is the actual range that the vehicle moves between two consecu-

tive video frames and combined with the time interval, we can calculate the speed v:

v = R
t

(19)

4.3 Experimental Results

We have evaluated the proposed Fog Computing based speeding vehicle detection

scheme. The experimental results are reported in this section.
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A prototype has been built to validate the feasibility of Fog Computing based

smart urban surveillance. Two DJI Phantom 3 Professional drones are used to moni-

tor the traffic on road. Two Google Nexus 9 tablets are connected to the remote con-

troller of the drones such that the collected video streams are played to the operators

in real-time. One laptop functions as a Fog Computing node, which configuration is

Intel core i7-2720QM 2.20 GHz and the RAM memory is 8.00 GB. The given FOV

(Field of View) of the camera on the drone is 94◦. However, in real camera engineer-

ing, manufacturers would always make the image plane not perfectly circumscribed

with the CCD plate. Therefore, the diameter would be a little larger than the actual

length represented by the diagonal of the image. We have taken a photo of an object

whose dimensions are known to calibrate FOV. The calibrated FOV is 89.39◦.

It is a challenge to track an object in a noisy environment, such as the shadows

on the road, multiple similar targets on the road or even dark video frames because

of the night. It is critical to ensure that we will not lose the track of the vehicle of

interest.

Figure 5 shows the results of target tracking in day time, with tree occlusions

on the road from the roadside. The test video stream was taken above a road on

Binghamton University campus. The vertical height from the camera on our drone

to the ground is 140.0 m. The black car is the target and a white bounding box is on

its body in the image for locking. The tracking algorithm has successfully tracked

that black car all the time and never lost it.

Then some more challenging scenarios were considered. Figure 6 shows the track-

ing results with multiple vehicles moving on the road. This video stream was taken

above a local freeway and the vertical height is 262.5 m. The results verified that the

proposed Fog based surveillance scheme is able to track the target coexisting with

multiple similar objects.

Tracking 
Target

Tracking 
Target

Tracking 
Target

Tracking 
Target

Fig. 5 Tracking test sequence 1
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Target
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Fig. 6 Tracking results with multiply similar objects
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Target

Tracking 
Target

Tracking 
Target

Tracking 
Target

Fig. 7 Tracking results in dark night

Also, the capability of tracking in dark is highly desired by city administration

since there is less police force on road in evening times and drivers are more likely

to drive faster. At night it is too dark to distinguish the body of cars from the back-

ground. Our strategy is to lock the headlights of a moving vehicle. The results shown

in Fig. 7 verified the effectiveness of the tracking scheme in dark night.
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Fig. 8 Speed calculation test scenario

5 Speeding Vehicle Detection

The first experiment examined the accuracy of speed evaluation. The video is taken

above a campus road of our university, and the vertical height of the drone is 140.0 m.

As shown in Fig. 8, a black Toyota Camry is moving on the road with the constant

speed of 27 mile per hour. There are 160 frames in the video stream processed with

the time interval of 100 ms between two consecutive frames. The speed of tested

vehicle was calculated every ten frames, and the speed estimation error is defined as

follows:

error = |estimation − actual|
actual

(20)

Figure 9 presents the estimated driving speed of the vehicle. It is close to the

actual driving speed, 27 mile per hour, varying from 26.2358 to 28.7736. The esti-

mation errors are shown in Fig. 10, which is small (lower than 10 %). This experiment

has proved that the proposed scheme can efficiently estimate the speed of vehicles

driving on road with an acceptable accuracy.

Then, we have applied our system to monitor real traffic on highway and caught

speeding vehicles successfully. The video is taken on the highway I81-N, where the

speed limit is 65 mile per hour. Figure 11 shows that a red freight truck at the left

lane is speeding up to pass a white freight truck in the right lane.

The speed estimation results are depicted in Fig. 12. The red line represents the

speed of the vehicle on the left lane and the blue line represents the slower one on the

right lane. The red line is above the blue line almost all the time, which is consistent

with the observation in the video. The ranges of the speed over the limit of these

two vehicles are depicted in Fig. 13. The faster vehicle is speeding and its speed was
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Fig. 9 Speed calculation results

Fig. 10 Speed estimation errors

Fig. 11 Test sequence on highway
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Fig. 12 Highway speed calculation

Fig. 13 Range of overspeed

10 miles higher than the limit. In particular, after 6 s, it became 15 miles faster than

the speed limit. In contrast, the blue line shows that the speed of the slower vehicle

keeps around the speed limit pretty well.

6 Summary

The emergence of Internet of Things and advanced computing architecture are

motivating us to implement the concept of smart city. The focus of smart city is

to make citizens happier, management more efficient and business more prosper-

ous by utilizing innovative information and communication technologies. However,

implementing a smart city still faces some challenges. The information fusion from
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heterogeneous layered sensors, efficiently and correctively analysis of large scale

dynamic data are difficult. Situational awareness, which is an essential part of urban

surveillance, requires short processing delay and quick decision making which would

be hard for existing methods.

Cloud Computing is recognized as a promising solution for smart city. But it can-

not meet the requirements from mission critical applications. The latency is the main

obstacle to implement Cloud Computing based urban surveillance. Fog Computing

can enable computation directly at the edge of network which is close to end users

providing storage and processing schemes. Such that Fog Computing is potentially

the ideal tool to be utilized in situational awareness tasks.

In this chapter, we proposed to apply Fog Computing in smart urban surveillance

and validated the feasibility using speeding vehicle detection as a case study. Lever-

aging the Fog Computing paradigm, a conceptual proof prototype has been built, in

which DJI Phantom 3 Professional drones are used for real-time surveillance video

collection, tablets and laptops serve as Fog Computing nodes. It allows users moni-

tor the traffic and track the speeding vehicles effectively. Field experimental studies

have been conducted and the results show that the proposed scheme can efficiently

track the target and catch speeding vehicles in real-time. This work has validated the

feasibility of applying the Fog Computing paradigm to make the city smarter.
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Secure Opportunistic Vehicle-to-Vehicle
Communication

Alexandra-Elena Mihaita, Ciprian Dobre, Florin Pop,
Constandinos X. Mavromoustakis and George Mastorakis

Abstract How much time do you spend stuck in traffic? Well, the average person

spends around 43 hours a year stuck just because of the over-populated streets. The

road infrastructure is something that cannot be easily improved, which is why the

field of Intelligent Transportation Systems (ITS) has emerged. The most common

example of such systems is the navigators which integrate the location monitoring

of drivers with the services that help predict faster(or at least, most pleasant) alter-

native route(s). But, since everyone tries to find the optimal route, conflict of interest

between the drivers can appear: one driver can choose to send bad data in order to

give a false image of the map and gain advantages. The present chapter describes

a solution to create a security mechanism in the context of ITS. The solution is a

heterogeneous solution in which both symmetrical and asymmetrical encryption are

used. Section 1 makes a short introduction into the field of ITS with its main chal-

lenges. The related work is then presented in Sect. 2. A theoretical approach (see

Sect. 3) over the security mechanism proposed in the chapter is then made, followed

by the practical description of the implementation (Sect. 4) and the constructive

details (Sect. 5). Section 6 presents the experimental evaluation and the results of
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the security proposal. Finally, the conclusion are presented in the final Sect. 7 and

some future work is mentioned.

1 Introduction

Given the growth in number of vehicles on road, we all had at least one episode

of frustration while being stuck in traffic, getting late for a meeting or desperate

driving to arrive only late at work. The over-populated road infrastructure cannot

simply be upgraded so easily (not that it helps much, as we show in Sect. 6), which

is why people turned their attention to “smart technologies”. Intelligent Transporta-

tion Systems (ITS), in particular, are receiving increasing attention lately, due to the

benefits wireless devices, combined with sensing technologies and ICT smart ser-

vices, would bring. Navigators are among most common examples of such systems,

that integrate monitoring of a drivers position with services designed to offer alter-

native route(s) to make, in theory at least, his voyage to the destination faster (or at

least, more pleasant). Most of us used probably applications on our smartphone or

car computer such as Google Traffic, or Waze, or services from TomTom or Garmin,

just to give examples of such solutions. Besides this examples, ITS include Advanced
Traffic Management Systems (ATMS), integrating traffic control strategies based on

the real traffic information, Advanced Traveler Information Systems (ATIS), cen-

tered on the user experience and on giving the drivers all the information that they

require in a easy-to-understand manner, Advanced Vehicle Control and Safety Sys-
tems (AVCSS), focusing on making the roads a safer place with a lower accidents

rate, Advanced Public Transportation Systems (APTS), translating technologies used

in ATMS, ATIS and AVCSS in the public transportation field to improve the quality

of service and the efficiency, and/or Commercial Vehicle Operation systems (CVO),

designed to translate ideas from the ATMS, ATIS and AVCSS into the field of com-

mercial operation vehicles such as buses, ambulances or even police cars.

Vehicular communications are a part of any such ITS, and represent a particular

set of networks in which the vehicles and roadsides are considered to be the peers of

the networks between which messages are exchanged, in order to form a safer and

smarter way to drive. We assume vehicles are equipped with wireless communication

capabilities—a reality with all major car manufacturers nowadays. Communication

can happen between a vehicle and wireless units offered by the road infrastructure

(vehicle-to-infrastructure, or V2I, communication), and between vehicles as they

pass each others (vehicle-to-vehicle, or V2V, communication). V2I communications

allow the exchange of critical information for the safety and operation of the roads

in order to avoid or, at least, minimize the effects of a motor vehicle crash. It is an

important piece in the need of anticipating the status of the roads in order to cre-

ate alternative routes or warnings for the users. V2V communication, on the other

hand, can be quite useful for allowing a vehicle to “sense threats and hazards with

a 360 degree awareness of the position of other vehicles and the threat or hazard

they present; calculate risk; issue driver advisories or warnings; or take preemp-

tive actions to avoid and mitigate crashes” [1]. In practice, both technologies should

work together, as vehicle can receive updates on a global scale from a Data Center
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through V2I communication, and ad-hoc updates from nearby locations from other

participants in traffic through V2V communication.

The MIT Technology Review named Vehicle-to-Vehicle (V2V) one of the biggest

tech breakthroughs of 2015, predicting that it will become widely available as soon as

next year. General Motors was the first major car company to commit, announcing

in September that it would release a V2V-equipped Cadillac by 2017 [2]. World

Congress on Intelligent Transport Systems in 2014 led to this conclusion: connected

cars will be the ultimate Internet of Things. They will collect and make sense of

massive amounts of data from a huge array of sources. Cars will talk to other cars,

exchanging data and alerting drivers to potential collisions. They will talk to sensors

on signs on stoplights, bus stops, even ones embedded in the roads to get traffic

updates and rerouting alerts. And they will communicate with your house, office,

and smart devices, acting as an digital assistant, gathering information you need to

go about your day [3].

V2V communication determines a vehicle to have a preemptive behavior in order

to prevent car damages (e.g. crashing into a poll), accidents (e.g. generated from

high speed or lack of assurance when transcending another car) and even traffic jams.

Preemptive behavior assumes the fact that the vehicle need to be well informed about

the status of the network and about its position in the network in order to compute

a series of probabilities to determine the best course of action. V2I communications

allow the exchange of critical information for the safety and operation of the roads

in order to avoid or, at least, minimize the effects of a motor vehicle crash. It is an

important piece in the need of anticipating the status of the roads in order to create

alternative routes or warnings for the users.

Both V2V and V2I have been developed in order to create a safer, more efficient

way to drive. The problem is when a selfish vehicle driver appears that wants to know

all the information about the traffic status, to receive all the warnings if there are any,

but it does not want to pass them along or, worse, to generate false data in order to

maximize his experience. This kind of behavior is considered malicious and needs

to be prevented and that can be done using a security mechanism (see illustration in

Fig. 1).

Imagine an intersection where all the vehicles can be uniquely identifiable and

each car has the ability to give information about the traffic it experienced until that

Fig. 1 Intelligent traffic example



232 A.-E. Mihaita et al.

point through the GPS position, traffic alerts, pollution or economic driving. Then,

all the vehicles could have an image of the traffic status and could decide further

paths in order to avoid traffic jams and even accidents caused by the correlation of

fast speed driving with little space between the vehicles. But if a car says that a certain

path was crowded then all the cars that wanted to pass on that street will reconsider

and try using a different path, which leads to traffic jams on the alternative route.

This motivates a vehicle to listen to the information about traffic jams and not pass it

forward, so that he will be able to circulate faster than the others. In order to prevent

such behaviors, we need to be able to distinguish the messages each car sends and

protect their content. This preventive behavior is part of a bigger mechanism called

the security mechanism.

In this chapter, a security mechanism for vehicle communication is proposed, one

which guarantees properties such as message authentication and non-repudiation,

content protection and location validation. The mechanism is designed to work with

both V2V and V2I communication technologies.

Up until now, research in securing the VANET networks has been focused on three

leading ideas: cryptography-based, radio signal-based and resource-based, each idea

presenting advantages and disadvantages.

The cryptography-based approach grants position reliability and identity with

non-repudiation having as main disadvantage the high overhead added to a system.

The main focus has been using the Public Key Infrastructure (PKI) which has intro-

duced problems about the public key distribution and validation.

The radio signal-based approach verifies the accuracy in the positions of all neigh-

bors by the power signal of a transmitted message. The disadvantage is derived from

the advantage in the sense that the approach of position detection based of signal

power is not always accurate because of the signal properties of bouncing off from

different surfaces.

The resource-based method verifies the resources of a vehicle in order to deter-

mine if it respects the minimum requirements of the network (e.g. radio resources

needed for send/receive messages, computational or identification resources test).

The main disadvantage was demonstrated by Newsome et al. [4] that claimed that

the method can not by applied successfully to ad-hoc networks.

The presented security mechanism is cryptography oriented, and implies a public

key type of infrastructure, where messages are signed in order to establish one’s

identity and are encrypted with the public key in order to make them secret from

the others. The communication is secured with the Diffie Hellman key exchange

algorithm for the link between two vehicles and with .X509 certificates for the link

between the infrastructure and the vehicles. The novelty of the approach is given

by the fact that it tries to protect nodes from one another, in the sense that if one

node is malicious, its action need to be limited. Translated to the real life events, it

means that all vehicles will provide secured information about their GPS position

and about the traffic jams that they experienced to the Infrastructure. In this way, all

the vehicles have a trusted communication with the Infrastructure and each car can

be held responsible for the information that it brings to the network.



Secure Opportunistic Vehicle-to-Vehicle Communication 233

Another advantage introduced by the security mechanism presented in this chapter

is that all the processing data is made on the infrastructure side, which eases the com-

plexity of the application existing on vehicles. All the vehicles generate raw data

about their location and traffic alerts when they remain in a range for more then a

quantum of time, and then send that data to the infrastructure. The infrastructure

then correlates the data to the data existing in the network to that point in order to

determine the rightfulness of the data and to estimate the risks that it involves. If

traffic alerts have been spotted for a certain path, the infrastructure has the duty of

finding alternative paths and to split the vehicles so that those alternative routes do

not become also crowded.

Another idea brought by the proposed mechanism is the security of the communi-

cation when using third parties to forward messages without allowing them to alter

the messages. This idea was based on the Cooperative MAC protocol that allows

helpers to pass along messages from a sender to a receiver in order to help the com-

munication between the two communication parties but the novelty was the fact that

all the senders sign the messages they send and then add a hash to the messages, the

helper takes the message from the sender and also signs the message. Thus, in case

of a difference between the received hash of the message and the computed hash of

the message, the receiver can determine where things went wrong and signal it to

the infrastructure.

An adaptation of the Diffie Hellman key exchange algorithm was thought of for

vehicle to vehicle communication securisation which added the benefit of never

using the same key twice, which leads to less vulnerability for an attacker to take

advantage of.

The chapter is structured as follows: First, a short related work is presented in

Sect. 2. In Sect. 3 the theoretical concepts and ideas leading to the development of

the secure mechanism are discussed. This is followed in Sect. 5 by details for design

and implementation. An evaluation of the solution is presented in Sect. 6. The chapter

ends with conclusions.

2 Related Work

Intelligent Traffic Systems (ITS) are advanced applications that imply multiple tech-

nologies of electronics, control and sensing, computer and others along with innov-

ative services in order to allow users to be better informed about the road status, for

safety and efficiency increase on the streets, to relieve traffic congestion and reduce

air pollution.

In order to do so, ITS get information from road sensors and vehicles in traffic that

run dedicated mobile applications. Considering that each car has limited resources

and that each driver pursues his interest of reaching the destination fastest, traffic

participants could start acting malicious by providing false information about their

location or about the traffic status.
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M. Raya discussed in Ref. [5] about the vehicular security evolution, starting from

tachometers to GPS tracking devices and dedicated mobile applications. In order to

better determine the requirement for a VANET, the author proposed in paper [5] a

distribution of the VANET application into two main categories based on their focus:

∙ safety related applications are vital to traffic situations and the most dangerous.

This kind of applications are focused on embedding information from sensors,

other traffic participant and the infrastructure in order to avoid life-endangering

situations. Their greatest challenge is processing all the data in the given time

slot.

∙ other applications focus on the management of the network like payment services,

location inquires or improving quality of service (QoS). These applications need

security but their time constraints are looser.

The CARAVAN scheme presented in [6] is a second type application so the secu-

rity mechanism chosen is not time dependent which makes possible dividing vehicles

into groups, selecting a leader for each group as a proxy and forwarding the data. This

example minimizes the vulnerabilities of eavesdropping.

Safety related vehicular applications tend to be more complicated because of the

sensitive data and limited time for communication. Gerlach et al. [7] describe the

main principles for vehicular communication security. Their work is considered to

be a reference in the field. Hubaux et al. [8] discuss about privacy and position forg-

eries in VANETs. They introduce the concept of Electronic License Plate (ELP)

as a unique identifier for vehicles in ITS. Authors of [9] present ideas for securing

VANETs with digital signatures, and in [10] authors introduce a security architecture

that uses PKI for digital tachometers.

Authors in [11] discuss open problems in security over VANETs, resuming them

as follows:

∙ secure positioning. GPS signal is weak within cities which makes it vulnerable to

spoofing or jamming attack. This kind of data is necessary in the authentication

phase but also for accountability about the shared data.

∙ data verification. Correlation and verification of all the data in the network are

needed in order to prevent forging attacks.

∙ DoS resilience. Wireless communication can be easily jammed. A possible solu-

tion is the implementation of multiple transceivers with disjoint frequency bands.

In Ref. [11] authors also discuss about the characteristics of attacks and split them

at a superficial view, into five categories:

∙ bogus information. A malicious attacker sends false information in order to con-

fuse the other users and create a distorted image of the network.

∙ cheating with positioning information. This type of attack can be used when run-

ning from responsibility in case of accidents.

∙ ID disclosure. The disclosure of one’s neighbor can be done in order to rebuild

their traces.

∙ denial of service attacks. These attacks are used in order to make the network

unavailable.



Secure Opportunistic Vehicle-to-Vehicle Communication 235

Table 1 Attacker categories

Attacker Description

Insider versus outsider The insider is an authenticated member of the network

The outsider is an intruder and his actions are therefor limited

Malicious versus rational The malicious does not seek personal retribution but to create

damage to the network

The rational is more predictable since it seeks personal advantages

Active versus passive The active can generate messages or signals

The passive can not generate messages but only to eavesdropping

∙ masquerade or impersonating attacks. These attacks are used for sending bogus

information (Tables 1 and 2).

A description of different attacks on VANET is presented in papers [12–14] as

follows:

∙ denial of service or distributed denial of service are meant to make the network

unavailable and thus the users uninformed.

∙ message suppression attacks happen when a user, willingly, does not forward crit-

ical messages in order to release them at later times and thus create a wrong image

of the traffic.

∙ fabrication attacks happen when a user creates false information in order to obtain

certain privileges.

∙ alteration attacks occur when the messages exchanged are different from the

receiver to the destination, thus creating a false image of the traffic.

∙ replay attacks are the ones that collect data over a time slot only to reuse that data

at later times in order obtain certain privileges.

∙ sybil attacks are part of the impersonating attacks and happen when an attacker

uses a different set of identification at the same time.

∙ ID disclosure attack adds prejudice to users privacy, revealing their secret data.

∙ location tracking is an attack that has as main goal monitoring users paths in order

to retrace them.

∙ repudiation attack is similar to impersonating in the sense that it presumes the

identity theft but the motive here is to speak at the same time on behalf of the

user’s whose identity has been stolen in order to get that user to be repudiated

from the system.

∙ eavesdropping occurs when an attacker listens to the communications from the

network in order to get confidential information.

In order to address the problems M. Raya presented different types of specific

attacks for VANET, multiple security methods and mechanism have been proposed.

See Table 1. A comparison of several approaches has been made in [15] between:

ARAN [16], ARIADNE [17], CONFIDANT [18], DCMD [19], SAODV [20], SEAD

[21], SLSP [22], SPAAR [23], SOLSR [24] and WATCHDOG-PATHRATER [25].

A comparative summary can be seen in Table 2.
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Table 2 Security approaches comparison

Approach Objectives Mechanism Packet overhead Processing

ARAN Authentication,

integrity and

non-repudiation of

signaling packets

Certificate

authority and

timestamps

Average High

ARIADNE Authentication and

integrity of

signaling packets

Symmetric

cryptography, hash

functions and

timestamps

Low Average

CONFIDANT Exclude

misbehaviour

Reputation system Average Low

DCMD Detect and correct

malicious data

Observation and

plausibility of

events

Average Low

SAODV Authentication and

integrity of

signaling packets

Digital signatures

and hash chains

Average High

SEAD Authentication and

integrity of

signaling packets

Hash chains and

sequence numbers

High Average

SLSP Authentication,

integrity and

non-repudiation of

signaling packets

Certificate

authority

Average High

SPAAR Authentication,

integrity,

non-repudiation

and confidentiality

of signaling

packets

Certificate

authority and

timestamps

Average High

SOLSR Authentication and

integrity of

signaling packets

MACs and

timestamps

Average Low

WATCHDOG-

PATHRATER

Excludes

misbehaviors

Observation and

reputation

Average Low

The ARAN (Authenticated Routing for Ad hoc Networks) approach is PKI ori-

ented having a trusted certificate authority know to all users. Each user has an

IP based certificate granted at the entrance in the network. The advantages of the

approach are better protection against malicious nodes by using authentication,

message integrity and non-repudiation, elimination of the reply attacks by using

timestamps and a good performance for route discovery and maintenance. The dis-

advantages of the approach are scalability, overhead in the network and latency in

the communication.
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ARIADNE is a symmetric cryptographic approach in three versions: shared secret

between each pair of nodes, between communication nodes combined with broad-

cast authentication or digital signature. The advantages of the approach are better

protection against malicious nodes by using authentication and message integrity,

protection against malicious node attacks, routing loops or reply. The main disad-

vantage of the approach is the increase of package length which in turn decreases

the ratio of the packages exchanged between peers.

CONFIDANT (Cooperation of Nodes: Fairness In Dynamic Ad hoc NeTworks) is

a trust approach for security formed by: monitor (the entity that observes the traffic),

trust manager (the alarm generating entity), reputation system (the ranking of trust-

worthiness) and path manager (the path decision responsible entity). The advantages

of this approach is the fair detection of malicious nodes by constantly monitoring the

status of the messages in the network and the reports of the attacks. The disadvan-

tages are scalability and overhead. These are due to the fact that each car introduces

a new certificate in the network, that including the tracking for it, the trust list and

misbehaviors.

DCMD (Detecting and Correcting Malicious Data in VANET) is rather an appli-

cation oriented approach than a routing protocol and it is based on the data collected

from the sensors in order to determine rightfulness of the received information. The

advantages are scalability and mobility by using an event based reputation system.

This approach gives more information about the accuracy of an event rather than the

users that have reported the incident. The big disadvantage of the network is that the

sensors data is not integrity secured. This means that a user can manipulate its sensor

data for gathering advantage.

SAODV (Secure Ad hoc on demand Distance Vector) is an asymmetric cryptog-

raphy oriented approach in which messages are split into signed modifiable fields

and fixed fields. The advantages of this approach are integrity and secure efficiency.

The main disadvantages are increased overhead of the network and node resource

dependability, in the sense that the messages of a node with high computational

power will be like a DoS attack for a node with low computational power.

The previous discussed approaches have set a common need for a secure VANET

like:

∙ authentication means that all users have to sign the sent messages and verify the

received ones. Signing and verification messages introduce a delay in the network

that may be resolved using elliptic curve cryptography.

∙ availability refers to the network’s constant need to be able to provide information

for the vehicles. The Denial of Service attacks (DoS) rely on this property.

∙ non-repudiation practically means that a user cannot state that a message he sent

is not his.

∙ privacy is needed in order to prevent others from tracing one’s route or letting out

critical information.

∙ real-time constraints are necessary because of constant and high user movement

which makes the time slot for message exchange limited.
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∙ integrity is the property that ensures all the messages that they were received as

they were sent without any alterations.

∙ confidentiality protects the privacy of the drivers.

Besides the properties discussed above about what a network has to provide, there

are some extra security challenges characteristic for VANET as follows:

∙ real time constraint expresses the need of fast processing algorithms.

∙ data consistency liability refers to the fact that each node may act maliciously,

therefor the message exchange need to be correlated with data from other vehicles.

∙ low tolerance for error is the case when critical information is passed through the

network.

∙ key distribution is a major challenge in VANET because of the high mobility and

real time constraints.

∙ incentives when designing the user application in order to respect the choices each

makes.

∙ high mobility means that the execution time is limited, so in order to implement a

security mechanism we have to choose either a low complexity security algorithm

or a transport level security protocol.

SEAD (Secure Efficient Ad hoc Distance Vector) is a distance vector routing pro-

tocol in which asymmetric cryptography is replaced with one way hash functions of

the message in order to grant integrity. The advantages of this approach are good

computational performances with limited resources and the fact that it has more

recent routing tables thus performing better in high mobility situations. The disad-

vantage of the approach is the fact that it needs an extra security step in order to

prevent message forgeries.

The SLSP (Secure Link State routing Protocol) uses hash functions and public key

cryptography in order to secure message routing. The advantage of this method is the

fact that it uses division of the vehicle based on areas which makes the approach scal-

able. Another advantage is the fact that it is easily adaptive to different topologies.

The disadvantage is that it is resource consumptive.

The SPAAR (Secure Position Aided Ad hoc Routing) is an asymmetrical cryptog-

raphy based approach that provides authentication, message integrity, non-repudiation

of sent messages and confidentiality. The advantage of this approach is that it is

secure efficient but the disadvantage is that it takes twice the time to compute mes-

sages and therefor the message exchange ratio is split by half.

The SOLSR (Secure Optimized Link State Routing)uses one way hash MACs

in order to grant authentication and prevent reply attacks. The advantage of the

approach is that it has low computational requirements whereas the main disadvan-

tages are scalability issues and increased overhead.

The WATCHDOG-PATHRATER is a two step approach based on a watchdog that

monitors the network in order to detect nodes that misbehave and on a pathrater that

needs to find alternative paths in order to avoid malicious nodes. The main advantage

of the system is that it is low resource consumptive while the main disadvantage is

that it takes long to exchange messages which decreases the message exchange ratio.
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The approaches described above have the same goal of securing VANET even

though the methods are different. Another UPB developed approach is presented

next. This approach is public key cryptography oriented and implies a PKI. Mes-

sages are signed in order to provide accountability and non-repudiation while being

encrypted with a shared secret key for confidentiality and message integrity provid-

ing. In V2V communication these attributes are obtained using Diffie Hellman key

exchange algorithm to obtain a secret shared key, followed by an encryption using

the AES algorithm. The testing of proposed approach was made using a traffic sim-

ulator developed in the University of Politehnica Bucharest. This allowed observing

changes in throughput, bandwidth and message exchange.

3 Security Mechanism and a Theoretical Approach

First of all, an analysis of the characteristics of a vehicular network has been made

in order to derive security-related challenges. McGraw [26] enumerates a series of

security principles that must be considered, generically, in any network:4efvb

∙ secure the weakest link principle refers to the fact that adding cryptography in

communication does not necessarily mean that the communication is secured. To

that respect the author has presented a simple analogy story that reveals the fact

that an attacker speculates the easiest way to obtain it’s goals. “Imagine you are

charged with transporting some gold securely from one homeless guy who lives

in a park bench (well call him Linux) to another homeless person who lives across

town on a steam grate (well call her Android). You hire an armored truck to trans-

port the gold. The name of the transport company is “Applied Crypto, Inc” Now

imagine you are an attacker who is supposed to steal the gold. Would you attack the

Applied Crypto truck, Linux the homeless guy or Android, the homeless woman?

Pretty easy experiment, huh? The answer is “Anything but the crypto.””

∙ defend in depth refers to adding redundancy and layered defense in a network in

order to make the attacker’s work more difficult.

∙ fail securely refers to what does a system do when an attack takes place, does it

simply offer to give all the information or it makes it unavailable? To this respect,

in Ref. [26], says that “Any sufficiently complex system will have failure modes.

Failure is unavoidable and should be planned for. What is avoidable are security

problems related to failure. The problem is that when many systems fail in any

way, they exhibit insecure behavior.”

∙ grant least privilege refers to the fact that a system has to start with the guilty

presumption and allow to users to improve the reputation and not to grant them

root privileges from the start.

∙ separate privilege is a principle according to which the users are spitted into dif-

ferent categories based on defined roles and that has been proven to be wrong by

granting all the users from a role a certain liberty only because one of the users

need it.
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∙ economize mechanism expresses the need to keep it simple when talking about

the complexity of a network in order to be able to better protect it.

∙ do not share mechanisms means that each user needs to have its own set of objects

in order to avoid shared resources attacks.

∙ be reluctant to trust talks about the fact that only the authorized users must be able

to call the API and have access to information from the network. To this respect,

there is something to be remembered and that is that “trust is transitive. Once you

dole out some trust, you often implicitly extend it to anyone the trusted entity may

trust” [26].

∙ assume your secrets are not safe expresses the need to have secured devices and

to always keep information in a secured form.

∙ mediate completely refers to the fact that no authentication cache should be kept

in order to avoid an attack to explore them.

∙ make security usable expresses the need to limit security at the point where it can

still be used in an efficient way.

∙ promote privacy is a principle according to which personally identifiable informa-

tion (PII) should be stored only if necessarily needed and only on secured devices.

∙ use your resources gives priority to the internal storage one has. For example, one

can have multiple mechanism through which it secured a password but if it has put

it online in an accessible place to an attacker then all the mechanisms have been

overtaken.

For the VANET type of network the characteristics presented above have been

adapted as it is stated in [14], leading to the following needs:

∙ authentication means that each message in the network needs to be authenticated,

meaning that each emitter signs the messages and then at the receiver the message

is verified. This further steps of signing and verification messages introduce a

delay that may be resolved using elliptic curve cryptography.

∙ availability refers to the network’s constant need to be able to provide information

for the vehicles. This property makes the system vulnerable to Denial of Service

attacks (DoS).

∙ non-repudiation means that each message can be traced back to the vehicle that

had generated him and is needed in order to prevent malicious attackers saying

that they did not generate a certain message.

∙ privacy is needed in order to prevent others from tracing back someone’s route or

letting out critical information.

∙ real-time constraints refers to the high speed movement of the vehicles which

makes the time slot for message exchange limited.

∙ integrity is the property that ensures all the messages that they were received as

they were sent without any alterations.

∙ confidentiality protects the privacy of the drivers.

∙ data consistency liability refers to the fact that each node may act maliciously,

therefor the message exchange need to be correlated with data from other vehicles.

∙ low tolerance for error is the case when critical information is passed through the

network.
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∙ key distribution is a major challenge in VANET because of the high mobility and

real time constraints.

∙ incentives when designing the user application in order to respect the choices each

makes.

∙ high mobility means that the execution time is limited, so in order to implement a

security mechanism we have to choose either a low complexity security algorithm

or a transport level security protocol.

Another objective of the security mechanism is to implement a trust manage-

ment system, where a trust management system is “an abstract system that processes

symbolic representations of social trust, usually to aid automated decision-making

process” [27].

Further on, the chapter explains the basic theoretical concepts involved in creating

a security approach for a VANET.

3.1 Wireless Communication

The wireless based communication was first recognized and standardized interna-

tionally in 1997 and since then has known continuous evolution, developing subse-

quent amendments in the years that came.

The initial 802.11 standard, obsolete today, had two possible data rates of 1 or 2

megabits per second and forward error correction. As for the how, it could transmit

over infrared at 1 MB/s, using frequency hopping spread spectrum or direct sequence

spread spectrum at 1 Mbit/s or 2 Mbit/s.

The 802.11a standard uses the 5 GHz frequency, less popular for usage but with

serious environmental attenuation problems that degrease significantly the range of

usage.

The 802.11b wireless networking standard reaches to 11Mbit/s and represents the

first real-connection with the users, being the first widely available solution for users

to buy. Its frequency for communication is in the band of 2.4 GHz.

The 802.11g standard s provides a theoretical maximum speed of 54 Mbps at the

frequency band of the 802.11b standard of 2.4 GHz frequency.

The 802.11n standard operates at data rates from 54 Mbps to 600 Mbps, and

can use the 2.4 and 5 GHz frequencies. The 802.11n standards main novelty is the

increased speed of connection. This was able by allowing for bonded channels which

doubles the radio spectrum of an 802.11a type of connection, and in turn doubles the

data rates. Another speed enhancing technology is MIMO (multiple input multiple

output) which uses multiple antennas on the client devices and on the provider’s

wireless access points in order to achieve diversity gain and reduce fading.

In order to secure the communication over any of the subsequent of the 802.11

standard, one can use a protocol like Wired Equivalent Privacy (WEP), Wi-Fi Pro-

tected Access or Wi-Fi Protected Setup (WPS). Each of these has had security



242 A.-E. Mihaita et al.

Table 3 Security comparison between wireless protocols

Protocol Encryption Authentication Data integrity Vulnerabilities Complexity

WEP RC4 WEP-Open

and

WEP-Shared

CRC-32 Chopchop,

Bittau

fragmentation,

FMS, PTW,

DoS

Low

WPA TKIP WPA-PSK

and WPA-

Enterprise

Michael Chopchop,

WPA-PSK,

Reset, DoS

High for

WPA-

Enterprise

WPA 2 CCMP and

AES

WPA2-

Personal and

WPA2-

Enterprise

CBC-MAC DoS, MAC

spoofing,

Offline

dictionary in

the WPA2-

Personal

High for

WPA2-

Enterprise

breaches, which is why the Wi-Fi Alliance has updated its test plan and certifica-

tion program. See Table 3.

The WEP protocol is vulnerable because it uses RC4 symmetric stream cipher

algorithm which xores a stream of bits: the secret key with the plaintext into obtain-

ing the ciphered text. This is then transmitted to the receiver where it is xored with

the same secret key into obtaining the plaintext. The problem is the fact that a zero

plaintext xored with a key results in the key itself.

The Wi-Fi Protected Access (WPA) protocol uses two keys: an integrity message

check of 64 bits and an encryption key of 128 bits, both derived from a master key.

This protocol has resolved the main issues of the WEP protocol but has been proven

to be weak against dictionary attacks. These attacks imply the successive testing

with words from a predefined list called dictionary and are different from brute force

attack because they try only the most probable passwords.

The Wi-Fi Protected Access II (WPA2) protocol introduced the use of counter

cipher block chaining message authentication code protocol (CCMP) and uses either

the advanced encryption standard (AES) or the temporary key integrity protocol

(TKIP). The second implementation was added in order to allow WPA compatibility.

The Wi-Fi Protected Setup (WPS) protocol is used in order to secure the settings

of the access point along with those of the devices trying to connect to that access

point.

The present proposal has taken into considerations both the advantages and dis-

advantages of the Wi-Fi protocols mentioned above. Along with the implicit security

issues, the power of propagation has also been taken into account, thus leading to

the choice of a peer-to-peer wireless 802.11 b/g/n compatible communication.
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3.2 Trust Management Models

The concept of trust refers to who are the peers in one’s group, which of them can

be trusted and based on what can they be trusted.

The first question refers to the users roles in a VANET. The literature has various

approaches, in which peers (users) are given roles. These roles can have the same

right or are given different levels of trust by a recognized authority.

Therefore, the answer to the second question varies based on the network type

implemented. In a subordinated hierarchy there is a root certificate authority that

authorizes several descendants and only the certificates given by these entities are

recognized as trust-worthy. In a cross-certified mesh, there are a various number

of CA that may authorize any other CA, “except if and as naming constraints are

applied” [28]. The trustworthiness of this type of network is not uniform, and it

varies greatly on the length of the certification chain. The trust lists are a trust design

in which the peer is given an initial set of public keys of trusted CA and in order to be

validated successfully it must use one of the CA from that set. Various hybrid models

can derive from these simple examples, the limit being only the level of creativity

and knowledge of the network security designer.

The third question needs to take into consideration whether or not there are prior

trusted peers, inactive peers or if the issue of maliciousness is taken into consider-

ation. For example, on eBay, after a transaction, both the buyer and seller send a

feedback about the transaction went and rate the each other. The system computes

the trustworthiness of someone as an average sum of the rating received over the

last 6 months. On e-commerce, generally, the rating of someone is associated with

the risks involved in transacting with that person. So, the basic models of managing

trust are monitoring or evidence based trust management systems. The first model is

based on the idea of constant getting information about the activity of the network

from various monitor components in order to spot bad behaviors. If one misbehaves,

the reputation system is notified and changes the rating corresponding to that node.

If that misbehavior exceeds a threshold, the node is considered to be malicious and

added to the blacklist. The other nodes will stop forwarding messages to nodes on

the blacklists. If a malicious node is detected, an alarm is sent to the trust system.

The second model is based on the idea that trust is the result of relationships where

evidence of trust has been given. And by evidence, we mean everything that the

policy require in order to establish ones identity. In a public key model, each peer

is made responsible for the data/information that it signs and sends forward. The

non-repudiation part of the security design has to be strong enough to eliminate any

impersonating attacks. An impersonating attack is when a malicious node listens to

the network and gets the identity of a legitimate node, and then starts sending bogus

information in their behalf.

Generically, trust management models are overviews of networks in terms of the

confidence-risks ratio. The most common models for trust management are: public-

key systems, resurrecting duckling and distributed trust management. The first model

implies the existence of a certificate authority based upon peers can authenticate
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between themselves. The second model is based on the idea of master-slave, where

the master send commands and the slaves have to obey. The third model is based on

the idea that trust has to be earned and, moreover, it has to be earned for each peer

because it is transitive only if it meets several condition.

Trust management in the context of mobile ad hoc networks has more challenges

given the opportunistic communication and the ad hoc nature of the network. Ad

hoc networks rely on the active cooperation between all peers for routing and packet

forwarding. Communication distance, bandwidth or threshold are various parameters

that can influence a peer to act selfishly in the sense that it will only listen to the data

from its proximity without forwarding it.

A VANET trust management system has particular properties to comply like:

∙ dynamicity refers to the aspect of constant mobility which should reflect on the

trust system, making it temporary and location dependent.

∙ subjectivity refers to the fact that mobility affects the way a user may react and

such their trust level varies in time.

∙ incomplete transitivity refers to the fact that receiving a reference of trust from a

user does not impose changing the level of trust for the referee.

∙ context-dependency refers to the fact that there are several types of trust like trust

in selflessly, in forwarding packets or computational power and the level of trust-

worthiness of one does not impose the trustworthiness of the others.

∙ asymmetry refers to the fact that trust is not mutual, in the sense that if a user A

trusts a user B it does not imply that B trusts as well A.

The proposed security approach implements a hybrid form of trust model between

the public key systems and the distributed trust management. In the beginning, the

infrastructure gives each node the benefit of a doubt, so they are all considered to be

“kind and selflessly”. Using the information gathered by the monitoring devices, a

list of misbehavior is made. Once a node exceeds a given threshold, like Friedrich

Nietzsche said, it will not be trusted again.

3.3 The Cooperative MAC Design

The Cooperative MAC protocol is a multi-rate compatible 802.11 standard proto-

col based on the idea that users in a VANET have different transfer speeds between

sender and receiver. Given low speed communication between a sender and a receiver,

if there is a third user between the two that has higher transmission speeds then that

user will act as forwarder in order to speed up the overall transmission and decrease

the general throughput.

The general usage means that every station needs to find out how close it is to its

pair along with the channel and speed at which it is going to communicate. Therefore,

Request to Send (RTS) and Clear to Send (CTS) frames need to be introduces in the

system for collision avoidance and channel reservation (NAV).
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Fig. 2 The cooperative MAC protocol for transferring data

Say there is a peer that wants to send data (Sender), a peer to whom is designated

the data (Receiver) and two peers that happen to be in the area (Helper1 and Helper2)

like in Fig. 2. The transmission of the data follows the pattern below:

∙ the Sender sends a RTS packet.

∙ each peer in the area receives the RTS packet and verifies if the Sender address

exists in the proximity table. If it is not, it will be added. Then, each peer computes

the data rate at which it could transfer data and stores it along with the MAC

address in the proximity table.

∙ if a peer receives the RTS packet without errors it becomes a possible helper.

Each helpers asses if their data rates can improve the transfer. If it can, it will send

a helper-ready-to-send (HTS) packet. The helper with the best proximity is chosen

as intermediary. Note: HTC is identical to a CTS type of message.

∙ the Receiver sends a CTS in order to reserve the channel. If there is a helper, it

reserves the channel for the time necessary for a transfer with the helper, otherwise

it reserves the channel for the time necessary for direct communication.

∙ the Sender starts sending the data. If received without errors, the Receiver trans-

mits ACK packet. This step repeats until the end of transmission.

The Cooperative Mac Protocol (CoopMAC) presents advantages like higher spa-

tial diversity since any damage in communications between two nodes can be taken

over by a third one with better signal power and higher data rates with both nodes.
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CoopMAC has the ability to adapt and to mitigate the effects of shadow fad-

ing because antenna elements of a cooperative virtual antenna array are separated

in space and experience different shadow fading [29]. Another advantage is higher

throughput-lower delay since the transmission of a station with low data rates is taken

over by stations with high data rates, the overall time for transfer is less, therefor the

delay of a third station before finding a free channel is significantly smaller. Another

advantage is the fact that it has lower power consumption and lower interference with

extended coverage due to the low error rates and high data rates, reflected by high

throughput gains. CoopMAC also allows wireless terminals to seamlessly change

channel and interference conditions, even opportunistically.

But, all the benefits come with a price. The security issues brought by the protocol

start from helper itself that might not want to be so helpful and refuse to forward

frames, simply dropping them when they come. In this case, the sender has to notice

the lack of helpfulness and find another intermediary or, if there are no, to send the

frames itself despite the low data rate.

Another potential issue that might come from the helper if it turns malicious is

the attempt to deny service to the source by dropping packets received from the

sender but spoofing ACKs on behalf of the destination. But that is not the worst that

could happen; the helper turned malicious could end up modifying the payload of

the messages and the forward them. This is very hard to detect from the sender’s

point of view because it does not know anything is wrong with the intermediary in

order to change it or to send the frames itself.

The present design intents to take advantage of the benefits of increased com-

munication area at high data rates of the CoopMAC protocol, while fixing the main

disadvantage: the selfishness that some peers may present. By adding neutral moni-

toring devices to scan the network in their proximity at all times, a selfish behavior

can be detected and signaled in order to lower the corresponding ranking. If the rank

of a peer is reduced under a given threshold then that vehicle will be transferred on

to the blacklist upon elimination from the system.

4 Security Approach

The previous work has shown the different perspectives of a VANET with the differ-

ent advantages and disadvantages. The proposed approach takes into consideration

the previous work and uses a public key infrastructure where messages are signed in

order to provide accountability and non-repudiation and encrypted for confidential-

ity and message integrity.

The accountability and non-repudiation properties are obtain by user signing all

messages with the private key. The confidentiality and message integrity are gained

by AES encryption with a secret shared key obtained with the Diffie Hellman key

exchange algorithm.

The Diffie Hellman method for key exchange enables two users, say Alec and

Bogdan, with no prior information about each other to generate a common secret
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key over an unencrypted communication channel. The generated key can then be

used as secret key for the following messages between Alec and Bogdan. This is

known as “an anonymous (non-authenticated) key agreement protocol” [30] since

there is no prior information exchange between the parts involved.

The Diffie Hellman key exchange algorithm is based on the properties of mul-

tiplicative group of integers modulo a prime number, generically notated as p. The

base is called a primitive root mod p and is notated as g. These values need to be

prime and are desired to be very large in order to obtain security. Each party, Alec and

Bogdan, then chooses a large random number that remains secret. With that number

it computes a key and sends it to the other user. Having the other user’s computed

key, each computes the shared key.

A simple example is presented in the table below: two participants, Alec and

Bogdan, want to set a shared key while a third party is listening to the channel com-

munication.

After achieving a shared secret key, the encryption is done using Advanced

Encryption Standard (AES) symmetrical algorithm. A Rijndael based cipher, the

AES represent the first cipher used by the National Security Agency (NSA) which

has been made available to the world. It has three possible key lengths: 128, 192 and

256 bits and a various number of rounds according to their lengths: 10, 12 or 14.

From a functional point of view, the AES algorithm implies several steps:

∙ key expansion represents the most resources consuming part of the algorithm. It

means that keys for each round are derived from the cipher key, plus one.

∙ the initial round is different from the other rounds in the sense that it starts with a

round key generation.

∙ based on the key length there are 9, 11 or 13 following rounds each having the

following steps:

1. SubBytes represent non-linear byte by byte substitution according to an 8-bit sub-

stitution box called S-box.

2. ShiftRows represents a circular shifting phase according to a certain offset given

by a permutation box.

3. MixColumns and ShiftRows give the diffusion of the algorithm and it basically

means combining the four bytes in each column.

4. AddRoundKey is the step in which a new key is derived from the cipher key.

∙ the final round is an incomplete round made of only 3 steps:

1. SubBytes represent non-linear byte by byte substitution according to an 8-bit sub-

stitution box called S-box.

2. ShiftRows represents a circular shifting phase according to a certain offset given

by a permutation box.

3. AddRoundKey is the step in which a new key is derived from the cipher key.

The presentation of the AES algorithm has been made so explicitly because there

are several possible implementations of the algorithm (AES Classic, AES Fast, AES

Light and AES Wrapper) that differ by the level of key expansion pre-computed and

by the key wrap method.
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The Diffie Hellman key Exchange algorithm has been chosen over RSA (Rivest

Shamir and Adleman) because the production of new DH key pair is extremely fast

which is mandatory in mobile networks like VANET. Both “based on supposedly

intractable problems, the difficulty of factoring large numbers and exponentiation

and modular arithmetic respectively, and with key lengths of 1,024 bits, give com-

parable levels of security. Both have been subjected to scrutiny by mathematicians

and cryptographers, but given correct implementation, neither is significantly less

secure than the other” [31].

The V2I communication is secured using X.509 certificates in order to grand

accountability, non-repudiation and message integrity. The X.509 represents an

International Telecommunication Union for Telecommunication Standardization Sec-

tor (ITU-T) standard in cryptography.

In public key cryptography, the standard refers to the structure of certificates and

also to a strict hierarchical system for certificate authorities (CA). There are two

versions of certificates: a Version1 (v1) certificate used by a root CA and a Version

3 (V3) used for user certification.

The basic difference between them is that a V1 certificate is a self-signed certifi-

cate, which means that it has the same id both in the issuer field as in the subject

field of the certificate. The V3 certificate has the id of the CA in the issuer field of

the certificate and its own id in the subject field of the certificate.

The choice of having a single root certificate authority has the benefit of scala-

bility while the choice of having access points to that certificate authority has the

benefit of convenience, making the authority more accessible to the vehicles.

The implementation of the X.509 certificate can be done in several ways, at differ-

ent network layers: at the transport layer via Secure Socket Layer (SSL), at the mes-

sage layer via WS-Security Binary Security Token or in the protocol stack between

the data link and network layers via IPSec.

In Ref. [32], the implementation of the X.509 certificate at the message layer is

stated to have the advantage of high degree of interoperability over the other imple-

mentations, although the main disadvantage is the fact that it increases the message

processing time. The IPSec implementation has the downside of no fine control of

security and the upside of better performances since it is closer to the hardware layer.

The SSL implementation has the benefit of performance over the message implemen-

tation because it is closer to the OS while the liability of the implementation is the

fact that it can not grand message persistence in a secure state and neither verify that

all the policy’s requirement are respected.

In order to obtain a certificate, one must first generate a certificate request, and

then send that certificate request to a certificate authority. Based on the fields of the

certificate request, an X509 version 3 certificate is generated. Once the CA is authen-

tic, it awaits for requests from the peers of the network. Peers then start generating

version 3 certificate requests which they send to the CA. The CA then responds to

the request with a signed certificate which has the credential for the user. From that

point on, the user may authenticate himself to other using the given certificate until

the expiration date.



Secure Opportunistic Vehicle-to-Vehicle Communication 249

Adding X.509 certificates to a network, especially to a VANET, brings several

benefits into the network:

∙ verification of the data when provided with a certificate request form before gen-

erating a certificate.

∙ malicious vehicles manipulation by implementing a revocation list with the cer-

tificates of all the users that have acted selfishly and thus blocking their access to

the network.

∙ standard data format which eases the message handler.

∙ easier management of keys given the customizable fields of the certificate.

∙ validity constraint ensures that the usage of a certificate is limited in order to pre-

vent identity theft.

Based on the properties stated in subchapter 1 the security mechanism presented

respects the following:

∙ authentication means that each message in the network needs to be authenticated,

meaning that each emitter signs the messages and then at the receiver the message

is verified. This characteristic has been obtained by using the public key cryptog-

raphy, each message in the network being signed with the certificate X.509.

∙ availability refers to the network’s constant need to be able to provide information

for the vehicles. This property is assured by adding the helper’s computational

power and data rate advantage.

∙ non-repudiation means that each message can be traced back to the vehicle that

had generated him and is needed in order to prevent malicious attackers saying that

they did not generate a certain message. This characteristic is possible by signing

all the messages which demonstrates the source of each message.

∙ privacy is needed in order to prevent others from tracing back someone’s route

or letting out critical information. This property is obtained by encrypting all the

data location with a secret key, always different from the others.

∙ real-time constraints refers to the high speed movement of the vehicles which

makes the time slot for message exchange limited. The characteristic could not

be resolved, but a walk around it was found by adding a cooperation model to the

network which increases the distance and, therefor, also the time slot.

∙ integrity is the property that ensures all the messages that they were received as

they were sent without any alterations. This property is obtained by signing all the

certificates and sending a hash of the message in order to verify that no modifica-

tions were made.

∙ confidentiality protects the privacy of the drivers. This characteristic was not

obtained because each vehicle in the network has an unique identifier based on

which a unique certificate is generated.
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5 Security Mechanism Details

To resume the ideas stated so far, there are two main entities involved in the security

mechanism: vehicles and the infrastructure. The vehicles are the basic entity trans-

porting the data while the infrastructure is the CA which is the central processing

unit. The infrastructure also contains a new hybrid form represented by the moni-

toring device which act like a vehicle in the sense that it send data to CA and to the

peers, but it also monitor the behavior of the peers in the network.

The messages that are exchanged between the entities of the network can be split

into several types:

∙ alarm for traffic congestion: if a vehicle spend more than a given time in an area,

it will save that place as a hot spot.

∙ alarm for over passing threshold: the monitoring device keeps track of the mis-

behavior of the vehicles, and if one overpasses a given threshold, the CA will be

notified in order to add the vehicle to the blacklist.

∙ blacklist: a list generated and updated by the CA with the users that have been

noticed with bad behavior and therefore must be avoided.

∙ timestamp: is a message generated only by the CA in order to get correct data; This

message also verifies that the GPS satellites timestamp is set correctly (GMT).

The hypothesis is that there is one unique root certification authority that gen-

erates certificates, and those certificates are given in a safe environment to users.

The expiration date of the CA will be consider undetermined. Another important

assumption is the fact that every vehicle in the network will be uniquely identifiable

at all times by its MAC address. That address will be take into account in the cer-

tificate request sent to the certification authority. Once obtained, in order to lower

the possibility of someone else finding out one’s private key, the certificate will be

placed into a black box that represents a secured hardware device (Fig. 3).

A connection is to be made with the CA, and only if the data rates are not good a

peer will be used in order to send the data. That data must be signed by the emitter

and encrypted with the public key of the CA. The helper that forwards the data will

also sign the message. Only the CA can decide whether a peer is on the blacklist or

not, and messages to that respect that are not from it will be rejected.

Communication can be established between two vehicles, no matter if one or both

have monitoring devices, when they exchange congestion alarm messages, or it can

be established between a vehicle and the CA when transmitting composite messages.

The usual communication has three steps: the first step is represented by the

neighbor discovery followed by the actual data transfer and terminated with an

end sequence. All messages are entity dependent in the sense that all the users of

a VANET signed their messages which grants properties like authentication and

accountability.

The discovery stage indicates the need of a vehicle to find out if it has any neigh-

bors (CA or other users). The steps involved in this stage, are being described below:
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Fig. 3 Security model for vehicle-vehicle exchange of messages

∙ at regular time frames, a vehicle (Emitter or vehicle 1) generates a “hello” mes-

sage. This is a broadcast message with whom one discover its neighbor peers. This

message is not encrypted, it contains the address of the emitter and also a nonce

signed by him.

∙ each vehicle (vehicles 2, 3, 4 and 5) that receives the “hello” message will

respond with the nonce signed with the private key, the clear GPS location and

the encrypted self address with the public key of the emitter.

∙ the initiator (vehicle 1) of this discovery will then gather all the messages and have

a relative map of its neighbors. If a CA point is in the proximity, all attention will

be diverted to the CA. If not, it can then compute to see which are the best vehicles

in order to be used as helpers based on the GPS location and start connecting to

each peer in order to exchange congestion alarms messages. The GPS location has

been taken into consideration in order to eliminate the selfishness of a peer that

may not want to cooperate in forwarding messages.

∙ after the exchange of messages, a vehicle will not start any conversations with

peers with whom it already communicated for a given time frame. This step has

been thought of as to limit the effects of a denial of service (DoS) or distributed

denial of service (DDoS) attack.

The data exchange is made according to the roles of the entities involves in the

transfer (see Figs. 3 and 4).

For every message sent there is an ACK message received, a lack of the ACK

message for an idle time meaning that the communication has been terminated and

the peer may implicate themselves into other activities. This fact is due to increased
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Fig. 4 Security model for vehicle-infrastructure exchange of messages

distance between the peers to the point where the hardware is unable to fulfill the

transmission need of the vehicle.

If the data exchange runs without problems, then an end of transmission (EoT)

message is sent in order to signal the clearance of the communication channel.

The security of the communication depends on the roles of the parties involved

as stated below:

∙ messages between two vehicle have an initial exchange of message in order to

generate a secret shared Diffie Hellman key of 40 bytes length. This exchange

means that the first message in the data exchange stage will be a message with a

Diffie Hellman request, followed by a Diffie Hellman grant response. Their scope

is to share the pair of large prime numbers and the public key obtained from those

numbers along with a secret prime random number. As discussed in Sect. 4, the

following step is for each to compute the secret shared key. That key will be used to

encrypt the following messages using an AES algorithm with 128 key bits and an

128 iv bits obtained by parsing the shared 40 bytes (320 bits) key. See Fig. 4. The

message field structure is presented in both cases: direct communication (Fig. 4)

and with helper (Fig. 5).

∙ the messages exchanged between the vehicles and the CA assumes an authentica-

tion step in which both parties generate signed messages in order to prove their

identity. After this step, the data exchange will be done using signed messages

with the private key and encrypted/decrypted with the public key from the x509

certificate. See Fig. 4.

The main change is the integration of a security module where all the messages are

encrypted by the sender, while at the reception they are passed through a decryption

phase. The integration was made by adding a new package called security that is

formed by 6 classes: three of which are different AES engines used in the symmetric
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Fig. 5 Message fields

encryption, a Diffie Hellman (DH) parameter class used in DH key exchange, a class

designed for the vehicle security and another class for the server security.

By integrating a new package in the simulator, the message exchange state

machine has been changed into allowing certificate requests and grants or Diffie Hell-

man key exchange requests and grants. A request means that the peer has computed

his side of the algorithm and that it need the other to do the same while a grant mes-

sage means that the peer has received a request message according to which it has

computed its part of the algorithm and sends his public part of the algorithm.

The process of joining the network implies the step of getting authenticated, thus

the need of communication with a certificate authority and the need to obtain a cer-

tificate in order to be able to get acknowledgment from the other peers. This step

is presented in Fig. 6 where the left side is represented by the vehicles in need of

getting certified and the right side represents the actions of the CA called generi-

cally Server. As it can be seen, in order to join the network a vehicle must first get

in contact with a server or else it will not be recognized and treated like a malicious

node. Once in contact with the CA, it will generate a request for entering the net-

work and the processing job then goes to the authentication side. There, the request

is assessed and, if it is correct, a certificate is generated and sent back to the requester

thus finalizing the stage of joining to the network.

Once a peer is authenticated it can communicate with the other recognized peers

of the network and exchange congestion alerts. This kind of exchange implies a Diffie

Hellman key exchange algorithm in order to obtain a shared secret key as presented

in the state machine from 7. The left side of the figure represent the vehicle that

initiates the communication by sending discovery messages while the right side is an

abstracting peer in its proximity that receives the discovery message. After reaching

a common shared key, the data from the messages is encrypted at the sender and

decrypted at the destination (Fig. 7).

From a network point of view, the certificate authorities are considered to be also

the servers and their constructor assigns memory for all the class’s members and

also generates a self signed certificate. Each point of access to the CA is considered
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Fig. 6 The state machine for certificate generation

in the program to be a Server entity and it has its own set of credential: a private

key–public key pair, a certificate to prove its identity and an index of the certificates

that it had generated. Also, the class Server inherits the characteristics of the class it

extended so it has information about its identity, a specific location on the map and a

set of channels available for communication. Allowing multiple servers and keeping

their mobility has been chosen in order for the program to remain compatible with

the input parameters.

The vehicles initialization is somewhat simpler since it implies only assignment

of memory for all the members. Each vehicle and monitoring devices in the thesis

are called generically a car and each has a V3 certificate, a private key-public key

pair based on what the certificate is generated, a key agreement needed for the Diffie

Hellman key exchange algorithm and a Diffie Hellaman secret shared key–Diffie

Hellman public key pair. The class secureCar inherits the characteristics of the class

it extended so it has information about the driver’s type, the status of the WiFi, the

memory size and the location on the map. First of all, all the vehicle in the initial-
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Fig. 7 The state machine for vehicle to vehicle communication

ization phase need to generate a certificate V3 request which is then sent to the CA.

The CA will then assess the request and generate a V3 certificate if it is the case.

After this step, each vehicle is assigned a certificate and has a public key with which

it will be able to verify its identity.

But, initialization does not stop here. Each car has to generate a V3 certificate

request that it will send to the CA. For each request it gets, the CA will generates a

valid certificate for a period of 90 days and send it to the peer to whom it was issued

for.

In order to secure the communication between two vehicles there are a couple

of messages to be exchanged. The peer receiving the discovery message generates a

shared pair of prime number as a part of the Diffie Hellman initialization along with

a Diffie Hellman request.

The vehicle with whom a communication is wanted, then computes its private-

public key pair and along with the prime number is able to complete the cycle and

find out the shared key. It will then send a Diffie Hellman grant message for the
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initiator to be able to compute the shared secret key. From that point on, the two

vehicle are able to secure their conversation using the AES symmetric algorithm

and the shared secret key.

6 Experimental Evaluation and Results

This chapter presents the validation of the security mechanism proposed in the pre-

vious chapters with its advantages and disadvantages. A simulator comparison was

made in order to determine the better choice for mechanism validation, followed by

a study on attacks and the resistance of the mechanism to them.

6.1 Arhitectural Choices

Before developing this thesis we have searched the Internet to see if there is an inter-

est on the topic only to find out that, not only there is a great interest, but people

had already made several traffic simulator at microscopic and macroscopic level in

order to suit their needs. There are several licensed realistic traffic simulators like

VISSIM, PARAMICS, TRANSIMS or CORSIM but their downside is that they do

not allow changes on the sources and they do not generate traces of movements. For

the past couple of years, open source tools for traffic simulation have become avail-

able to people world wide and their characteristics are listed in the following table.

The Table 4 resumes the features of several macro-mobility simulators and Table 5

several features of micro-mobility simulators.

In Table 4 GDF is an abbreviation for Geographical Data Files, TIGER represents

Topologically Integrated Geographic Encoding and Referencing, AWL means Auto

Table 4 Macro-mobility properties of traffic simulation tools

Simulation tool Input Graph Destination Acceleration Velocity

Virtual track No user defined

(u.d.)

Random on track No Uniform

MOVE TIGER geographical

(geo.)

Random No Uniform

IMPORTANT No Random Random Uniform Smooth

STRAW TIGER geo. Random in graph Uniform Smooth

Canu-MobiSim GDF,

AWL

u.d. or geo. Random on AP Uniform Uniform

VanetMobiSim TIGER,

AWL

Clustered

Voronoi

Random on AP Uniform Uniform

City No Grid Random Uniform Smooth
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Table 5 Micro-mobility properties of traffic simulation tools

Simulation tool Visualization Human

patters

Intersection Obstacles Platform

Virtual track No No No No QualNet

IMPORTANT No CFM No Radio C++
MOVE Yes CFM Stoch turns Topology graph C++
VoronoiM No No No Buildings C++
Canu-MobiSim Yes IDM No Graph, building java

MobiREAL Yes CPE No Graph, buildings C++
VanetMobiSim Yes AIDM Traffic signs and

lights

Graph, buildings java

STRAW No CFM Traffic signs and

lights

Topology Swans

;2 GEMM No No No No java

White List. These terms are used to describe the input of a network and to determine

whether it is similar to real life conditions or if it is a simple theoretical Freeway

model or a Manhattan (or Grid) model.

Car Following Model (CFM) is a basic schema for controlling the distance

between two cars and their paths. This type of mobility can be seen on simulator

tools such as IMPORTANT, MOVE or STRAW.

Attraction Point (AP), Activity and Role reflect the interest of multiple people

on a destination, the activities represent the moving process towards the AP and the

roles specify mobility tendencies.

In the table below IDM is an abbreviation for Intelligent Driver Model, CPE

stands for Condition-Probability-Event and AIDM represents Advanced Intelligent

Driver Model. The Street Random Waypoint (STRAW) is based on the open source

Scalable Wireless Ad Hoc Network Simulator (SWANS) which takes topology infor-

mation from TIGER to which it adds micro-mobility support. These models repre-

sent a more complex interpretation of the scenario taking into consideration factors

like real vehicular movement.

The university Politehnica Bucharest’s simulator is SIM2Car and it represents an

802.11b Wireless MAC layer, an UDP transport layer simulator whose routing and

addressing schemes have been changed to depend on geographical position.

The input of the simulator consists of vehicle mobility models according to which

the vehicles are positioned on the map. Their trace is updated periodically in order

to keep a realistic view of the grid. An interesting fact is that it takes into account

traffic rules and multiple types of driver behaviors.

The basic architecture of the simulator is shown in Fig. 8 and its basic entities are

vehicle and servers and the central unit called an Engine.

Each vehicle has two event handlers for the message exchange: Send Handler

and Receive Handler. The engine is the entity that transforms each Send event of a
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Fig. 8 The UPB VANET simulator structure

vehicle into a Receive event on the destination vehicle. The GPS data of a vehicle is

updates regularly according to a scheduler.

The input data of the simulator is given by raw datasets corrections and traces

generation and it has Node, Way and Location entity. “ A point from an OSM map is

represented as a Node object. It stores details about a POI (Point of Interest), such as

the GPS coordinates (latitude and longitude), and the node identifier. The Way object

is next used to describe a street parsed from an OpenStreetMap file. It contains the

nodes (Node objects) forming the street.” Based on these files, the simulator then

generates the movement of the vehicles. The street graph is built in two phases:

parsing and building. At the microscopic level OpenStreetMap (OSM) is used for

street graph generation and a correction algorithm for GPS inadvertence.

Bouncy Castle is a cryptographic library collection of the implementations of

most common cryptographic algorithms. Its architecture has two basic components

in order to support the cryptographic capabilities and these are the low level appli-

cation programming interface (API) and the java cryptography extension (JCE)

provider. Pretty Good Privacy (PGP) support, Secure/Multipurpose Internet Mail

Extensions (S/MIME) and similar standards can be built using the JCE provider.

The Bouncy Castle API part is in fact a set of APIs that contain all the crypto-

graphic algorithms, whereas the JCE provider is built upon a set of low-level APIs.
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For memory and speed constrained devices like mobile devices or tablets, there is a

dedicated version of Bouncy Castle.

The APIs of interest for the thesis are the Diffie Hellman key exchange algo-

rithm, the Advanced Encryption Standard and the X509 Certificate for public key

infrastructure.

6.2 Criptographic Experimental Evaluation

The Bouncy Castle collection of libraries contains multiple versions of the AES

algorithm: a “classic” version of the algorithm, a “fast” version of the algorithm,

a “light” version of the algorithm and a “wrapper” version of it. In order to decide

which of the versions is more appropriate for the given thesis several studies have

been made.

The “classic” version is an implementation of the AES (Rijndael) algorithm from

FIPS-197 that uses one static table of 256 word table for each encryption and decryp-

tion for a total of 2K Bytes. It thus adds 12 rotate operations per round the values

contained in the other tables from the contents of the first.

The “fast” version is an implementation of the AES (Rijndael) algorithm from

FIPS-197 optimized by Dr. Brian Gladman in terms of time consumption by using

8K Bytes of static tables for round precompilation.

The “light” version is an implementation of the AES (Rijndael) algorithm from

FIPS-197 optimized by Dr. Brian Gladman in terms of memory usage by using no

static tables for round precomputation, which has as result the smallest foot print.

The “wrap” version is an implementation of the AES Key Wrapper from the NIST

Key Wrap Specification with the implementation specifications of the “classic” ver-

sion. Thus, this version was not taken into consideration when performing the AES

algorithms comparison.

A simple comparison in terms of time consumption was made on various input

parameters with results that can be observed in Table 6. It can be observed that the

smallest time resource consumption is obtained with the AES “fast” implementation.

But the higher the input size the lower the time difference in encryption between the

“classic” and “fast” version due to the fact that the key expansion only occurs once.

Given the fact that the minimum packet size is 9 bytes, the maximum packet is

614 bytes and the average packet size is 177 bytes and the fact that for relative small

input size the “fast” version has the best performances, it is recommended to use the

“fast” implementation of the AES algorithm.

A variance in output of the thesis was also tested leading to the conclusion that the

“fast” implementation of the algorithm had the most amount of messages received.

An explanation could be the fact that the time computing the encryption and decryp-

tion of the messages is enough for the vehicles to go out of each others range.

A strong security reason in order to avoid or to have caution when using RSA Key

Pair Generator are the default setting of the constant e = 3. This small value for the
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Table 6 A comparison between AES, AES Light ans AES Fast

AES type Message size (bytes) Encryption time (ms) Decryption time (ms)

Classic 1.908 1.525 1.147

Light 1.908 1.328 1.247

Fast 1.908 0.806 1.060

Classic 19.080 5.419 3.468

Light 19.080 6.380 4.317

Fast 19.080 4.578 8.794

Classic 248.040 18.073 10.812

Light 248.040 22.318 15.893

Fast 248.040 10.341 3.751

Classic 2.480.400 35.858 35.521

Light 2.480.400 46.477 63.079

Fast 2.480.400 34.149 35.075

constant makes the key generation easy but increases vulnerability of the security

mechanism since any message can be derived from three encrypted values [33].

In order to avoid RSA Key Pair Generator default constant value e = 3 deficiency

an alternative implementation has been chosen with generating the key pair for the

Diffie Hellman key exchange algorithm with the KeyPairGenerator class that chooses

a random different prime, the at each iteration of key generation, making the deriva-

tion of the messages harder.

In the case of the advantage in throughput for the CoopMAC protocol a mathe-

matical demonstration does the deal in Ref. [34]. The fundamental assumption for

which the demonstration is made is that all stations are uniformly distributed in the

coverage area.

The maximum assumed transmission rages r11, r5.5, r2 and Sr1 are defined for 11,

5.5, 2 and 1 Mbps transition rates.

The transition time of a data packet for a fixed data transition rate of x Mbps is

presented in the flowing formulas:

T11 = Tcount(n) + Toverhead +
8L
R11

(1)

T5.5 = Tcount(n) + Toverhead +
8L
R5.5

(2)

where Toverhead is defined as

Toverhead = TPLCP + TDIFS + TRTS + TCTS + 3TSIFS + TTACK (3)

and Tcount(n) is defined as the amount of time necessary for a successfully connection
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Moreover, for 2 Mbps transition rates the transmitting time if the helper is not

available is defined in the flowing formulas:

T2 = Tcount(n) + (P11,11 + P5.5,11 + P5.5,5.5)TCoopOH +
16P11,11L

R11
+

8P5,11L
R11

+
8P5,11L

R5.5
+

16P5.5,5.5L
R5.5

+ (1 − P11,11 − P5.5,11 − P5.5,5.5)(Toverhead + 8L
R2

) (4)

where

Rx = x Mbps and TCoopOH = 2TPLCP + TDIFS + 5TSIFS + TRTS + 2TCTS + TACK . (5)

Based on the formulas presented above it can be written in similar mode the equa-

tions for average transmission time T1.

The CSMA/CA protocol guarantees the fact that each station in the network have

the same number of packet for a long period of time. Therefore the average trans-

mission time per packet is calculated as:

T = f11T11 + f5.5T5.5 + f2T2 + f1T1 (6)

where

f11 =
r211
r21

(7)

f5.5 =
(r25.5 − r211)

r21
(8)

f2 =
(r22 − r25.5)

r21
(9)

f1 =
(r21 − r22)

r21
(10)

Taking into account equation (6) and the fact that the maximum range is about

r11 ≃ 36m < r5.5 ≃ 45m < r2 ≃ 48m < r1 ≃ 51m we can say that the CoopMac aver-

age time is better than T1 and T2 but worse than T11 and near to T55. Given the fact

that the CoopMAC is used for bad communication speed transfers, thus interfering

in the T1,T2 and more rarely to T5 we can state that the method improves both timing

and throughput.
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6.3 Results

In order to demonstrate the validity of the proposed security mechanism, several sim-

ulation have been made using 802.11 p technology with two different map scenarios:

San Francisco (121 km
2
) and Beijing (16.807.8 km

2
).

The test have taken into account a number of 500 vehicles and 10 infrastructure

point on the map. A number of 50 vehicles has been randomly chosen and their

results plotted in the simulation.

The decreased number in the tiles exchanged both between the vehicles and

between vehicles and the infrastructure is motivated by the increased overhead that

the security mechanism has introduced to the network. An average length of the

message without the security mechanism was computed as being around 100 bytes,

whereas with the security mechanism has increased the number of bytes of the mes-

sage to 177 bytes.

Based on the attacks presented in Sect. 4 with an adaptation on the security mech-

anism presented in the paper, we can state that the following attacks have been

resolved:

∙ alteration attacks occur when the messages exchanged are different from the

receiver to the destination, thus creating a false image of the traffic. This type

of attack has been resolved by introducing a hash of the message along with the

message which is verified at the destination. If the computed hash of the mes-

sage is different from the sent hash, then the message is dropped. This solution

has considered that communication error are of at most 2 bits and can be resolved

automatically by the wireless transceiver.

∙ replay attacks are the ones that collect data over a time slot only to reuse that data at

later times in order obtain certain privileges. This attack has been resolved by the

introduction of pair of GPS position into the encrypted data filed and the message

packet ID, therefor, if a helper wants to resend information the GPS encrypted

data will show that the location is different from the receiver’s location and that

the difference between the timestamp of the message and the current time is more

that one minute. Thus the messages will be dropped.

∙ sybil attacks are part of the impersonating attacks and happen when an attacker

uses a different set of identification at the same time. This attack was limited by

imposing that all messages should be signed and the message data has information

about the GPS location of the emitter. In order to apply this attack, one should get

the certificates of more than one vehicle from the network which means attacking

the infrastructure. This type of attack has not been treated because of the unlimited

resource capability of the infrastructure.

∙ ID disclosure attack adds prejudice to users privacy, revealing their secret data.

This type of attack is possible only if the attacker is in the proximity of the victim

at all times and it corresponds with it at the discovery stage.

∙ eavesdropping occurs when an attacker listens to the communications from the

network in order to get confidential information. This attack is useless in the net-
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work in the message exchange phase because of the shared key algorithm imposed

which determine the use of a different key at all times.

Attacks like the ones stated below have been taken into consideration and the

solution found was to introduce monitoring devices in the network which should

detect the misbehavior and signal to the infrastructure. This, in turn, will add the

vehicle to a revocation list or a blacklist and announce it to all the vehicle in the

network in order to prevent further malicious acts. The disadvantage of the proposed

solution is that the elimination of malicious vehicles is made in time and therefor

their actions can affect the network for a longer time.

∙ denial of service or distributed denial of service are attacks meant to make the

network unavailable and thus users uninformed about the traffic status. This attack

is very hard to mitigate because it does not affect the security of the system, but

the availability of it. It does not rely on the system’s cryptography weaknesses but

on the wireless communication environment.

∙ fabrication attacks happen when a user creates false information in order to obtain

certain privileges. These bogus information inserted into the system are mitigated

at the infrastructure level when correlating the information from various sources.

The vehicles that uses this approach will be found by the signature of the message.

Messages that have been stored from other users lose their viability if the sender

to the infrastructure is not the same as the message generator vehicle.

7 Conclusions and Future Work

In the context of constant growth of the number of vehicles on the roads, the super-

saturation of the roads and the traffic congestion are more and more obvious thus

leading to the need of intelligent traffic systems (ITS). ITS are advanced applications

that imply multiple technologies of electronics, control and sensing, computer and

others along with innovative services in order to allow users to be better informed

about the status of the roads, to improve the safety and efficiency on the streets, to

relieve traffic congestion and reduce air pollution.

Imagine an intersection where all the vehicles can be uniquely identifiable and

each car has the ability to give information about the traffic it experienced until that

point through the GPS position, traffic alerts, pollution or economic driving. Then,

all the vehicles could have an image of the traffic status and could decide further

paths in order to avoid traffic jams and even accidents caused by the correlation of

fast speed driving with little space between the vehicles. But if a car says that a certain

path was crowded then all the cars that wanted to pass on that street will reconsider

and try using a different path, which leads to traffic jams on the alternative route.

This motivates a vehicle to listen to the information about traffic jams but not to pass

it forward so that he will be able to circulate faster than the others. In order to prevent

such behaviors, we need to be able to distinguish the messages each car sends and
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protect their content. This preventive behavior is part of a bigger mechanism called

the security mechanism.

The security mechanism described in the thesis is based on wireless communi-

cating devices in which vehicles act like clients that send information about their

GPS location or from their sensors and clients that need to receive information from

a higher instance about the bigger picture of the network, that bigger picture being

the infrastructure.

The novelty of the project is given by the fact that it tries to protect nodes from

one another, in the sense that if one node is malicious, its action need to be limited.

Translated to the real life events, it means that all vehicles will provide secured infor-

mation about their GPS position and about the traffic jams that they experienced to

the Infrastructure. In this way, all the vehicles have a trusted communication with the

Infrastructure and each car can be held responsible for the information that it brings

to the network.

Another advantage introduced by the security mechanism presented in this thesis

is that all the processing data is made on the infrastructure side, which eases the

complexity of the application existing on vehicles. All the vehicles generate raw

data about their location and traffic alerts when they remain in a range for more then

a quantum of time, and then send that data to the infrastructure. The infrastructure

then correlates the data to the data existing in the network to that point in order to

determine the rightfulness of the data and to estimate the risks that it involves. If

traffic alerts have been spotted for a certain path, the infrastructure has the duty of

finding alternative paths and to split the vehicles so that those alternative routes do

not become also crowded.

Another idea brought by the thesis is the security of the communication when

using third parties to forward messages without allowing them to alter the mes-

sages. This idea was based on the Cooperative MAC protocol that allows helpers

to pass along messages from a sender to a receiver in order to help the communica-

tion between the two communication parties but the novelty was the fact that all the

senders sign the messages they send and then add a hash to the messages, the helper

takes the message from the sender and also signs the message. Thus, in case of a

difference between the received hash of the message and the computed hash of the

message, the receiver can determine where things went wrong and signal it to the

infrastructure.

The security mechanism presented in the thesis takes into account the high mobil-

ity and opportunistic aspects of VANET in order to grant several characteristics for

the vehicles involved in the network, such as:

∙ authentication means that each message in the network needs to be authenticated,

meaning that each emitter signs the messages and then at the receiver the message

is verified. This characteristic has been obtained by using the public key cryptog-

raphy, each message in the network being signed with the certificate X.509.

∙ availability refers to the network’s constant need to be able to provide information

for the vehicles. This property is assured by adding the helper’s computational

power and data rate advantage.



Secure Opportunistic Vehicle-to-Vehicle Communication 265

∙ non-repudiation means that each message can be traced back to the vehicle that

had generated him and is needed in order to prevent malicious attackers saying that

they did not generate a certain message. This characteristic is possible by signing

all the messages which demonstrates the source of each message.

∙ privacy is needed in order to prevent others from tracing back someone’s route

or letting out critical information. This property is obtained by encrypting all the

data location with a secret key, always different from the others.

∙ real-time constraints refers to the high speed movement of the vehicles which

makes the time slot for message exchange limited. The characteristic could not

be resolved, but a walk around it was found by adding a cooperation model to the

network which increases the distance and, therefor, also the time slot.

∙ integrity is the property that ensures all the messages that they were received as

they were sent without any alterations. This property is obtained by signing all the

certificates and sending a hash of the message in order to verify that no modifica-

tions were made.

∙ confidentiality protects the privacy of the drivers. This characteristic was not

obtained because each vehicle in the network has an unique identifier based on

which a unique certificate is generated.

Based on the attacks presented in Sect. 4 we can state that the security mechanism

presented in the thesis is capable to mitigate the following attacks:

∙ alteration attacks occur when the messages exchanged are different from the

receiver to the destination, thus creating a false image of the traffic. This type

of attack has been resolved by introducing a hash of the message along with the

message which is verified at the destination. If the computed hash of the mes-

sage is different from the sent hash, then the message is dropped. This solution

has considered that communication error are of at most 2 bits and can be resolved

automatically by the wireless transceiver.

∙ replay attacks are the ones that collect data over a time slot only to reuse that data at

later times in order obtain certain privileges. This attack has been resolved by the

introduction of pair of GPS position into the encrypted data filed and the message

packet ID, therefor, if a helper wants to resend information the GPS encrypted

data will show that the location is different from the receiver’s location and that

the difference between the timestamp of the message and the current time is more

that one minute. Thus the messages will be dropped.

∙ sybil attacks are part of the impersonating attacks and happen when an attacker

uses a different set of identification at the same time. This attack was limited by

imposing that all messages should be signed and the message data has information

about the GPS location of the emitter. In order to apply this attack, one should get

the certificates of more than one vehicle from the network which means attacking

the infrastructure. This type of attack has not been treated because of the unlimited

resource capability of the infrastructure.

∙ ID disclosure attack adds prejudice to users privacy, revealing their secret data.

This type of attack is possible only if the attacker is in the proximity of the victim

at all times and it corresponds with it at the discovery stage.
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∙ eavesdropping occurs when an attacker listens to the communications from the

network in order to get confidential information. This attack is useless in the net-

work in the message exchange phase because of the shared key algorithm imposed

which determine the use of a different key at all times.

Attacks like the DoS or Fabrication have been taken into consideration and the

solution found was to introduce monitoring devices in the network which should

detect the misbehavior and signal to the infrastructure. This, in turn, will add the

vehicle to a revocation list or a blacklist and announce it to all the vehicle in the

network in order to prevent further malicious acts. The disadvantage of the proposed

solution is that the elimination of malicious vehicles is made in time and therefor

their actions can affect the network for a longer time.

Denial of Service or Distributed Denial of Service are attacks meant to make the

network unavailable and thus users uninformed about the traffic status. This attack

is very hard to mitigate because it does not affect the security of the system, but the

availability of it. It does not rely on the system’s cryptography weaknesses but on

the wireless communication characteristics.

Fabrication attacks happen when a user creates false information in order to obtain

certain privileges. These bogus information inserted into the system are mitigated at

the infrastructure level when correlating the information from various sources. The

vehicles that use this approach will be found by the signature of the message. The

infrastructure takes into account when computing the status of the network only the

messages received directly from vehicles.

The main disadvantage to the network is the fact that it cannot grant anonymity,

and that the infrastructure can restore any paths of the participating vehicles. If an

attack takes place on the server side, and the infrastructure cannot resist, it will reveal

data about the participants, along with the identity of those who have monitoring

devices.

Further development, implies making a Wi-Fi application compatible for different

operating systems in order to ensure better device compatibility and an infrastructure

approach more feasible.
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Concurrency Control for Mobile
Collaborative Applications in Cloud
Environments

Moulay Driss Mechaoui and Abdessamad Imine

Abstract As the world is progressing quickly towards more connected mobile

devices, the use of mobile collaborative applications is gaining an increasing pop-

ularity. For instance, real-time data streams and web applications (such as social

networking and ad-hoc collaboration) are seamlessly incorporated in mobile appli-

cations. Despite this powerful evolution, the resource limitation (energy consump-

tion and unstable connectivity) remains a serious problem against a safe concurrency

control for an efficient and continuous use of mobile collaboration. In this chapter,

we describe the data consistency issues when mobile applications support collab-

oration through the cloud. Based on human factors (such as high interactivity and

data consistency), we present two concurrency control techniques for offloading and

ensuring data synchronization among mobile devices and the cloud. The first tech-

nique relies on a client-server style to ensure safe coordination, while the second one

supports a peer-to-peer mechanism to achieve a decentralized data synchronization.

1 Introduction

The spectacular development of mobile devices (smartphones, tablets, PDA) and the

rapid progression of mobile communications in these last few years have offered a

new environment of development for mobile applications. These mobile devices have

changed the way we interact with our social environment and become the devices of

choice to collaborate with family members, friends and business colleagues and/or

customers. However, deploying ad-hoc collaboration around mobile applications

requires increasing amounts of computation, data storage and network communica-
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tions. Moreover, preserving the consistency of the manipulated shared data (such as

the shared document in mobile collaborative editor) under constraints of the mobile

applications, namely the freshness and the energy consumption, remains still a seri-

ous problem.

In this case, resorting to cloud computing becomes a necessity. Cloud computing

is a multi-purpose paradigm that aggregates several technologies such as virtualiza-

tion, peer-to-peer networks and autonomic computing. It is an emerged model based

on virtualization for efficient and flexible use of hardware assets and software ser-

vices over a network. Virtualization extends the mobile device resources by offload-

ing execution from the mobile to the cloud where a clone (or virtual machine) of

the mobile is running. It provides a seamless and rich functionality to mobile appli-

cations regardless of the resource limitations of mobile devices. Cloud computing

allows users to build virtual networks “à la peer-to-peer” where a mobile device may

be continuously connected to other mobiles to achieve a common task.

In this chapter, we provide a global view of mobile collaborative applications in

the cloud, while highlighting the specific issues of data consistency in mobile cloud

computing. We present the principle and drawbacks of two concurrency control tech-

niques (centralized and decentralized) for offloading and preserving data consistency

between mobile devices and the cloud. More precisely, we describe the components

of two existing collaborative editing protocols, CloneDoc [1] for the centralized con-

trol concurrency and OptiCloud [2, 3] for the distributed one.

The remainder of this chapter is organized as follows: Data consistency issues

related to mobile collaboration through the cloud are given in Sect. 2. Section 3

presents a concurrency control scheme supporting the client-server style for consis-

tency maintenance of the shared data. In Sect. 4, we describe another concurrency

control scheme based on a pure peer-to-peer model. We discuss the related work in

Sect. 5 and conclude in Sect. 6.

2 Data Consistency Issues

In this section, we present the collaborative model for manipulating shared data

regardless of spatial and temporal constraints using mobile devices in the cloud envi-

ronment, and we illustrate this model by two use cases. Finally, we highlight data

inconsistency problems that mobile users are likely to face due to mobile-to-clone

and clone-to-clone interactions.

2.1 Collaboration Model

The aim of the collaboration in cloud environments is to allow many geographi-

cally dispersed users to manipulate the shared data at anytime and anywhere. This

collaboration model involves a set of mobile devices and a set of clones (or virtual
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Fig. 1 Collaboration model

machines) in such a way each mobile user owns her/his clone in the cloud as illus-

trated in Fig. 1. The clone is characterized by machine features (e.g. CPU frequency,

memory size) and a virtual image to be set up (e.g. softwares like the operating sys-

tem and synchronization protocols).

To achieve continuous collaboration with high data availability, each user owns

two copies of the shared data where the first one is stored in the mobile device

whereas the second one is on its clone (at the cloud level). The collaboration between

users is performed as follows: each user modifies the mobile copy and then sends

local modifications to her/his clone in order to update the second copy and propa-

gate these local modifications to other mobile users by means of their clones.

Based on human factors, a mobile collaborative application is characterized by

the following requirements [2, 3]:

1. High local responsiveness: the application has to be as responsive as if it is based

on single-user;

2. High concurrency: users must be able to concurrently and freely modify any part

of the shared data at anytime and anywhere;

3. Consistency: all concurrent updates must be synchronized in such a way users

must eventually be able to see an identical view of all copies;

4. Scalability: a group must be dynamic in the sense that users may join or leave the

group at any time;

5. Failure recovery: users have to recover easily all shared documents when techni-

cal hitch (e.g. crash, theft or loss of mobile device) happens, and continue seam-

lessly the collaboration.

In this chapter, we focus only on features 2 and 3 to present how existing systems

achieve these features.

In the following, we present two use cases that illustrate how this collaboration

model can be deployed over mobile cloud network to overcome some problems:

Assisting tourists. Suppose that a group of tourists want to make a tour in London

city. They are already provided with a mobile application based on the proposed

collaboration model helping them to visit the city using a map. One member of the

group creates a collaborative group in the cloud and downloads the map with relevant

information about the city. The other members join the created group and share the
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London map. When visiting museums, restaurants or historic places, tourists can

share, in real-time, their opinions by writing their comments in the local map. This

allows enriching and updating the map content. For instance, during the journey

one of them realizes that, instead of the art gallery appearing on his map, there is

a pharmacy. Hence, she/he corrects/updates the description of this localization in

her/his map, and then she/he sends it to her/his clone in the cloud in order to be

broadcast to other group members. At the meantime, one tourist was disconnected

when sending the update information. In this case, her/his clone will notify the update

information after her/his re-connection to the group as if she/he did not quit it.

Social networking. With the widespread use of online social networks (e.g. Face-

book, MySpace, and Twitter), which have become a lifestyle in our society, allowing

users to keep in touch with families and friends and also extending for business pur-

poses such as searching for new career opportunities. Recently, these social networks

are increasingly going mobile, and propose a new trend of social networks called

Mobile Social Networks (MSN) [4–6], that has emerged and attracted considerable

attention from the academic and industrial communities. A user can share and syn-

chronize social data (such as a list of friends, comments, a set of song lyrics, etc.)

across a group of friends. However, MSN should address the constraints of mobile

devices, i.e., limited energy, low memory capabilities, limited processing power,

scalability, and heterogeneity [7]. To satisfy the constraints of mobile devices in

MSN, a cloud network can be used where each mobile device creates its own clone.

The clone stays connected and reachable for the other clones in the cloud whether

its mobile device is connected or not. The processing, storage and dissemination of

data are delegated to the clone. The clone can also send possible updates/notifications

(e.g. recommendations, nearby friends, prizes, etc.) back to the other clones or to its

mobile device either when requested or as a response to the events created by other

mobile devices. This cloning-based model does not require the mobile device to be

online all the time. Therefore, it retains the power consumption of the mobile device.

However, this collaborative model is not free from problems. The main challenge

is: how to maintain consistency and properly resolve conflicts throughout the shared

data, while several users are simultaneously updating the same data? Data inconsis-

tency may appear in situations related to clone-to-clone and mobile-to-clone inter-

actions.

2.2 Interaction Between Clones

The inconsistency problem occurs when two or several clones produce simultane-

ous updates. To illustrate this problem, consider the following example of collabora-

tive editor where two clones, CLONE 1 and CLONE 2, contain the same document

“ABC”. CLONE 1 executes editing operation o1 = Ins(2,X) to insert the character

‘X’ at position 2 and ends up with “AXBC”. Concurrently, CLONE 2 performs edit-

ing operation o2 = Del(2) to remove the character ‘B’ at position 2 and obtains the
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Fig. 2 Clone to Clone synchronization scenario

state “AC”. After exchanging operations among clones, the CLONE 1’s document

becomes “ABC” but the CLONE 2’s document has a different state “AXC” as shown

in Fig. 2a.

Several cloud-based collaborative editors such as Google Docs,
1

Cloud9,
2

Zoho

Suite
3

use Operational Transformation (OT) approach [8, 9] that provides a general

model for synchronizing the shared data, while allowing each user to apply local

updates optimistically. OT is considered as the efficient and safe method for consis-

tency maintenance in the literature of collaborative editors. It consists to transform

the parameters of an operation to include the effects of previously concurrent oper-

ations so that the transformed operation can lead to consistent document. In the OT

approach, each site is equipped by two main components [8, 10]: the integration

component and the transformation component. The integration component deter-

mines how an operation is transformed against a given operation sequence (e.g., the

log buffer). It is also responsible for receiving, broadcasting and executing opera-

tions. It is rather independent of the type of the shared data. The transformation

component is a set of transformation functions which is responsible for merging two

concurrent operations defined on the same state. Every transformation function is

specific to the semantics of a given shared data. The most known OT-based theo-

retical framework is established by Ressel et al. [10]. They define two consistency

criteria:

∙ Causality: If one operation O1 causally precedes another operation O2, then O1
must be executed before O2 at all sites.

∙ Convergence: When all sites have performed the same set of operations, the copies

of the shared data must be identical.

1
https://www.google.fr/intl/fr/docs/about/.

2
https://c9.io/.

3
https://www.zoho.com/.

https://www.google.fr/intl/fr/docs/about/
https://c9.io/
https://www.zoho.com/
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Thus, at CLONE 1, operation o2 needs to include the effect of o1 using a transfor-

mation function IT: o′2 = IT(o2, o1) = Del(3). As for CLONE 2, operation o1 is left

unchanged. Accordingly, both of them get the same state “AXC” as shown in Fig. 2b.

2.3 Interaction Between Mobile and Its Clone

Since the mobile and its clone are two entities that are physically and geographically

separated. Each entity has its own local copy of the shared data to be synchronized.

Therefore, a delay of applying the same operations on both sides with the same copy

is possible. This may lead to document inconsistency.

Consider the example of collaborative editing illustrated in Fig. 3. Given a mobile

M and its clone C that have the same initial document “ABC”. Mobile M performs

a local update operation o1 = Ins(2,X) to insert the character ‘X’ at position 2 and

results in state “AXBC”. Simultaneously, clone C executes two operations o2 and o3
coming from other clones: operation o2 = Ins(2,X) adds the character ‘X’ at position

2 and gives the state “AXBC”; operation o3 = Del(3) removes the character “B” at

position 3 and obtains the state “AXC”.

When Mobile M and its Clone C decide to synchronize, they commit their opera-

tions that have been applied locally. After exchanging operations, clone C performs

operation o1 and its document becomes “AXXC”. At the meanwhile, Mobile M exe-

cutes operations o2 and o3 to result in the state “AXBC”. As illustrated in Fig. 3, the

mobile and its clone have different states.

It is clear that preserving data consistency between the mobile and its clone

requires some additional treatments that have to be performed by either the mobile

Fig. 3 Mobile to clone

synchronization scenario
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device, its clone or both. Note that the more computing tasks are executed on mobile

device the more battery life is reduced.

To deal with data consistency problems caused by clone-to-clone and mobile-to-

clone interactions, two kinds (centralized and decentralized) of OT-based concur-

rency control protocols will be presented in the following sections.

3 Centralized Concurrency Control

In this section, we give a general presentation of concurrency control protocols

designed in the client-server style and using OT approach to coordinate all concur-

rent updates.

3.1 Principle

To maintain consistency, many centralized concurrency control protocols (such as

CloneDoc [1], SPORC [11] and Google Docs
4
) are based on a single server (or super

clone), that is the backbone of the collaboration with the following features:

∙ It relies on OT technique to enforce continuous and global order on all updates to

avoid the divergence of user’s document view from the server.

∙ It enables users to join or/and leave any collaborative group;

∙ It ensures the availability of shared documents for all mobile users.

∙ It manages the synchronization and propagation of updates between clones.

Two layers are used to maintain the data consistency: the first layer ensures syn-

chronization between clones and the second one consists in synchronizing the mobile

with its clone.

Clone-to-Clone synchronization. The clone is used to (i) submit the operation

coming from its mobile to the super clone (or central server), (ii) transform the oper-

ations of the other clones received from the super clone and (iii) handle its queues

so that its state of the shared document is coherent to that of other clones. Note that

the super clone serializes all operations according to a total order.

For instance, the clone in CloneDoc [1] maintains two states: The pending queue
contains update operations received from its mobile that have already been applied

to its local state, but not sent yet to the super clone (i.e. not yet serialized). The
committed queue contains operations already ordered by the super clone.

When a clone receives an operation from its mobile, it applies it immediately over

its local state, saves it locally and then sends it to the central server to be ordered. In

the case of CloneDoc, the operation is saved in the pending queue.

4
https://www.google.fr/intl/fr/docs/about/.

https://www.google.fr/intl/fr/docs/about/
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To serialize operations, two total ordering schemes may be enforced by the super

clone [12]:

∙ The implicit total ordering scheme: it is based on a central server for broadcasting

operations among collaborating clones where each clone sends local operations

to the super clone via a FIFO (First In First Out) communication channel. Then,

the super clone serializes operations and broadcasts them among all clones. The

operation serialization order at the super clone implicitly forms a total order among

all operations. This total ordering scheme is used in Google Docs.

∙ The explicit total ordering scheme: it is based on a special sequencer which does

not broadcast operations but only generates continuous sequence numbers (tickets)

for ordering operations. After generating a local operation, a collaborating clone

requests the central sequencer for a sequence number to timestamp this operation.

In this way, all operations are totally ordered by sequence numbers. This total

ordering scheme is used in CloneDoc [1].

When the clone receives an ordered operation form the central server, two cases

are possible:

∙ If the received operation is generated by another clone then, the clone transforms

it over its precedent ordered operations (w.r.t the total order enforced by the super

clone), applies it on its local state and sends it to its mobile. In the case of Clone-

Doc, the operation is transformed over the committed queue, then the resulted

operation is applied on the local state of the clone and sent to the mobile device.

∙ If the clone received its own operation from the central server, the clone stores it

locally and sends it to its mobile without executing it because it is already executed.

In the case of CloneDoc, the clone extracts the received operation from the pending
queue, adds it in the committed queue and sends it to its mobile.

Mobile-to-Clone synchronization. The mobile device and its clone are not phys-

ically the same. This leads to an inevitable delay in their communications which may

introduce data inconsistency (as shown in Sect. 2.3). Therefore, an additional con-

sistency protocol based on OT approach is deployed on mobile device to solve this

problem. For example, a user applies several operations on her/his mobile to edit

the local copy of the shared document in disconnected mode; these operations are

logged in a local queue of the mobile device (a pending queue in the case of Clone-

Doc). At meanwhile, the clone can receive operations from other clones. When the

mobile joins the cloud, its clone sends it the operations received and integrated from

other clones. Then, the mobile transforms these operations over its local operations

stored in its local queue.

Consider the scenario illustrated in Fig. 4 where User 1 exchanges operation O
with User 2. First, User 1 executes immediately the operation O on the local copy

and sends it to his clone namely Clone 1. Then, Clone 1 performs O, saves it in the

pending queue and sends it to SuperClone in order to serialize it according to the

used total ordering scheme. Next, Super Clone broadcasts the ordered operation O′

to all the clones of the cloud, including Clone 1.
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Fig. 4 Centralized synchronization

When Clone 2 receives the ordered operation O′
, it transforms it over its com-

mitted queue. Then, the clone executes the transformed operation over its local state

and sends it to the mobile of User 2.

On the other side, when Clone 1 receives its own ordered operation O′
from

SuperClone, it extracts the operation from the pending queue, adds the ordered oper-

ation in the committed queue and sends it to the mobile of User 1.

The clones send back the ordered operation O′
to their real devices (smartphones)

to be transformed (if there are operations in pending queue) and executed (except in

User 1) such that the copy of User 1 is coherent with the copies of the other users in

the system.

3.2 Drawbacks

The strong dependence of different users (clones) to the coordination server (which

plays a central and important role in the collaboration) can cause serious problems

that may negatively affect the collaboration. Hereafter, we list some disadvantages

of centralized concurrency control.

Failure. Based on central coordination server, mobile collaborative applications

deployed on cloud environments are expected to suffer from bottlenecks and are more

prone to faults. For example, if all clones running in the cloud keep making lot of

updates to the super clone, the performance will be drastically downgraded at the
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expense of responsiveness. Again, if the super clone fails (due to hardware failure or

denial of service [13]), some clones will lose their updates. Moreover, a malicious

user can flood the sequencer server with a great number of operations in order to

make the server unavailable as long as possible.

Energy consumption. The collaborative software based on centralized concur-

rency control protocols, such as CloneDoc [1] and Google Docs, use an additional

processing of OT on the mobile side in order to avoid inconsistency problem between

the mobile and its clone as illustrated in Fig. 3. However, this will cause supplemen-

tary energy consumption.

Network traffic. The coordination based on super node (or central server) incurs

more network bandwidth to receive and broadcast updates from/to clones respec-

tively. Larger the number of users, more the network bandwidth is consumed. There-

fore, this problem may lead to the loss of some operations of clones and consequently

to data divergence.

Intention violation. The intention of an operation o means the effect which can

be obtained by executing o on the document state from which o was generated. If

one operation o is generated at clone i, then its intention should be preserved at any

clone j (with i ≠ j) regardless the transformations that o undergoes. Preserving users

intention using OT approach is a hard task in collaborative editing applications. In

the following, we present a scenario of violation of intention in Google Docs.

Google Docs allows users to modify and update the same document in the same

time by using a central coordination server. Google Docs is based on Jupiter [14]

which is a client-server collaborative system. The Jupiter server maintains multiple

2D state-spaces, one for every client. A state-space consists of a local dimension

for operations generated by the corresponding client, and a global dimension for

operations from all other clients. To avoid using 2D state-spaces, Google adapted

Jupiter system [14] by adding a Stop-and-Wait protocol between the client and the

server. As a consequence, a single 1D buffer at the server is sufficient to maintain all

transformation states.

However, Google Docs inherits the main flaw of Jupiter system, namely inten-

tion violation [15]. As illustrated in Fig. 5, three users concurrently execute different

operations on the same document that contains initially the state “A”. User 1 per-

forms operation Ins(1,X) to add ‘X’ at the position 1. Simultaneously, User 2 exe-

cutes operation Ins(2,Y) to insert ‘Y’ at position 2 and User 3 performs Del(1) to

delete ‘A’.

Then, the users send their operations to the central server in order to be trans-

formed. The Google Docs server uses the reception order of operations to determine

the priority among operations. Consequently, we might get different results depend-

ing on the reception order of operations.

In Fig. 5, we have three different reception orders which result in two divergent

states “XY” and “YX” for the same document.

For example, If the server executes the delete operation o3 first, the two insert

operations o1 and o2 will be transformed to insert different characters at the same

position in the document.
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Fig. 5 Intention

preservation scenario in

Google Docs [15, 16]

Moreover, if we assume that the Google Docs server is potentially malicious (i.e.

in the sense that it might diverge the states of different users at a given point of time),

then it is very hard (or even impossible) for users to be aware about this problem and

to recover back to the point of time when their views were consistent.

Security risks. The central server may be vulnerable to malicious side-channel

attacks [17]. This may affect the synchronization process. For instance, BYOD

(Bring Your Own Devices)
5

practice is increasingly becoming a global phenomenon.

Indeed, it allows employees/students to bring personally owned mobile devices (lap-

tops, tablets, and smartphones) to their workplace, and to use those devices to access

privileged company information/education platforms. What happens if BYOD prac-

tice is used for accessing a collaborative application based on central coordination?

It is clear that BYOD brings significant security risks. The users could be suscepti-

ble from attacks originating from compromised web sites that may contain harmful

malware and compromise the proper functioning of the application.

4 Decentralized Concurrency Control

In this section, we give a general presentation of decentralized concurrency control

scheme designed “à la Peer-to-Peer” and supporting an unconstrained collaborative

work (without the necessity of central coordination). Using OT approach, synchro-

nization of divergent copies is fulfilled automatically at each clone. To better present

5
http://www.ibm.com/mobilefirst/us/en/bring-your-own-device/byod.html.

http://www.ibm.com/mobilefirst/us/en/bring-your-own-device/byod.html
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Fig. 6 Distributed synchronization

this decentralization, we describe the main components of OptiCloud [2, 3] as it

is the best representative of decentralized concurrency control protocols combining

mobile and cloud environments.

4.1 Principle

As illustrated in Fig. 6, the mobile collaborative application, based on decentral-

ized coordination, provides a pure peer-to-peer virtual private network (without any

server role assigned to some clone) platform where users can form ad-hoc groups

based on their clones to achieve a common objective. It allows users to cooperate

as follows (see Fig. 6): each user has a local copy of the shared document in her/his

mobile and another copy of the same document in the clone; the user’s operation O
is locally executed in the mobile device and then is sent to its clone in order to be

transformed (O′
is the transformed form of O) and executed on other mobile devices

(via their clones).

In [2, 3], a collaborative editing service is presented for manipulating the shared

data, regardless of spatial and temporal constraints, where mobile users can edit col-

laboratively shared documents in peer-to-peer mode. The advantages of this model

are (i) the availability of data anytime and anywhere, and (ii) the optimal use of

mobile devices resources. In fact, the collaboration and communication tasks are
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seamlessly turned on the cloud. Moreover, it is equipped with mechanisms to trans-

parently manage the user departure, the arrival of new users joining the collaboration

group.

Each clone has a local copy of the shared document SC and its log LC storing all

updates received from other clones and updates generated from its mobile. The log

LR contains remote updates transformed against LC, executed on SC and in synchro-

nization pending with the mobile. Updates sent by the mobile and generated locally

in the clone are stored in log LM . An index SP of log LC is used to indicate the last

synchronization point between the clone and its mobile.

To preserve data consistency in peer-to-peer mode between mobile users, Opti-

Cloud [2, 3] is constituted from two synchronization layers: The first layer ensures

synchronization between clones (as back-end) and the second one consists in syn-

chronizing the mobile with its clone (as front-end).

4.1.1 Clone-Clone Synchronization

Two events can be triggered in the clone: (i) receiving operations from mobile to be

generated and integrated in the clone; (ii) receiving and integrating remote operations

coming from other clones.

Generation of local operations. Once the clone receives operations from its

mobile, it performs the following steps:

1. Computes the minimal execution context of each operation O received from

mobile. An operation may depend on previous operations according to the exe-

cution order. Tracking this dependency inside a log enables to identify operations

that must be executed on all clones according to the same order. The clone syn-

chronization protocol uses a minimal dependency relation which is independent

of the number of users, and accordingly, it is well suited for dynamic groups. In

other words, instead of considering O as being dependent of all LC operations,

this step reduces this context by excluding as much as possible some operations

of LC to give the transformed operation O′
. For more details, we can refer to

[15, 18].

2. Sends O′
to other clones and adds it in LM which contains all operations (coming

from the mobile) executed on LC.

3. Determines the operations that are concurrent to O′
in log LR and calls the trans-

formation component in order to get operation O′′
that is the transformed form

of O′
according to the concurrent operations;

4. Applies operation O′′
over its local state SC and adds it to log LR.

Integration of remote operations. When a clone receives a remote operation O
from another clone, the integration of this operation proceeds by the following steps:
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Fig. 7 Scenario of

collaboration

1. From the log LC, it determines the sequence seq of concurrent operations to O in

order to transform O against seq and obtain O′
;

2. After added O′
to the local log LC, it determines from the log LR the sequence

seq′ of operations that are concurrent to O′
;

3. It calls the transformation component in order to get operation O′′
that is the

transformation of O′
according to seq′;

4. It executes O′′
on the current state and adds it to the local log LR.

Illustrative example. Given two clones, Clone 1 and Clone 2 editing a shared doc-

ument described in Fig. 7. Initially, each Clone has a copy that contains “AB”. Two

local insertion operations O1 and O2 have been executed by Clone 1. Concurrently,

Clone 2 has executed another insertion operation O3. The added characters are ‘X’,

‘Y’ and ‘T’ respectively.

There is a dependency relation between operations O1 and O2 in such a way O1
must be executed before O2 in all clones. This is due to the fact that their added

characters are adjacent (positions 1 and 2) and created by the same clone (for more

details see [18]). This dependency relation is minimal in the sense that when O2 is

broadcast to all clones, it holds only the identity of O1 as it depends on directly. As

illustrated in Fig. 7, the execution order is as follows.

At Clone 1, O3 is considered as concurrent. It is then transformed against O1 and

O2. The sequence [O1 = Ins(1, X), O2 = Ins(2, Y), O′
3 = Ins(3, T)] is executed and

logged in Clone 1, where O′
3 results from transforming O3 to include the effect of

operations O1 and O2 (i.e. O′
3 = IT(IT(O3, O1), O2) = Ins(3, T) using transformation

function IT given in [18]).

At Clone 2, O1 and O2 are concurrent with respect to O3. They must be trans-

formed before being executed after O3 according to their dependency relation. Thus,

the following sequence is executed and logged in Clone 2: O3 = Ins(1, T) and O′
1 =

IT(O1, O3) = O1 and O′
2 = O2.
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4.1.2 Mobile-to-Clone Synchronization

In OptiCloud [2, 3], the shared document is considered as a critical section between

the mobile and its clone. Indeed, when the mobile tries to commit/synchronize w.r.t

its clone, only one of them will have the exclusive right to access in synchronizing

mode to its document copy. This distributed mutual exclusion protocol is achieved

by the exchange of messages (i.e., token). Initially, the mobile device has the right to

be the first to commit/synchronize with its clone. To ensure a safe synchronization

between mobile and its clone, we use two tokens TM and TC:

∙ Token TM gives the mobile state: (i) TM = 1 means that mobile is editing its local

copy; (ii) TM = 0 indicates that mobile is synchronizing with its clone.

∙ Token TC indicates the state of the clone: (i) TC = 1 states clone is integrating

remote operations received from other clones; (ii) TC = 0 means that clone is syn-

chronizing with its mobile.

Whatever where the exclusive access right is, the mobile device and its clone can

edit independently their local copies. The clone continues to receive remote opera-

tions from other clones to integrate them later on the local state. At the meantime,

the mobile user can work on her/his copy in unconstrained way. But, once she/he

decides to synchronize with her/his clone, all local editing operations are sent to

her/his clone and the exclusive access right is released to enable the clone to start

the synchronization with the mobile device as illustrated in Fig. 8. Thus, the clone

performs the operations issued by the mobile device on its local state, includes their

effects by transformation in its local (and not yet seen by the mobile) operations,

and sends the resulting (or transformed) operations to the mobile device in order to

integrate them.

In the mobile side, OptiCloud uses just the local state and the Log that contains

performed operations. Note that the mobile device does not perform any specific

Fig. 8 Sequence diagram of

synchronization process

among mobile and clone
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treatment; it updates only its state. The steps of synchronization between the mobile

and its clone can be represented as follows:

Generation of local operations. If the mobile is in editing state (i.e. TM = 1) then

it creates operation o (e.g. o = ins(1, X)), executes this operation directly on its local

state and adds o to its log. When the user wants to synchronize with her/his clone

(i.e. TM = 0 indicating that the mobile is in synchronizing state), the log is sent to the

clone. The mobile cannot generate local operations up to the end of synchronization.

Reception of mobile operations by the clone. When the clone starts the synchro-

nization process with its mobile, after receiving log LM from the mobile, the clone

generates locally each received operation (as previously explained in step Genera-
tion of local operations of Sect. 4.1.1). After integrating all operations coming from

the mobile, the clone prepares the operations (not yet seen by the mobile) to be sent

to the mobile. These operations are included in the interval from SP to |LC| in log

LC, where Sp is the last synchronization point between the mobile and its clone and

|LC| the length of log LC. Each operation O in the interval [SP, |LC|] inside log LC
is integrated over LM as follows:

1. Defines the operations that are concurrent to O in the log LM;

2. Transforms O according to the defined operations to result O′
;

3. Adds O′
to the local log LM;

Next, operation O′
is added to a Log. Then, the Log is sent to the mobile in order to

be applied on its local state.

The reception of operations from the clone.When the mobile receives operations

from its clone, it applies them over its local state and makes TM = 1 to indicate that

it is available to generate local operations.

4.2 Drawbacks

Although the cloud-based mobile collaborative applications using distributed con-

currency control avoid several flaws of the ones based on the centralized coordination

server, they also have some weaknesses:

Energy consumption. Since the heavy computing tasks are delegated to the

clone, it consumes more energy in the cloud in order to ensure communication among

clones and also its mobile, compute transformation procedures to maintain data con-

sistency and manage join and leave events of its mobile.

Access control. Ensuring a distributed access control to a shared data is a chal-

lenging problem in the cloud-based mobile collaborative application. The availabil-

ity of the shared data in anytime and anywhere is one of the main requirements of

collaborative applications, whereas access control looks to guarantee this availabil-

ity only to users with proper authorization. Moreover, high responsiveness of local
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updates is required. However, when adding an access control layer, high responsive-

ness is lost because every update must be guaranteed by some authorization coming

from a distant user (such as central server) [19].

5 Related Work

The massive development of cloud technology encourages users to delegate their

heavy computing treatments to cloud platforms. The mobile applications are the

most concerned candidates to benefit from the huge computing power of Cloud to

satisfy their constraints in terms of resources (battery life, date storage and applica-

tion speed up).

Several approaches [20–22] have been proposed to offload parts of their heavy

tasks to the cloud since execution in the cloud is considerably faster than the one

on mobile devices and mobile-cloud offloading mechanisms delegate heavy mobile

computation to the cloud.

SPORC [11] is a collaborative system where several users can edit shared docu-

ments using smartphones. To maintain consistency, it relies on operational transfor-

mation technique and a single server to give global order to concurrent user updates.

However, SPORC exchanges a large number of messages between users and the

server. Therefore, it is not well adequate to mobile devices due to short battery life.

Inspired from SPORC, CloneDoc [1] is a secure real-time which enables col-

laboration for mobile devices that are cloned in the cloud in order to lessen the

heavy computing tasks of collaborative editing works on mobile devices. CloneDoc

is implemented upon C2C platform [23] which is a distributed peer-to-peer platform

for cloud clones of smartphones. It is based on Operational Transformation (OT)

approach and a single server to enforce a continuous and global order to avoid the

divergence of client’s document view from the server. Unfortunately, a server failure

could stop the collaboration between mobile devices. Moreover, CloneDoc needs

additional treatment of OT on the mobile side to ensure convergence between the

mobile and its clone.

rbTree-Doc [24] is a collaborative editor framework for cloud environments. It

allows multiple users to share and edit online documents. The document is repre-

sented as Red-Black tree [25]. The user can download a part of a document to be

updated from the cloud service, and this enables rbTree-Doc to reduce the amount of

data that needs to be encrypted by focusing on the analysis of content that has been

updated by the collaborative services. However, rbTree-Doc is based on a client-

server model and uses a complex structure to represent the shared document, and

this from one hand, cannot support a server failure situation and from the other hand,

the complex structures are hardly treated in mobile devices.

Hermes [26] is a transparent approach to interoperate between heterogeneous col-

laborative editing services in the cloud. Users are enabled to use their familiar ser-

vices to participate in the cross-cloud document collaboration. Hermes uses an OT

driven approach to resolve conflicts and maintain data consistency for cross-cloud
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document synchronization. Like Hermes, the collaborative editing service proposed

in [2, 3] can be extended to manage the mobile collaboration on several clouds.

The platform presented in [2, 3, 27] is cloud service-based approach, and it is

composed of two level systems. The first level, cloning engine, provides an auto-

matic chain for preparing a dynamic platform that can contain multiple virtual pri-

vate networks. Each network corresponds to a group of users and contains clones of

their mobiles. It provides web services to manage users groups and creates clones

of mobiles in the cloud. The second layer, OptiCloud, provides group collabora-

tion mechanisms for editing shared documents in fully decentralized way. Unlike

SPORC [11], CloneDoc [1] and rbTree-Doc [24], the platform of [2, 3] furnishes

group collaboration mechanisms in real-time without any role assigned to the server.

Procedures for maintaining consistency of shared documents are executed on the

clone side.

6 Conclusion

Designing concurrency control for mobile collaborative applications is considered

as a challenge, since mobile devices are constrained by insufficient resources which

must be regarded when combining mobile and cloud environments.

In this chapter, we have presented the data consistency issues when mobile users

are cloned in the cloud and they update simultaneously the shared data replicated

in the mobile device and its clone. Two kinds of concurrency control scheme are

described with their drawbacks. The first control uses central coordination server

to maintain data consistency. As for the second one, it provides a synchronization

mechanism in fully decentralized way.

As future research direction, it is interesting to add a new layer for security within

mobile collaborative applications in the cloud. It consists in developing a protocol for

managing distributed access rights and adding cryptographic mechanisms to ensure

maximum security of shared resources.

Appendix

∙ Replica: is a copy of the shared data that can be modified at will by the user.

∙ Data Consistency: means that data values must be the same for all replicas when

there is no updates in transit. This term is used to indicate that the system is able to

reflect correctly the updates performed on a copy to all other copies of the shared

data.

∙ Data Concurrency: means that many users can access simultaneously shared data

to perform read and write operations.
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∙ Data Dependency: an update operation applied on replica may depend on previ-

ously performed operations. In other words, the effect of such operation may be

influenced by previous operations.

∙ Clone: in our case, the clone is a virtual machine Android X86
6

running in the

cloud and has the same features as a physical mobile device.
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Resource Management Supporting
Big Data for Real-Time Applications
in the 5G Era

Konstantinos Katzis and Christodoulos Efstathiades

Abstract The main storage schemes used in mobile cloud computing require
appropriate resources and infrastructure to operate. It is forecasted that with the
deployment of IoT devices, large volumes of mobile data will be generated con-
stantly at a very high rate. Current and future 5G wireless mobile networks are
called to support the operation of such databases. This chapter presents the most
widely used database models in the context of mobile cloud, followed by the state
of the art technologies in streaming data access and processing methods. It then
demonstrates the importance of Cognitive Radios forming the basis for the oper-
ation of 5G wireless networks. Finally, a number of IEEE 802 standards are pre-
sented as possible candidates for delivering 5G wireless services.

1 Introduction

With the proliferation of the Internet of Things (IoT) and the recent advances in
computer systems and communication technologies, and particularly mobile net-
work technologies such as 5G, network-enabled devices constitute equipment for
data acquisition. Large volumes of mobile data are being generated constantly at a
very high rate. The high volume of the data produced by mobile devices as well as
their variety and heterogeneity [1] render their management challenging. The
mobile devices are expected to be dispersed in a wide geographical area exchanging
information anytime of the day. It is expected that by 2020, more than 40 trillion
gigabytes will be generated, replicated and consumed [2]. The cloud provides
storage and access to these data, but because of their high volume and real-time
requirements, both current hardware and storage infrastructure are experiencing
problems in coping up. An additional characteristic of such data is that they are
usually accompanied with a set of coordinates in space generated by the mobile
device. Location-based services use these data for numerous applications. This
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enables cloud storage infrastructures to cope with such multi-dimensional data and
provide efficient access methods and querying capabilities on such data. To support
all these cloud services and associated applications, it is necessary to develop an
unimpeded network infrastructure that will gather the data and move it to data
centers for effective knowledge discovery.

Data aggregation and processing occurs mostly in data centers. This process
heavily depends on inter-data-center networks, access networks, and the Internet
backbone [3], as depicted in Fig. 1. The network architecture required here must be
carefully planned and deployed in order to become the digital highway that bridges
data sources, data processing platforms, and data destinations. There is a strong
demand for a large part of this network infrastructure to perform the data collection
and distribution wirelessly by providing connectivity to the devices listed in Fig. 1.
Such devices can be geographically dispersed while generating large amounts of
data on a daily basis [3]. In order to achieve this wirelessly, a wireless access
network must be deployed that will be able to handle the high traffic, signaling and
the large amount of data generated, before they are tunneled to the data center via
the internet backbone.

The 5th generation of wireless systems, also known as 5G, is expected to fill a
significant gap in wireless network technologies as it will be called to handle the
overwhelming amount of data generated in our lives. The 5G wireless mobile net-
work environment is expected to have polymorphic characteristics since it might not
necessarily require to deliver ‘gigabit experience’ across its coverage area but users
might operate at lower data-rates depending on the application/device in reference.
In any case, future 5G wireless mobile networks as well as current wireless networks
will have to provide connectivity to billions of devices by 2020 [4].

In order to support the polymorphic characteristics of future 5G wireless mobile
networks, it is imperative that the spectrum requirements are first addressed. It is
expected that for 5G wireless mobile networks, more than 1 GHz of new frequency
bands should be identified by 2020 [5]. New authorized shared access policies
should be explored for better spectrum utilization in order to enable 5G networks to
address the challenging user requirements.

Nokia [6] and Ericsson [7] introduced a number of use-cases that will drive the
technology such as mobile broadband, mobile media, connected and self-driving
cars, heavy machinery controlled over distances, IoT and finally massive machine

Fig. 1 Wireless mobile network architecture
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type communications (very large number of meters/sensors embedded in the field).
All these use-cases define the system requirements of future 5G wireless networks.
As illustrated in Fig. 2, these parameters are: throughput, capacity, number of
devices, cost, latency and reliability. Like any other wireless network, performance
is subject to spatial and temporal variations [8].

Depending on the application, in our case supporting Cloud Storage Schemes,
optimization is required focusing on multiple parameters or just a single parameter
with one key performance indicator (KPI). 5G networks are requested to support
such diversity in performance optimization in a flexible and reliable way. More
specifically, 5G is expected to fulfill the following key performance indicators
(KPI’s) [9]:

• Provide 1000 × higher wireless area capacity
• Enhance service capabilities
• Save up to 90 % of energy per service provided
• Reduce the average service creation time cycle from 90 h to 90 min
• Create a secure, reliable and dependable Internet with a “zero perceived”

downtime for services provision
• Facilitate highly dense deployments of wireless communication links to connect

over 7 trillion wireless devices serving over 7 billion people.
• Enabling advanced user-controlled privacy.

To support the KPI listed above, a new, revolutionary communication archi-
tecture must be deployed that will address the following requirements [10]:

• 1–10 Gbps connections to end points in the field
• 1 ms end-to-end round trip delay (latency)

Fig. 2 5G main operation
parameters
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• 1000× bandwidth per unit area
• 10–100 × number of connected devices
• (Perception of) 99.999 % availability
• (Perception of) 100 % coverage
• 90 % reduction in network energy usage
• Up to ten-year battery life for low power, machine-type devices

Technically it is difficult for a single platform to address all 8 requirements
simultaneously. As discussed in [10], it is not necessary for 5G wireless networks to
address all 8 requirements since no use-case, service or application has been
identified that requires all eight performance attributes across an entire network. To
support some of the most critical requirements above such as high data-rates,
latency, bandwidth and number of devices, it is necessary to improve the radio
spectrum utilization.

Radio spectrum is a natural resource that is currently being used and reused for
delivering mobile wireless communications. The radio technology employed
requires that the radio bands allocated (by regulators) are fixed and used only by
authorized providers in order to maintain the desired level of quality of service.
Across the countries, spectrum is strictly regulated so that different bands are
allocated exclusively to particular services. It has been common practice to allocate
a band to a single system in any given location and it is generally illegal to transmit
without an explicit license within those bands/areas. The reason for this is to
eliminate harmful interference. This is effectively the driving force behind the
drafting of new policies for spectrum licensing. Current spectrum allocation map
indicates that most of the usable radio spectrum has already being allocated leaving
almost no space for introducing new mobile (radio spectrum demanding) tech-
nologies [11]. This licensing scheme, also known as the exclusive use model, has
experienced various changes throughout time since the interest in spectrum has
changed. At the early stages, the regulator decided on the radio services to be
offered and selected who gets the licenses, and which technology is used on each
spectrum band. This technique is known as the command and control model [12,
13]. Recent studies however, have showed that this is not the case and most of the
radio spectrum allocated is somehow underutilized concluding that the current
resource allocation techniques are limiting and not efficient when managing radio
spectrum [11]. Cognitive radio (CR) networks are a promising radio technology
that addresses in many ways the three basic system parameters which are spectral,
energy and cost efficiency and makes them ideal for delivering the 5G network
requirements.

This chapter aims to outline the main storage schemes used in mobile cloud
computing and its basic requirements along with the current and future wireless
mobile networks that are called to support their operation. More specifically, it first
presents the most widely used database models in the context of mobile cloud,
followed by the state of the art technologies in streaming data access and processing
methods. It then demonstrates the importance of radio resource management
techniques in mobile communications outlining the operation of future Cognitive
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Radio (CR) systems as a possible enabler of 5G wireless mobile networks. Finally,
a number of IEEE 802 standards are presented as candidates for delivering 5G
wireless services in the context of mobile cloud computing.

2 Storage and Processing of Data on Mobile Clouds

As suggested in [14], a high level architecture for a big data ecosystem consists of
three layers: (a) the data ingestion layer, where data is gathered from various
sources and data centers, (b) the data analytics layer that consists of scalable sys-
tems for streaming or batch processing of big data and (c) the data storage layer that
consists of scalable database systems with advanced indexing and querying capa-
bilities for big data. Figure 3 shows this high level architecture.

Commercial mobile storage clouds exist that enable the users to store the data
generated by their devices. Examples of such mobile storage clouds include
Apple’s iCloud, Microsoft’s OneDrive, Google Drive and Dropbox. These services
enable the users to synchronize the data they have stored on their mobile device

Fig. 3 The high level architecture for a big data cloud-based ecosystem
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with the storage cloud, through their storage as a service (STaaS) infrastructure.
This type of infrastructure enables the portability of the user’s data across hetero-
geneous devices. In spite of their popularity, such services don’t come without
limitations. Considering the pay-as-you-go model of cloud computing and the huge
amount of data produced by mobile devices, it becomes infeasible for users to store
all their data using such services.

In addition, mobile cloud computing as an infrastructure for big data, with its
distributed storage capabilities, enables the efficient storage and processing of such
data. Disk resident approaches are being used to tame big data, such as the Hadoop
distributed file system [15] that leverages the use of the MapReduce distributed data
processing model, which operates on a large cluster of machines. Part of the
Hadoop project are a set of subprojects that together form a stacked architecture
constituting a big data infrastructure. Hadoop uses the Hadoop Distributed File
System (HDFS), which is a highly fault-tolerant file system that operates on
commodity hardware. It is designed mostly for batch processing of data with an
emphasis on high throughput of data accessing. HDFS achieves data replication
across machines in a large cluster of computers and it is therefore very robust in
case of failures. Hive [16] is a data warehousing solution built on top of Hadoop
and is an open-source project created by Facebook. It includes HiveQL, a SQL-like
declarative language that supports high level queries which it translates into
map-reduce jobs to be executed by Hadoop. The majority of cloud computing
infrastructures as well as companies like Yahoo and Facebook use Hadoop for the
storing and processing of their extremely large datasets.

In addition to Hadoop, main-memory processing approaches exist that support
both batch processing and processing of real-time streaming data, such as data
produced by mobile devices. These systems include Apache Spark [17, 18], Apache
Storm [19] and Stratosphere [20]. Spark uses a data abstraction called Resilient
Distributed Datasets (RDDs) for performing in-memory fast computations on large
clusters, supporting fault tolerance. It supports interactive data mining applications
that leverage large amounts of streaming data. Spark performs better than Hadoop
even in batch processing of data and Apache Spark reports that more than 500
organizations are using it in production, rendering it one of the most widely used
big streaming data processing engine. It can be used in combination with HDFS or
any other networked file system.

2.1 Databases and Data Management in Mobile Clouds

Modern mobile operating systems support the use of embedded databases for
supporting the applications that are being developed. In spite of this, there are a lot
of limitations imposed by the operating systems, both in terms of the secondary
storage each application can use as well as the amount of main memory that the
application consumes. This, in combination with the limited amount of the pro-
cessing power by mobile devices, necessitates the use of mobile cloud databases,
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where the storage as well as the computation needed for any applications is off-
loaded to the mobile cloud. This way, complex computations on both historic and
streaming data needed by the applications can be achieved without burdening the
mobile device, either considering storage or computation power and battery
consumption.

Since the scale of data that is being generated as well as consumed by mobile
devices is tremendously increasing, scalable database management systems
(DBMSs)—both for update intensive application workloads, as well as decision
support systems—are a critical part of the cloud infrastructure [21]. Cloud platforms
serve a diverse set of applications resulting therefore in a variety of databases
(tenants) having very different schemas, workload types, data access patterns, and
resource requirements [22]. The efficient integration of these tenants and the
resource sharing between them in order to achieve an effective utilization of
resources is called multitenancy. In such a model, a multitenant database man-
agement system ensures good performance for the tenants and at the same time tries
to balance between performance and resource sharing. Further, in order to optimize
the operating cost, another goal is added, the one of elasticity. Elasticity refers to
one of cloud computing’s main characteristics and it is about managing the limited
resources offered by the cloud by scaling up and down as needed by the providers.

Database management systems have traditionally been used for serving enterprise
applications for short, atomic and isolated transactions. They are aimed at low latency
and on maximizing the transaction processing throughput. Traditional relational
database management systems (RDBMSs) are designed to reflect the operational
characteristics of applications and therefore do not take into consideration mobile
cloud computing characteristics such as elasticity and scale-out. The design of
RDBMSs lacks scalability and expandability, and therefore they cannot meet the
performance requirement of such data. On the other hand, NoSQL systems (i.e.
non-relational databases) have proven their advantages when it comes to the man-
agement, processing and analysis of large volumes of unstructured data. NoSQL
databases, as suggested in [23], have the following features: (a) they are able to
horizontally scale the throughput overmany servers, (b) they can replicate and partition
data over many servers, (c) they provide a simple interfaces, (d) they provide a weaker
concurrency model than the ACID (Atomicity, Consistency, Isolation, Durability)
transactions supported by RDBMSs, (e) they employ efficient distributed indexes for
data storage, (f) they provide the ability to dynamically add new attributes to data
records. It thus appears advisable that they should be used in a mobile cloud computing
storage infrastructure. What follows is a description of the most widely used database
management systems on the mobile cloud both in academia as well as in the industry.

RDBMSs for the mobile cloud
Since relational database management systems are not built for the characteristics of
data generated by mobile devices, several architectures were proposed in order to
enhance their functionality. In order to achieve scale-out, these systems (such as
Cloud SQL Server proposed by [24]), use a partitioned database where transactions
are constrained to execute on one partition, avoiding the use of locking protocols.
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Additionally, they replicate the database in order to support fault tolerance. How-
ever, these systems do not consider elasticity in order to reduce the operation cost of
the cloud database.

Key-value storage systems
Key-value stores are database management systems aiming at high scalability and
high availability. In order to support these goals, they are confined in supporting
simple, key-based access to data, and guarantees for consistency are supported on
single rows. One of the first key-value storage system that was proposed was
Dynamo [25] by Amazon. Dynamo only supports operations on single data items,
does not provide any isolation guarantees and permits only single key updates.
There are no security requirements such as authentication and authorization, since it
was targeted and used only by Amazon’s internal services. Subsequent research
efforts have proposed designs that support transactions on multiple rows, such as
the works of [26–29]. The ElasTraS system proposed by [22] uses the Hadoop
distributed file system (HDFS) in its storage layer, and manages to effectively deal
with large numbers of small tenants, while providing scalability for large tenants.

Document stores
Document stores are systems that support more complex data than key-value stores.
They support secondary indexes and multiple types of documents per database [23],
however they do not provide the ACID transactional properties. An example of
such a database is Couchbase [30], which is used by a variety of research works
such as in [31], where they maintain a big data repository on a mobile cloud for data
that are being generated by mobile devices. Couchbase can store and serve the most
frequent queries by leveraging its Memcache system that fetches the respective data
immediately from the main memory.

Relational database management systems are being used by commercial sys-
tems, however when it comes to streaming data of high velocity such as mobile
data, they are restricted by the relational model, therefore they cannot cope with
data with very complex relationships. Both key-value stores and document stores
are being used by cloud storage systems, depending on the type of data they
support, but this is limited by the fact that in the future mobile cloud computing
paradigm mobile data are generated by heterogeneous sources, and have different
forms depending on the source. With the emergence of mobile cloud computing,
commercial mobile cloud databases have appeared to incorporate high volumes of
streaming mobile data. Reference [32] provides a comparison of four such data-
bases, two databases that conform to the relational model (database.com, CloudAnt)
and two document stores (nuoDB, Couchbase). In addition, they propose
MCloudDB, a mobile database framework that is able to provide mobile data
services by integrating mobile applications with mobile data clouds. Depending on
the data that the cloud service is using, MCloudDB’s database abstraction layer
chooses the appropriate database and allocates resources for the data.
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2.2 Spatial Data Access Methods in Mobile-Aware
Cloud Databases

Mobile cloud computing poses challenges when compared to traditional cloud
computing. These challenges stem from the inherent challenges of mobile com-
puting such as low bandwidth, mobility and limited storage [33]. The number of
cloud services as well as the demand for accessing content on the cloud is
increasing. The challenges therefore for storing, managing and accessing data on
the cloud increase proportionally. The limitations, both in the storage and main
memory, for mobile devices are opposed to the fact that these devices generate large
amounts of data that need to be processed and stored. In the majority of the cases,
these data have spatial characteristics (i.e. locations), since mobile devices that
people use, contain a spatial location generated by various sensors on the device
(e.g. GPS, WiFi, 4G and 5G sensors). Additionally, indoor-based localization
systems such as [34] are being used to find the location of the device and in
consequence the position of the generated data. Therefore, one inherent challenge
for a cloud database is the efficient storage and retrieval of streaming mobile data
with spatial characteristics, where the location expires very frequently (i.e. devices
change location). Current NoSQL database systems provide some geospatial data
support, however their data partitioning techniques to the nodes of the cluster are
very simple and do not cope with very frequent updates on the data.

In order for cloud databases to incorporate such data, appropriate access methods
and indexing mechanisms should be used. Work in indexing spatial data has been
extensively studied by the database community, and efficient access methods have
been proposed. A spatial access method organizes spatial objects in a particular
space in a way so that, given a query, only specific subsets of all of the objects
stored in the spatial database will be considered as a possible answer [35]. Typical
spatial index structures include the R-tree [36] and its variants (such as the R*-tree
[37]) as well as the Quadtrees [38], which are also employed by modern DBMSs
such as Oracle, MS SQL Server and PostgreSQL. The problem with these data
structures is that they are designed assuming a centralized architecture and also they
suffer from the search/update tradeoff [39]. On the one hand, the R-tree and its
variants are data-oriented and don’t handle updates efficiently and on the other hand
Quadtrees are space-oriented. Assuming that in the majority of the cases the space
distribution of real datasets is skewed, the index performs very poorly for searching.
Therefore, datasets that change dynamically in time cannot be handled efficiently by
such data access methods. There have been proposed various indexing structures to
cope with dynamic updates, but they do not perform well in a mobile cloud-based
context where the volume as well as the speed of the data stream is tremendous.

Recent research works propose techniques and access methods for the efficient
indexing of multi-dimensional data in cloud systems. The work in [40] proposes
RT-CAN, an indexing scheme that incorporates different types of indexes to serve
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various application scenarios. In this work, each node in the cloud uses an R-tree
variant structure for the storing of the data in its local repository. Using Content
Addressable Network (CAN) as an overlay peer-to-peer network, the data for each
storage node are mapped to a point in the coordinate space. This global index
supports different types of spatial queries such as point, range and nearest neighbor
queries. The use of R-trees in RT-CAN renders the index not being able to cope
with many frequent updates as this is the case with mobile data. A variety of other
approaches have been proposed, such as QT-Chord [41] and SD-Rtree [42], which
are also based on R-tree and quadtree variants, but they all suffer since they do not
scale well in the cases of frequent updates.

Data structures for indexing methods in the mobile cloud should therefore be
able to cope with updates on high velocity streaming data. Therefore, one dimen-
sional structures such as space-filling curves and two-dimensional or
multi-dimensional grids have been used widely in the literature as spatial indexes.
However, these structures either provide approximate answers to the queries
because of the dimensionality reduction (in the case of space filling curves), or
inefficiency in query execution in the case of 2d-grids (due to the skewness of the
data distributions in space). One work towards managing dynamic location data in
cloud databases is ToSS-it [43], where a scalable distributed cloud-based index is
being proposed. This index can handle frequent updates as well as efficient
searching over this big mobile location data that change with massive speed in real
time. The data structure is a Voronoi diagram, that decomposes space into cells and
is able to cope with very fast updates. The framework distributes the objects in the
cloud servers, and for each server it maintains a Voronoi index. Then a global
Voronoi index is generated for all cloud servers. ToSS-it supports range and nearest
neighbor queries and manages to scale linearly with the number of nodes in the
cluster due to the exploitation of multicore CPUs in each node. Reference [44]
points out that one disadvantage of RT-CAN is that the distribution of the data in
the nodes by the CAN system leaves approximately half of the cluster idle if
applications are used in different time zones. They propose the CEPS method for a
cost-efficient partitioning of spatial data, aiming in a better utilization of the servers
in order to save cost. Therefore, they consider not only the spatial proximity of data
points but also access patterns that are associated with the objects, thus achieving to
reduce the cost by up to 40 %.

SpatialHadoop [45] is an effort to integrate the support for spatial data with the
Hadoop framework. It adopts several index structures such as grids, R-trees and its
variants and supports several spatial operations such as range searching, nearest
neighbor queries and spatial joins. Spatial awareness is injected in all of the Hadoop
layers, and the support of several spatial partitioning techniques [46] and index
structures in the storage layer, as well as various spatial queries render it a scalable
and complete solution for mobile data in the cloud that have spatial characteristics.

298 K. Katzis and C. Efstathiades



3 Cognitive Radio Networks Supporting Mobile
Cloud Computing in 5G

3.1 Mobile Cloud Computing QoS Requirements

In recent days there has been a dramatic increase in the number of mobile devices
allowing users to run powerful applications making use of their built-in sensing and
better data exchange. As a result, mobile applications are expected to seamlessly
integrate with real-time data streams and Web 2.0 applications. Current applications
are used for gaming, video capturing, editing and uploading, managing personal
health, micro payments etc. and these applications are expected to grow in varia-
tions and resource requirements [47]. Although, mobile device hardware continues
to evolve and to improve, it will always be behind on resources and security but
most of all energy since the devices are powered by batteries. Resource poverty can
be restrictive for the seamless and optimal operation of many applications [48]. In
this context, 5G is expected to support Mobile Cloud Computing, in order to
guarantee a minimum Quality of Service (QoS) requirements. According to NIST,
cloud computing is expected to provide ubiquitous, convenient and on-demand
network access to a shared pool of configurable computing resources. This must be
achieved within a short time period and with minimal management effort or service
provider interaction [49]. The five essential characteristics of NIST proposed cloud
model are: on-demand self-service, broad network access, resource pooling, rapid
elasticity and measured service. The first characteristic, is on-demand self-service
where the user is expected to be able to unilaterally provision computing capa-
bilities (server time and network storage), automatically and without interacting
with the service provider. The second characteristic is broad network access
allowing access by heterogeneous thin or thick platforms such as mobile phones,
tablets, laptops etc. while network capabilities must support the platform require-
ments. The third characteristic is resource pooling, where the provider’s computing
resources are pooled. The main priority here is to serve multiple users employing
different physical and virtual resources, which are dynamically assigned and reas-
signed according to user’s demand. Such resources are storage, processing, memory
and network bandwidth. The fourth characteristic is rapid elasticity, referring to the
capabilities available to the consumer that can be elastically provisioned and
released. Finally, the fifth characteristic is measured service, referring to the
monitoring, controlling and reporting of resources in a transparent way for both the
provider and the consumer of the utilized service. This allows resource re-allocation
and optimization based on the consumer’s type of required service (storage, pro-
cessing, bandwidth, etc.) on a pay-per-use or charge-per-use basis.
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3.2 Cognitive Radio Networks in 5G

There are many ways of allocating resources in a mobile communication system.
Depending on its architecture and the application is designed for, this could vary
from a loosely distributed controlled scheme to a highly centralized one. The
channel allocation techniques matured through time in one shape or another but it
was truly developed through the genesis of cellular mobile networks. Coordination
of the resources was mandatory to maintain a healthy system that satisfied the
minimum quality of service (QoS) requirements. From the first generation of cel-
lular mobile networks, channel allocation techniques managed resources for new
call arrivals or handoff attempts. The main purpose of implementing a channel
allocation scheme is to achieve high spectral efficiency while satisfying the mini-
mum grade of service. In some cases, it allows maintaining the planned cell
boundaries intact, speeds up the allocation process and rearranges resources to
highly populated areas to relief the system from network congestion. In mobile
cellular systems, three basic types of channel allocation techniques can be identi-
fied. These are fixed, flexible and dynamic [50].

One of the main forces pushing towards the deployment of cognitive radios
(CRs) is what appears to be a spectrum shortage. Current radio technologies employ
portions of the radio spectrum through long-term licenses and it is impossible for
someone else to use them. Although the radio spectrum seems to be highly occu-
pied with hundreds of bands allocated to various companies, organisations etc.,
spectrum scarcity largely depends not on how many frequencies are available but
on the technologies that can be deployed and how these frequencies will be used.

Currently there is a high demand for high-speed heterogeneous broadband
technologies. These technologies require a substantial radio spectrum for their
operation as well as they must be able to communicate using various currently
available wireless standards. Furthermore, operating frequencies must be able to
support a mobile, busy, urban propagation environment such as we find in 3G and
LTE technologies. Alternatively, technologies such as IEEE802.11 (Wi-Fi) and
IEEE802.16 (WiMax) are examples of modern broadband wireless networks. Both
of them operate in the industrial, scientific and medical (ISM) bands. These bands
are internationally reserved for purposes other than telecommunications which can
in some occasions cause electromagnetic interference with communication systems
that are using them. Since these frequencies have been free to use (unlicensed),
Wi-Fi has been a cheap alternative to the wired network for allowing connectivity
to the internet or even locally for devices such as laptops, smartphones, TVs,
cameras etc. It is therefore clear that the technological market is currently driving
the research and development of communications towards an evermore wireless,
high speed, high capacity type of network. The bad news for the community is that
the spectrum map is highly congested (in terms of allocation) and it is almost
impossible to increase the bandwidth of the existing operating wireless networks
without affecting other wireless systems operating in adjacent radio bands. The
good news is that recent studies showed that the spectrum map is also underutilized
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[11]. This has lead to the revolutionary idea of using a new type of radios that will
be capable of using the underutilized spectrum in order to deliver the requirements
of future wireless mobile communications.

CR has been defined in [51] as an intelligent wireless communication system
that is aware of its surrounding environment and uses the methodology of
understanding-by-building to learn from the environment and adapt its internal
states based on new statistical variations. CR has become a reality thanks to the
available reconfigurable platforms that are currently available in the market. The
platforms have been based on digital radio and computer software. In fact, software
CR platforms can be defined as the evolution of Software Defined Radios (SDRs).
SDRs have been around for more than 20 years starting in the analogue modem
industry where manufacturers implemented the modulating and de-modulating
algorithm in software. This allowed them to upgrade/change the communication
standards without having to change any of the hardware components. Based on this
concept, SDRs have been further evolved to better utilize the radio spectrum by
allowing real-time reconfigurability and improve compatibility and coexistence
with different wireless standards. This has been achieved by employing software to
perform the modulation and demodulation of the radio signals. Currently there is a
considerable number of available software and hardware CR platforms mainly used
for experimental purposes. Some of the main software platforms are: GNU Radio,
IRIS, ASGARD. Combining these with the appropriate hardware RF front such as
USRP, BEE2, VESNA, WARP it is possible to create what is known as a CR
test-bed [52]. Using these test-beds it is possible to experimentally evaluate radio
resource management algorithms for CR networks.

3.3 Resource Management Techniques for Cognitive
Radio Enabled Networks

A CR type of wireless network is expected to be employing a loose type of channel
assignment algorithm that enables the nodes to freely choose the best possible
channel for their communication. After all, CR networks philosophy is to embrace
the freedom of frequency allocation. Nevertheless, taking advantage of this kind of
freedom does not suggest anarchy for the radio spectrum usage. Not at all; as each
CR node, is expected to follow a list of rules. Avoiding any of these rules can end
up in denying services to the node in reference or to causing severe interference to
other nodes.

Simply put, the primary purpose of managing radio spectrum is to develop an
adaptive strategy for the efficient and effective use and reuse of radio spectrum. In
the case of CR, this will lead to highly reliable communications whenever and
wherever needed. Inspired on existing wireless communication systems, whether
these are cellular or not, the channel assignment algorithm for CR networks must be
able of building on the spectrum holes detected by the radio-scene analyzer and the
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output of transmit-power controller [53]. Then, select the modulation strategy that
adapts to the time-varying conditions of the radio environment. The radio scene
analyzer proposed in [53] involves the estimation of interference temperature and
detection of spectrum holes. Information gathered based on these two techniques
are sent back to the transmitter through the feedback channel. It also involves the
deployment of an adaptive beamforming mechanism that saves power by not
radiating in all directions thus minimizing interference due to the action of other
transmitter. What exactly are spectrum holes? Spectrum holes are presented in [53]
as potential opportunities for non-interfering use of spectrum and can be considered
as multidimensional regions within frequency, time, and space. This is provided
that the CR systems, also known as the secondary system, is able to sense these
holes within a given range of frequencies. Spectrum holes are classified into three
categories [53]. The black spaces, the grey space and he white spaces. Black spaces
represent the spectra that is occupied by high power local interferers some of the
time. Furthermore, grey spaces refer to partially occupied spectra by low power
interferers. Finally, white spaces are free of interferers except from any ambient
noise in the area such as thermal noise, transient reflections, impulse noise and
broadband thermal noise.

Detecting spectrum holes can be tricky and requires capable hardware and
software to carry out this task. Some of the main issues regarding spectrum hole
detection are listed in [53] as the environmental factors, exclusive zones and pre-
diction algorithms. Environmental factors such as path-loss can reduce significantly
the received signal power whereas shadowing can cause fluctuations about the path
loss by a multiplication factor. In [54], authors propose quintile models for
uncertain probability distributions (e.g. for shadowing) while secondary radio
positions have been considered unconstrained. From the results, assuming multiuser
settings, the degree of shadowing correlation has proven highly uncertain. Authors
suggest that it might be easier to achieve a firm consensus regarding the correlation
of shadowing across different frequencies for a single radio than it is to achieve a
consensus regarding the shadowing correlation across users. “Weighted Probability
of Area Recovered” (WPAR) is the proposed metric that employs a
discounting-function to weigh the probability of recovering area at a given distance
away from a single primary transmitter. While exponential discounting has been
used by authors for convenience, it remains an interesting open question to deter-
mine what the right discounting functions are for different application scenarios.

Some issues that are addressed in [55] disclose areas of spectrum hole detection
that must be addressed in the future. These are the cooperative sensing strategies,
the tradeoffs between the time-overheads and space-overheads. In addition, how the
signal to noise ratio (SNR) walls must be understood in the context of the proposed
WPAR algorithm. In [55] authors present issues regarding the critical design
problem of CR systems having to process multi-gigahertz wide bandwidth and
reliably detect spectrum occupancy. This places severe requirements on the future
CR platforms that will have to feature high sensitivity, linearity, and dynamic range
of the circuitry in the RF front-end.
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3.4 IEEE Standards Supporting 5G Wireless Networks

Some of the recently developed/under development standards, feature architectural
characteristics of CR engines. Such wireless standards could become integral part
of 5G wireless networks that support cloud storage schemes. In this section, such
standards are presented.

802.11ac
802.11ac evolved from 802.11n to become a much faster and more scalable wireless
standard developed by IEEE [56]. Wireless Local Area Network (WLAN) sites are
expected to experience significant improvements in the number of clients supported
by an access point (AP). Individual users will also realize better experience since there
is higher bandwidth availability for parallel video streams. Device battery life is
extended, since the device’s Wi-Fi can wake up and exchange data with its AP [56].
Compared to 802.11n, 802.11ac has a significantly improved performance thanks to
the increased channel bonding offered which can reach up to 160 MHz. Furthermore,
it employs 256 quadrature amplitude modulation (QAM) for a 33 percent speed burst
at shorter ranges. Finally, a more complex multiple-input multiple-output (MIMO)
architecture supports up to 8 spatial streams, twice as many than 802.11n. 802.11ac is
a 5 GHz-only technology. It is therefore expected that APs will be dual-band sup-
porting 802.11ac at 5 GHz and 802.11n at 2.4 GHz.

802.11af
IEEE 802.11af is the standard defined for spectrum sharing among unlicensed white
space devices and licensed services in TV white space [57, 58]. This standard which
is also known as Super Wi-Fi or WhiteFi protects the licensed users by applying a
geolocation database mechanism. This is carried out using a white space map
(WSM) which is defined in [57] as the information on identified available fre-
quencies that is obtained from a geolocation database (GDB) and that is used by
IEEE 802.11af stations (STAs). IEEE 802.11af envisions a geolocation database
that stores the frequencies and operating parameters of white space devices by their
geographic location to fulfill the regulatory requirements. IEEE 802.11af channels
are 6, 7 and 8 MHz wide, thus allowing backward compatibility with existing
international TV band allocations. Operation may vary from one to four channels,
either contiguously or in two non-contiguous blocks. This way, devices are able to
aggregate sufficient spectrum in a fragmented TV band spectrum to achieve high
data rates. For Cloud Storage applications, although IEEE 802.11af has lower
coverage range compared to cellular solutions, its lower costs due to the spectrum
price are making it a promising candidate.

802.15.4
802.15.4 provides for ultra low complexity, ultra low cost, ultra low power con-
sumption, and low data rate wireless connectivity among inexpensive devices. The
raw data rate is high enough (250 kb/s) to satisfy a set of applications but is also
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scalable down to the needs of sensor and automation needs (20 kb/s or below) for
wireless communications [59]. While most ongoing work in IEEE 802 wireless
working groups is geared to increase data rates, throughput and QoS, the 802.15.4
LR-WPAN task group is aiming for other goals [60]. The advantages of this type of
network is that it is easy to install, it has reliable data transfer, short-range opera-
tion, low cost and reasonable battery life [61]. Consequently, this standard is used
to effectively deliver solutions for a variety of areas including consumer electronic
device control, energy management and efficiency, home and commercial building
automation as well as industrial plant management [62]. The application of
802.15.4 consists an example of a wireless network architecture that will be used in
for supporting IoT type of applications.

802.22
IEEE 802.22, is a standard for wireless regional area networks (WRAN) that
enables broadband wireless access using CR technology and spectrum sharing in
white spaces [63]. It utilizes unused TV broadcast bands without interfering with
other devices in frequency bands already licensed for specific uses. This is con-
sidered as a cost effective method of providing broadband access to sparsely
populated areas where a wired connection would prove to be too costly. The 802.22
network is consisted of a number of base stations (BS) and client stations also called
customer premises equipment (CPE) operating in a point to multi-point arrange-
ment. This way, a BS manages its own cell and all associated CPE stations.
Each BS in 802.22 network controls the medium access in its cell and maintains
communication with its clients. Furthermore, it manages a unique feature of dis-
tributed sensing. This means that it is capable of observing the radio frequency
spectrum and processing the observation to determine if a channel is occupied by a
licensed transmission. The BS controls when sensing is performed by instructing
various CPE to perform distributed measurement of different TV channels. Based
on the reading collected, the BS decides the next action to be taken regarding the
allocation of a channels.

4 Conclusions

Mobile cloud computing is an emerging paradigm in an era where communication
technologies evolve to support connectivity between a vast numbers of heteroge-
neous devices. The exponentially increasing generation of data requires that the
cloud should support scalable database management systems with efficient storage
and processing capabilities. To deliver mobile clouds it is imperative that 5G
wireless mobile networks are prepared to address the various types of wireless
devices generating the data. Currently, there is a significant number of wireless
standards that aim to fulfill the requirements set by the mobile cloud. These stan-
dards could be considered as part of the future 5G wireless mobile networks.
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Smartphone-Based Telematics for Usage
Based Insurance

Prokopis Vavouranakis, Spyros Panagiotakis, George Mastorakis
and Constandinos X. Mavromoustakis

Abstract In this chapter we study and introduce a smartphone-based telematics
system for usage-based insurance (UBI). The smartphone has been identified as an
enabler for future UBI, replacing the in-vehicle telecommunication hardware
devices with a ubiquitous device with a plurality of sensors, means for data pro-
cessing and wireless communication. We implemented and developed an
end-to-end system including a telematics android-based application for client’s
smartphones and a portal to collect, analyze and record driving patterns and score
drivers. Also monitoring driver behavior, recording their driving events (safe and
aggressive) and giving feedback of recorded events can enhance driver safety. So
we developed an android-based application, which can estimate driving behavior,
using data only from the accelerometer sensor or using orientation data of a sensor
fusion method. Complementary, we developed a portal, where we can have access
to an overall dashboard of all registered drivers. In the portal are presented scores,
behaviors, trips reports and routes in maps of all recorded trips. With this way, we
help the insurance carriers to assess better the risk of the drivers.
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1 Introduction

Usage-based insurance (UBI) [1] is a type of vehicle insurance whereby the costs
are dependent upon type of vehicle used, measured against time, distance, behavior
and place.

This differs from traditional insurance, which attempts to differentiate and
reward “safe” drivers, giving them lower premiums and/or a no-claims bonus.
However, this rewarding is a reflection of history that may do not correspond to the
present pattern of driving behavior. This means that it may take a long time before
safer (or more reckless) patterns of driving and changes in lifestyle feed the
insurance premiums.

The simplest form of usage-based insurance bases the insurance costs simply on
the number of miles driven. However, the general concept of pay as you drive
includes any scheme where the insurance costs may depend not just on how much
you drive but how, where, and when one drives [2].

Pay as you drive (PAYD) means that the insurance premium is calculated
dynamically, typically according to the amount driven. There are three types of
usage-based insurance:

• Coverage is based on the odometer reading of the vehicle.
• Coverage is based on mileage aggregated from GPS data, or the number of

minutes the vehicle is being used as recorded by a vehicle-independent module
transmitting data via cellphone or RF technology [3].

• Coverage is based on other data collected from the vehicle, including speed and
time-of-day information, historic riskiness of the road, driving actions in addi-
tion to distance or time travelled.

The formula can be a simple function of the number of miles driven, or can vary
according to the type of driving or the identity of the driver. Once the basic scheme
is in place, it is possible to add further details, such as an extra risk premium if
someone drives too long without a break, uses their mobile phone while driving, or
travels at an excessive speed. Telematics usage-based insurance provides a much
more immediate feedback loop to the driver [1] by changing the cost of insurance
dynamically with a change of risk. This means drivers have a stronger incentive to
adopt safer practices. For example, if a commuter switches to public transport or to
working at home, this immediately reduces the risk of rush hour accidents. With
usage-based insurance, this reduction would be immediately reflected in the cost of
car insurance for that month.

So the proposal for the user is simple. The user has to download an application in
his smartphone, open it when he is driving and let his insurance company to
monitor his driving behavior: where his vehicle is driven, how fast he drives, how
hard he breaks, how hard he corners and so on. In return the insurance will give him
a discount on insurance premiums.
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The Progressive Insurance [2], the largest insurance company using such
methods in the USA, found after analysis of billion of miles and relevant data that
key points in driving behavior such as actual miles traveled, braking and time of the
day give more than the twice predictabilities compared to tradition variables such as
age of the driver, gender, the manufacturer and the model of the insured vehicle.
The average discount on insurance premiums for a driver who agrees to record his
driving behavior amounts to 10−15 %.

In the future, anyone who does not agree to record his driving behavior may not
be required to pay higher insurance premiums, but most companies will not even
accept to insure his car. Insurance based on telematics can find great appeal, as no
longer requires special devices installed in the car and a simple download of an
application in the driver’s smartphone is enough. In addition, smartphones are made
especially for communication. On the other hand special devices need some kind of
transmitter.

Insurance programs based on telematics [2] would mean big changes for road
safety. The insurance application on the mobile phone will notify you when you
brake too abruptly or run too much, and tame the way you drive. The fact is that
people drive more carefully, simply because they know that their driving behavior
is recorded. The more expensive insurance premiums act as penalty for recklessness
driving behavior.

In this chapter we study and introduce a smartphone-based telematics system for
usage-based insurance. The smartphone has been identified as an enabler for future
UBI, replacing the vehicle mounted dedicated hardware with a ubiquitous device
with a plurality of sensors, means for data processing and wireless communication.
In this context we have implemented and developed an end-to-end system including
a telematics android-based application for client’s smartphones and driving
behavior recognition, as well as a portal to collect, analyze and record driving
patterns and score the drivers. The rest of the paper is organized as follows: Sect. 2
details in UBI concepts, Sect. 3 presents the methodology for detecting drivers’
behavior using smartphone sensors, Sects. 4 and 5 introduce the Native Android
Application we have developed for Usage Based Auto Insurance and the e-Platform
of a potential Auto UBI System for drivers management, respectively, and, finally,
Sect. 6 concludes the chapter.

2 Usage Based Insurance (UBI)

2.1 Definition of UBI

Usage-based insurance (UBI) [2] also known as pay as you drive (PAYD) and pay
how you drive (PHYD) and mile-based auto insurance is a type of vehicle insur-
ance whereby the costs are dependent upon type of vehicle used, measured against
time, distance, behavior and place.

Smartphone-Based Telematics for Usage Based Insurance 311



Usage-Based Insurance is a recent innovation by auto insurers that more closely
aligns driving behaviors with premium rates for auto insurance. Mileage and
driving behaviors are tracked using odometer readings or in-vehicle telecommu-
nication devices (telematics) that are usually self-installed into a special vehicle port
or already integrated in original equipment installed by car manufactures. The basic
idea of telematics auto insurance is that a driver’s behavior is monitored directly
while the person drives. These telematics devices measure a number of elements of
interest to underwriters: miles driven; time of day; where the vehicle is driven
(GPS); rapid acceleration; hard breaking; hard cornering; and air bag deployment.
The level of data collected generally reflects the telematics technology employed
and the policyholders’ willingness to share personal data.

The insurance company then assesses the data and charges insurance premiums
accordingly. For example, a driver who drives long distance at high speed will be
charged a higher rate than a driver who drives short distances at slower speeds.
With UBI, premiums are collected using a variety of methods, including utilizing
the gas pump, debit accounts, direct billing and smart card systems.

The first UBI programs began to surface in the U.S. about a decade ago, when
Progressive Insurance Company and General Motors Assurance Company
(GMAC) began to offer mileage-linked discounts through combined GPS tech-
nology and cellular systems that tracked miles driven. These discounts were (and
still are) often combined with ancillary benefits like roadside assistance and vehicle
theft recovery. Recent accelerations in technology have increased the effectiveness
and cost of using telematics, enabling insurers to capture not just how many miles
people drive, but how and when they drive too. The result has been the growth of
several UBI variations, including Pay-As-You-Drive (PAYD),
Pay-How-You-Drive (PHYD), Pay-As-You-Go, and Distance-Based Insurance.

2.2 Pricing of UBI

The pricing scheme for UBI deviates [2] greatly from that of traditional auto
insurance. Traditional auto insurance relies on actuarial studies of aggregated his-
torical data to produce rating factors that include driving record, credit-based
insurance score, personal characteristics (age, gender, and marital status), vehicle
type, living location, vehicle use, previous claims, liability limits, and deductibles.
Premium discounts on traditional auto insurance is usually limited to the bundling
of insurance on multiple vehicles or types of insurance, insurance with the same
carrier, protection devices (like airbags), driving courses and home to work
mileage.

Policyholders tend to think of traditional auto insurance as a fixed cost, assessed
annually and usually paid for in lump sums on an annual, semi-annual, or quarterly
basis. However, studies show that there is a strong correlation between claim and
loss costs and mileage driven, particularly within existing price rating factors (such
as class and territory). For this reason, many UBI programs seek to convert the fixed
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costs associated with mileage driven into variable costs that can be used in con-
junction with other rating factors in the premium calculation. UBI has the advantage
of utilizing individual and current driving behaviors, rather than relying on
aggregated statistics and driving records that are based on past trends and events,
making premium pricing more individualized and precise.

2.3 Advantages of UBI

UBI programs offer many advantages [2] to insurers, consumers and society.
Linking insurance premiums more closely to actual individual vehicle or fleet
performance allows insurers to more accurately price premiums. This increases
affordability for lower-risk drivers, many of whom are also lower-income drivers. It
also gives consumers the ability to control their premium costs by incenting them to
reduce miles driven and adopt safer driving habits. Fewer miles and safer driving
also aid in reducing accidents, congestion and vehicle emissions, which benefits
society.

The use of telematics helps insurers more accurately estimate accident damages
and reduce fraud by enabling them to analyze the driving data (such as hard
breaking, speed, and time) during an accident. This additional data can also be used
by insurers to refine or differentiate UBI products. Additionally, the ancillary safety
benefits offered in conjunction with many telematics-based UBI programs also help
to lower accident and vehicle theft related costs by improving accident response
time, allowing for stolen vehicles to be tracked and recovered, and monitoring
driver safety. Telematics also allow fleets to determine the most efficient routes,
saving them costs related to personnel, gas and maintenance.

2.4 Challenges

The practice of tracking mileage and behavior information in UBI programs has
raised privacy concerns. As a result, some states have enacted legislation requiring
disclosure of tracking practices and devices. Additionally, some insurers limit the
data they collect. Although not for everyone, acceptance of information sharing is
growing as more mainstream technology devices (such as smartphones, tablets, and
GPS devices) and social media networks (such as Facebook and MySpace) enter the
market.

Implementing a UBI program, particularly one that utilizes telematics, can be
costly and resource intensive to the insurer. UBI programs rely heavily on costly
technology to capture and sensitize driving data. Additionally, UBI is an emerging
area and thus there is still much uncertainty surrounding the selection and inter-
pretation of driving data and how that data should be integrated into existing or new
price structures to maintain profitability. This is particularly important, as the
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transitioning of lower-risk drivers into UBI programs that offer lower premium
could put pressure on overall insurer profitability.

Insurers must also manage regulatory requirements within the states that they do
business. Many states require insures to obtain approval for the use of new rating
plans. Rate filings usually must include statistical data that supports the proposed
new rating structure. Although there are general studies demonstrating the link
between mileage and risk, individual driving data and UBI plan specifics are
considered proprietary information of the insurer. This can make it difficult for an
insurer who does not have past UBI experience. Other requirements that could
prevent certain UBI programs include the need for continuous insurance coverage,
upfront statement of premium charge, set expiration date, and guaranteed
renewability. However, it should be noted that a Georgia Institute of Technology
survey of state insurance regulations (2002) found that the majority of states had no
regulatory restrictions that would prevent PAYD programs from being
implemented.

2.5 Implementations in USA

Metromile. Metromile is a California-based insurance startup funded by New
Enterprise Associates, Index Ventures, National General Insurance/Amtrust
Financial, and other investors. It offers a driving app and a pay-per-mile insur-
ance product using a device that connects to the OBD-II port of all automobiles
built after 1996. Metromile does not use behavioral statistics like type of driving or
time of day to price their insurance. They offer consumers a fixed base rate per
month plus a per-mile-rate ranging from 2 to 11 cents per mile, taking into account
all traditional insurance risk factors. Drivers who drive less than the average
(10,000 miles a year) will tend to save. Metromile allows users to opt out of GPS
tracking, never sells consumer data to 3rd parties, and does not penalize consumers
for behavioral driving habits. Metromile is currently licensed to sell auto insurance
in California, Oregon, Washington, Virginia and Illinois (as of July 2015) [4]. More
states are expected to roll out shortly.

Progressive. Snapshot is a car insurance program developed by Progressive
Insurance in the United States [5]. It is a voluntary, behavior-based insurance
program that gives drivers a customized insurance rate based on how, how much,
and when their car is driven. Snapshot is currently available in 46 states plus the
District of Columbia. Because insurance is regulated at the state level, Snapshot is
currently not available in Alaska, California, Hawaii, and North Carolina.

Driving data is transmitted to the company using an on-board telematic device.
The device connects to a car’s Onboard Diagnostic (OBD-II) port (all automobiles
built after 1996 have an OBD-II) and transmits speed, time of day and number of
miles the car is driven. Cars that are driven less often, in less risky ways and at less
risky times of day can receive large discounts. Progressive has received patents on
its methods and systems of implementing usage-based insurance and has licensed

314 P. Vavouranakis et al.



these methods and systems to other companies. Progressive has service marks
pending on the terms Pay As You Drive and Pay How You Drive.

Allstate. Allstate announced on October 8, 2012 that it has expanded its
usage-based auto insurance product, Drive Wise, to four additional states including
New York and New Jersey [5]. As of October 2012 Drive Wise is currently
available in: Colorado, Michigan, New Jersey, New York, Arizona, Illinois, and
Ohio. Allstate’s usage-based insurance product, Drive Wise, gets installed into a
car’s onboard diagnostic port, near the steering column in most cars. Allstate said
its usage-based insurance measures things such as mileage, braking, speed, and
time of day when a customer is driving. Using that data, Allstate calculates a
driving discount for each customer using its telematics technology.

One of the big advantages with Drive Wise is that it can constantly provide
feedback to the consumers for as long as they keep the device in the car. Allstate’s
Drive Wise utilizes data from a monitoring device plugged into a car’s onboard
diagnostic port. Of the drivers earning a discount, the average savings is nearly
14 % per vehicle. More than 10 % of all new Allstate customers are opting to
participate in this coverage.

Liberty Mutual Insurance. Onboard Advisor is a commercial lines
pay-how-you-drive, PHYD, or “safety-driven” insurance product by Liberty
Mutual Agency Corporation. It offers up to 40 % discount to commercial and
private fleets based on how safely they actually drive [1].

National General Insurance. National General Insurance is one of the first and
largest auto insurance companies to institute a Pay-As-You-Drive (PAYD) program
in the United States back in 2004 [6]. The National General Insurance Low-Mileage
Discount is an innovative program offered to OnStar subscribers in 34 states, where
those who drive less pay less on their auto insurance. This opt-in program is the first
of its kind [7] leveraging state-of-the-art technology using OnStar to allow cus-
tomers who drive fewer miles to benefit from substantial savings. Eligible active
OnStar subscribers sign up to save on their premiums if they drive less than 15,000
miles annually. Subscribers who drive even less than that can save even more (up to
54 %).

Under the program, new National General Insurance customers receive an
automatic insurance discount of approximately 26 % upon enrollment [8] (existing
OnStar customers receive a discount based on historical mileage). With the sub-
scriber’s permission, the odometer reading from his or her monthly OnStar Vehicle
Diagnostics report is forwarded to National General Insurance. Based on those
readings, the company will decrease the premium using discount tiers corre-
sponding to miles driven.

Information sent from OnStar to National General Insurance pertains solely to
mileage, and no additional data is gathered or used for any purpose other than to
help manage transportation costs. Customers who drive more than 15,000 miles per
year are not penalized and all OnStar customers receive an insurance discount
simply for having an active OnStar subscription.
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2.6 Future of UBI

UBI is poised for rapid growth in the U.S. According to SMA Research [2],
approximately 36 % of all auto insurance carriers are expected to use telematics
UBI by 2020. Based on a May 2014 CIPR survey of 47 U.S. state and territory
insurance departments, in all but five jurisdictions—California, New Mexico,
Puerto Rico, Virgin Islands, and Guam—insurers currently offer telematics UBI
policies. In twenty-three states, there are more than five insurance companies active
in the telematics UBI market. The CIPR survey is part of a recently released CIPR
study: “Usage-Based Insurance and Vehicle Telematics: Insurance Market and
Regulatory Implications” [2], on how technological advances in telematics are
driving changes in the insurance market and its impact on insurers.

Telematics-based UBI growth is being propelled by technology advances, which
continue to substantially improve the cost, convenience, and effectiveness of using
telematics devices. It is through the use of telematics that insurers are able to collect
driving data that better enable them to more closely link a driver’s individual risk
with premium. Through UBI programs, insurers are able to differentiate products,
gain competitive advantage, and attract low-risk policyholders. Recognition of the
societal benefits and growing consumer acceptance of personal data collection will
only serve to further increase demand for telematics-based UBI products in the
future.

3 Detecting Driver Behavior Using Smartphone Sensors

There are a lot of applications, which try to detect and analyze the driving behavior
of the driver. Many of them have target to stimulate the drive in order to improve
his driving style and by this way to achieve lower fuel consumption and to decrease
the risk of road accidents [9]. These systems or applications use expensive
car-dependent information such as engine power, pedal pressure, wheel position
etc. Nowadays the smartphones are already well integrated in our life. Because of
that and the various embedded sensors (accelerometer, orientation sensor etc.) in
them, the smartphones represent a suitable platform to compute the driving
behavior of the driver [10].

We implement a usage based auto-insurance information system, which consists
of two elements. The first element is an android-based application for smartphones
and tablets, which detects the driver’s behavior by analyzing the collected data from
device’s sensors. For this reason we study various driving detection methods using
smartphone’s sensor in order to find which method or methods are the best for our
implementation. The second element is an e-platform, where someone can have
access to all data (trip’s information, routes of trips, graphs of sensor’s data) of all
drivers, of the insurance company.
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3.1 Calibration of Device

In order someone to get accurate measurements from a smartphone to evaluate the
driving quality, it is required at first to calibrate the position of the device relatively
to that of the vehicle [11]. This means virtually rotating the three-axis of the
accelerometer sensor of the smartphone to meet the vehicle’s orientation (Fig. 1). To
do this we need to know all the angles of rotation. To calculate the angles of rotation,
we use the atan2 function [12] to measure the angle between two given coordinates.

The calibration is always initiated before monitoring, and is carried out in three
steps. The first step of the calibration is to calculate the rotation angles according to
the vehicle’s level. The second step is to calculate the angle of the driving direction
of the vehicle. When these two steps are completed, the final step of the calibration
is executed, updating the rotation angles. Figure 1 illustrates the calibration angles.

The first step, explained above, is done while the vehicle is standing still. The
angles calculated in the first step are both the roll- and pitch angles. The XY
magnitude offset is calculated next. Calculating the average magnitude between the

Fig. 1 Illustration of the
calibration angles
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X and Y-axis does this. This offset is used to check if the vehicle is in motion. If the
offset is varying widely, this means that the vehicle is in motion. If the vehicle is in
motion at this stage, the first step is restarted and the offset is reset.

When the XY magnitude offset is calculated, we can proceed to the second step;
calculating the yaw angle. First we check if the vehicle is in motion by checking if
the magnitude of the XY axis (subtracted by the XY offset) is above a certain value.
If this is true, we calculate the yaw angle based on this magnitude, and add the
angle in an average buffer. This process is repeated until we have enough angles to
calculate the average yaw angle. We use the average yaw angle to be certain that it
is accurate and valid. If we just set the first calculated angle as the yaw angle, this
has got the potential of being invalid.

3.2 Sensor Fusion Orientation Data

Sensor Fusion [13, 14] is the more appropriate method that can be used to deter-
mine the orientation of a device. With this method, we combine data from 3
embedded smartphone sensors: the accelerometer, the magnetometer and the
gyroscope, in order to get the three orientation angles. The low noise gyroscope
data is used only for orientation changes in short time intervals. The accelerometer
and magnetometer data is used as support information over long time intervals.
With this way we filter out the gyro drift (a slow rotation of the calculated orien-
tation), with the accelerometer/magnetometer data, which do not drift over long
time intervals. This process is similar to high pass filtering of the gyroscope data
and to low pass filtering of the accelerometer/magnetometer data. Figure 2 illus-
trates this process.

3.3 Detection Methods

Our algorithm characterizes the behavior of the driver as Excellent, Very Good,
Good, Bad or Very Bad and computes the average speed of the vehicle at the end of
every trip.

Fig. 2 Flow of the sensor fusion with complementary filter
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Our algorithm for the detection of driver behavior uses two types of data. The
acceleration output data of the accelerometer sensor and the orientation output data of
the sensor fusion method. In the first method we use the three-axis accelerometer
sensor in order to record and analyze driver’s behavior. In particular, we utilize the
x-axis accelerometer data to detect the left/right direction of the vehicle and therefore
driving events like safe or sharp turns. For the detection of front/rear direction of
vehicle and therefore to measure how the driver accelerates and applies the brakes we
utilize the y-axis data. In the second method we use the three-axis orientation output
data of sensor fusion. In particular, we use roll data in order to detect the left/right
direction of the vehicle. For the detection of front/rear direction of vehicle and
therefore to measure how the driver accelerates/decelerates, we utilize pitch data.

Our experience with these two methods shows that the best practice for recog-
nizing driving patterns is the use of accelerometer data. The reason is not that sensor
fusion methodology is not accurate or reliable but rather that sensor fusion is not the
best option for the detection of sharp turns or sharp lane changes. When we use
only the accelerometer, the algorithm detects sharp turns or sharp lane changes
faster than when we use the orientation data of sensor fusion method. On the other
hand, with sensor fusion the system detects faster the safe/hard accelerations or
decelerations of the vehicle than when we use only the acceleration data.

After having chosen the preferred detection method, the algorithm analyzes the
behavior of the driver applying specific thresholds over the data collected as he
drives [10]. These thresholds have been acquired by testing the data of the detection
methods under various driving events and maneuvers. This is the methodology
followed in most similar works [10, 15, 16]. With these thresholds (Table 1) we can
distinguish and detect 12 driving events: Safe Acceleration, Safe Deceleration, Safe
Left Turn, Safe Right Turn, Safe Left Lane Change, Safe Right Lane Change, Hard
Acceleration, Hard Deceleration, Sharp Left Turn, Sharp Right Turn, Sharp Left
Lane Change and Sharp Right Lane Change.

Every driving event or maneuver, that our system can detect, has a counter.
When the algorithm detects that the driver makes one of the already talked
maneuvers or driving events, the counter for this type of event is incremented. If the
algorithm detects a safe driving event, a counter for this driving event is incre-
mented. When detects a dangerous driving event, then a counter for this event is
incremented as well.

When the driver has finished his trip, our algorithm computes the percentage of
the penalty for every dangerous driving event. The computed penalties are: hard
acceleration penalty, hard deceleration penalty, sharp left turn penalty, sharp right
turn penalty, sharp left lane change penalty and sharp right lane change penalty.

The equations for the Hard Acceleration and Hard Deceleration penalties are:

HardAccPenalty=
HardAccCounter

SafeAccCounter+HardAccCounter
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HardDecPenalty=
HardDecCounter

SafeDecCounter+HardDecCounter

The equations for the Sharp Left Turn and Sharp Right Turn are:

SharpLeftTurnPenalty=
SharpLeftTurnCounter

SafeLeftTurnCounter + SharpLeftTurnCounter

SharpRightTurnPenalty=
SharpRightTurnCounter

SafeRightTurnCounter+ SharpRightTurnCounter

The equations for the Sharp Left Lane Change and Sharp Right Lane Change
are:

SharpLeftLCPenalty=
SharpLeftLCCounter

SafeLeftLCCounter+ SharpLeftLCCounter

SharpRightLCPenalty=
SharpRightLCCounter

SafeRightLCCounter+ SharpRightLCCounter

Table 1 Thresholds and data Used for the detection of various driving events using
accelerometer’s data or sensor fusion orientation data

Driving event Data used
(Accelerometer)

Threshold
(m/s2)

Data used (Sensor
fusion)

Threshold
(rad/s)

Safe
Acceleration

Y-axis data 1.3−2.5 Pitch angle −0.08−0.12

Safe
Deceleration

Y-axis data −1.3−2.5 Pitch angle 0.08−0.12

Safe Left Turn X-axis data −1.8−3.0 Roll angle 0.10−0.30
Safe Right
Turn

X-axis data 1.8−3.0 Roll angle −0.10−0.30

Hard
Acceleration

Y-axis data >2.5 Pitch angle <−0.12

Hard
Deceleration

Y-axis data <−2.5 Pitch angle >0.12

Sharp Left
Turn

X-axis data <−3.0 Roll angle >0.30

Sharp Right
Turn

X-axis data >3.0 Roll angle <−0.30

320 P. Vavouranakis et al.



Using the above penalties we can compute the Total Sharp Turn Penalty and the
Total Sharp Lane Change Penalty with the following equations:

SharpTurnPenalty= SharpLeftTurnPenalty+ SharpRightTurnPenalty

SharpLCPenalty= SharpLeftLCPenalty+ SharpRightLCPenalty

The equation for the total penalty is:

TotalPenalty=HardAccPenalty+HardDecPenalty+HardTurnPenalty+HardLCPenalty

Except the penalties at the end of the trip, the algorithm computes the driving
score of the driver. The total score depends of the penalties of the dangerous driving
events (Total Penalty). The maximum score a user can achieve is ten (10) and the
minimum is zero (0).

The equation for the computation of the total score, achieved from the user at the
end of the trip is:

TotalScore=10− TotalPenalty

According to the total score (at the end of the trip) of the user, the algorithm
characterizes the user for his driving behavior for the current trip. There are various
behaviors depending the total score of the user (Table 2). The behavior of the driver
at the end of the trip can be Excellent, Very Good, Good, Bad or Very Bad.

4 Native Android Application for Usage Based Auto
Insurance

Putting the above steps in practice, we have developed a native android-based
application that can be used by a usage-based insurance company. The application
via smartphone’s sensors can detect and evaluate the driving behavior of the user
for all his trips. All trip data that contains statistics, routes and graphs is saved in
smartphone’s local memory. Also these data is sent to a company’s server, where
can be accessed by the employees of the company. The company evaluates the data
of all the trips of the user, whose payment to the company is depending to his

Table 2 Driver behavior
categories based on the total
score of the driver

Driving behavior Total score

Excellent Score > 9.75
Very Good 9 < Score ≤ 9.75
Good 7.5 < Score ≤ 9
Bad 5 < Score ≤ 7.5

Very Bad Score ≤ 5
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average behavior and to total distance of his trips. In the subsections below we can
see how the application works, what data are recorded and how they presented to
the user.

4.1 Driver’s Login and Registration System

After the user installs and enters the application in his device, the first thing that he
sees is a login system (Fig. 3). If the user has already registered in the system, by
entering his e-mail and password in the respective fields, he can be entered into the
system. If he is not registered in the system, he has to sign up by pressing the “Be
better driver! Sign up now” button. In the registration form (Fig. 4) he has to enter
the following data: Full name, e-mail, password, address, phone number and the
vehicle license plate. When the user completes his registration process he can login
successfully in the system.

4.2 Main Menu

When the user is successfully connected, the main menu is presented (Fig. 5) to
him. In the main menu there are 4 options. The first option is the “New Trip”. We
choose this option when we want to start a new trip. The second option is the “My

Fig. 3 The login screen of the application
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trips” and we choose it when we want to review our trips (routes and statistics). In
the third option there are our “Settings” and the last option is “Help” where we can
find tutorials and information about how we use the application.

Fig. 4 The registration screen of our application

Fig. 5 The main menu of our application
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4.3 New Trip

As already motioned above, we choose the “New Trip” option when we want to
start a new trip. Before we start driving, the application will tell us to follow some
instructions for the calibration of the device (Fig. 6). We set the calibration pro-
cedure for the device in order to get accurate readings from the sensors in any fixed
orientation of the device inside the vehicle.

During the calibration process the device must be attached in a fixed position and
the vehicle must be steel. The whole process takes about 5 s to complete. When the
appropriate message is given we can start driving to our destination (Fig. 7).

In the beginning of the process the signal to keep vehicle steel is displayed and
in a few seconds “Drive vehicle forward” signal is displayed. When we start driving
forward the calibration is completed and the application starts monitoring and
detecting our driving behavior until the end of our trip.

The user can select between two options for the presentation of his driving
behavior. The first option is the basic option where in the main screen is displayed a
“Monitoring Driving Behavior” message (Fig. 8).

When the system detects a safe driving event (maneuver) the main screen color
changes to green and the message also changes to the name of the current safe
driving event (Fig. 9).

When the system detects a dangerous driving event the color of the main screen
changes to yellow color and the message changes to “Attention!” followed by the
name of the dangerous event (Fig. 10). For all the dangerous driving events except
the attention and the name of the event there is displayed a hint. The hints help
drivers to improve their driving behavior and achieve better scores in their trips.

Fig. 6 The calibration instructions screen
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Fig. 7 The given calibration messages as they are presented in our application

Fig. 8 The basic monitoring option. The system is not detecting anything safe or dangerous
driving events
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The hints that are displayed are: “try to maintain uniform acceleration” (or decel-
eration), “try to take left (or right) turn slower” and “try to change the left (or right)
lane slower”. The attention message and hint is followed by a notification sound.

The second option for displaying the monitoring of the user’s driving detection
is the Map option (Fig. 10). In this screen option a map is displayed with the car’s
spot into the map (Fig. 11). When we start driving, our route is outlined in the
map. Also, it is displayed with pointers, the starting point of our trip and any
bad-driving event (maneuver) that happens.

When the system detects a safe driving event, then a pop up window opens and
displays the current safe driving event. In the same way when a dangerous driving
event is detected a pop-up window with the name and the hint of the event is
displayed for some seconds (Fig. 12). Also, a notification sound is being listened
and a pointer in the map with the name of the dangerous driving event is created.

Fig. 9 The system detects a safe deceleration

Fig. 10 The system detects a dangerous Sharp Left Turn
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We can alternate between the 2 options for displaying the monitoring of our
driving behavior (Basic Monitor to Map Monitor and the opposite) any time we
want during the trip by pressing the option button from our device (Fig. 13). When

Fig. 11 The map monitoring option of our application

Fig. 12 The system detects a Sharp Left Turn during the map monitoring option
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we press the option button, an option menu is displayed in the bottom of our screen
and we can choose our choice. When the user finishes his trip, he has to press the
back button on his device. Then, the system ends the trip and loads all the statistics,
the routes and the graphs.

4.4 Trip’s Info

As we mentioned before, by pressing the back button of our device we can finish
our trip. After that the system is loading and presenting all information about our
trip. All information of the current trip is presented in 3 different tabs.

In the info tab (Fig. 14) are presented some general statistics about the trip like
the total distance, the total duration and the average speed. The total duration is the
actual duration of the trip. Except the above statistics, there is also presented the
percentage of the penalties of dangerous driving events. The presented percentages

Fig. 13 Option menu, where we can select the monitoring option we prefer

Fig. 14 Info tab screen of our application
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of penalties are: Hard Acceleration Penalty, Hard Deceleration Penalty, Sharp Left
Turn Penalty, Sharp Right Turn Penalty, Sharp Right Left Lane Change Penalty and
Sharp Left Lane Change Penalty. Also is presented the rating (Score—up to 10) and
the behavior (Very Bad to Excellent) of the current trip.

The second tab is the map tab (Fig. 15). In the map tab is presented the route of
our trip based on Google maps. In the map we can see the starting point of our trip,
which is represented by a blue marker and the end point of our trip, which is
represented by a light green marker. Also we can see at which point of our route, we
are commit a dangerous driving event. All dangerous driving points are represented
with a red marker. When we tap in a dangerous driving point it is presented the
name of the current event.

The last tab is the graph tab. In the graph tab are presented 3 line charts, the
acceleration line chart, the deceleration line chart and the turn line chart (Figs. 16
and 17). We can see one of the 3 charts at the time. If we want to change graph
chart we tap on the radio button of the chart we want under the displayed chart.

The x-axis represents the time in milliseconds and the y-axis represents the
values of the detection method we have already chosen. These values can be can
acceleration values (acceleration detection method—m/s2) or orientation values
(sensor fusion method—rad/s).

The charts are scrollable in the x-axis, which means that by scrolling horizon-
tally we can see the acceleration or orientation values in relation with the time. The
displayed x-axed duration is 60 s and as we scroll we can see the next 60 s.

Except the acceleration, deceleration and turn line charts we can see the
thresholds lines for each chart. The thresholds line is represented with a red direct

Fig. 15 Map tab screen of our application
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line with the threshold value for each event. If there is a value that has exceed the
threshold line it means than we have commit a dangerous driving event from the
current chart (acceleration, deceleration, turn) at this particular time.

Fig. 16 Deceleration line chart of graph tab screen of our application

Fig. 17 Turn line chart of graph tab screen of our application
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4.5 My Trips

In the main menu we can choose the “My Trips” option whenever we want to
browse our previous trips (Fig. 18). All the recorded trips are presented in a
scrollable list. Each trip is represented with the name “Trip” and an auto increment
number, followed by a timestamp, which declares the date and the time that the trip
began.

4.6 Settings

In the main menu, the “Settings” option offers the user the chance to set up his
preferences (Fig. 19). One of the main settings that the user can change is the
standard monitor, which declares the preferred monitoring style. The preferred

Fig. 18 “My Trip” screen. We can see the list of our trips

Fig. 19 Select detection method from the settings of our application
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monitoring style can be the Basic Monitor and the Map Monitor. The other main
setting is the choice of the applicable detection method, which includes the choice
of the sensor data, which the system will evaluate in order to detect safe or dan-
gerous driving events and classify the user’s driving behavior. The detection
method can be one of the accelerometer sensor or the sensor fusion method. Also,
we can enable the GPS sensor, if it’s not enabled and read more about the
application.

5 E-Platform of Auto UBI System

In the context of this research, we have developed a web-based cloud platform that
can be used by a usage-based insurance company. The purpose of the platform is to
check and evaluate the trip data of the company’s drivers (clients).

Via the particular platform an employee of the insurance company can have
access to the list and data of all clients by entering the administrator’s username and
password (Fig. 20).

When a company’s employee logs in successfully to the system, he can browse
the table with drivers’ data (Fig. 21). In this table are presented all data for every
driver. The presented data of the driver are: Full name, e-mail, Address, Phone
Number and the license plate number of his vehicle.

As we can see in the right side of every row (or driver) of the table, there is a
“Select” button. When we want to browse the past trips of a particular driver, we

Fig. 20 Login Screen of UBI Portal
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click the “Select” button in the row of the particular driver. For example we click to
browse the list of trips of a driver named “Akis Vavouranakis” (Fig. 22).

In the list of trips, we can see the driving history of every driver. In the presented
table, every row of the table represents a trip. Lots of data are presented for every
trip. The presented general data are: The timestamp of the trip, which is the date and
the starting time of the trip, the distance of the trip in km, the duration of the trip,

Fig. 21 List of all registered drivers in the program of UBI company

Fig. 22 List of trips (and data of trips) of a particular driver
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which is the actual duration of the trip (when the vehicle is in motion) and the
average speed of the vehicle (km/h).

Also it is presented the selected from the user detection method (Accelerometer
sensor data or Sensor fusion orientation data) and the percentage of penalties of all
dangerous driving events. The percentages of penalties of the driving events that are
presented are: Hard Acceleration Penalty (HAP), Hard Deceleration Penalty
(HDP), Sharp Left Turn Penalty (SLTP), Sharp Right Turn Penalty (SRTP),
Sharp Left Lane Change Penalty (SLLCP) and the Sharp Right Lane Change
Penalty (SRLCP).

The score and the rating of every trip are also presented. The score of every trip
is calculated based on the already above mentioned penalties. The max score for
every trip is 10. Based on the score the rating (driver’s behavior) of every trip is
calculated. The rating can be: Very Bad, Bad, Good, Very Good or Excellent.

In the line above the array and its elements, we can see some average data of the
driver. First of all, the name of the driver is displayed, which is followed by the
average score and the average rating of all his trips.

As we can see, in the data table (which contains the list of trips of a particular
user), in the last two columns of each row (trip) there are two “select” buttons. By
selecting the first one, the route of the trip is displayed in a map (Fig. 23) and by
selecting the second the data of the trip are presented in graphs (Figs. 24, 25, and
26). Also a table with the information of the particular trip is presented before the
map.

We can see the route of our trip with a blue line. The starting point of our trip is
displayed with a blue marker and the end of our trip is displayed with a light green
marker. All dangerous driving events are displayed with a red marker. If we tap a

Fig. 23 Map screen of our portal with the route and data of a particular trip
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red marker, the name of the dangerous driving event is displayed. The map is based
on Google maps and we can zoom In/Out on it.

By selecting the “View Graph” select button, 3 line charts are presented, the
acceleration line chart, the deceleration line chart and the turn line chart. The x-axis
represents the time in milliseconds and the y-axis represent the values of the detection

Fig. 24 Acceleration line chart with data of a particular trip

Fig. 25 Deceleration line chart of a particular trip
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method we have already chosen. These values can be acceleration values (acceler-
ation detection method—m/s2) or orientation values (sensor fusion method—rad/s).

Except of the acceleration, we can see the thresholds lines for each chart for the
deceleration and turn line charts. The thresholds line represented with a red direct
line with the threshold value for each event. If there is a value that has exceed the
threshold line it means than we have commit a dangerous driving event of the
current chart (acceleration, deceleration, turn) at this particular time. Also a table
with the information of the particular trip is presented before the graphs.

6 Conclusions

This work shows that the user (driver) can benefit from a Usage-Based system; the
system rewards the user for being a safe driver and also provides him with feedback
on his driving habits, making him a better and safer driver. The device measures
various elements of user’s driving behavior, safe or hard breaking, safe or sharp
accelerating, safe or sharp turns and safe or sharp lane changes. Also, measures the
start time of a trip, the duration of the trip and the total travelled distance. Also, for
every trip, the user gets a score and a rating, depending on how well he drives. The
insurance company has access to all these data (trips data, routes and graphs) of its
drivers via the e-platform.

Also, in our work we demonstrated that the user’s driving behavior could be
estimated based either on acceleration data of the accelerometer sensor or based on

Fig. 26 Turn line chart of a particular trip
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orientation data of sensor fusion method. Sensor fusion method combines data from
the accelerometer, geomagnetic field sensor and the gyroscope. The driver can
choose the detection method from the settings of the application’s main menu. We
propose to drivers to use the accelerometer-based method as detection method. The
reason is not that the sensor fusion method is not accurate or reliable, in total, but
rather that sensor fusion is not the best option for the detection of sharp turns or
sharp lane changes. When just the accelerometer sensor is used, the algorithm
detects sharp turns or sharp lane changes faster than when we use the orientation
data of sensor fusion method. On the other hand, when we use the sensor fusion as
detection method the system detects faster the safe/hard acceleration or deceleration
of the vehicle than when we use only the accelerometer data.

Regardless of the detection method that is used, safety comes first and the system
takes into account that sometimes hard deceleration or rapid accelerations or other
dangerous driving events are necessary in order to avoid a collision. Hence, our
system works to identify a pattern in driving habits so the occasional hard brakes do
not have a significant impact (if any) on the potential rating. Thus, the driver’s
discount depends mostly on his average rating over his trips. So, better rating means
highest discount for his insurance.

By using the application and the e-platform of our UBI information system, the
drivers and the insurance company have many benefits. Some of them are:

• Social and environmental benefits from more responsible and less unnecessary
driving.

• Commercial benefits to the insurance company from better alignment of
insurance with actual risk. Improved customer segmentation.

• Potential cost-savings for responsible customers.
• Technology that powers UBI enables other vehicle-to-infrastructure solutions

including drive-through payments, emergency road assistance, etc.
• More choice for consumers on type of car insurance available to buy.
• Social benefits from accessibility to affordable insurance for young drivers—

rather than paying for irresponsible peers, with this type of insurance young
drivers pay for how they drive.

• Higher-risk drivers pay more per use. Thus, they have highest incentive to
change driving patterns or get off the roads and leave roads safe.

• For telematics usage-based insurance: Continuous tracking of vehicle location
enhances both personal security and vehicle security. The GPS technology could
be used to trace the vehicle whereabouts following an accident, breakdown or
theft.

• The same GPS technology can often be used to provide other (non insurance)
benefits to consumers, e.g. satellite navigation.

• Gamification of the data encourages good driver behavior by comparing with
other drivers.

Our system can serve some useful purposes but it has some limitations and
drawbacks too. Some of them are:
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• The system cannot detect the backward movement of the vehicle. When the user
drives backwards, the detected driving events will be wrong. These wrong
driving events will affect the score and the rating of the user.

• A limitation of our system has to do with the calibration process of the device.
Before we start driving the application will tell us to follow some instructions
for the calibration of the device. This process has to be repeated for each new
trip and the whole process takes about 5 s to complete.

• Another limitation is when we start the calibration process the car is on a slope.
If the car is on a slope during the calibration procedure the reading data will be
affected and this will lead to poor results.

• The device has to be in a fixed position during the trip. After the calibration and
while monitoring you cannot move the device from its fixed position. If the
device moved while monitoring the sensor’s output data it will be wrong and the
evaluation of the data will not be accurate. In this case the user has to repeat the
calibration procedure.

• Some of the low cost Android devices have low quality sensors or processing
power. So the readings of the sensor’s data are not so accurate and the appli-
cation slows down due to low processing power.

• All Android devices have in-built the most used sensors like accelerometer and
gyroscope. The magnetometer sensor on the other side is not included in all
smartphone devices. So, without the magnetometer sensor the user cannot use
the Sensor Fusion detection method.
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Abstract Majority of global traffic transferred through the Internet nowadays, as
well as in the near future, is related with video delivery service. For this reason each
solution focusing on improvement of media distribution is in the high interest of
both research community and industry. Particularly, new solutions are required in
mobile systems, since it is expected that mobile video traffic growth will be twice
faster than wired streaming. In this chapter, a new approach for media delivery in
5G mobile systems is proposed. It assumes collaboration of small base stations and
users’ terminals, which create ad hoc peer-to-peer cloud streaming platform. The
proposed system provides high quality of content delivery due to
network-awareness assured by introducing resource allocation mechanisms into 5G
Radio Access Network infrastructure. The solution has been implemented in a proof
of concept and the performance evaluation tests verified that the system offers
significant improvement, in terms of quality and availability of the content as well
as lower delays in media delivery, comparing to traditional VoD service.
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1 Introduction

Video streaming is one of the most demanded Internet services and it is always
increasing the data volume. Video will growth at a rate of more than 30 % until
2019 [1]. Then, it will represent more than 80 % of all consumer Internet traffic.
Moreover, the number of devices playing video and the quality of such devices is
growing, so the desired quality of video streaming will increase in the next years
from High Definition (1280 × 720 pixels) and Full High Definition
(1920 × 1080) until Ultra-High Definition (4K: 3840 × 2160 and 8K:
7680 × 4320). While Ultra-High Definition is reserved mainly for wired com-
munications, High Definition and Full High Definition will be served by both wired
and wireless networks. Furthermore, mobile video traffic will grow two times faster
than fixed IP traffic from 2014 to 2019 [1]. Therefore, the management of video
streaming service, with its ever-increasing the capacity requirements, will result
crucial for the next-generation mobile networks.

Future 5G mobile systems aim to increase the overall capacity of the network for
reaching users’ expectations related to current (e.g. video streaming) and new
applications (e.g. augmented reality) and to meet ever-emerging bandwidth
demands. Although 5G system is currently under development and there is still a
degree of uncertainty regarding the final 5G specification, it is expected that the
capacity growth will be achieved thanks to several features. One of them is an
improvement of network efficiency. Enabling technologies in this area are massive
MIMO (Multiple-Input Multiple-Output) techniques which allow for boosting
spectral efficiency, jointly with usage of short-range higher frequency bands, par-
ticularly mm-wave.

In addition to the increase of peak rate in the wireless space, Radio Access
Networks (RAN) in 5G technology introduce new mechanisms directed to obtain
an effective usage of wireless resources. Such mechanisms aim to manage highly
dense HetNets (Heterogeneous Networks) for increasing the efficiency of the radio
spectrum. HetNets are based on dense multiple antennas outdoor and indoor, which
form groups of ultra-small (pico/femto) cells allowing for intensive spectrum spatial
reuse. A HetNet will incorporate different Radio Access Technologies (RAT), both
in licensed (e.g. LTE) and unlicensed (e.g. WiFi) bands. Moreover, spatial diversity
in 5G will be also achieved by widespread exploitation of device-to-device (D2D)
communication, realized between two adjacent terminals with limited, or even
without involvement of network infrastructure.

In this chapter, we present a solution for increasing the capacity of the systems in
Multimedia distribution by taking advantage of the mechanisms and algorithms
deployed in 5G RAN. Concretely, we propose to take advantage of an existence of
large number of local, small (femto-) base stations, jointly with D2D communi-
cation capabilities, to establish a Mobile Media Cloud (MMC). MMC is an ad hoc
configuration, which exploits a combined peer-to-peer (P2P) content distribution
with multi-source, multi-destination congestion control algorithms. It bases on
Dynamic Adaptive Streaming over HTTP (DASH) mechanism and assumes that
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the ensemble of femto-stations and wireless terminals become a distributed local
cache, which provides collaborative delivery of stored media segments to the users.

Proposed solution corresponds to the concept presented in [2], which also
exploits femto-base stations to store media content and terminals as caching
helpers. However, the architecture proposed in [2], in contrast to MMC, is not
designed to, and does not take into account features of adaptive media delivery
mode. In turn, the authors in [3] focused on an optimization of multimedia delivery
in 5G mobile system by integration of DASH-based adaptive delivery scheme with
RAN infrastructure. Nevertheless, they did not consider collaboration of base sta-
tions and wireless terminals for cost-effective P2P media streaming. On the other
hand, some propositions of collaborative systems for media delivery in wireless
networks have been already presented in literature [4–6], but they are generally
created as overlay systems and thus they suffered high response delays. MMC
assumes that streaming management is incorporated into the RAN, in order to
decrease latency in media delivery and maximize the overall users’ Quality of
Experience (QoE).

This chapter contains description of proposed Mobile Media Cloud for collab-
orative, adaptive media delivery in 5G systems. Specifically, in Sects. 2 and 3 we
will describe more technical details of MMC general architecture and architecture
of MMC node (i.e. MMC Peer), respectively. Next section discusses implemen-
tation of MMC Peer middleware and presents results of the tests performed on the
implemented prototype. At last, the chapter is concluded in Sect. 5.

2 Architecture for Adaptive Mobile Cloud Streaming

The most popular model of Internet video consumption is on-demand streaming. It
assumes that different users request the same content, very often over a similar
period, nevertheless in fully asynchronous way. This model applies to traditional
Video on Demand (VoD) services, as well as social networking scenarios, when
user-generated content, due to rapidly spreading recommendations, becomes very
popular in a given time. Such pull-based streaming model results in a large number
of unicast connections, initiated by users, which saturate network resource pool
between streaming servers and users’ terminals. The well-known solution to pre-
vent this issue are dedicated Content Delivery Networks (CDNs), which optimize
content placement by replication and bringing the content closer to the end users.
However, CDN is characterized by high costs and often its deployment has no
economic justification. As an alternative, peer-to-peer technology is investigated for
content replication. P2P systems are low cost, because they rely on existing
infrastructure. On the other hand, typical P2P solution cannot provide high QoE for
the users due to lack of control and management.

Taking into account features of future mobile architecture such as deployment of
ultra-dense small cells and the possibility of direct communication between users
devices, we propose a Mobile Media Cloud concept to create low-cost media
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delivery system. MMC will be founded on existent 5G RAN infrastructure, i.e.
femto-stations and wireless terminals, which create ad hoc mobile cloud adjusted to
P2P-based streaming. To ensure better QoE for the end users, MMC assumes
network-assisted management. Multi-source, multi-destination congestion control
algorithms, which are responsible for selecting the best MMC Peers for delivery
given content, are incorporated into 5G RAN, and bases on actual network context.
For this purpose, we propose to use cloud resources available at RAN proposed for
5G.

Cloud-based Radio Access Network (C-RAN, also known as Centralized RAN)
is considered to be an architecture which responds well to the challenges of 5G
access domain. The basic idea of C-RAN is to detach the Baseband Units (BBU),
which carry out signal processing, from the remote sites and shift them to cen-
tralized locations. The base stations host Remote Radio Head (RRH) modules only,
that perform conversion between digital baseband signals and analog signals
transmitted/received by antennas. To decrease deployment and operational costs,
BBUs are aggregated, creating a BBU pool, and run in dedicated datacenter or
using cloud service.

The architecture of MMC is presented in Fig. 1. It includes MMC Peers, which
are created by base stations with MMC middleware running on them. MMC Peers
act as distributed storage for content replication, decreasing distance between
content source and receivers. Two models for base stations operating as MMC Peer
can be considered, depending on where caching functionality is realized. The first

BBU Pool

Core network

femto RRH femto RRH BBU – baseband unit
RRH – remote radio head

MMC 
Manager

Mobile 
Media Cloud

Content server

Service Provider’s Premises

D2D
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backhaul interface

D2D

MMC middleware

Fig. 1 Mobile Media Cloud architecture
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one assumes that storing is performed at the BBU level, by using storing capa-
bilities provided by BBU pool. In the second model, RRH modules are enhanced
with disk storage. In that case, the bandwidth at fronthaul links can be saved since
some content requests will be handled locally. On the other hand, it requires an
additional logic at RRH to recognize content request and to decide if it can be
served using cached content, or should be forwarded to BBU.

Please note that terminals are assumed as important element of 5G system. They
move from simply traffic consumers toward intermediate nodes in 5G network
topology, which actively interact with other nodes in media delivery process. For
this reason, we can accept that MMC Peers will also be launched at users’ termi-
nals, especially those which are characterized by adequate caching capabilities, as
laptops or tablets.

The MMC Peer M&C (management and control) plane, formed by MMC
middleware, is responsible for establishment and management of a MMC ad hoc
system. It handles media requests and controls streaming process from other peers.
For optimal allocation of the available resources at RAN, the proposed system
includes an additional entity called MMC Manager. The entity executes all nec-
essary operations and determines all data required for a decision what and how to
perform the streaming and adaptation functionalities, e.g., at which bitrate and from
which peers.

To overcome a negative impact of variable network conditions on streaming
process, MMC uses the Dynamic Adaptive Streaming over HTTP (DASH) plat-
form. DASH is open standard and it is called to be the reference into the market due
to its simplicity and flexibility. It is a stream-switching adaptive protocol that is
based on fragmentation of the original video content in different segments that are
encoded in multiple bitrates (called representations). The end user consecutively
requests new video segments, selecting appropriate representation, in order to adapt
the video streaming bitrate to the current network situation. During media content
consumption process, replicas of segments transferred from content server (located
at Service Provider’s premises, or CDN) through the MMC are cached in MMC
Peers. Decision which segments should be stored and on which peers is taken
according with instructions received from MMC Manager, which can implement
different caching strategies [7], taking into account capabilities of peers (e.g. storage
size, upload capacity of peers’ interfaces), information about content popularity
obtained from Service Provider etc. Afterwards, the further requests for given
content are handled locally by using distributed MMC storage.

2.1 Mobile Media Cloud Manager

A central point of proposed Mobile Media Cloud is MMC Manager since it is
responsible for working out which resources should be used for handling given
user’s request, to achieve the best (in terms of efficiency) resource exploitation,
addressing at the same time QoE requirements. More specifically, MMC Manager
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coordinates the optimal exploitation of the resources which are available at each
MMC Peer by managing, in a scalable way, the upload bandwidth of each peer
participating in the MMC.

In order to ensure both high resource utilization and quality guarantees, we
propose to take advantage of new resource reservation and provision schemes
which base on the bandwidth auto-scaling algorithms, such as presented in [8, 9].
Resource prediction engine of MMC Manager predicts the upcoming demands on
resources and plans the needed bandwidth capacity for media delivery based on
models described in [8, 9]. Then, MMC Manager makes decision, if requested
content should be delivered using the MMC, and manages the arrangement of the
content among MMC Peers.

MMC Manager controls the P2P delivery mechanism process based on flow
control and multi-source multi-destination congestion algorithms that maximize the
utilization of the upload bandwidth of each participating peer in MMC configura-
tion. In response to MMC Peer query, MMC Manager selects the optimal set of the
peers that should contribute to the content delivery. The selection is performed
taking into account current information about state and context of network and
associated terminals. To this end, MMC Manager interacts with RAN for requesting
specific monitoring data for each MMC Peer. Based on the collected values of
metrics depicting the current and upcoming ability of the each peer in content
provision, MMC Manager decides on the best MMC Peers for content delivery at
the moment.

To ensure MMC Manager’s response times at a low level and easy access to the
status of RAN resources, we propose to deploy the module within the C-RAN,
using virtualized pool of processing resources available at the BBU pool (as it is
depicted in Fig. 1). The novel Mobile Edge Computing (MEC) technology [10],
which is designed for modern and future mobile systems, offers such capabilities.
MEC provides an open Application Programming Interface (API) to authorized
third parties, offering them access to cloud-computing capabilities at the RAN, as
well as to crucial information related with the current network context.

MMC Peer BBU
Resource 
Discovery

Resource 
Monitoring

Traffic 
Forecast and 

PredicƟon

Resource 
Allocator

MMC Manager

Fig. 2 Functional architecture of the MMC Manager
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The MMC Manager functional architecture is presented in Fig. 2 and includes
the following components:

• Resource Discovery—it gathers information related with active peers in MMC
domain, such as supported RATs, their storage capacity etc., and provides the
functionality required to enable cooperation between peers to construct a dis-
tributed cloud based on a P2P topology. In case of wireless terminals acting as
MMC Peers, this component decides which devices can be considered as
neighbors, taking into account not only their physical proximity, but also device
capabilities (for example available wireless interfaces which can be used to
establish direct connections). Neighboring terminals can collaborate in
P2P-based media delivery process thanks to D2D link established between
them.

• Resource Monitoring—it collects monitoring information related with the state
and context of network and MMC Peers. This component implements the
MEC API to obtain from BBUs low-level monitoring data, both overall (femto-)
cell statistics as well as individual channel state information.

• Traffic Forecast and Prediction—it implements resource prediction engine,
which takes advantage of well-established workload and traffic prediction, on
one hand, as well as of forecasting algorithms, on the other hand, in order to
provide timely small-term and mid-term estimation of the required resources
needed to accommodate an anticipated demand.

• Resource Allocator—it calculates the optimal bandwidth allocation for the P2P
media delivery between MMC Peers and selects the best peers for handling a
given request. It is also responsible for coordination of the resources allocation
and optimization processes performed at the 5G infrastructure provider’s level.
Based on information provided by this component (through MEC API), BBUs
can make use of advanced mechanisms for optimization of radio resources
assignment, such as Coordinated Multi-Point (CoMP), enabling better resource
utilization due to reduction of inter-cell interferences.

3 Internal Architecture of Mobile Media Cloud Peer

The MMC middleware provides mechanisms and functionalities required for
establishing MMC Peer based on infrastructure of small base-stations and wireless
terminals. MMC Peer is a media-centric node, providing QoS/QoE-enabled mul-
timedia services delivery to a wide set of user terminals in 5G environment. A set of
the peers can have an ad hoc organization as a cloud (MMC). When used in an
MMC configuration, MMC Peer transmits media content to other Peers and is
responsible for adapting streaming process to current network environment con-
ditions and related users’ context.
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The main MMC Peer component’s services are: creation of the MMC, the P2P
content delivery from remote Peer to end user’s client application and content
caching. The internal architecture of MMC Peer is presented in Fig. 3.

The MMC Peer functional architecture consists of two layers. The bottom is
Delivery layer, which implements low-level protocol/data and signaling related
functionalities. It provides common abstractions, by masking the heterogeneity and
the distribution of different RAT supported by given peer. It is composed of:

• Signaling I/O—is responsible for exchanging signaling information with remote
peer, related with DASH adaptive streaming and content upload;

• Streaming I/O—is responsible for receiving content requests from the remote
end-point and, in response, streaming data to her/him;

• Management I/O—is responsible for requesting/receiving of cloud
configuration/service Admission Control information from the MMC Manager;

• DASH Streamer—implements the HTTP streaming functions;
• P2P Engine—is responsible for P2P streaming between peers in the MMC

configuration;
• Cache Manager—manage local and remote access to local cache.

The upper-layer is Service layer. Relying on the Delivery layer, it enables the
allowed user terminals to perform the discovery and delivery in Client/server or
cloud mode for high level services at the MMC Peer. The main components are:
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• Service Manager—is responsible for service Admission Control, i.e. controlling
local and remote users’ requests and managing access to media;

• Discovery Manager—is responsible for providing means to query other MMC
Peers or Service Provider about available services/content that match a given
search criteria;

• Delivery Manager—it controls overall streaming delivery process, handles
HTTP requests arrived from remote end-point and launches the eventual
adaptation action;

• MMC Content Manager—is responsible for MMC Peer to MMC Peer com-
munications to retrieve content availability.

Figure 4 presents the general scenario for media streaming in MMC, when a user
wants to retrieve a content that is fully available in the MMC. MMC Peers exploit
functionalities provided by MMC Manager to find out which Peer should be pri-
oritize to stream the content to the end user. In the meantime, RAN (through MEC
API) sends monitoring reports to the MMC Manager on the traffic observed on each
Peer. Thanks to them, the MMC Manager can take a proper decision about the
appropriated Peer to be used in the MMC.

MMC streaming process covers two phases. The first phase is related with
obtaining dynamic DASH MPD (Media Profile Description) file of a desired
content. This phase starts when user’s client application sends request to its local
MMC Peer (Peer1 on the sequence diagram in Fig. 4) for the content ID and its

[1] GetDynamicMPD [ContentID]

[2] GetMPD [ContentID]

[3] 200 OK [MPD]

[4] GetPeers [ListOfPeersIP]

[6] RankedPeers [OrderedListOfPeersIP]

[7] HasContent [contentID]

[10] UpdateMPD [MPD, Peer1's IP]

[11] 200 OK [MPDwithOrderedPeersIP]

[12] GET [segmentID]
[13] GET [segmentID]

[14] 200 OK [segment]

[16] 200 OK [segment]
[15] caching strategy

Client

Client

MMC 
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Fig. 4 Media streaming in MMC
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associated MPD file. Next, the local Peer will request the MPD file on the originally
hosting Peer (Peer2 in Fig. 4). The MPD file contains the list of Peer’s IP addresses
that previously cached the content. Then the local Peer requests the MMC Manager
to evaluate quality of each Peer referenced in the MPD file (which contains required
media) in order for the local Peer to best select Peers for the upcoming streaming
session. The local Peer can then probe each remote Peer (PeerX on the sequence
diagram) to determine which part (i.e. segments) of the content they previously
cached. Once all Peers are probed, the local Peer dynamically re-create the MPD
file pointing at all the pre-selected remote Peers and deliver the latter file to the
client. The local Peer also updates the original MPD file with its IP address in order
for future streaming sessions to include the local Peer in the choice of selected
content sources.

The second phase refers to actual streaming process. This phase consists in
sending by the client requests to the local Peer (Peer1 in Fig. 4) for segments
identified inside the dynamic MPD. The local Peer requests the content segments
from remote Peers (PeerX in Fig. 4) on behalf of the client, caches the segments if
needed, and finally deliveries the content segments to the DASH client.

4 Prototype of MMC Peer Middleware

The MMC Peer composes the atom of the Mobile Media Cloud and has a major role
in the content delivery process. The MMC Peer represents the penultimate equip-
ment that relays content to end users. Components of MMC Peer’s Service layer
realize the functionalities of the M&C plane—they are responsible for creating the
MMC ad hoc system from a set of connected base stations and/or terminals.

To validate and test the proposed approach, we implemented functionalities of
MMC Peer middleware in the form of web services. Our implementation empha-
sizes on the interconnectivity of MMC Peers, the resource retrieval upon the
demands from end user as well as best resource allocation strategy with the help of
MMC Manager as an external service. Developed software allows for streaming
content to end user in a P2P approach, with instruction set received from MMC
Manager for peer selection, as follows:

• MMC Peer creates an ephemeral MPD file upon end user demand for content
consumption and decides which remote Peers should be used according to
recommendation from MMC Manager;

• MMC Peer holds content from online caching process as well as contents from
end user upload;

• MMC Peer retrieve content from multiple remote Peers on behalf of the client.
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4.1 Middleware Implementation

This section focuses on the design and implementation of MMC Peer middleware,
in particular Service layer, which is responsible for performing MMC M&C tasks.
The middleware has been developed as RESTful web service using the Java EE
framework with Java 8 programming language (Java EE has been chosen for its
large-scale, scalable and reliable API and platform). Jersey RESTful Web Services
framework [11] was used as implementation of JAX-RS API (Java API for
RESTful Services), which runs on top of lightweight Grizzly HTTP server [12].
Subsections below describe MMC Peer’s internal components implementation and
interfaces with external modules.

4.1.1 Discovery Manager

The Discovery Manager handles HTTP GET requests to serve end user (i.e. client)
application with DASH manifest (MPD) files. Two methods have been defined:

• getDynamicMPD() method issued by end users and then retrieve the content
manifest files (on a remote MMC Peer or an original content server located at
Service Provider’s CDN) which contain all meta data required to stream con-
tents back to the end user. The query’s response is a dynamically generated
MPD providing any DASH client with a DASH segment list referring to remote
MMC Peers ready to stream the required content. The latter MPD points at the
local MMC Peer which will be queried (cf. Delivery Manager subsection below)
to properly retrieve and cache the content;

• getMPD() method issued by a remote MMC Peer wishing to access a MPD
resource. Such method exists to return the original MPD to a remote MMC Peer
which had some of its users requesting a specific content with the getDyna-
micMPD() method. When a getMPD() method is issued by a remote MMC Peer,
the local Peer updates the requested MPD with the remote Peer’s IP. The
updated MPD is now referring to a content that has been consumed and prob-
ably cached by a new Peer. Therefore, the MPD now references a new potential
streaming MMC Peer.

Any content is identified by a unique contentID. The Discovery Manager is
made available via the following URLs:

• getDynamicMPD():
HTTP1.1 GET api/app/content/DMPD/{IP}/{contentID}/playlist.mpd

• getMPD():
HTTP1.1 GET api/app/content/MPD/{IP}/{contentID}/playlist.mpd

where {IP} parameter denotes IP of the remote MMC Peer hosting the original
content and its MPD and {contentID} denotes unique content ID.
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4.1.2 Delivery Manager

The Delivery Manager handles DASH segment requests from remote MMC Peers.
Basically, the Discovery Manager serves end users with dynamically generated
MPD, then the Delivery Manager of local MMC Peer (upon user’s DASH player’s
request) fetches DASH segments and caches them according to some predefined
online caching strategy. Squid cache manager [13] is used to perform caching. In
case of user-generated content (UGC) scenario, the Delivery Manager is also
responsible for triggering all necessary actions when end users upload content on
their EHG device. The Delivery Manager is made available via the following
URLs:

• consumeSegment():
HTTP1.1 GET api/app/content/consume/{mode}/{IP}/{contentID}/{segName}
where {mode} parameter denotes caching strategy and {segName} denotes
segment name.

• postContent():
HTTP1.1 POST
Parameters passed as @formDataParam:

– uploadedInputStream: uploaded content input stream;
– fileDetail: meta data about uploaded content.

4.1.3 MMC Content Manager

The MMC Content Manager allows MMC Peers to communicate through a
RESTful API to exchange information about content availability. MMC Peers can
send a hasCachedVideo() request to probe remote Peers about a specific content. In
return, remote Peers respond with a list of available, previously cached DASH
segments. The MMC Content Manager is made available via the following URLs:

• hasVideo():
HTTP1.1 GET api/app/content/hasVideo/{IP}/{contentID}.

The MMC Content Manager is also composed of interconnectivity capability
offered by the Squid proxy, which enables the module to retrieve content from
remote Peer via a local proxy on the local Peer or via a remote proxy on a remote
Peer. In developed prototype, the Squid proxy is configured with MMC Peer sib-
lings, which are used for content retrieval when necessary, and under the MMC
Discovery and Delivery Managers Agreement.
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4.1.4 Service Manager

The MMC Content Manager, Discovery Manager, Delivery Manager are all made
available through the Service Manager which is in charge of all service access
control.

4.1.5 Interfaces and Interactions with Other Components

For proper interactions between the components of the network architecture, there
is a need of interfaces between them. MMC Peer middleware provides interface
with MMC Manager placed in C-RAN cloud resource pool. On every end user’s
request for content retrieval getDMPD(), the local MMC Peer contacts the MMC
Manager with the function GetPeers() in order to list the available Peers listed in the
MPD file provided by the MMC Peer holder. The request format is as follows:

{Ordered list of ContentPeer_ID} GetPeers (DestinationPeer; {List of Con-
tentPeer_ID}; RequiredResources)

where DestinationPeer is the consuming MMC Peer (i.e. local Peer); the List of
ContentPeer_ID are the potential remote Peers and the RequiredResources is the
required content.

4.2 Test Results

The final version of MMC Peer middleware implementation was checked by
functional and non-functional requirements validation. It consists of the external
and internal functionality verifications to confirm if these functionalities worked
and performed well in a standalone manner. To that matter, validation scenarios
including mock MMC Manager and mock content server were addressed, hence
interaction with remote MMC Peers and internal functionalities were achieved
offline without any support from other modules.

The testbed setup is presented in Fig. 5. In order to evaluate the efficiency of
MMC system, we deployed a representative number of MMC Peers (see Table 1).
Each Peer has a limited cache size. A DASH-based Video-on-Demand service is
running on top of the architecture (represented by the content server which emulates
CDN domain). Each MMC Peer periodically computes a summary report based on
its local activity log files, and sends the report to a monitoring service which
monitors the overall systems.
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4.2.1 Conformance Tests

The MMC Peer middleware control modules are responsible for the MMC M&C
plane functionalities, namely:

• creating the MMC ad hoc system from a set of peer-to-peer connected nodes;
• handling content requests from the users, following up with appropriate

behavior and sending back the appropriate responses;
• asking the MMC Manager to order a list of potential MMC Peers to be involved

in the upcoming streaming session in order to optimize the state and the
availability of the MMC;

• collaborating with Service Provider entities (i.e. content server) to obtain media
content requested by the user, if this content (or part of it) is not stored on any of
MMC Peers belonging to given MMC;

• exchanging information with MMC Manager about eventual content to be
uploaded on the MMC Peer.

MMC Peer

...

MMC Peer

MMC Peer

MMC Peer

Monitoring Server

End users

Mock 
enƟƟes

Content Server

MMC Manager

MMC

content 
streaming

MMC communicaƟons 
& cached content 

discovery

content

Fig. 5 Test-bed set up

Table 1 Parameters of
MMC test-bed

Parameter Value

Total number of peers for the test 10 MMC Peers
Cache size 500 MB
Catalog size (number of available videos) 20
Segment numbers for each video 15 segments
Segment length 2 s
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Regarding the data plane, MMC Peer middleware functionalities are:

• handling HTTP stream from other entity (MMC Peers, content server); basi-
cally, the MMC Peer behaves as a proxy for the end users;

• replicating content on local MMC Peer according to pre-defined content caching
policy;

• streaming content to local end users or MMC Peers.

The correctness of middleware functionalities presented above was confirmed by
controlling the log messages generated by involved entities. All these features were
functional and the prototype passed all the conformance tests provided.

4.2.2 Performance Tests

Upon the success of the conformance tests, performance tests could be driven and
could exhibit the real asset the MMC provides to existing CDNs for content
delivery. The “the closer the data, the better the service” paradigm was evaluated in
terms of CDN offload. Since content could come from several entities (the original
content server, remote MMC Peers, both remote MMC Peers and content server),
the content server load was evaluated in terms of percentage of content requests it
handles. On the other hand, the evaluation of the MMC load was performed as the
average percentage of content requests which MMC Peers can actually handle. This
benchmark platform included a connected set of MMC Peers (that forms the
MMC). The MMC Manager was mock (but functional) entity since this benchmark
purpose was the evaluation of MMC Peer middleware only. Several end users were
placed behind MMC Peers (they can use the same MMC Peer to access video
contents). A Monitoring Server gathered MMC Peers activity logs.

During the tests, we observe the metrics presented in Table 2; they reflect the
performance of the MMC to deliver content to end users.

Table 2 Definition of assessment metrics for MMC Peer middleware performance evaluation

Name of metrics Definition and unit

Data hit ratio (Amount of content served by caching)/(total amount of data
traffic)

Request hit ratio (Number of requests fulfilled by MMC Peers)/(total number of
user requests)

Data sources (from content
server)

Percentage of data (byte) coming from the content server

Data sources (from MMC) Percentage of data (byte) coming from the remote Peers
Delay to content server Request delay (ms) if the content is served by the origin server
Delay to MMC Peers Request delay (ms) if the content is served by the sibling caches
Number of overhead
requests

Number of the signalling messages

Bandwidth of overhead
traffic

Bandwidth of the signalling messages
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The test scenario assumed a set of video streaming sessions from content server
or local MMC Peer to end users or to remote MMC Peers (in the meantime MMC
Peers replicate content according to a caching policy). During these sessions
Monitoring Server periodically retrieves MMC Peers activity logs and produces
comprehensive graphs about the performance metrics. The reports related with the
state of MMC Peers’ caches are generated by the log analysis tools Calamaris [14],
which analyzes the access log of the Squid cache proxy.

At the Server Provider side (represented by a mock content server instance),
DASH-based video segments and their associated MPDs are hosted by an
Apache HTTP server. At client side, user requests are generated randomly: when one
video playback is over, another is started just after with a randomly selected video.

Observed Results

This section describes the evaluation results for the MMC Peer middleware per-
formances. For each metric described in Table 2 related to the evaluation of the
MMC, the monitoring tool depicts min/max/average values among all MMC Peers,
which are presented in Figs. 6, 7, 8 and 9.
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The hit ratio is the most important metric for MMC Peer middleware perfor-
mance. In Fig. 6, we can observe that the hit ratio equals to zero at the beginning,
meaning that all requests go towards the content server. Then, the hit ratio increases
quickly thanks to the caching enabled at the MMC Peers. The content requested by
the end users can be directly served by the local MMC Peers or by the remote Peers,
thanks to the MMC peer-to-peer communication to discover previously cached
content. At the end of tests, the entire catalog is stored in the MMC and we obtains
(practically) the hit ratio = 100 %.

The quick increase of the hit ratio is confirmed by the data source figure (Fig. 7).
We can observe that the data source for the user requests is the original content
server at the beginning. After the content is injected into the MMC system, it is
directly forwarded from one MMC Peer to another to serves end users’ requests.
Therefore, we can see an important percentage of “sibling MMC Peer cache” data
sources.
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One advantage of the MMC delivery system is to reduce the request delay and
increase the QoS/QoE for the end users. In Fig. 8, we measure the average delay for
each request from the content server or from the sibling MMC Peer cache. We can
observe that the delay to the content server is between 400 and 800 ms, depending
on its load. With the sibling MMC Peer caches, the request delay is clearly reduced:
200 ms at the beginning and near 0 ms later. The 200 ms delay at the beginning is
due to the fact that one MMC Peer cached a specific content and was highly
requested for the delivery of this suddenly popular content. Therefore, this Peer was
overloaded with requests and needed to delay some requests. This delay decreased
quickly since other MMC Peers cached the content and could quickly offload the
overloaded Peer.

Finally, we evaluate the overhead traffic generated by the establishment and
functioning of the MMC, in our case, signaling messages used for the dynamic MPD
creation. Results are shown in Fig. 9. The number of requests is important only at the
beginning, for the MMC communications and content discovery. The average
request size is 1 Kbits and the observed average request number per MMC Peer is 35
after the MMC bootstrap phase. Therefore, the average overhead bandwidth
observed for each MMC Peer is 1 Kbits × 35 requests/8 = 4.375 kB. We can thus
conclude that the overhead traffic for MMC functioning is not significant.

To summarize, the test-bed and results described in this section allowed us to
validate the concept of MMC collaborative caching under real-world scenarios
(MPEG-DASH Streaming).

5 Summary

This chapter presents a novel solution which aims at improving media distribution
in future 5G mobile systems. The proposed streaming approach assumes collabo-
ration of numerous base stations of dense femto-cell structure foreseen for 5G,
which jointly with associated wireless terminals create an ad hoc Mobile Media
Cloud system. MMC offers an innovative and low-cost way to move media close to
end users. As a result, media consumers benefit from better quality and higher
availability of the content, as well as lower delays in media delivery.

MMC is composed of MMC Peers, which are formed by MMC middleware
running on them. The MMC Peer is responsible for the MMC creation as well as
several content management services. Pushing and moving content as it is being
consumed within the MMC is also of the MMC Peer’s responsibilities. By col-
laborating with a remote MMC Manager peer ranking service, the MMC Peer is
able to stream DASH content in a collaborative P2P manner in order to achieve
cost-effective VoD services. By incorporation of MMC Manager directly into 5G
RAN infrastructure, the proposed approach can perform optimized peer selection
process with low latency and high awareness of the current status of radio
resources.
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The prototype implementation of the MMC Peer middleware was developed as
Java-based web services. The performance tests demonstrated the effectiveness of
presented solution in terms of CDN offload at the expense of small additional traffic
related with MMC functioning.
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Online Music Application
with Recommendation System

Iulia Paraicu and Ciprian Dobre

Abstract Unlike regular DVD stores that allow the customer to choose from a
relatively small number of products, online music platforms such as Spotify or
YouTube offer large numbers of songs to their users, making the online selection
process quite different from the conventional one. The goal of any recommendation
system is to solve this issue by making suggestions that fit the user’s preferences.
The InVibe project offers a free web platform for music listening that uses its
custom recommendation system to help users explore the amount of music in a
natural and exciting manner. The paper will focus on the collaborative filtering
algorithms used to build the recommender system, the implementation of the web
application and the overall architecture designed to integrate the recommender
module with the web platform.

Keywords Recommendation algorithm ⋅ Online application ⋅ Music streaming ⋅
Radio station ⋅ Web technology

1 Introduction

Today the Internet offers its users countless possibilities when it comes to online
music players. However, most of them fail in attracting and maintaining the
potential users. That is mostly because the big majority of music applications leave
the exploring process solely in the hands of the user. The problem is that the
volume of audio content available on such a platform is far too big to be properly
explored by the user alone, so usually he gets confused by the endless listening
possibilities. Other issues that may keep people away from the online music
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listening platforms are pricing, geographical restrictions, lack of diversity, low
audio quality, online adverts that block the content, bad user experience and bad
user interface.

We present InVibe, an online music platform that integrates available services
and custom modules to create a complete solution for issues such as the listed
above.

Firstly, like all big competitors in the online music environment, InVibe inte-
grates a recommender system that learns the preferences of the user from her
listening history and generates individual suggestions daily. Also, the recommen-
dation system is used to create radio stations. A radio station is a playlist based on
one track, chosen by the user, and filled automatically with other tracks related to
the first one, so if the user feels like listening to that one track, he will probably be
in the mood to listen to the other ones as well. These facilities make InVibe not only
a platform for music listening, but also a music discovery system, designed to
maintain the users by keeping them up-to-date and excited about the provided
content.

Secondly, InVibe uses the API provided by YouTube to get its music. This way,
InVibe does not have trouble with content rights. The main advantage is that music
content costs nothing, so the platform can be used at no costs. Also, the application
is available in all countries.

Last but not least, the application offers to music lovers a clean environment,
without any other type of content, or adverts that interrupt the process of music
listening.

This chapter focuses on presenting the details behind InVibe. Following this
introductory section, the structure of this book chapter is organized as follows:
Sect. 2 presents an overview of the related status for online music playing appli-
cations. Section 3 demonstrates a study of the recommendation algorithm, followed
by a presentation of technology details for building the application in Sect. 4.
Finally, Sect. 5 concludes the chapter. Due to the fact that it covers most of the
problems that online music listeners face with, there are strong reasons to believe
that InVibe can become a big competitor on the market.

2 Related Work

There are several examples of (online) platforms that provide music content and
suggestions to users. Edison Research released their Infinite Dial Report [3],
describing today’s trends in music, streaming, radio and digital music. A relevant
statistic in the report shows the sources that the young people use, to stay up-to-date
with music. The conclusion of the report is that YouTube is considered by the
young people the best source for music discovery. Multiple conclusions can be
drawn from the report and statistics being presented [3]:
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• The best source for music discovery is considered to be an online platform that
uses a recommender system.

• Half of the sources used in the report are online applications.
• The intelligence behind these online applications has overcome the traditional

radio and television, but also the suggestions that come from friends or family.
• The market of online music discovery is not dominated by only one provider,

meaning that there has not been discovered a solution that fully satisfies the
large majority of users yet.

We analyzed some of the web applications mentioned in the study, with their
advantages and disadvantages.

YouTube1 is a video-sharing website created in 2005 and bought by Google in
late 2006. Although it was not its principal purpose, YouTube has become the most
used online application for music listening and is the best music discovery source
for young people. The platform has some strong points that place itself in front of
the competitors. Unlike other music applications, YouTube is free, therefore,
accessible to everybody. But its biggest asset is that it also represents a strongly
social platform. Its users can like/dislike, share, comment or even upload content. In
this way, YouTube keeps the users engaged more than any other platform.

On the other side, the social part and the 70 % videos that are not related to
music can be seen as obstacles for the users that only come for the music. Also, the
user interface is not optimized for a music player type of application. Therefore,
simple operations like creating, populating or accessing a playlist take more time
than on a music purpose platform. That is why people nowadays tend to choose
applications like Spotify and Pandora when it comes to only listening to music.

Pandora2 is an online music streaming service and automated music recom-
mendation system that lets the user listen to music by creating radio stations. The
recommender system of the application is based on the Music Genome Project that
classifies songs taking into consideration more than 400 attributes. Most of these
attributes values come from analyzing directly the audio signals of the music track.

Pandora probably has the best recommender system in terms of accuracy,
because it has the only recommendation system that classifies the songs based on
complex signal processing.

The main problem with Pandora is that it contains only 1 million songs, far less
than other similar services. For example, Spotify and Beats index around 20 million
songs. That is because the audio signal analysis is very expensive in terms of cost,
time and other resources. Also, the free version of Pandora Radio is highly limited
and full of advertisement.

Spotify3 is an online music service with recommendations system launched in
late 2008. It includes more than 20 million songs and it is available in both paid and
free version. Unlike Pandora, Spotify has a lot of songs to offer to its users

1https://www.youtube.com/.
2http://www.pandora.com/.
3https://www.spotify.com.
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organized in various forms: play-lists, radio-stations, suggestions and tops. That is
because its recommender system is based on collaborative filtering, meaning that it
calculates recommendations based on collective knowledge. According to this type
of systems, the similarity between two songs is proportional to the number of the
individual playlists that contains both songs. The application is also well known for
a modern, dynamic and user-friendly interface.

However, Spotify is not available in some countries (including Romania) due to
content rights policies. Also, its free version is full of advertisement that interrupts
the online streaming.

The InVibe project comes as a result of studying these platforms, as a solution
that combines from these applications their strong points, while minimizing their
weaknesses.

3 The Recommender System

A recommender/recommendation system is an application module that aims to
predict the preferences of the people that use the application. Such systems have
become extremely popular in recent years, being integrated with lots of web
applications such as movies, music, books and e-commerce platforms.

Unlike the stores from the real world, which let the customer to choose from a
relatively small number of items, web platforms contain extremely large numbers of
items that simply cannot be selected by the user in a totally informed manner. The
purpose of recommender systems is to present to the user mostly the items that he is
likely to be interested in, in order to help him decide faster.

Giving suggestions based on personal tastes, not only helps the user make faster
decisions, but also changes the life-cycle of the recommended items. Physical
organizations can only provide what is popular at the moment, most of the time due
to good marketing strategies, but online organizations have everything available
and can raise the popularity of truly valuable items.

There have been made various steps into improving the efficiency of the rec-
ommendation systems since they first appeared [1]. In 2006 Netflix, an online DVD
rental company, has announced a prize of $1 million to the first team to improve the
system by 10 % [2]. The prize was given in 2009 to BellKor’s Pragmatic Chaos,
team that managed to create an algorithm that was 10.6 % more accurate than the
one at Netflix [4].

Today, machine learning algorithms for recommender systems are constantly
being developed and improved, because online platforms such as Amazon, Spotify
or YouTube are trying to create an experience that feels more and more natural to
their users.

Recommender systems try to solve the problem of giving accurate suggestions
using one of the following approaches:
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• Content-based. This type of system tags all items according to some features and
subsequently applies classification algorithms to organize and suggest them to
the users. This approach can be unrealistic in some situations because a system
does not always possess sufficient classification information about its products,
or this kind of information is really expensive to obtain.

• Collaborative filtering (short CF) recommends items based on similarity mea-
sures between users and/or items. The basic idea is that users who shared the
same interests in the past e.g. have viewed or bought the same books, are likely
to have similar tastes in the future.

3.1 Collaborative Filtering

We define the problem of collaborative filtering in the following way. The problem
can be represented by the triple U, I,Rð Þ, where:
• U is the user identifier and takes values between 1, . . . ,N
• I is the item identifier and takes values between 1, . . . ,M
• R represents the rating given by the user U to the item I

The CF algorithms learn from a given training set, formed by a large number of
ðU, I,RÞ triplets, than have to calculate an estimated rating, R, for each entry of a
test set. The root mean squared error (RMSE) and the mean absolute error
(MAE) are used to compare the performances of the algorithms.

n—the number of entries in the test set

MAE=
∑n

1ðR′

i −RiÞ
n

RMSE=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

1ðR′

i −RiÞ2
n

s

In the context of recommender systems, the items, I, can be represented by songs
(like in our case), movies, products and more. In the following sections, the
algorithms described operate on movies, but the principles remain the same for
other types of items, such as songs.

3.1.1 The Utility Matrix

The utility matrix is an N ×M matrix containing the ratings that users gave to the
items.

Figure 1 illustrates a very simple example in which users A, B, C, D have rated
items HP1, HP2, HP3, TW, SW1, SW2, SW3 (Harry Potter, Twilight and StarWars
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movie series). A value in the matrix corresponds to the rating given by the user in
the same row to the item in the same column. If the user has not rated an item, the
corresponding matrix position is empty.

Some users may have similar tastes, but different habits in rating items. For
example, some users will rate with 1 a movie that they consider bad while other will
consider 3 an appropriate low mark. For this reason, the matrix should be nor-
malized before applying any algorithm. The normalization is done by subtracting
from each rating the average rating of the corresponding user, which turns the good
ratings into positive numbers and the bad ones into negative numbers (Fig. 2).

3.1.2 K-Nearest Neighbor

KNN (K-Nearest Neighbor) identifies the users that have the most similar interests
with the current user, called neighbors and predicts the users rating based on the
ones given by the neighbors.

The first challenge is to find a way to calculate the similarity between users. One
method is to compute the cosine distance between the vectors describing two users.
The vectors A = ½23 ; 0; 0; 5

3 ; −
7
3 ; 0; 0� and B = ½13 ; 1

3 ; −
2
3 ; 0; 0; 0; 0� describe the

users A and B. The cosine of two vectors can be found by using the Euclidean dot
product formula:

A ⋅B= Ak k Bk k cos θ

similarity= cos θ=
A ⋅B
Ak k Bk k =

∑n
1 Ai ×ABið Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

1 Aið Þ2
q

×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

1 Bið Þ2
q

Fig. 1 Utility matrix

Fig. 2 Normalized utility matrix
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The similarity is the result of the cosine angle, which means it will take values
from the interval − 1; 1½ �. If the cosine angle is close to 1, it means that the users
are similar, while values approaching—1 correspond to users that have opposite
tastes.

After identifying the nearest neighbors, the algorithm predicts user ratings using
the formula:

R′ =
∑k

1 similarity u, uið Þ ⋅ rating uið Þð Þ
∑k

1 similarity u, uið Þ

3.1.3 QR Decomposition

There are two ways to look at the QR Decomposition. First is the standard defi-
nition: A =QR, where Q and R must be found. This can be done easily following
the straightforward decomposition algorithm. However, in the context of recom-
mender systems the utility matrix, A, contains lots of empty entries, therefore,
cannot be decomposed by the standard method. Moreover, if the missing values
were known, there would be no need to apply the decomposition because all the
missing ratings would be known. It is clear that the definition QR Decomposition
method cannot be used to solve the recommendations problem.

The second way to look at the QR Decomposition is the one proposed by Simon
Funk in 2006, at Netflix Prize [2]. He started from the idea that the utility matrix
does not contain random numbers, but values somehow related which are described
by some generalities. For example, a movie can be approximately described by
some basic attributes like gender, director, what stars play in it and so on. Also,
every user’s preferences can be described by whether he likes or not a gender, a
director, some stars and so on. If these are true, then we need less than M ×N
numbers to explain all the ratings. Assuming that there are k attributes of this kind,
the user’s preferences can be represented by a vector of length k. The movie’s
characteristics can also be described by a similar vector.

The rating given by a user to an item will be equal to the product of the users
vector and the movies vector:

ratingMatrix user½ � item½ �
= ∑k

1 userFeature i½ �½user� ⋅ itemFeature i½ �½item�

All the user vectors compose a user-feature matrix, Q, and all the items vector
compose an item-feature matrix, R (Fig. 3).

Simon Funk used to say that, in machine learning, the reasoning works in both
ways, therefore if meaningful generalities can help you represent your data with
fewer numbers, finding a way to represent your data in fewer numbers can often
help you find meaningful generalities. Meaning that if we find two matrices Q and
Rt that multiplied provide values very close to the one already known in A
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(the utility matrix), then the rest of the values from QRt correctly approximate the
missing entries of A.

In our case:

A≈Q×Rt

2
3 0 0 5

3 − 7
3 0 0

1
3

1
3 − 2

3 0 0 0 0

0 0 0 − 5
3

1
3

4
3 0

0 0 0 0 0 0 0

2

6664

3

7775

=

q11 q12
q21 q22
q31 q32
q41 q42

2

6664

3

7775
×

r11 r12 r13 r14 r15 r16 r17
r21 r22 r23 r24 r25 r26 r27

� �

The algorithm to find the Q and R matrices is described in the following
paragraphs. Firstly, the matrices are initialized with random values, then each
iteration consists in updating the values from the matrices, so the Q×Rt product
will be closer to the A matrix.

To obtain the update rules, the squared error equation is written, after that the
gradient of the current values must be find out. Therefore, the following equation
should be differentiated with respect to q and r variables separately:

e2 = R′ −R
� �2

∂

∂q
e2 = − 2 R′ −R

� �
r= − 2er

∂

∂r
e2 = − 2 R′ −R

� �
q= − 2eq

Fig. 3 Q—user-feature matrix and R—item-feature matrix
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The update rules can now be formulated, considering ∝ as the learning rate:

q′ = q+2∝er

r′ = r+2∝eq

The algorithm should be run more than once with different starting values for
Q and R to avoid being stuck in a local minimum and increase the chances of
finding the global minimum.

3.2 Results

A data set provided by Movie Lens (Grouplens 2016)4 was used to test the pre-
viously described algorithms. It contains real records of ratings given by people to
movies. The set contains 100 K entries of the form ⟨userid,movieid, rating⟩ that are
split into a training set (80 %) and a test set (20 %). The data was already prepared
for cross-validation, by being organized in five pairs of files ⟨training set, test set⟩,
which joined contain the same 100 k entries, but all five test sets are disjoint. There
is also additional information about users and movies that can be used for a
content-based approach.

KNN versus QRD
The algorithms were compared based on accuracy, time and error distribution.

When it comes to time, the two algorithms do quite different, depending on the
situation. That is because KNN is lazy learning method, which defers the gener-
alization of the training data until a request is made to the system, while QR
Decomposition is an eager learning method, which generalize the training set before
receiving queries. Because of this, a system that needs to calculate in real time a
relatively small number of ratings per time unit should use the KNN algorithm,
whereas a system that computes large numbers of ratings per time unit but can base
its prediction on slightly old versions of the utility matrix should definitely use the
QR Decomposition approach.

After running tests with the two previously described algorithms, similar per-
formances have been noticed in terms of accuracy. However, the QR decomposition
had slightly better results (Table 1).

Table 1 Experimental
results

MAE RMSE

QR decomposition 0.741 0.938
Nearest neighbors 0.749 0.955
Arithmetic mean 0.735 0.932

4http://grouplens.org/datasets/movielens/
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The arithmetic mean of all pairs of results generated by the two methods has
better accuracy then each algorithm alone. This could have meant that the error
distribution is different for the two methods, and they can be combined in a con-
venient way. That is why the distribution of the error is studied further on for both
methods.

In the graphs in Figs. 4 and 5, the x-axis represents the value of the error, and the
y-axis represents the number of examples. The graphs show the density of pro-
cessed examples on each error level. Firstly, it can be noticed that 80 % of the
examples have errors lower than 25 % for both algorithms, which means that the
methods can be trusted when it comes to predicting the user’s preferences. On the
other hand, the graphs look very similar, revealing that the distribution error is
similar for both methods.

Fig. 4 The density of the errors for the KNN algorithm

Fig. 5 The density of the errors for the QR algorithm
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To understand better how the errors are spread in the utility matrix, we analyzed
them graphically.

In Figs. 6 and 7, each pixel represents an entry from the utility matrix. The
nonblack pixels represent all the entries from the test set. The red pixels indicate a

Fig. 6 Section of the utility matrix after the KNN algorithm was applied

Fig. 7 Section of the utility matrix after the QR algorithm was applied
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positive error predicted rating> real ratingð Þ, while the blue ones show a negative
error predictedrating < real rating

� �
. The intensity of the color grows proportionally

with the value of the error, so white pixels represent perfect predictions, and
brightly colored ones indicate maximum values for the error.

As it can be seen, the images look very similar and the maximum points of error
(circled in yellow) are the same in both cases, meaning that the results of the two
approaches have the same distribution error.

3.2.1 Discussion

Before comparing the error distributions for the two algorithms, we thought of
combining the methods with a trained neural network in order to obtain better
accuracy. However, because the errors are distributed quite similarly, we concluded
that such an approach would not generate significant or consistent improvements.
On the positive side, the tests have proven that even a simple recommender system
relying on textbook-algorithms with minimal tuning and improvements can achieve
good prediction for real-life datasets.

Due to the fact that the algorithms have close performances when it comes to
precision, and also because the data sets can become really large, we concluded that
time parameter is the most important when making a choice. However, time is
directly influenced by the nature of the problem.

In our particular case of recommender system, there are two situations where the
application needs to provide automatically calculated suggestions:

• When providing its users with a top of ten personal recommendations (that will
happen once every week).

• When the user wants to create a radio-station (a playlist based on a selected
song).

For the first scenario, we decided to use the QR Decomposition algorithm. That
is because the system will need to generate a lot of suggestion at once, so we
preferred the eager learning method that firstly calculates the utility matrix
decomposition, then can provide any rating in almost no time by multiplying one
row from the Q matrix with one column from the R one.

A radio station must provide a number of songs related to one track (chosen by
the user) that the user is supposed to enjoy if he is in the mood for the first song.
Finding items similar to a specific item is exactly what the K-Nearest Neighbour
algorithm does. This time the implementation is a bit different from the one
described earlier. Firstly, the algorithm runs on songs, not on users, base on the idea
that if two different songs are rated high by the same group of users then they are
similar. Secondly, in this case, the algorithm stops right after finding the neighbors,
because it is no need to calculate anything else.
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As the system grows in terms of users and listened to tracks, one should consider
applying parallel computing techniques for the implementations. This will allow
processing bigger data sets in less time.

4 An Integration into an Online Application

The web application and the recommender system are completely separated mod-
ules. That is way their integration can be presented without knowing how the web
platform works.

The recommender system is composed of five python scripts that are connected.
It communicates with the web platform only through the database by the following
scenario:

1. The users feedback, collected from the player each time the user rates a song, is
sent to the web server and then stored in the database.

2. The database communicates with the recommendations system through the
MySQL-Python connector installed on the same machine with the RS, so the
input querier script, from the RS, can directly query the database to get the
stored ratings.

3. The build um script uses the ratings to generate the initial utility matrix.
4. The system applies QR Decomposition on the utility matrix to generate the

suggestions for each user and K-nearest Neighbor on the same matrix to build
the radio stations.

5. Both suggestions and playlists for radio stations are written to the database by
the output writer script.

6. When suggestions page or radio-station page need to be shown, the web server
reads the data generated by the RS from the database and sends it to the client
application running in the browser.

The main advantage of this architecture is that the web platform and the rec-
ommendation system can be developed and tested completely separated, which
minimize the risk of integration problems. Also, the platforms can be written in
distinct languages and are able to run on different machines, which have the
resources and the configurations appropriate for each system (Fig. 8).

4.1 Used Technologies

Besides the standard languages understood by browsers (HTML, CSS and Java-
Script), there are a lot of decisions to be made when it comes to choosing the web
technologies appropriate for an application. This section describes the tools and
libraries used to create the InVibe web platform.
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MySQL is the most popular open-source relational database management sys-
tem. MySQL offers a high degree of connectivity, speed, security and scalability,
and is an appropriate choice for most of the web applications.

PHP is an open-source, general propose scripting language that runs on top of a
web server such as Apache. PHP scripts can be embedded into HTML code, are
executed on the server, and then the result is returned to the browser. The result is
usually pure HTML that will be directly interpreted by the browser, a file or a
JSON, which contains information that will be used by a JavaScript script through
AJAX.

Laravel is an open PHP framework designed over an MVC architecture. Laravel
has an expressive syntax and provides a high-level modularization. The framework
has a lot of facilities that aim to eliminate the routine procedures that the developer
does, such as routing, authentication, sessions and queries. Laravel also integrates
other tools and libraries to make the developer experience more pleasant.

One of those tools used in developing the web application is Vagrant. Vagrant
lets the developer work on a Linux virtual machine through the ssh tool. The
Vagrant virtual machine can easily be configured to contain folders that are syn-
chronized with ones from the local machine in real time. Laravel contains a
prepackaged Vagrant box (homestead) which has installed all the software neces-
sary for the applications server, so the developer can program without having to
install PHP, a web server, MySQL or any other server software on the local

Fig. 8 The recommender system architecture and the integration with the web application
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machine. The application can also be easily configured to be tested directly from the
local machines browser.

The Laravel framework helps the developer to communicate with the database in
an efficient way through the Eloquent ORM library. The models are created only by
extending the Eloquent/Model class and specifying the corresponding database
table. Querying the database with Eloquent will directly return model instances that
match the query. Also, to insert or update database information the developer only
has to apply the save method provided by the library on the model object.

Another useful tool is Laravel Elixir. It run on top of Gulp and is used to
transform LESS and SASS code into CSS in real time.

JQuery was used to simplify the client scripting of the HTML. JQuery offers a
much simpler way to manipulate the HTML elements, create animations and use
AJAX techniques. Its Syntax is also really compact, so it makes the applications
faster to develop. 28.

AJAX was used to create dynamic pages by changing small amounts of data
between server and client. In other words, the web page can change its contents
without having to reload.

SASS, is a scripting language that is interpreted to CSS. SASS provides the
developer with some powerful tools such as variables, nesting and inheritance, that
make the process of creating stylesheets faster and more organized than with plain
CSS code.

By using all these technologies, the development of the web platform was faster,
and the main effort was put into structuring and customizing the application rather
than into doing routine tasks.

4.2 The Application

4.2.1 The Database

The database structure is presented in Fig. 9.
The users table stores information about the user such as name, email and

password. The songs table contains the YouTube id of the song, the title (artist—
song name), a URL to a thumbnail image resource and the YouTube video id. The
songs-users table has entries that represent many-to-many relations between users
and songs. The table is used to recreate the playlist of each user.

The ratings table stores every rating given by any user to any song. The radio
stations table contains entries described by their own id and the id of the base song
from that radio station.

The radio stations-songs table contains many-to-many relations between radio
stations and songs. Each song may be in more than one radio station and each radio
station has at least one song. Finally, the recommendations table stores the sug-
gestions calculated by the recommender system, each containing the id of the user,
the id of the song and the rank of the recommendation.
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4.2.2 The MVC Structure of the Application

MVC (Model-View-Controller) is the most popular architectural pattern when it
comes to web applications. According to it, the application should be divided into
three components (model, view and controller) that have different roles and com-
municate respecting specific rules, like in Fig. 10 Laravel is already structured
according to the MVC pattern, as most of the PHP frameworks.

This section presents the general concepts of MVC and analyses how they are
applied to the InVibe application.

The model (Fig. 11) contains entities mapped to the tables of the database. Each
table is represented by an object, and its attributes are the tables columns. The
model can only communicate with the controller, which requests these data objects.

In Laravel, the model data objects are created automatically just by extending the
Model class and specifying the database table name. The object may eventually be
sent to the client application in JSON format, for this some attributes can be hidden,
like in the example in Fig. 11.

After defining the model, it can be used anywhere in the controllers.
The view (Fig. 12) acts as a template for the model data received from the

controller and formats it in a way accessible to the user. Views completely isolate
the HTML code from the rest of the application.

Laravel introduced the concept of blade templates, which provide an inheritance
mechanism that works with sections.

The child inherits the HTML structure of the parent through the annotation
extends. The child is able to insert sections of code in the inherited structure with the
annotation section. For example, the code between @section(content) and
@endsection in the child view (Fig. 13), will be inserted in place of@yield(content)

Fig. 9 The database structure
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in the parent view (Fig. 12). The child can also append code to a section already
defined in the parent like shown in the example above.

The diagram in Fig. 14 represents how the views are structured in blade tem-
plates in the application InVibe. Each template on the second level is used by a
different controller to format data.

Fig. 10 The MVC structure

Fig. 11 Laravel Model class
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Finally, the controller is the central component in an MVC architecture. It
receives the HTTP request from the client side, sends a data object request to the
model, takes the data received from the model and sends it to the view, then
receives the formatted data and finally sends it back to the client as a HTTP
response.

In Laravel, each HTTP request is taken over by a particular method in a con-
troller, as specified in the file routes.php (Figs. 15 and 16).

Fig. 12 Parent blade template

Fig. 13 Child blade template
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The controller above returns to the browser the welcome page formatted by the
welcome.blade.php view when the user makes a request at invibe.app/. This
controller does not require information from the database, so it does not access any
model.

The InVibe application has different controller for each web page. They
communicate with the browser through simple HTTP requests, for displaying the
page and through AJAX requests to create dynamic elements in the page.

The diagram in Fig. 17 represents the structure of the web pages in the browser
and the controllers which generate them. When accessing invibe.app the welcome
page is shown. It contains few details about the application, the sign-up and the

Fig. 14 Blade templates structure

Fig. 15 Section of routes.php file

Fig. 16 Laravel controller
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log-in button. If the user is already authenticated, he will be redirected to the home
page.

The user enters the login page or the sign-up one, in case he does not have an
account, then he completes the required form to access the home page of the
application.

The home page has a menu from which the user can navigate to the playlist,
discover, or radio station sections. It also contains a search input, a video player and
a rating bar.

The playlist page is similar to the home page. In addition, it contains a list of
song added by the user to the personal playlist. The songs are added and removed
dynamically to the playlist, through AJAX.

The user can see the daily recommendations in the discover section and give
them feedback according to his preferences.

The radio station page provides a dynamic search input to the user, from which a
new radio station is shown with the list of the contained songs.

All the controllers described above have only one method each. The method,
named show, is called when the user accesses the page URL and returns the HTML
page to the browser.

Fig. 17 The applications controllers and who they manage the web pages
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The dynamic actions of the application are realized through AJAX requests. All
of these requests are directed to the APIController, which handles them. The API
between the client and the server contains the following requests:

• Search Song—post request to the api/searchSong endpoint. The request
parameter is the search text input, and the response is a list of songs with
YouTube id, name and thumbnail URL.

• Choose Song—post request to the api/chooseSong endpoint. The request
parameter is the YouTube id of the chosen song, and the response contains the
songs rating and a flag that indicates whether the song is in the user’s playlist or
not.

• Rate Song—post request to the api/rateSong endpoint. The request parameters
are the YouTube id, the song name, the song thumbnail URL and the value of
the rating. The song is added to the database if it does not exist yet or just
updated with the new rating value.

• Add/Remove Song—post request to the api/addSong endpoint. The request
parameters are the YouTube id, the song name, the song thumbnail URL and the
inPlaylist flag. The song is added or removed from the playlist database table
based on the flag’s value.

• Load Playlist—get request to the api/loadPlaylist endpoint. The request
response returns the list of songs from the user’s playlist with id, YouTube id
and name.

• Load Recommendations—get request to the api/loadRecom endpoint. The
request response returns the list of songs generated by the recommender system
and stored in the recommendation database table.

• Load Radiostation—post request to the api/loadRadio endpoint. The request
parameter is the radio station base song YouTube id, and the response is the list
of songs from the corresponding radio station, calculated by the recommenda-
tion system.

5 Concluding Remarks

The online music market is certainly a still growing one, being full of diversity and
trying to please every music lover on the Internet. Working at the InVibe project,
we had the opportunity to study this market and understand what most of the users
expect from such an application. That is why we ended up creating a modern web
platform, with an intelligent recommendation system integrated, that is available
everywhere and costs the user nothing.

To create the recommender system, we studied multiple collaborative filtering and
content-based approaches, ending up to use the QR Decomposition and the
K-Nearest Neighbour algorithms. We have chosen these methods because they have
good performances, but also because they are the best-suited ones for the application
requirements. The algorithms were implemented in Python. For the web application,
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we used the server-side scripting language PHP, the Laravel MVC framework and a
MySQL database. These techniques are easy to learn and fast to implement, pro-
viding the developer with powerful tools that require a minimum effort.

The recommendations system and the web platform are completely separate
modules, for this reason even changing entirely one of them would not affect the
functionalities of the other one.
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