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Preface

In most sources of low-temperature waste heat, the heat is dissipated to the
atmosphere due to a lack of cost-effective solutions that can efficiently convert the
heat into useable electrical energy. The ability to capture this thermal energy could
increase the efficiency of existing processes and machinery, supply isolated sen-
sors, allow for extended portable electronic power supply, and much more. The
aim of this Springer Brief is to summarize a very broad range of thermal energy
harvesting methods, and describe the potential of applying these methods to low-
cost, batch process manufactured, micro electromechanical systems (MEMS). The
brief will focus on the functionality of the device, rather than the MEMS pro-
duction methods. An additional motivation for the production of this Springer
Brief is the rapid growth of the MEMS market, which grew to $11 billion in 2012
and is expected to double by 2018 [1].

Chapter 1 defines waste heat and gives examples of the sources. It also presents
the concept of the Carnot limiting efficiency, and defines high- and low-grade heat
energy. The chapter proceeds to outline the reasoning for the potential use of
MEMS for thermal energy harvesting, and compares micro to macro-scale elec-
tromechanical systems.

The most familiar form of thermal energy conversion is the combustion heat
engine. Chapter 2 describes a subset of these engines that can be used for thermal
energy harvesting. These processes convert a thermal difference into mechanical
motion and include four common external combustion thermodynamic cycles:
Stirling, Brayton, Ericsson, and Rankine. Each cycle is described in terms of
thermodynamics, and theoretical and practical design. Each cycle is then assessed
against the likelihood that a practical MEMS-scale device could be manufactured
to match the cycle, giving examples when available.

In Chap. 3, less common thermomechanical heat engines are described. These
engines also convert thermal differences into mechanical energy, but use a variety
of different mechanisms. They include the two main types of thermoacoustic
processes, which use a gas phase working fluid; shape memory alloys and ther-
momagnetic generators, which use solid material phase change properties; and
hydride heat engines, which use chemical properties of solids to store hydrogen.
The key details of each mechanism are described and the practicality of designing
a device at MEMS scale is discussed.
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Chapter 4 outlines technologies that can convert thermally generated
mechanical energy into electrical energy. The discussion includes operating
temperature ranges, feasibility of scaling, and production with MEMS batch
processes. This chapter focuses on maximum operating temperatures and factors
that limit this.

Chapter 5 details a range of devices and technologies that can convert thermal
energy directly into electrical energy. These devices use a range of techniques and
physical properties of materials to perform this conversion, but mostly have no
moving parts in the traditional sense. The chapter explains each technique, outlines
examples of use at MEMS scale, and describes the advantages and disadvantages
of each technique for use at MEMS scale. The performance or potential perfor-
mance of each technique is outlined where possible. Several proprietary devices
are included for the sake of completeness, although little information about these
devices is publically available.

Since the best solution is dependent on the specific application, it is left to the
reader to decide which will be the best solutions or technologies for future
research. However, this will likely depend on the availability of new materials, and
a willingness to explore low-temperature heat sources.

Reference
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Chapter 1
An Introduction to Waste Heat Capture
and MEMS

Waste heat is all around us. Every energetic process, regardless of its initial form
(kinetic, chemical, or electrical), eventually ends as heat, which eventually
degrades to ambient temperature. In many situations, the heat could be captured
and converted to electrical energy. Sources of waste heat include vehicle or engine
exhaust, cooking, refrigeration, the leading edge of a plane wing, electronic
devices, building air conditioning, lighting, solar radiation, and even humans.

This chapter discusses typical waste heat resources and the distribution of
thermal energy at various temperatures, and defines the Carnot limiting efficiency.
The advantages of using micro electro mechanical systems (MEMS) technology
for this application and how this compares to macro systems are also discussed.

1.1 Waste Heat and Waste Heat Resources

As predicted by the laws of thermodynamics, every joule of energy eventually
degrades to heat at ambient temperature. A specific example is the relatively small
amount of hot exhaust gas from a car engine that mixes with a large amount of
atmospheric gas. The hot gas will eventually cool to ambient temperature,
exhibiting energy at every temperature from maximum exhaust temperature to
ambient.

To demonstrate the availability of low-temperature thermal energy, consider the
work done by Fox et al. [1]. The authors gathered data on energy consumption as a
function of the end use temperature up to 250 �C. They studied four sectors,
including residential and commercial buildings, industrial processes and process
steam. Although this data is a measure of how much energy was consumed at a
nominated temperature, it is also a measure of how much waste energy is avail-
able. For example, the reference notes that in the United States, in 2008,
approximately 1.5 exajoules (EJ) were generated in domestic cooking at approx-
imately 250 �C. A proportion of this thermal energy escapes from the sides of the
oven, and a proportion goes into heating the food. Once cooked, the food is
removed and allowed to cool to an edible temperature, creating more waste heat.
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SpringerBriefs in Electrical and Computer Engineering,
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Then the food is consumed and cools to body temperature, creating yet more waste
heat. Of course the food itself contains energy, which a person uses to move and
run bodily processes. These processes also end as thermal waste energy and other
waste products. Although it would never be possible to recapture all this energy,
this illustrates the enormity of low temperature sources.

Importantly, all of that energy at 250 �C eventually degrades to the same
amount of energy at ambient temperature. Similar processes occur for other res-
idential energy consumers, such as hot water (60 �C), low-grade swimming pool
heating (30 �C), refrigeration (110 �C), and air conditioning (70 �C). These two
latter cooling processes generate high temperatures at the compressor.

This analysis can be repeated for commercial properties, which have similar
needs, but at different scales, to residences; industrial processes (e.g. metal pro-
duction, chemicals, and food industries) and process steam production. All of these
thermal loads, regardless of their generated temperature, eventually degrade to
ambient thermal energy. When these loads are combined and allowed to cool to
ambient energy, the black line in Fig. 1.1 is generated.

In Fig. 1.1, the energy at each temperature is normalized against the total
energy available and plotted against the initial temperature. Note that all of the
normalized energy (indicated by a value of 100 %) can be found at ambient
temperature, which is taken as 20 �C. Half of the normalized energy (indicated by
a value of 50 %) can be found at a temperature of less than 100 �C, and just 10 %

Fig. 1.1 Plot of energy availability at low temperatures, indicating the increased energy
availability as temperature degrades and the effect of the cannot limit on accessible energy (data
obtained from [1])
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of the energy is available at above 200 �C. In this Springer Brief, we have
smoothed the energy data and shown it as a thick grey band.

Although this data is presented for residential, commercial, and industrial
energy consumption, the same analysis could be presented for transport energy
use, in which the internal combustion engine generates waste heat from compo-
nents such as exhaust gases, radiator cooling, catalytic converter heat, and man-
ifold temperature. The shape of the curve would essentially be the same as
Fig. 1.1, although the temperature range might differ; for example, catalytic
converters can generate temperatures up to 1300 �C.

For a typical combustion engine, the peak thermal efficiency (gth), which is the
ratio of input fuel energy to output mechanical energy, is typically in the order of
30 %. What happens to the remaining 70 %? It is a consequence of the second law
of thermodynamics that a heat engine must be in contact with both a hot and a cold
thermal reservoir to operate, because the flow of heat between these reservoirs
allows the production of power. Thus, to keep the cold reservoir cool and the
system operating, heat must be constantly drawn away from the cold side of a
generator. It is impossible for a heat engine to operate with no waste heat: i.e. at
100 % efficiency.

The maximum amount of energy that can be withdrawn is defined by the Carnot
limit. This is often expressed as a fraction of the input power, in which case it
becomes an efficiency, and is written as:

gc ¼ 1� TC

TH

where TC and TH are the cold and hot reservoir temperatures in Kelvin, respec-
tively. The dotted line in Fig. 1.1 is the Carnot limit. When the hot side temper-
ature and the cold side temperature are the same (ambient), the Carnot limit is
zero; no energy can be captured. As the hot side temperature increases, the Carnot
limit also increases. Hence, the energy available for waste heat capture is the
difference between the energy that has produced usable work and the energy
defined by the Carnot limit. By capturing waste heat, it is possible to push an
engine’s efficiency closer to the Carnot limit; Fig. 1.2 shows this breakdown.

The waste heat supplied by various means of power generation and industrial
processes, such as the production of alumina, cement, and steel, is often released at
high temperatures (above 500 �C). This means that the waste heat can be harvested
with a high Carnot limit of efficiency, and is thus termed high-grade energy. This

100%

Inaccessible 

Usable Energy

0%

Waste Heat
Total Input

Fig. 1.2 Breakdown of the
thermal energy available for
capture
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energy is easily reclaimable, and many systems are already in place to make use of
it in modern industry.

However, the mid and low-grade waste heat (ambient to 250 �C) produced by
various other processes usually goes unclaimed, despite accounting for more than
half of the energy use of industry. In these cases, the low temperature of supplied
heat means that the heat needs to be reclaimed in ways other than the large-scale
turbines used in primary power production. The amount of energy that can be
reclaimed at any given temperature is the product of the Carnot limit and the
available energy at that temperature; this is the dot-dashed line in Fig. 1.1. For this
data, there is a peak in the green line around 90 �C. This represents the maximum
amount of energy available. The peak does not exceed 10 % of the total energy.
Although this seems low, the total amount of energy available at 90 �C is 8.7 EJ
and 3.4 EJ of this energy can theoretically be converted to useful energy.

1.2 Approaches to Waste Thermal Energy Harvesting

Several methods are currently used to harvest mid to low-grade thermal energy,
including thermal-to-mechanical-to-electrical, and thermal direct to electrical. The
most common methods of thermal harvesting, along with interesting novel tech-
nologies, are examined in later chapters. Both the basic principles of operation and
the set of conditions leading to ideal performance vary widely between these
methods, as can be seen in the following chapters.

1.3 MEMS Technology for Thermal Energy Harvesting

Micro electro mechanical systems (MEMS) describe electrical and mechanical
devices sized at a few cubic millimeters or less. Within this text this is commonly
referred to as the MEMS scale. In 2012, the worldwide MEMS market grew to an
$11-billion business, with expected ongoing growth averaging *12.7 % through
to 2018 to create a $22.5-billion market [2]. Examples of successfully commer-
cialized technologies include acceleration sensors, optical switches, ink jet noz-
zles, and MEMS microphones. The emerging MEMS market—including thermal
energy harvesting, micro fuel cells, MEMS speakers and MEMS ID—have been
forecast to add $2.2-billion to the overall MEMS market by 2015 [2].

When applied to thermal energy harvesting, the philosophy of MEMS is to
produce an extremely small, versatile method of harvesting thermal energy that
can be cheaply mass-produced using methods of batch processing similar to those
used to make silicon electronics; Fig. 1.3 shows a silicon wafer with multiple
items printed through batch processes. Such a device could then be used to
scavenge the small amounts of energy needed by low-power devices, such as
wireless sensor nodes or remote control systems. Alternatively, it could be
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deployed in massive numbers over a wide area to reclaim a more significant
amount of power for redistribution.

1.4 Macro and Micro Electro Mechanical Systems

The dominant physics of a system at macro scale, defined here as a device larger
than a MEMS device, can be completely different from those at the MEMS scale.
This requires consideration of micro fluidics and heat conduction, which may
hamper the device or make its production impossible. In some cases, performance
metrics such as cycle life and heat flow will improve; or, entirely new principles of
operation may become possible, for example thermionic-tunnelling using multi-
layer nanostructures [4]. The use of MEMS production technology can also enable
detailed etched high-surface-area heat exchangers, allowing for a higher heat flow
in a heat engine.

Fig. 1.3 Si wafer of radial inflow turbine stages on a single wafer. Image sourced Epstein [3],
reprinted with permission from ASME. Copyright 2003, ASME
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In this brief, a number of current thermal energy harvesting methods have been
reviewed at a macro level, and then evaluated at the MEMS scale. The key
characteristics examined for each system include range of operating temperatures,
efficiency, and power density.
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Chapter 2
Established Thermomechanical Heat
Engine Cycles

This chapter describes and discusses the four most common external combustion
thermodynamic cycles: Stirling, Brayton, Ericsson, and Rankine. Internal com-
bustion thermodynamic cycles, such as Otto, Diesel, and rocket, will not be
considered, because it is impractical to use them for waste heat capture.

A thermodynamic cycle describes the processes of transferring heat into
mechanical work, through the variation of temperature and pressure. This occurs in
such a way as to complete a repeatable cycle, returning to the system’s initial state.
For each cycle, the theorized pressure–volume (PV) diagram will be presented,
along with discussions of practical macro and micro electro mechanical systems
(MEMS) engines.

There are an infinite number of possible thermodynamic cycles made up of
several processes. The simplest cycles are defined by just three distinct thermo-
dynamic processes (e.g. Lenoir cycle), while other conventional cycles may have
five distinct thermodynamic processes (e.g. Miller cycle). Most cycles described in
this chapter are defined by four distinct processes. The Rankine cycle is the
exception; it can have a variable number of processes.

2.1 The Stirling Cycle

The Stirling cycle was first proposed by Robert Stirling in the early 1800s,
although has had limited application until the middle of the twentieth century.
Starting in the 1950s, companies such as Ford, General Motors, Kockums and
Phillips [1] developed power applications at the kilowatt scale. These have
included cars [1] and submarines [2, 3]). Although the Stirling cycle matches the
Carnot cycle in terms of efficiency [4], it has a number of key disadvantages
inherent in a practical engine design.

Interest in the Stirling cycle at large scale has recently increased. This is, due to
its attractive theoretical efficiencies, its ability to use waste heat and renewable
resources such as solar concentrators, and a wide range of fuels, since Stirling

S. Percy et al., Thermal Energy Harvesting for Application at MEMS Scale,
SpringerBriefs in Electrical and Computer Engineering,
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engines are externally heated. In addition, the Stirling engine is one of the few heat
cycles that can be optimized for almost any temperature range.

The use of nuclear energy as a heat source in a Stirling cycle was invented by
Cooke-Yarborough from the Harwell Atomic Energy Laboratories (United
Kingdom) [5] in 1967. This was a very simple device, based around free-piston
Stirling engines. The engine did enter production; the HoMach TMG 120 was a
300-mm-diameter device that generated 150 W at about 10 % thermal-to-elec-
trical efficiency. The device had a total mass of less than 100 kg.

2.1.1 Theoretical Stirling Cycle

The theoretical PV Stirling cycle, shown in Fig. 2.1, is a heat cycle characterized by
two isothermal reversible processes (1–2 and 3–4) and two constant-volume
reversible processes (2–3 and 4–1). The first isothermal process (1–2) occurs at the
high temperature side, where the working fluid is allowed to expand at constant
temperature. The second part of the cycle is a constant volume process (2–3), in
which the working fluid is cooled to the cycle’s low-temperature point. Stage 3–4 is
the low-temperature isothermal compression, in which heat is rejected from the cold
side of the ideal engine. Finally, a second constant-volume process (4–1) occurs, in
which heat is added to drive the working fluid back to the high temperature state.

2.1.2 Practical Macro Stirling Engines

In reality, the thermodynamic cycle shown in Fig. 2.1 can never be exactly
reproduced. Instead, a practical Stirling engine will approximate this cycle. There
are three common configurations that do this; these are referred to as the Alpha,
Beta and Gamma Stirling engines, illustrated in Fig. 2.2.

Fig. 2.1 Pressure–volume
diagram for the Stirling cycle
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The Alpha cycle, shown in Fig. 2.2a, contains two working pistons; one for the hot
side of the engine and one for the cold side. The cooling part of the cycle, in which the
working volume is decreasing, causes the pistons to be drawn in. Thus, both the hot
and cold side pistons need gas-tight seals. The tight seal drives up the friction losses,
and necessitates higher working temperatures to achieve efficient engines.

The Beta and Gamma cycles, shown in Fig. 2.2b, c, consist of a single working
piston with gas-tight seals, and a loose-fitting secondary piston (the displacer),
which shuttles the working fluid between the hot and cold side. In the Beta type
engine, the displacer and power piston are co-located in the same cylinder, while
for the Gamma variant, the two pistons are each in their own cylinder. The reduced
need for a gas-tight seal around the displacer means the losses are lower in both
these types, although the Beta variant requires an additional seal where the con-
necting rod for the displacer passes through the power piston.

The Gamma variant has the lowest working friction. Combined with the ability
to widely vary the relationship between displacer diameter and power piston
diameter, this means it can be designed to be powered from very small thermal
differences. A small thermal difference generates a small volumetric expansion,
thus requiring a small displacement power piston relative to the swept volume of
the displacer. Macro-scale designs for this style of Stirling engine can rotate from
the thermal difference between ambient temperature and a cup of warm liquid, or
heat emanating from human skin. At these low temperature differences, the effi-
ciency of the system is necessarily low.

To improve efficiency, heat energy may also be stored in and rejected by a
regenerator. The regenerator allows heating or cooling of the portion of the
working fluid that never reaches the hot or cold side heat exchangers. Further, the
regenerator allows a temperature increase or decrease of the working fluid without
a change in volume (4–1 and 2–3 in Fig. 2.1). The effect of this is to maximize the

Fig. 2.2 Common topologies of Stirling engines; a Alpha, b Beta, and c Gamma. To follow the
Stirling cycle, the pistons and displacer must be 90� out of phase
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area of the temperature-limited PV diagram by filling out the corners, bringing the
actual cycle closer to the ideal cycle.

Methods to improve performance include pressurizing the working fluid, and
using low-specific-heat gases such as hydrogen and helium. Pressurizing the fluid
increases the number of molecules in the working fluid, and low-specific-heat gases
require less energy for a required temperature; pressure therefore rises. These
methods require good seals where the cylinder is penetrated by pistons or piston rods.

A key advantage of the Stirling cycle is that it requires less complex mechanisms
than other cycles; the designs can eliminate valves, which can impede fluid flow and
increase mechanical complexity in other heat engines. Generally, the Stirling
engine is quieter and more efficient at lower temperature differences and lower
compression ratios. This drives a lighter design, due to the lower stresses involved.

2.1.3 MEMS Stirling Engines

Proposed MEMS implementations of Stirling refrigerators have been published,
although no commercially available MEMS refrigerators are available to date.
This section will outline the function of the Stirling cycle at the macro scale, and
discuss some of the scientific challenges when applying this at the MEMS scale.

Due to the mechanical linkages required for the noted macro Stirling engines,
they are unlikely to be useful at the MEMS scale. At the smaller scale, everyday
items such as bearings, seals, and valves, can be problematic to manufacture. As
such, any design that minimizes these items is likely to be easier to realize. Key to
this are a variety of designs called free-piston Stirling engines. In these designs, the
working fluid is completely encapsulated in a sealed volume, and power output is
typically via magnets in coils or linear transducers. Cycle timing is provided by the
movement of the working fluid between the hot end and the cold end, and by
inertial mass and system resonance.

Published work on MEMS Stirling engines is limited, with most MEMS-scale
Stirling work focused in the field of low-temperature cooling [6, 7]. This uses
power input into the Stirling cycle to produce a temperature difference, rather than
using a temperature difference to generate energy. Although the Stirling cycle is
reversible, design optimization for refrigeration or energy generation, means that
either design will probably not perform well when run in reverse.

Nakajima et al. [8] and Formosa et al. [9] both discuss miniaturization effects
on efficiency and performance of Stirling engines. Nakajima et al. completes a
dimensional analysis showing that as the surface area-to-volume ratio becomes
larger with miniaturization, heat transfer through walls becomes more effective.
Simultaneously, the ability to insulate the hot side from the cold side becomes
more difficult, because they are closer together. Slide mechanisms and flywheels
become problematic as friction forces begin to dominate. Formosa et al. found
similar results, concluding that although specific power rises as size decreases,
issues arise around sealing and friction at the piston/cylinder contact line. When a
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membrane was used instead of a piston, thermal insulation between the hot and
cold side fell dramatically.

At the moderate temperature range above 80 �C, Nakajima et al. [8] manu-
factured an engine with a swept power piston volume of 0.05 cm3, that provided
output of 10 mW at 100 �C (hot) to 0 �C (cold). The power-to-weight ratio for the
design was about 1 % of a full-scale design, at about 1 W/kg [8], However, the
authors suggest that this could be increased by 1–2 orders of magnitude by
increasing the working fluid temperature and the hot side temperature. Efficiency
may also be increased by selecting a different working fluid and increasing the
working fluid pressures.

At moderate to high temperatures, a patent by Landis/NASA [6] explores the use
of waste heat on board spacecraft (via radioisotope decay as the heat source) for
generation of power. Although not explicitly noted, the patent indicates the
intention to manufacture ‘hundreds or even many thousands of individual heat
engines on a single six-inch round silicon wafer’. No performance results are
available, and no indication of whether the device has been realized could be found.

2.2 The Brayton Cycle

The Brayton cycle was first proposed by George Brayton in the mid 1800s. Early
implementations of the cycle used pistons as the compressor and expander. The
‘modern’ Brayton engine has a very different configuration. It involves rotating
compressor and expander fans, instead of the pistons used by George Brayton,
although they follow the same cycle. These turbine engines have found large-scale
use for jet propulsion, gas turbine generators and solar thermal generators. The
cycle can function as an internal or external combustion engine. Its ability to
function as an external combustion engine makes it of interest within this study.

2.2.1 Theoretical Brayton Cycle

By ignoring any irreversibility, the Brayton cycle can be characterized by two
isentropic processes (1–2 and 3–4) and two isobaric processes (2–3 and 4–1), as
shown in pressure volume (PV) and temperature–entropy (TS) diagrams in Fig. 2.3.
The area enclosed by the curves indicates the work produced by the cycle.

By increasing the pressure ratio across the compressor (Pr ¼ P1=P2) from 2 to
20, as shown in Fig. 2.3, it is possible to increase the net work output and achieve a
greater efficiency. This increase is indicated by the increased area formed by the
dashed line cycle, 1–20–30–4. A similar cycle to the Brayton is the Ericsson cycle.
The key difference is that the two isentropic processes in Fig. 2.3 are replaced with
two isothermal processes. The practical effect of this is to move Point 2 hori-
zontally to the left and Point 4 horizontally to the right on the PV diagram.
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2.2.2 Practical Macro Brayton Engines

A practical Brayton engine following the Brayton cycle will differ from the ide-
alized cycle shown in Fig. 2.3. This is due to irreversible effects such as stray heat
transfer, friction losses, and pressure drops in the working fluid caused by fluid
movement. These effects increase the work consumed by the compressor and
reduce the work performed by the expander. This reduces the engine’s efficiency
compared with the idealized cycle.

A Brayton engine can operate as an open cycle or a closed cycle. Figure 2.4
shows both operations. Each aims to practically reproduce the theoretical cycle
using a compressor, heater (heat exchanger or combustor), and expander.

In the piston or turbine configuration, the engine operates by drawing air into
the compressor, in which pressure and temperature rise (1–2). The high-pressure
air travels into the heater, where fuel is burned or external heat is added, which
increases pressure and temperature at a constant volume (2–3). The resulting high-
temperature gas then enters the expander, where it expands, performing work
(3–4). In the open-cycle engine, the gas is rejected to the atmosphere. In the
closed-cycle engine, the gas travels to a heat exchanger, where it is further cooled,
and then fed back into the compressor (4–1).

Not shown in Fig. 2.4 is the regenerator, often used in a Brayton engine to
preheat the working fluid entering the heater [10]. Less heat is then needed to bring
the working fluid up to maximum working temperature. This maximizes the work
produced by the heat available, increasing the efficiency of the engine.

For the closed-cycle engine, a heat exchanger is required between the expander
and compressor, by reducing the fluid inlet temperature the temperature difference
between the hot and cold sides of the engine is maximized, thus maximizing the
Carnot limit.

It is also possible to increase the work output of a Brayton turbine when
operating between two pressure levels, by expanding the gas in stages and
reheating it in between. This results in a more complex PV diagram [11], with an

Fig. 2.3 a Pressure–volume and b temperature-entropy diagrams for the Brayton cycle
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increased volume enclosed by the cycle, and hence more work is performed
without increasing the maximum temperature of the cycle.

The Brayton cycle commonly uses turbines for the expander and the com-
pressor. However, it can also use positive displacement mechanisms, such as
pistons, as described by Rosa [12]. This is a closed-cycle engine that contains the
same components shown in Fig. 2.4, with pistons used for the compressor and
expander.

Commonly, Brayton closed-cycle engines use helium as the working fluid,
because it has both high thermal conductivity and low specific heat compared with
air. This increases the efficiency of the engine. The efficiency of the closed-cycle
engine can be improved over a wide range of power demands by adjusting the gas
pressure and heat input [13].

2.2.3 MEMS Brayton Engines

At the MEMS scale, no external heat Brayton engine has yet been developed.
However, Massachusetts Institute of Technology has directed significant research
into applying an internal combustion Brayton cycle turbine [14, 15]. The sche-
matic of this engine is shown in Fig. 2.5. The authors outline many of the design
challenges that would apply to both an internal and external combustion MEMS
engine. These include the increased viscous forces in the fluid, reduced strength of
materials, and increased surface area-to-volume ratios. The designed device con-
sists of a series of layers, etched from silicon using photolithography [15], and
stacked to form the complete engine. The device, shown in Fig. 2.6, is 20 mm in
diameter and 3 mm thick, and is designed to produce approximately 10 W of
output power [15]. Epstein et al. [15] claims that the power density of these
devices approaches that of a full-sized Brayton turbine, although efficiency of the
device still remains low.
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2.3 Rankine Cycle and Other Vapor Cycles

The most common vapor cycle is the Rankine cycle, named after William John
Macquorn Rankine (1820–1872). He contributed greatly to the theory of ther-
modynamics and thermodynamic processes, and was the first to fully describe the
thermodynamic process of this cycle. Most heat engines built in the eighteenth,
nineteenth and early twentieth centuries (i.e. steam engines) operate using this
thermodynamic cycle, and they kick-started the industrial revolution. The Rankine
cycle is the thermodynamic operational cycle of heat engines commonly used to
drive electrical generators, such as the steam-based cycles used in coal-fired,
nuclear, and some gas-fired power stations. Today, steam turbines produce most of
the world’s electrical energy, including 90 % of electrical energy in the United
States [16]. Other novel vapor cycles exist, and will be discussed below.

2.3.1 Theoretical Rankine Cycle

The Rankine cycle heat engine uses a two-phase working fluid (liquid and gas) and
is usually a closed cycle. Within one working cycle of the engine, the working
fluid passes through both the gas and liquid phases, via the input, and then
extraction, of heat. At the cold side of the cycle, the working fluid phase is liquid,
and at the hottest point in the cycle, it is a vapor or gas. At various other periods
within the cycle, the working fluid is a combination of liquid and gas: i.e. a vapor.

Figure 2.7 shows a PV and TS diagram of a Rankine heat cycle, and Fig. 2.8
shows a schematic of an ideal Rankine cycle engine. The cycle typifies modern
steam turbine generators, in which the liquid working fluid is pressurized and

Fig. 2.5 Schematic of H2
demo gas turbine chip. Image
sourced Epstein [14],
reprinted with permission
from ASME. Copyright 2003,
ASME

Fig. 2.6 Cutaway of the
experimental H2 demo gas
turbine chip. Image sourced
Epstein [14], reprinted with
permission from ASME.
Copyright 2003, ASME
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moved (by a pump, 4–1) to a heater, where it is vaporized (evaporator, 1–2) to
either a high-pressure vapor (2) or a gas (20). The vapor or gas then cools and
reduces in pressure through an expander (turbine or piston, 2/20–3) to produce
useful mechanical output: e.g. to drive an electrical generator. The exhausted
vapor is cooled to 100 % liquid via a reservoir or cold side heat exchanger (3–4),
and then cycled back through the pump.

2.3.2 Practical Macro Rankine Engines

A common historical arrangement is that of the positive displacement, recipro-
cating piston engine. This engine was used to extract work from steam, as used in
most steam locomotives and stationary steam engines of the eighteenth, nineteenth
and early twentieth centuries. Conceptually, other arrangements of positive dis-
placement expanders are also possible (e.g. Wankel rotor [17], scroll rotor [18],
gerotor [18]).

Fig. 2.7 a Pressure–volume and b temperature–entropy diagrams for the Rankine cycle. Points
1–4 are replicated on the schematic (Fig. 2.8). The shaded background indicates transformation
from a liquid to a gas
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The maximum working temperatures of macro-scale Rankine engines are
limited by the materials used in their construction. The maximum working tem-
perature is usually about 550 �C—above this, stainless steel ‘creeps’ (deforms
permanently under a constant but relatively low stress). The minimum hot tem-
perature, or the maximum cold temperature, at which a Rankine cycle can operate
is a function of the pressure and temperature at which the working fluid changes
phase.

The power density of a Rankine cycle engine, in the case of a steam engine, is
in the order of 100 W/kg. The expected power level for MEMS-scale Rankine
technology is about 12 kW/kg [19], with efficiencies in the range of 1–11 % [20].

Macro-scale Rankine cycle engines have achieved 47 % overall efficiency [21].
The efficiency of a modern, coal-fired, steam turbine power generator is 39 % or
more [22]. For a hot operating temperature of 565 �C, and cold side temperature of
30 �C, this equates to a theoretical Carnot limit of 64 %, and therefore an overall
efficiency of about 61 % of the Carnot limit at these temperatures.

A primary advantage of vapor cycles, and by inference Rankine engines, is the
highly efficient pumping afforded by the use of a liquid phase at cold side tem-
peratures. Most other heat engines that rely on a working fluid use gas only. As a
result, they suffer from greater pumping losses, which may be magnified as engine
speeds rise. A further advantage afforded by the Rankine cycle is the simplicity
with which regeneration can be achieved. Regeneration is the transfer of heat from
the working fluid after passing through an expander (e.g. turbine, piston, rotor) to
the working fluid before it enters the evaporator (3–1). These advantages, com-
bined, allow a high overall thermal efficiency.

A potential disadvantage of vapor cycles is that the properties of the working
fluid must be well matched to operating temperatures and conditions. This limits
the range of temperatures at which an engine operates, because the working fluid
must be liquid at cold side temperatures and pressures, and reach unsaturated
vapor at the hot side temperature. An unpredictable, uncontrollable, or low-grade
heat energy input may render a vapor cycle engine ineffective. A well-tuned
engine with controllable, predictable heat input circumvents this disadvantage. A
further disadvantage of many Rankine engines—and in particular, steam tur-
bines—is that during the expansion phase, not all of the heat energy can be
extracted from the vapor. This is due to condensation of the working fluid, which
contributes to blade erosion. As a result, some heat is lost through the condenser,
rather than doing useful work.

2.3.3 MEMS Vapor Cycle Engines

The past two centuries have seen many publications relating to investigation and
research of Rankine cycle heat engines. At the MEMS scale, Frechette and Lee
have designed, built, and characterized a micro-fabricated steam turbine heat
engine [19, 23]. The original concept was shown in a sketch in [19] and below in
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Fig. 2.9. A recreation of the manufactured engine, including the turbine, as
characterized in [23], is shown below in Fig. 2.9.

The engine uses one rotating assembly, shown in Fig. 2.10, which includes both
the expansion turbine and the fluid compressing pump. The condenser is located
on the lower, cold side of the device, and the evaporator on the upper, hot side. The
rotor is supported by a fluid bearing, and uses the working fluid to support the
mechanical loads.

The work performed by this group since 2000 includes the design and devel-
opment of the system [19, 24], optimizing the bearings to support the rotating
components [25], developing the rotating subsystem (including the expander tur-
bine and the fluid pump) [23], fabricating and characterizing the device [24], and
designing micro-channel heat sinks [26]. The primary advantage of this form of
micro heat engine is reported as high specific power output (1–10 W per cm2)
[19], with the trade off being low overall efficiency (e.g. 7.2 %) [24]. This research
group has spent more than a decade developing the device to its current state. It
appears work is continuing; at the time of writing, the group’s most recent articles
were published during 2011 [24].

A group of researchers from Washington State University, with a number of
collaborators, have developed a device they call the P3 micro heat engine [27]. The
device uses a working fluid to deflect a membrane from which energy can be
extracted. It relies on the phase change of the working fluid from liquid to gas to
cause expansion, and is therefore an example of a vapor cycle heat engine. The
researchers have claimed:

‘The prototype micro heat engine is an external combustion engine that con-
verts thermal power to mechanical power through use of a novel thermodynamic

Fig. 2.9 Cross sectional schematic of experimental micro steam turbine engine [19]. The
working fluid expands in the expander, does work on the turbine and condenses in the condenser.
A pump on the rotor shifts the fluid back to the expander to allow for a repetitive cycle
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cycle […] the engine consists of a cavity filled with a saturated 2 phase working
fluid, bounded on top and bottom by thin membranes’ [27].

Figure 2.11 shows a cross-sectional sketch of the heat engine.
The engine works via expansion and contraction of the vapor bubble (0.6 mm3),

as heat is added through the heat input resistive coil and extracted via the lower
thin membrane. This causes the upper and lower membranes to deflect, due to the
pressure differential between the vapor bubble and the surrounding atmosphere.
When the heat input is turned off the deflection of the membrane reduces. The
lower membrane is comprised of a piezoelectric membrane, which creates elec-
trical energy upon deflection and restoration. The piezoelectric membrane can also
compress the volume of the vapor bubble before heat is added.

The researchers responsible for the development of this engine claim that a
primary advantage of this methodology is that ‘it opens the possibility of
approaching the ideal Carnot vapor cycle efficiency’.

Fig. 2.10 Close-up of micro steam turbine rotor [24], note that reverse blades are located on the
stator. � 2011 IEEE. Reprinted, with permission, from IEEE/ASME Journal of Microelectro-
mechanical Systems [35]

Fig. 2.11 Cross-sectional sketch of P3 micro heat engine [27]
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The research group has performed further work to improve both the engine and
associated heat source. This includes fabrication and characterization of a thermal
switch [28], fabrication and addition of a micro-capillary heat exchanger inside the
working chamber of the engine [29], further testing of the engine including micro-
capillaries and switch [30], and the addition of a Swiss roll combustor to provide a
heat source for the engine [20]. From the group’s 2012 publication [31], the engine
was reported as producing power at ‘a second law efficiency of 16 %’, i.e. 16 % of
the Carnot limit.

2.4 The Ericsson Cycle

The Ericsson cycle is named after John Ericsson (1803–1889), who built and
patented several different heat engines using various thermodynamic principals of
operation. Of these engines, some operated using what is now known as the
Ericsson cycle [32]. This cycle is rarely used by modern heat engines, although
there are some notable examples from the nineteenth century.

The theoretical efficiency for the Ericsson cycle is equal to the Carnot efficiency
for the same limiting hot and cold temperatures. However, practical engine designs
cannot match the Carnot efficiency limit.

2.4.1 Theoretical Ericsson Cycle

Analysis of a theoretical engine using gas as the working fluid shows the Ericsson
cycle consists of two isothermal and two isobaric processes.

A description of an ideal Ericsson cycle engine using a gas as the working
medium, as shown on the PV plot in Fig. 2.12, follows. During isothermal com-
pression (1–2), the working gas is compressed at constant temperature. Heat is
added to the gas (2–3) at a constant pressure (isobaric), normally achieved by
passing the working gas through a regenerator en route to a heated cylinder.
Isothermal expansion (3–4) is normally achieved by a working piston/cylinder
expanding while the incoming gas is at constant temperature (the gas is pre-heated
by the regenerator, with final heat addition via a heater). Isobaric rejection of heat
(4–1) is again normally achieved through use of a regenerator. The regenerator
absorbs the heat from the exhaust gas. The heat is then used to increase the
temperature of the incoming charge of gas (2–3).

Figure 2.13 shows a schematic of one of the many variants of the Ericsson
cycle. The fluid is heated at a constant pressure through the regenerator (1–2 in
Figs. 2.12 and 2.13). The fluid is then expanded isothermally through a turbine,
held at constant temperature by the hot reservoir (2–3). It is during this stage of the
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cycle that energy is harvested. The working fluid is then cooled through a
regenerator, at constant pressure. The heat given up at this stage (3–4) is used to
heat the fluid between 1 and 2. The fluid is then compressed isothermally to its
initial state through a compressor, which is held at a constant temperature by the
cold reservoir. Energy input is required at this stage (4–1). This energy can be
provided by direct mechanical connection to the turbine.

The two isothermal processes allow the Ericsson cycle to reach a theoretical
efficiency equivalent to the Carnot limiting efficiency. As mentioned above, the
regenerator allows this to occur in a practical engine, because the working gas
temperature can be increased to the hot side temperature before the addition of
heat from an external source. This allows the external heat to then be added at the
constant hot side temperature. The corollary also holds true; the regenerator allows
the exhaust gas to be cooled to the cold side temperature at constant pressure. In
practice, the regenerator is simply a vessel with a large surface area and a high
overall heat transfer coefficient, which allows the heat to be absorbed and rejected
quickly to and from the working gas.

Fig. 2.12 a Pressure–volume and b temperature–entropy diagrams for the Ericsson cycle

Fig. 2.13 Schematic of an ideal Ericsson cycle
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2.4.2 Practical Ericsson Engines

Ericsson described the engines he produced, which operated using the basic
principal of the Ericsson cycle, in patents such as [33, 34]. Although they generally
followed the processes outlined in Sect. 2.4.1, these were piston engines, pre-
dominantly using air as the working gas.

The engines described in [33] are similar in concept and are each comprised of
two mechanically connected pistons; a series of valves; a regenerator; mechanical
linkages, to ensure the valves and pistons operate in synchronicity; a flywheel, to
store and impart energy throughout the cycle; a firebox, to apply heat; and pas-
sages, to allow movement of the working gas between various parts of the engine.
The engines are designed to operate in either closed or open cycle, through use or
deletion of a connection pipe from the exhaust of the working cylinder to the
intake of the other.

A more common example of a practical Ericsson engine is through modification
to Brayton cycle engines (e.g. turbines). In these, the use of intercooling, reheating
and recuperation in stages can achieve an approximation of the Ericsson cycle (see
Sect. 2.2).

A further example of an Ericsson cycle device is the Johnson Thermo-Elec-
trochemical Converter System (JTEC). While this device does not use a working
gas in the traditional sense, the inventor describes it as operating on an Ericsson
cycle. This device is explained in more detail in Sect. 5.5.1.

An obvious advantage of any engine that uses the Ericsson cycle is its high
thermal efficiency. This is due to the two isothermal processes, during which heat
is accepted and rejected at (near) constant temperature. Practically, this is not
possible, but the process allows a much closer approximation of the ideal Carnot
efficiency than most other engines: a notable exception being the Stirling cycle
engine. Another advantage of an Ericsson engine is that it can be open cycle if
using air as the working gas. This negates the need for heat sinking, because the
intake air will always be at ambient temperature (maximizing the temperature
difference, and therefore efficiency).

The Ericsson cycle is often compared to the Stirling cycle, due to the theoretical
ability for either of them to reach the Carnot efficiency limit. However, an Ericsson
gas engine is arguably more complicated than a Stirling engine of comparable
performance. The traditional Ericsson engine’s increased complexity is in the
design and inclusion of the valves it requires to operate: in particular, the
mechanical or other arrangement required to close and open the valves at the
correct points in the cycle. However, these disadvantages do not appear to apply to
the JTEC device, as its operation does not rely on moving mechanical components
(see Sect. 5.5.1).

Late in Ericsson’s career, he patented an engine [34] that operated using the
Stirling cycle. The engine used an arrangement now commonly known as the
Gamma Stirling engine type (see Sect. 2.1.2).
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2.4.3 MEMS Ericsson Engines

The JTEC device is the only known example of an Ericsson cycle device that has
been proposed at MEMS scale. See Sect. 5.5.1 for further details.
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Chapter 3
Other Thermomechanical Heat Engines

In Chap. 2, the discussion centered on traditional heat engine cycles that were
developed at large to very large scale for industrial power generation. This chapter
discusses smaller scale methods of converting a thermal difference into mechanical
energy that are applicable at a micro-electro mechanical systems (MEMS) scale.
The methods examined include thermomagnetic engines, shape memory alloy
(SMA) engines, and hydride heat engines.

The process of deriving usable power from heat can be accomplished in a
variety of ways. Frequently, either the only step or an initial step in this process is
the transformation of heat flow into mechanical energy, in the form of motion or
material strains.

The key principle behind conversion of thermal into mechanical power lies in
having a reversible, thermally dependant property: e.g. gas expansion (thermoacou-
stic), strain (SMA), or ferromagnetism (thermomagnetic). In common with the tech-
nologies discussed in Chaps. 1 and 2, two thermal reservoirs are required, with the
process sending heat from the hot reservoirs to the cold, and extracting usable work.

3.1 Thermoacoustic Heat Engines

A thermoacoustic heat engine is an external heat engine that generates mechanical
energy in the form of an oscillating acoustic wave within the engine’s working
fluid. These engines have no need for moving parts or valves. They can operate in
reverse to convert mechanical energy into a thermal difference for cryogenic
coolers [1]. Within this study, the ability to convert thermal energy to mechanical
energy is of interest. The thermoacoustic engine involves the same cycles that
occur in a standard heat engine, such as compression, heating, expansion, and
cooling [2]. Thermoacoustic engines can be divided into two categories: travelling
wave devices, which can be best described by the Stirling cycle [2–5], and
standing wave devices, which can be described by the Brayton cycle [1, 6]. Energy
can be extracted from the acoustic energy using a diaphragm or piezoelectric
transducer at one end of the thermoacoustic tube.

S. Percy et al., Thermal Energy Harvesting for Application at MEMS Scale,
SpringerBriefs in Electrical and Computer Engineering,
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3.1.1 Thermoacoustic Travelling Wave Heat Engines

Travelling wave devices consist of a regenerator, hot side heat exchanger, two
ambient heat exchangers and a resonator tube [7]. An example is shown in
Fig. 3.1. The thermal buffer component of the travelling wave heat engine pro-
vides the heat transfer between the hot heat exchanger and ambient temperature
and pressure [8].

Discussed by Ceperley in [2], and elaborated on here, is a description of how
this thermoacoustic engine follows the Stirling cycle. In the following description,
the numbers correspond to the cycle in Fig. 2.1, Sect. 2.1.1.

The engine operates by amplifying an acoustic pressure wave travelling from
the cold to the hot side of the device. This pressure wave moves the working fluid
from the cold to the hot end. The resulting increase in temperature causes the
pressure to increase (compression, 4–1). The gas flows towards the hot end
(heating, 1–2), followed by a pressure drop as the fluid expands (expansion, 2–3)
and a transfer of the heat energy back to the cool side (cooling, 3–4). Since the
travelling wave pressure is required for the Stirling cycle, the device must be tuned
so that energy is always added in phase with the input travelling wave, thereby
amplifying the wave.

In this cycle, the travelling wave acts as the displacer, while the standing wave
through the regenerator acts as the power piston. Despite the simplicity of the
design, the engine is limited by the large thermal differences required to operate at
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Fig. 3.1 Section view of a
thermoacoustic travelling
wave heat engine
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a high efficiency. Results in [4] show that for a hot gas temperature of *725 �C, a
thermal efficiency of 30 % was achieved, which is 41 % of Carnot limit.

3.1.2 Thermoacoustic Standing Wave Heat Engines

Standing wave thermoacoustic devices have the same components as a common
Brayton cycle engine (Fig. 2.4); a compressor, heat exchanger, expander and
regenerator. However, these components operate in the configuration shown in
Fig. 3.2, using a tube and acoustic pressure. A thermal gradient is set up in the wall
along the length of the heat engine. This is necessary for the thermoacoustic effect
to occur [6]. The cycle encourages the formation of the temperature gradient.

In this description, which expands on that given by Petculescu et al. in [6], the
numbers correspond to the pressure–volume (PV) plot in Fig. 2.3, Sect. 2.1.1.
When gas pressure increases towards the hot side, the following occurs. First, gas
is compressed by the standing wave anti-node and an increase in temperature
(compression, 1–2), since the local temperature of the wall is higher than the gas.
Heat then flows from the wall into the gas, forcing it to expand (heat addition,
2–3). The high pressure gas expands, occupying a higher volume at a lower
temperature. Due to the long thin design of the regenerator stack the volume of gas
expands to the cold side, and as a result, reduces in temperature (expansion, 3–4).
The gas then cools down, due to the local temperature of the wall, which forces the
gas to contract and reduce in pressure, completing the cycle (heat rejection, 4–1).
This process results in a node at the end of the thermal acoustic tube. Since this
cycle sets up a standing wave in the tube, the acoustic wavelength is defined by the
dimensions of the tube. Because the thermal gradient runs the length of the tube,
conduction of heat into the outside environment causes an efficiency loss. As a
result, standing wave devices are less efficient than travelling wave alternatives.

Regenerator stack
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Ambient heat 
exchanger

Generator 
diaphragm

Resonator

Fig. 3.2 Section view of a
thermoacoustic standing
wave heat engine
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3.1.3 Thermoacoustic Heat Engines at MEMS Scale

Since thermoacoustic heat engines require oscillating working fluids for operation,
the fluidic effects of scaling to MEMS will have to be taken into account. At
present, no experimental thermoacoustic heat engine uses MEMS technology.
However, Serry et al. [5] presents a finite element analysis of a standing wave
thermoacoustic heat engine at the MEMS scale, which discusses construction
methods of the proposed heat engine. The simulation shows that for a temperature
difference of 80 �C across the stack, a Carnot limit of 27 % of the input energy is
available. The article does not provide any practical results or experiments.

3.2 Shape Memory Alloy Heat Engines

Shape memory alloys (SMAs) are materials that recover their original shape after
undergoing deformation by heating/cooling or strain/stress [9]. Hence, they having
a shape ‘memory’. This property was first observed in gold–cadmium alloys in the
1930s [10], and in copper–zinc alloys. However, the discovery of a nickel–tita-
nium (NiTi) alloy, Nitinol (from Nickel Titanium-Naval Ordnance Laboratory), in
1959 [11] has received the most interest for a greater number of applications.
SMAs are of interest within this study, because they provide a method of gener-
ating mechanical motion from a varying thermal input, and have characteristics
desirable at a MEMS level.

The shape memory effect (SME) that these alloys undergo is achieved through a
process called martensitic phase transformation. The alloys can be ‘trained’ to
remember a configuration through forming and constraining the SMA in a desired
shape and annealing at a prescribed temperature. This rearranges the dislocations
present in the SMA, and allows the material to take on a new shape without
internal stresses. It can also allow the SMA to be pliable at low temperatures [12].
Figure 3.3 shows the martensitic phase transformation for an example SMA. This
cycle, described in [10], includes transformation via cooling from the martensite
start temperature (Ms) to the martensite finish temperature (Mf). The recovery—
reverse transformation—occurs on heating. The martensite persists to a higher
temperature (hysteresis gap between 2 and 50 �C), then at the austenite start
temperature (As), undergoes the transformation. The transformation ends at the
austenite finish temperature (Af). Due to the hysteresis, some of the mechanical
energy is lost in this process, and the austenite form is generally higher strength
than the martensite form [13]. Where a material can memorize two different
configurations, or shapes, in the martensite and austenite phases, the behavior is
called two-way shape memory [14].

The current interest in SMAs such as Nitinol is due to their ability to be
produced in thin films [16]. This allows them to have potential for batch fabri-
cation [17]. Additionally, as films, they are attractive materials for MEMS
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fabrication in a heat engine application. NiTi is commonly used in robotics as a
micro actuator, because it is less brittle and capable of maximum recoverable
strains (about twice that of the copper-based alloys) [10]. As a thin film, it contains
only a small amount of thermal mass that needs to be cooled. Thus, the cycle time
can be decreased and the speed of the operation increased significantly [18]. Other
areas in which research and development can influence the uptake of SMAs at
MEMS scale include microstructure applications, thin film quality, heat treatment
compatibility and thermo-mechanical modeling [18].

NiTi alloys have a limited cycle life. At very large strains, their SME degrades
significantly: from millions of cycles at 0.5 % strains to a few hundred cycles at
5 % strains, depending upon the alloy composition and conditioning. Furthermore,
NiTi fibers have low efficiency (\5 %), but a great work density ([1 MJ/m3) [15].

Some other alloys, such as copper–zinc–aluminum, are much cheaper than
NiTi. However, NiTi has reduced voltage requirements, due to much higher
expansion magnitudes; when including processing and running costs, this makes
NiTi a better choice for cyclic applications. Thin-film SMAs have a potential work
output per volume that exceeds other similar mechanisms [18]; their peak energy
density is in the range of 10 MJ/m3 and power per unit mass, 50 kW/kg [15].
SMAs can also exert a very large force per unit area (in excess of 200 MPa) and
can operate at very high strain rates (300 %/s) [15]. NiTi SMAs can also undergo
relatively large deformations ([5 % for poly-crystalline NiTi) [15].

The martensitic phase transformation can be actively controlled by using the
SME characteristics, via thermal activation (temperature-induced transformation).
Passive control uses stress-induced phase transformation at temperatures higher
than Af, and can provide a corrective force or movement at an appropriate working
temperature (i.e. thermal cut-off values) [14]. One method of heating to induce the
SME is to use electrical resistivity to pass an electrical current either directly
through the SMA (applicable to small-diameter SMA wire or springs), or through a
high-resistance wire or tape wrapped around the SMA (applicable to bulk SMA)
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[19]. Another method is through heat transfer—by hot air, or water, or exposure to
thermal radiation—which is dependent on the thermal conductivity of the
SMA [19].

The contraction time of SMAs is governed by the speed of the martensitic to
austenitic phase transformation. The use of very large current pulses can reduce
this contraction time to several milliseconds. The contraction and expansion cycles
of SMAs are mainly limited by the time required for the alloy to cool and return to
its lower-temperature shape. The cooling time is determined by thermal diffusion
and convection. Thus, factors such as heat capacity, latent heat involved in the
phase transformation and the structural composition of the SMA are important to
consider. Use of water cooling and nucleate boiling can dramatically reduce
cooling time, enabling millisecond response times [15].

3.2.1 Shape Memory Alloy Heat Engine at MEMS Scale

A proposed macro-scale Nitinol-based engine, which harvests thermal energy from
the alternating flow of hot and cold water over the device, has been outlined by
Kauffman et al. [11]. The potential design of this engine at MEMS scale would
likely make use of SMA thin-film technology. Design of an SMA heat engine
consisting of a single TiNi thin-film cantilever has been proposed [20] (see
Fig. 3.4). The cantilever beam is heated through contact with a heat source. The
contact is maintained by a spring load applied to the tip of the cantilever.

Fspring

F

(a)

(b)

spring

H

C

C

H

Fig. 3.4 Proposed shape
memory alloy (SMA) heat
engine [10] (a) SMA metal
after martensitic
transformation. (b) SMA
metal after austenite
transformation
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The material of the cantilever undergoes an austenitic phase transformation and
moves to a horizontal position, thus losing contact with the heat source, and doing
work against the spring. The beam then cools, causing a martensitic transforma-
tion. This allows the beam to flex, under the load, toward the heat source. The
temperature range across which the transformation occurs determines the effec-
tiveness of the cycle. If the thermal-displacement gradient is high for the material,
the heat engine can operate within a relatively low temperature difference (as low
as 20 �C) [20]. This has ideal potential for MEMS applications.

3.3 Thermomagnetic Generators

Thermomagnetic generators rely on the change in magnetization of various
materials that occurs with a change in temperature. The resulting change in the
magnetic field of the material can apply force to nearby magnetic objects creating
mechanical work, or can create currents in nearby conductive materials creating
electrical power.

The theoretical performance of thermomagnetic generators has been examined
by several papers since the late 1940s. The general consensus is that their theoretical
thermal-to-electrical conversion efficiency could at least equal that of modern
thermoelectric devices [21–23]. Initial experimental efforts were hampered by the
lack of strongly magnetic materials, and materials with relevant properties close to
ambient temperature: both of which have since been discovered. Despite this, the
field has received much less attention than other technologies, and experimental
results backing up the theoretical predictions are yet to be realized.

In operation, a thermomagnetic generator alternately heats and cools a magnetic
material by bringing it into contact with thermal reservoirs of different tempera-
tures. This can be done actively, in designs such as that presented by Solomon
[21], or passively, as demonstrated by [24].

The passive case can be used as a simple example to explain the cycle of
thermomagnetic generation. In this case, the material’s changing magnetization is
used to actuate its movement between reservoirs. This is accomplished using a
permanently magnetic hot reservoir and a restoring force—by a spring or other
means—onto a cold non-magnetic reservoir. When in contact with the cold res-
ervoir, the magnet cools due to thermal conduction, increasing its magnetization.
This eventually leads to a magnetic force strong enough to overcome the restoring
force, and causes the magnet to move to the hot reservoir. The magnet then heats
up, losing magnetization, which causes the magnetic force to drop below the level
of the restoring force. Under the force of the spring, the magnet returns to the cold
reservoir, completing the cycle. This is illustrated in Fig. 3.5.

In contrast, the active case uses an external force to move the magnet between
reservoirs, and the external magnetic field is cycled using electromagnets. The
magnetic susceptibility of ferromagnets is dependent on temperature. This means
that the change in magnetization is greater when the ferromagnet is at a low
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temperature than at a high temperature. Thus, by cooling a ferromagnet and
applying an external magnetic field, then heating and removing the magnetic field,
a net conversion of energy takes place from thermal to magnetic. The energy can
then be harvested via induction. The basic design of a thermomagnetic generator
using active magnet actuation is illustrated in Fig. 3.6, and the cycle is graphically
depicted in Fig. 3.7.

Fig. 3.5 Illustration of a basic thermomagnetic cycle indicating Fm, the magnetic force, and Fs,
the restoring spring force

Soft magnet

Solenoid

Actuation force

H

C

Fig. 3.6 An actively
controlled thermomagnetic
generator

32 3 Other Thermomechanical Heat Engines



Traditionally, designs of both passive and active thermomagnetic generators
have focused on the use of ferromagnetic materials at temperatures close to the
Curie point (the temperature at which a Ferromagnet loses its magnetization). This
is the region in which the internal magnetization of a ferromagnet experiences the
greatest change with respect to temperature, causing high thermal-to-magnetic
conversion efficiency. A study by Hsu et al. [22] used the magnetization curves of
several ferromagnetic materials to develop theoretical conversion efficiencies
between thermal and magnetic energy. Some ferromagnetic materials were found
to be capable of converting energy with theoretical efficiencies ranging from 20 to
65 % of the Carnot limit. This can be up to an order of magnitude more efficient
than current thermoelectric devices. In some cases, the application was limited by
either cryogenic or high Curie temperatures, necessitating operation at tempera-
tures far from ambient (Fig. 3.8).

As mentioned at the beginning of this section, researchers have had limited
success in replicating these figures experimentally. The study by Ujihara et al. [24]
used a passively actuated gadolinium magnet, and converted the magnet’s motion
directly into electricity using a pair of piezoelectric springs. When operating
between 0 and 50 �C, the device exhibited power densities of up to 3.61 mW/cm3.
This is the highest experimental power density of a thermomagnetic generator
recorded to date, although it is still less than that of typical thermoelectric
generators.

The performance of thermomagnetic generators is highly dependent on the
parameters of the material being thermally cycled [22]. Thus, the incorporation of
emerging materials into existing designs leaves room for extensive improvement
on the technology’s performance. For instance, a study by Srivastava et al. [25]
examined the alloy Ni45Co5Mn40Sn10, which undergoes a rapid first-order phase
change between a strongly ferromagnetic martensitic phase and a weakly ferro-
magnetic austenitic phase at a critical temperature of 130 �C. This phase change
occurs over a very small change in temperature, and results in a rapid change of
the material’s magnetism (see Fig. 3.8).

Any thermomagnetic device must be designed for specific hot and cold reser-
voir temperatures. This is because specific temperatures are required for material
property changes. If these are not well matched, then additional thermal energy

Fig. 3.7 The different
magnetizations of a
ferromagnet when it is cold
and hot result in a net energy
output when the magnetic
field strength is cycled
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may be input without increasing energy output; or, there may be no energy output
at all.

Srivastava’s experiment involved heating the alloy through its critical tem-
perature while it was surrounded by a copper coil [25]. This showed that a change
in temperature of approximately 10 �C caused a complete transformation from the
martensitic phase to the austenitic phase. The phase change increased the magnetic
susceptibility of the sample by a factor of approximately 110 (see Fig. 3.8). This
induced a peak voltage of 0.6 mV across a 2000-turn coil with a resistance of
10 kX between the ends. This phase change occurs much more rapidly than a
standard ferromagnetic transition at the Curie temperature. Thus, it has the
potential to greatly improve the performance of thermomagnetic generator’s effi-
ciency and power output.

The emerging field of multiferroics is another area that may improve the per-
formance of thermomagnetic generators. A multiferroic material exhibits multiple
ferroic behaviors simultaneously. The three main ferroic behaviors are: ferromag-
netism, which is a spontaneous magnetization (M), reversible under an externally
applied magnetic field (H) [27]; ferroelectricity, which is a spontaneous polarization
(P) reversible under an applied electric field (E) [28]; and ferroelasticity, which is
the spontaneous strain (e) of a material under an external stress (r) [29].

Coupling between these behaviors may occur when they are exhibited simul-
taneously, as shown in Fig. 3.9. Such coupling is creating interest in the devel-
opment and use of new multiferroics. For instance, coupling between the
ferromagnetic and ferroelectric orders creates the phenomenon of magneto-elec-
tricity. Magneto-electricity is the spontaneous electric polarization of a material
under an applied magnetic field, or inversely, the spontaneous magnetic polari-
zation of a material under an applied electric field. Possible applications of
magneto-electricity include highly sensitive AC and DC magnetic field sensors,
current sensors, microwave resonators, and tunable devices [30].

Fig. 3.8 Magnetization
versus temperature for
Ni45Co5Mn40Sn10. Reprinted
with permission from [26].
Copyright 2010, American
Institute of Physics
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Coupling between ferromagnetism and other ferroic parameters in thermo-
magnetic generators would allow additional energy to be produced by the device.
This could be either in the form of a spontaneous piezoelectric strain, or a spon-
taneous ferroelectric polarization. Many combinations of two or more of these
properties simultaneously are also possible. A brief outline of some of these is
given in Table 2 of [25].

3.3.1 Potential of Thermomagnetic Generators at MEMS
Scale

The power density of a thermomagnetic generator increases with decreasing
device size, while the thermal efficiency approaches the Carnot limit as the tem-
perature difference between reservoirs decreases [23, 24]. Both of these behaviors
indicate desirable performance of thermomagnetic generators at a MEMS scale. In
addition, the operating temperature of a thermomagnetic generator would be
entirely dependent upon the critical temperature of the phase changes taking place.
The wide range of phase change temperatures—and the ability for these to be
altered by different alloying compositions—allows for energy harvesting devices
to be specially designed based on their intended operating temperature.

The study by Ujihara et al. [24] was conducted with a device of 2.4 cm3 total
volume. This remains the smallest thermomagnetic generator tested to date. Due to
the simple design, the cost of producing a thermomagnetic harvester would be
dominated by the material costs associated with the actual magnet, and not the
surrounding device. Inexpensive ferromagnetic materials are available. However,
the current cost of producing multiferroic materials is high, because they are not
yet in wide use. Additionally, it is likely that the material would have to be tailor-

Fig. 3.9 Simultaneous
effects in multiferroic
coupling
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made for the application, since the wide variety of multiferroics, and the large
dependence of their properties on composition, make it unlikely that a commercial
material is currently available.

If theoretical performance can be reached experimentally, thermomagnetic
generation will become a competitive method of harvesting thermal energy, and
should translate well to MEMS applications. The versatility in device design of
thermomagnetic generators is a key advantage of their potential as thermal energy
harvesting mechanisms. With the high interest in research and development of new
materials, more possibilities are continuously being created.

3.4 Hydride Heat Engine

The hydride heat engine is an engine based on the property of some special alloys
(metal hydrides, e.g. LaNi5Hx) to store hydrogen within their crystal lattice
structure. The amount of hydrogen that metal hydrides can store is a function of
the temperature of the metal hydride; the hotter the metal hydride is, the less
hydrogen it can store. The metal hydride can effectively be used as a storage
medium for hydrogen, with a potential storage density greater than that of carbon
fiber wound compressed hydrogen tanks, if the temperature used to release the
hydrogen is great enough.

When two metal hydride storage media are attached to each end of a hollow,
sealed tube filled with hydrogen, the hydrogen can flow between the two storage
media whenever a temperature (and therefore pressure) differential between the
two media occurs. This is shown in Fig. 3.10. When one tank has the ability to
store more than the other, the hydrogen flows from the tank with the lesser
capacity to the tank with the greater capacity. The flow of hydrogen can drive a
traditionally arranged pneumatic motor that is inserted into the closed-tube system.
An electromagnetic generator can be driven by the pneumatic motor to produce
electrical energy [31]. As the pressure differential between the two storage media
is minimized, the potential for energy extraction diminishes. This means that as
heat is being added to one medium to release hydrogen, the other must be rejecting
heat as it absorbs the excess hydrogen. Further, each storage medium must be
alternately heated and cooled to allow the hydrogen to continue to flow between
the two media, in a reciprocating fashion. This is a particular disadvantage of this
heat engine.

Another arrangement, as outlined in [32], uses four hydride storage media
connected to a piston-type motor. The storage media are each successively heated
and cooled using electrically controlled valves, which control the movement of a
heat transfer fluid to and from the storage media. The transfer of hydrogen from
and to each medium is controlled by additional electrically controlled valves. This
prevents two or more media from trying to absorb and expel hydrogen at the same
time, thus wasting the potential to perform work upon the piston motor.

36 3 Other Thermomechanical Heat Engines



The thermodynamic cycle expressed as pressure versus volume for the device
described in [32] does not match any of the ‘ideal’ cycles based on analysis shown
in Fig. 3.11. Instead, its cycle appears unique. The power of the engine outlined in
[32] is reported as 28 W average over 2 min. The experimental apparatus was
significant, too large to fit on a desk; this led to a low power density.

The average conversion efficiency of the motor in [32] was reported as 7.4 %
(43 % of the Carnot limit), with a theoretical conversion efficiency of 15.8 %
(93 % of the Carnot limit). The working hot side temperatures used in [32] ranged

Fig. 3.10 Schematic of a
hydride heat engine

Fig. 3.11 Pressure–volume
diagram for device described
by Nomura et al. [32]
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between 60 and 85 �C, with a cold side temperature of 20 �C. The relatively high
efficiency and reasonably low temperature difference are advantages of this type of
heat engine.

A further arrangement, as outlined in international patent WO 03/058748 A2
[33], describes a different system to extract energy from the hydride heat engine.
This patent describes the use of an ‘electrochemical cell’, located between high
and low-pressure hydrogen chambers, which allow hydrogen passing through it to
generate electricity.

3.4.1 Potential of Hydride Heat Engines at MEMS Scale

Due to the complexities of alternating heat flow to and from each medium, there
are few examples of such engines at the macro scale. These issues, along with
additional problems such as harvesting micro-fluidic flow, will be compounded at
MEMS scale. Although the potential to work at MEMS scale exists, there are no
known examples.
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Chapter 4
Mechanical to Electrical Conversion

While Chap. 3, describes methods to convert thermal energy to mechanical
energy, this chapter will fusion an additional step to convert the themally produced
mechanical energy into electrical energy. In this chapter, devices that convert
mechanical energy to electrical energy will be referred to as transducers.

This chapter will explore several transducer types, from well-established and
very common techniques, such as electromagnetic and piezoelectric conversion, to
more niche devices, such as electrostatic transducers and the related cutting-edge
technique of reverse-electro-wetting. Where appropriate, the effectiveness and
efficiency of each of these techniques will be evaluated, as well as any technical
issues that may limit their feasibility. In particular, this chapter will focus on the
strengths and weaknesses of these classes of device when they are scaled down to
the micro-electro mechanical systems (MEMS) level.

4.1 Electromagnetic Generators

Today, electromagnetic induction is the most widely used method of converting
mechanical energy into electrical energy. A few examples are coal-fired power
stations, wind turbines, and car alternators. The predominant reasons for the use of
electromagnetic induction are the high conversion efficiency and low cost of
components.

An electromagnetic generator produces a voltage across the ends of a conductor
when it is subjected to a changing magnetic flux. This would normally be created
using relative linear or rotational motion between a coil and a magnet [1]. The
voltage generated can be used to drive a current in a closed circuit. The magnitude
of the induced voltage can be defined by Faraday’s equation:

v tð Þ¼ �NdUB

dt

S. Percy et al., Thermal Energy Harvesting for Application at MEMS Scale,
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where N is the number of turns in the loop, dUB=dt is the time rate of change of the
magnetic flux, UB is the product of the magnetic field B and the area of the loop,
and R is the combined resistance of the coil and the load. The magnitude of the
current is defined by Ohm’s law:

I tð Þ¼ v tð Þ
R

where I(t) is the current through a load, R, when a voltage, v(t), is applied. The
direction of the induced current can be characterized by Lenz’s law such that it
establishes a magnetic flux, which opposes the change in flux linkage that gives
rise to the induced voltage.

At the macro scale, electromagnetic generators can be designed to give the
required voltage output for a given mechanical input. At the MEMS scale, various
limitations are imposed due to processes such as sputtering and electrodeposition
[2], which are commonly used for MEMS coil manufacturing. These manufac-
turing processes limit the number of coils that can be included in a space, due to a
minimum thickness and spacing that can be fabricated [3], increase the resistance
of the coil [4], and limit the ability to use complex mechanical components such as
rotational parts. Together, these factors considerably reduce the efficiency of the
device. If care is taken in the design, efficiency can remain relatively high; for
example, Beeby et al. [5] claim 30 % conversion efficiency was achievable from
their micro-electromagnetic vibration generator.

As defined by Faraday’s equation above, the induced voltage is dependent on
the number of turns in a coil. Due to the limitations applied to MEMS design, this
limits the maximum voltage from an electromagnetic generator for a set time rate
of change of the magnetic flux (dUB=dt). The low voltage will lead to an increased
percentage loss in passive rectification and voltage boosting. Efforts can be made
to increase the number of turns, using complex wiring patterns to create multilayer
coils [2]. Another challenge in producing an electromagnetic generator at the
MEMS scale is the batch manufacturing of a strong permanent magnet to produce
the magnetic flux required for an efficient generator [6].

The operation of electromagnetic transducers is limited by temperature. Thus,
when used as a mechanical-to-electrical conversion method in heat engines,
electromagnetic transducers must be designed to generate energy over the
expected temperature range the heat engine will endure. The limitations are due to
the operating temperature of permanent magnet materials. These materials lose
their magnetization above a material-specific temperature, known as the Curie
temperature (see also Sect. 3.3). For an NdFeB (neodymium) magnet, a common
permanent magnet type used in MEMS, the recommended maximum operating
temperature is 150 �C [2]. The magnets should be operated at a temperature below
this to minimize significant performance reductions.

Since the resistivity of metallic materials increases with temperature [2, 7], to
reduce losses, the coil must be operated as cool as possible. This could be done by
thermally insulating the coils, or locating them on the cold side of the device.
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Within the MEMS field are many applications in which electromagnetic
transducers harvest energy from ambient vibration. Two review articles, Arnold
[8] and Hudak et al. [9] cover this research up until 2008. Arnold includes a
discussion of the history and ongoing challenges for small electromagnetic gen-
erators. Hudak et al. outlines various generators developed for MEMS applications
since the publication of Arnold. In these, energy is harvested from ambient
vibrations, most commonly one [10] or two [11, 12] degrees-of-freedom
generators.

Since these two review articles, Wang et al. [6] have developed three variations
of a MEMS diaphragm-based, mass-spring-damper mechanical generator that is
fully batch-fabricated. The best variation generated a voltage of 18.7 lV and an
output power of 23 pW at the device resonance of 530 Hz and 9.8 ms-2 excita-
tion; this corresponds to a power density of 1.6 9 10 nW/cm3/g2. Wang et al.
claims that many design improvements can be made to improve the performance,
including increasing the number of coil turns, positioning the magnet and coil
closer, using thinner diaphragms for more compliance, increasing the centre proof
mass, using strong magnets, and/or creating altogether different structures. A
diaphragm of this configuration is of strong interest to a heat engine application,
because it could take the place of the piston used in a conventional heat engine.

Sari et al. [11] describe a MEMS energy-scavenger module, which converts
environmental vibration to a higher frequency by inducing vibration of a beam at
resonance. This is done using vibration of an under-damped structure excited
through a low-frequency input (70–115 Hz), resulting in oscillation of a secondary
structure at 2 kHz. The design does this by supporting an NdFeB magnet using a
diaphragm spring, which then moves above a series of cantilever beams that
resonate at a higher frequency when released from the magnet. The device pro-
duced 15.2 mV and 11.6 pW. The design could be used when a heat engine’s
generated vibration frequency is low, or to improve the output when the vibration
frequency changes with input thermal energy.

Jiang et al. [10] designed and tested a MEMS-based electromagnetic energy
harvester, which was fabricated by bonding a vibrator with embedded micro-
magnets and a stator with integrated micro coils. The micro-magnets are formed
by using sputtering deposition of NdFeB/Ta multilayered magnetic films with a
thickness of 10 lm, and silicon molding techniques. Results show a peak voltage
of 2 mV at 115 Hz and a power density of 1.2 nWcm-3. The authors identify that
the performance could be greatly improved by protecting the micro-magnets from
oxidation, and by decreasing the spacing between the vibrator layer and the stator
layer. This emphasizes the challenge of producing generators at the MEMS scale.
These processes are not yet commercialized, which limits their feasibility for
large-scale production.

If a heat engine generates rotational energy, such as the millimeter-scale turbine
described in [13] and discussed in Chap. 2, then a micro-rotation generator may be
required. Chapter 8, by Lang et al. in [2], describes the design and testing of a
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batch-fabricated, three-phase permanent-magnet induction machine. At a high
rotational velocity of 305,000 rpm, a single generator can produce 8 W of rectified
DC power. The authors estimate the efficiency of the generator to be 26.6 %.
Losses are attributed to the viscosity of the air around the rotor, resistive losses in
the coil, eddy current losses in the stator core, and to a lesser extent, hysteresis
losses in the stator core.

In summary, electromagnetic generators have two main challenges: low voltage
generation, and the limiting maximum operating temperatures of present magnet
technologies. They have the advantages of potentially high efficiency and low cost
of production.

4.2 Piezoelectric Generators

The piezoelectric effect is widely used within actuators, sensors and generators
[14]. Materials exhibiting the piezoelectric effect will develop an electrical
potential when a change in mechanical strain is applied. Conversely, these
materials will mechanically deform when an electric potential is applied to them.
Their function as generators is of interest within this study as a method of con-
verting thermally generated vibrations from a MEMS heat engine. They have the
advantage of being able to produce a much higher voltage than electromagnetic
alternatives.

A significant limitation in implementing piezoelectric transducers in a heat
engine application is set by the operating temperature of the piezoelectric ceramic.
For a typical lead zirconate titanate (PZT) ceramic, this ranges from –20 �C to
+125 �C [15]. Above this operating temperature, the ceramic can lose its piezo-
electric properties [3]. Similar to an electromagnetic generator, if the heat engine
application has a hot reservoir temperature approaching this upper limit, then care
would have to be taken to insulate the transducer from the heat source. This could
be done through use of materials with a low thermal conductivity, or by situating
the transducer on the cold side of the device. If the temperature of piezoelectric
transducers can be kept low, they have many advantages over other transducer
methods. These include simplicity of design, no bias voltage, and the possibility of
attaching PZT thin films to silicon substrates through batch processes such as the
sol–gel method [16, 17]. Although these processes are not yet industrialized, some
MEMS manufacturers are working to industrialize thin film PZT materials that are
poled when deposited.

The most common application for piezoelectric generators in MEMS is har-
vesting energy from ambient vibrations. The prominent methods of improving the
energy output in this situation are to induce bending strain on the piezoelectric
crystal, and increasing the amplitude of bending by operating at the beam’s res-
onance. This is done by attaching the PZT to a cantilever beam (either rectangular
[18], trapezoidal [13, 16, 19], or membrane [20]). Figure 4.1 shows a rectangular
cantilever bean with a piezoelectric transducer attached; x(t) indicates the
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oscillating displacement that would occur. Baker et al. [19] has shown that through
the use of a trapezoid instead of a rectangular structure, strain is more evenly
distributed through the beam. As a result, the output power per unit volume can be
increased by 30 %. This structure should also increase the cycle life of the device,
due to the reduced peak strain. All cantilevered piezoelectric generator devices
will have a resonant frequency at which generated power output increases sig-
nificantly. For the MEMS cantilevered beam generators tested in [18], this is
shown to be *118 Hz. When used in a heat engine, this resonant nature of a
cantilevered generator could have significant effect on the conversion efficiency
and hence may severely limit the operating temperature range of a heat engine.

When applying piezoelectric generators to a MEMS device there are a range of
opportunities that do not exist with other transducer methods such as electro-
magnetic and electrostatic; an example includes replacing a piston used in a macro
engine with membrane with a piezoelectric material applied to the surface, similar
to that used in [21].

Piezoelectric materials generate a potential in two modes: 31 and 33. Mode 31
develops a voltage perpendicular to the applied compressive or tensile; if the
piezoelectric element is applied to a beam, energy is harvested using parallel plate
capacitors. Mode 33 develops a potential along the same axis as the applied
compressive or tensile force. In a beam bending application, mode 33 can still be
used to harvest energy; this is done using top-side interdigitated electrodes. Park
et al. [18] compared two MEMS rectangular cantilever beams using 31 and
33-mode PZT devices. They show that the 33-mode device exhibits a higher
voltage and a lower power (7.725 V peak to peak and 0.47 lW) than 31-mode
devices, which show a lower voltage yet higher power (1.35 V peak to peal and
6.72 lW). The higher voltage of the 33-mode configuration is beneficial when
building passive rectifying circuitry. It is possible to increase the voltage of a the

x(t)

Compression/tension axis

Beam

Proof mass

Piezoelectric device 

Fig. 4.1 Cantilevered beam generator
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33-mode device, which can be adjusted by changing the size of the gap between
the interdigitated electrodes [18].

As discussed in Chap. 3, two publications outline the application of a piezo-
electric transducer to harvest mechanical energy in a ferromagnetic heat engine:
Ujihara et al. [22] and Bulgrin et al. [23]. This engine implements a piezoelectric
element on two spring arms—essentially cantilevered beams—connected to a
central ferromagnet. As heat is transferred from the hot side to the cold side of the
device, the magnetic properties of the ferromagnet change. This causes oscillating
strain applied to the spring arms and the piezoelectric element. The device shows
oscillation frequencies of 2–26 Hz, depending on the pressure the device is con-
tained within, and the oscillation gap distance used in the device [22]. This fre-
quency is not at the resonance of the cantilever where the piezoelectric generator is
attached; doing so could possibly increase the generated power. Results show a
power density of 1.85 and 3.61 mW/cm3 at a temperature difference of 50 K.

Huesgen et al. [21] outlines a model of a silicon-fabricated micro heat engine
that operates through an oscillating phase change of a working fluid, due to heat
transfer from the hot to the cold side of the device. This model is verified through a
functional prototype. A buckling diaphragm generates the respective compressive
force on the working fluid. A piezoelectric generator is integrated in the mem-
brane; strain is applied to the generator when the phase change occurs. At a
temperature difference of 37 K, the model predicts 1.29 lW at a frequency of
0.72 Hz.

4.3 Electrostatic Transducers

Electrostatic transducers can convert mechanical energy into electrical energy by
using the input mechanical energy to change capacitance of the generator between
a high and low value. The capacitance is most commonly reduced by increasing
the distance between the capacitor plates, or by reducing the overlapping area of
the plates. Electrostatic transducers operate in one of two modes. The first is
constrained charge mode, in which the charge and electric field remain constant on
the capacitor plates, causing an increase in voltage as the capacitance reduces [24].
The second is constrained voltage mode, which causes charge to move from the
capacitor to a storage device as the capacitance decreases [25, 26].

Figure 4.2 and Table 4.1 compare the differences between the two modes.
Both methods convert mechanical kinetic energy to electrical energy from work
done against the electrostatic forces between the two plates. A control circuit [27]
is required to bias and extract the energy from the transducer; the control and bias
configuration is dependent on the mode of operation. Examples of this circuitry
can be found in [24–26]. The use of biasing can be avoided by using electrets,
which is a permanent charge buried in a dielectric layer [1, 28].

Electrostatic converters have the significant advantage of easy manufacture
from silicon-based MEMS technology with minimal complexity. As mentioned
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previously, commercial MEMS production companies do not provide the option to
include materials such as PZT and permanent magnets in their production pro-
cesses, although they can easily produce an electrostatic transducer. This means
that electrostatic transducers can be externally produced, which allows institutions
without production facilities to conduct research and prototyping. The associated
disadvantages are the extra complexity and volume required for the bias and
energy extracting circuitry, and the high voltages generated in constant charge
mode, which can be in the order of thousands of volts to obtain high power
generation [24].

Since silicon can withstand high temperatures—single crystal Si melts at
1414 �C [29]—electrostatic transducers can withstand a large range of temperature
differentials for heat engine applications. However, the strength of silicon degrades
as the temperature increases.

Most applications of electrostatic transducers harvest energy from ambient
vibration, implementing an inertial mass spring damper system with a designed
resonance to target a particular vibration frequency. Roundy et al. [30] defines
three device configurations that can be used for this application: in-plane overlap,
where capacitance varies dependent on the overlapping area of fingers; in-plane
gap closing, where capacitance varies with the gap between fingers; and out-of-
plane gap closing, where capacitance varies by changing gap distance between two
capacitor plates. Roundy et al. discuss the challenges of each configuration,
including aspects such as fluid damping. Their dynamic simulations reveal that an
output power density of 116 lW/cm3 is possible from a vibration source of
2.25 m/s2 at 120 Hz.

Fig. 4.2 An electrostatic transducer shown in the (a) low energy (b) high energy states.
C capacitance; E electric field; I current; Q charge; V voltage

Table 4.1 Electrostatic transducer operating modes

Constrained Q mode Constrained V mode

Capacitance C1(t) \ C2(t) C1(t) \ C2(t)
Charge Q1(t) = Q2(t), Q1(t) [ Q2(t)
Electric field E1(t) = E2(t) E1(t) [ E2
Current I(t) = 0 |I(t)| [ 0
Voltage V1(t) \ V2(t) V1(t) = V2(t)
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At the time of writing, no heat engines use electrostatic transducers to convert
thermally generated vibrations into electrical energy.

4.4 Reverse Electro-Wetting Generators

Reverse electro-wetting is a method of converting mechanical energy into elec-
trical energy. The principle of its operation was first published in Nature Com-
munications in 2011 [31], but the idea is based on the concept of electro-wetting,
which has been recognized for more than a century. In electro-wetting, micro-
droplets of liquid are dispersed over an insulating surface. When a voltage is
applied between a droplet and a conducting surface beneath the insulating layer,
the capacitance between the two materials causes the droplet to lower the inter-
facial energy and flatten out [32].

Reverse electro-wetting is the reverse of the above phenomena, and functions as
a liquid dielectric electrostatic transducer. Again, micro-droplets are dispersed
across an insulating surface or a micro-channel with a conducting electrode
beneath it; this is shown in Fig. 4.3a–c. A bias electric field is applied between the
droplet and the electrode, causing charges to move in the droplet, which then

Fig. 4.3 Schematics of three major droplet actuation mechanisms. These include (a) droplets
between oscillating plates (b) droplets between sliding plates, and (c) droplets in a micro-channel.
(d) shows in greater detail schematics of reverse-electro-wetting-based energy generation process
in a micro-channel geometry. Reprinted by permission from Macmillan Publishers Ltd: Nature
Communications [31], �2011
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accumulates at the border with the dielectric layer. External mechanical actuation
can then be used to move the droplet such that the area of overlap with the
electrode is decreased. This reduces the capacitance of the field and causes electric
current to flow, in the same method as that used in an electrostatic transducer given
in Sect. 4.3. While no MEMS heat engine using this technique has been demon-
strated to date, it may be possible to select the operating temperature of the liquid
to allow it to operate as a transducer method over a wide temperature range.

Reverse electro-wetting at the time of writing is still in the very early stages of
development. As such, it is yet to be successfully applied to the field of thermal
energy harvesting. Krupenkin et al. [31] have demonstrated typical energies as
high as 0.4 lJ/mm2 per oscillation. They have also patented a design [33] for
development of the energy harvesting device, with a projected application being
human movement energy harvesting. Their projected energy generation from this
device is approximately 10 W using a bias voltage of 35 V [31]. Possible thermal
harvesting applications could include harvesting energy from fluid convection
flow, or coupled with oscillatory systems, as discussed in Chap. 3.
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Chapter 5
Thermal to Electrical Energy Converters

The previous chapters discussed the generation of mechanical motion from ther-
mal energy and the subsequent conversion of this to electrical energy. The addi-
tional step from thermal to electrical energy can introduce further losses, reducing
overall efficiency. In this chapter, the conversion of thermal energy directly to
electrical energy is discussed.

The methods examined include thermionic, pyroelectric, and Seebeck genera-
tors, alkali metal thermal-to-electric converters, Johnson thermo-electrochemical
converter, Johnson electrochemical heat pipe, and infrared photovoltaic harvesters.

5.1 Thermionic Generators

Thermionic emission features the spontaneous rejection of electrons from a hot
surface [1], and is also known as the Edison effect. As the electrons of a heated
material are imparted with thermal energy, they gain the ability to escape from the
material’s surface. The energy lost in this process is termed the work function. The
work function is a property of the emitting surface, and is generally in the order of
several electron volts in magnitude.

If an electron collector (anode) is placed near the material undergoing therm-
ionic emission, the large number of free electrons incident on its surface cause it to
develop an electric charge. Each electron incident on the collector also contributes
energy equal to the collector’s work function. Connecting the anode to the emitter
(cathode) by a closed circuit allows electrons to flow back to the emitter, creating a
current (see Fig. 5.1). The difference in work function between emitter and col-
lector surfaces then becomes available as a voltage of supplied power. Thus,
raising the work function of the emitter increases the voltage difference between
electrodes, supplying more power. Doing this requires a much higher emitter
temperature.

S. Percy et al., Thermal Energy Harvesting for Application at MEMS Scale,
SpringerBriefs in Electrical and Computer Engineering,
DOI: 10.1007/978-1-4614-9215-3_5, � The Author(s) 2014
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Thermionic emission is governed by two factors: the current density of electron
emission, and the transport of this current between electrodes. Electron emission is
described by Richardson’s law [2]. This equation links the current density, J (A/
m2), of thermionically emitted electrons; the work function of the emitting surface,
W (eV); the temperature of the emitting surface, T (K); and a constant, A, in the
form:

J ¼ AT2 expð
�W
kT
Þ

where k is Boltzmann’s constant, and A is given by the expression:

A ¼ 4pmk2e

h3
k0

with m and e the mass (kg) and charge (C) of an electron, respectively; Planck’s
constant, h; and a material constant, k0.

The transport of electrons between the anode and cathode is governed by the
development of space-charge in the inter-electrode spacing. In a vacuum, the
density of electrons in this space creates a region of negative electrical charge, and
thus repels further electrons from making the transition, greatly reducing the
performance of the device. This is overcome in most modern thermionic gener-
ators through the use of a highly ionizable gas—normally, cesium vapor [1, 3]—
which is deposited in the inter-electrode gap. This neutralizes the space charge, as
well as adsorbing onto the electrodes and lowering their work function, greatly
improving device efficiency at lower temperatures. Neutralizing the effects of
space charge ensures that the generator is emission limited. That is, the current is
determined by the emission of electrons from the cathode, and not by the space
charge distribution between electrodes.

Thermionic generators are effectively a form of heat engine with electrons as
the working fluid, and are thus subject to the Carnot limit of efficiency. However,
since they typically have high operating temperatures ([1000 K), their theoretical
Carnot limit is high [4]. Despite this, reported efficiencies of total thermal-to-
electrical conversion for thermionic generators range from 5 to 20 % [5], but
depend largely on the operating temperature.

e-
e-

e- e-

e-
e-

e-

e-

Hot Side

Cold Side
-
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+
Emitter (Cathode)

Collector (Anode)

Fig. 5.1 A simple
thermionic device, showing
the hot side emitter and cold
side collector generating a
voltage, V
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5.1.1 Potential of Thermionic Generators at MEMS Scale

Thermionic devices have been realized at the scale necessary for micro-electro
mechanical systems (MEMS) operation, with promising results. Scaling down has
been found to have a positive effect on both output power density and efficiency, as
long as sufficient thermal isolation between the electrodes can be maintained
[6, 7]. New developments in the use of nanometer-scale electrode gaps have also
had interesting results. Decreasing the gap between electrodes to a scale of
1–10 nm allows quantum tunneling to be observed between the electrodes. This
drastically lowers the effective work function of the emitter surface, allowing
operation at far lower temperatures than previously attained [8]. This process,
which has become known as ‘thermo-tunneling’, has allowed efficiencies
approaching 50 % of the Carnot limit at temperatures around 800 K [5], and 30 %
at 500 K; predicted power densities range up to 10 W/cm3 [9].

Combined with the lack of moving parts, this performance makes thermionic
devices suitable for MEMS-scale applications, provided that the construction
materials are able to withstand the high temperatures necessary for operation.
Thermionic devices are typically resilient, with working lifetimes of 7–10 years
demonstrated by thermionic power modules in satellites [6].

Due to the relatively recent development of thermo-tunneling devices, cost
figures are limited. However, some device developers estimate costs of
US$500–1000 per installed kilowatt, based on an electrode temperature difference
of 600 K [9].

Finally, thermionic devices are simple by nature, exhibit high energy densities,
and produce power through the use of a necessarily small electrode gap. The main
drawback of thermionic power generation is the high temperature necessary to
overcome the work function of most materials. Even for thermo-tunneling devices,
this limits the use of thermionics to applications at temperatures well above
ambient.

5.2 Pyroelectric Generators

The pyroelectric effect is the property of certain crystalline materials to generate
an electric potential when subjected to a change in temperature over time. As
described in [10, 11], these materials have permanent dipole moments throughout
their crystal structure. When the material undergoes a homogeneous change in
temperature, the crystal’s dipoles align in one direction, producing a net voltage.
Leaving the crystal at a constant temperature causes free charges at the crystal
surface to be neutralized by an internal depolarization field. This is analogous to
the piezoelectric effect, in which a change in strain is required, rather than simply a
strain.
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The pyroelectric effect has been closely tied to materials that demonstrate
piezoelectric properties. All known classes of pyroelectric crystals demonstrate the
piezoelectric effect when subjected to mechanical stress [11, 12]. Of the 32 crystal
classes, 20 produce an electric field when subjected to mechanical stress (piezo-
electricity). Of these 20 classes, 10 also demonstrate an electric field when sub-
jected to a time varying temperature (pyroelectricity).

When a pyroelectric device is heated or cooled and undergoes thermal expansion/
contraction, it also undergoes strain. This causes generation of a secondary voltage
potential, due to the piezoelectric effect. For some materials (including many of the
linear pyroelectric materials) the pyroelectric effect accounts for less than 5 %, with
the remainder caused by the piezoelectric effect [13].

Traditionally, materials showing pyroelectric properties have predominantly
been used as sensors. Examples include sensors for hydrogen detection [14],
temperature variation [15], and monitoring airflow through a human respiratory
system [16]. When these same materials have been used in energy harvesting
applications, it is typically their piezoelectric properties that have been used, rather
than their pyroelectric effect. Given the current interest in energy harvesting and its
applications to remote small-scale devices, such as sensor networks, the pyro-
electric effect has recently been the subject of significant research.

5.2.1 Pyroelectric Cycles

One of the major drawbacks to practical devices that can harvest energy from
pyroelectric materials is that to generate an electric field, the device’s temperature
must change with time. In contrast, thermoelectric devices require only a tem-
perature differential to be maintained: a situation that can often be achieved
passively through the use of cooling devices such as heat sinks.

Few practical situations will provide an external temperature that varies suffi-
ciently to generate a significant voltage from a pyroelectric device. Consequently,
a temperature gradient is often converted to a temperature variable in time through
the use of a working fluid pumping between hot and cold reservoirs, as described
by Sebald et al. [17]. This system is then coupled with one of several thermo-
dynamic cycles to optimize the harvested energy. These cycles typically involve
controlling the thermal connection to the external temperature reservoirs, as well
as the electrical load, to draw energy from the device at an appropriate point in the
cycle. The cycle chosen will significantly influence the potential operating effi-
ciency of the system, as shown analytically by Sebald et al. [17].

Of several thermodynamic cycles analyzed theoretically by Sebald et al. [17], the
most promising is the Synchronized Switch Damping on Inductor (SSDI) cycle. The
SSDI cycle operates in a similar way to power-electronics solutions, in that it uses an
inductor on the output of the device, and inverts the load at the minimum temper-
ature. The authors claim that realistic efficiencies of up to 50 % of the Carnot limit
are possible with appropriate engineering and material selection.
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5.2.2 Performance of Pyroelectric Energy Generators

In recent years, several attempts have been made to produce a viable thermal
energy harvester using pyroelectric materials. Xie et al. [18] introduce a method by
which the output voltage and power of a single pyroelectric generator can be
modeled. The method is based on the pyroelectric coefficient of the material, the
surface area of the electrodes, the internal capacitance of the material, and the
values of the electrical components external to the device. In experimental repli-
cation, the generator undergoes only half of a temperature cycle; however, the
measured output voltage is within 4 % of the predicted value for the duration of
the cycle. The output power of this device peaks at approximately 0.35 lW/cm2,
although this is using a relatively slow heating cycle (14.45 K/s). The electrical
circuit uses components designed to maximize the output voltage, rather than
power.

Ravindran et al. [19] demonstrate a more realistic pyroelectric generator. A heat
engine allows heat to be transferred from a hot reservoir to a cold reservoir, with
an oscillating diaphragm that ensures a continuously changing temperature of the
pyroelectric material. While the precise heating rate is not shown, it can be
inferred at least on the cooling side of the cycle, as the maximum delta-T value of
79.5 K occurs in less than one second, a significant increase over [18]. This results
in maximum open-circuit voltages of approximately 13 V, and an average power
output of 3.03 lW/cm2: an order of magnitude greater than that of [18]. Both
papers [18, 19] indicate that pyroelectric materials should continue to function up
until their Curie temperature. This is dependent on the material, but is in the order
of 165 �C for the material polyvinylidene fluoride (PVDF), and 350 �C for lead
zirconium titanate (PZT), as shown in [18].

The major advantage of pyroelectric devices for energy harvesting over tradi-
tional thermoelectric devices is that—with proper engineering—substantially
higher thermoelectric efficiencies are possible through optimizing the heat cycle.
However, these efficiencies are yet to be demonstrated in practice. The major
drawback to pyroelectric energy harvesters is the need to operate a heat cycle that
will allow for a time varying temperature, e.g. through the use of working fluids.

5.3 Seebeck Thermoelectric Generators

The field of thermoelectric generators is well established, with various mecha-
nisms to generate electricity directly from thermal differences. The process of
thermoelectric generation is governed by the Seebeck effect (after physicist
Thomas Johann Seebeck). Devices exhibiting the Seebeck effect typically consist
of two materials: an n-type and a p-type semiconductor (e.g. bismuth telluride,
bismuth selenide). The two semiconductors produce electricity directly when their
junctions are exposed to a temperature difference. The two individual materials
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have a property called the Seebeck coefficient S(T). The n-type material has a
negative Seebeck coefficient, while the p-type has a positive Seebeck coefficient.

Seebeck generators produce voltage in proportion to both the temperature
difference between the hot and cold side, and the difference between the two
materials’ Seebeck coefficient. Typically, the two semiconductors are connected
electrically in series, but thermally in parallel. Junctions between the two materials
are alternately connected to hot and cold sides via electrical insulators, as shown in
Fig. 5.2.

The flow of heat energy from the hot side to the cold side diffuses the charge
carriers from the hot side to the cold side. Because the n-type material has an
excess of negative charge carriers, a conventional current is produced from the
cold side to the hot side. The p-type material has an excess of positive charge
carriers, and thus conventional current flows from the hot to the cold side. This
overall movement causes a current to flow through an external circuit.

The Seebeck coefficient is a measure of the voltage produced for a unit tem-
perature rise across a material. The Seebeck coefficient is itself a function of
temperature. The magnitude of the voltage for a Seebeck device, V can be cal-
culated using:

V ¼
Z TH

TL

S1 Tð Þ � S2 Tð ÞdT

where TH and TL are the high and low absolute temperatures, respectively, and S1

and S2 are the two materials’ Seebeck coefficients.
As the voltage from this thermocouple is small, a number of modules are

connected in series to achieve useful voltages.
Up until 2000, the efficiencies of thermoelectric generators were quite low. This

is because the material needed to be both a good electrical conductor and a good
thermal insulator to be effective as a thermoelectric device. Most materials that are
good electrical conductors are also good thermal conductors; equally, those
materials that offer good thermal insulation are usually electrical insulators. For
thermoelectric materials, a figure of merit, ZT, was devised:

ZT ¼ rS2

k
TH � TL
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Fig. 5.2 A thermoelectric
module internal structure
(note the series connection of
each p–n junction pair)
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where r is the electrical conductivity, k is the thermal conductivity, and S is the
Seebeck coefficient.

Although ZT is theoretically unlimited, until very recently, ZT values were
approximately one. However, with efficiency drivers pushing research into waste
heat capture some research has identified materials with ZT values of three–four
[20, 21]. More recent research has identified classes of nanomaterials—often
existing materials that have been mechanically ground to a small size—that have
higher ZT values [22–25].

Higher ZT values may allow practical and cost-effective implementation of
thermoelectric converters in commercial applications. At values of ZT around one,
efficiency of energy generation is around 5–12 % of the Carnot limit [26]. Dou-
bling this ZT value will increase the efficiency to 25 % of the Carnot limit. For
more information on the current state-of-the-art of thermoelectric power genera-
tion, see Weiling and Shantung [27], and Riffat and Ma [26].

5.3.1 Applications of Seebeck Devices

The use of Seebeck devices in the low-temperature region has been explored in
[28–30]. In some of these experiments, a miniature greenhouse was designed that
elevated the ambient temperature of the hot side, while the cold side was attached
to water-immersed heat sink. A variety of capture areas, electrical circuits and
dome designs were tested. At ambient conditions around 300 K, the hot side was
elevated to 350 K and generated more than 14 mW. A similar design based in soil
was investigated in [31].

In the medium-temperature range, a focus of research and commercial devel-
opment has been the application of Seebeck devices in vehicle exhaust systems.
Some of these produce quite large power outputs, and could conceivably be used
to replace the alternator [32, 33] or the vehicle air-conditioning equipment [34].

Of additional interest in the medium-temperature range are radioisotope ther-
moelectric generators. These very-high-power devices have thermal outputs
between 200 and 2000 W, and have been deployed mainly to remote systems. The
source of power is a radioisotope, such as plutonium (in the form PuO2), which
decays by beta radiation. The radiation is absorbed by a surface that converts the
kinetic energy of the decay product into heat, which feeds an array of thermo-
couples to generate electricity. These systems have been deployed in interplane-
tary probes (Voyager I and II, Galileo and Cassini) [35]. They have also been used
by both the former Soviet Union (using strontium as the source) and the United
States’ armed forces for deployment to remote radar stations [36]. Due to effi-
ciencies of less than 8 %, the electrical output of these systems is modest, rarely
exceeding hundreds of watts. For example, the Viking program used a System for
Nuclear Auxiliary Power (SNAP-19). This produced 43 W of electrical power
from 525 W of thermal power [37].
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In the high-temperature region, thermoelectric effects have been found with
some more exotic materials. Generally the figure of merit, ZT, at these tempera-
tures is lower than has been found at more modest temperatures. Fujita et al. [38]
studied single crystals of sodium and cobalt oxide complexes and found ZT
numbers exceeding one at temperatures up to 800 K. Ohta et al. [39] researched
niobium-doped strontium titanate (SrTiO) and found ZT values up to 0.38 at
1000 K.

5.4 Alkali Metal Thermal-to-Electric Converters

The alkali metal thermal-to-electric converter (AMTEC) process is a thermally
regenerative electrochemical device that converts heat to electricity. The process
works due to the unique properties of a material called beta alumina solid elec-
trolyte (BASE). BASE has the ability to conduct alkali metal ions, such as sodium
ions (Na+), but does not readily conduct atoms or electrons. The AMTEC device
was originally called a sodium heat engine, because the alkali metal used was
sodium. However, other alkali metals, such as potassium, can also operate suc-
cessfully in the cycle. The AMTEC operates via a modified Rankine cycle [40].

The BASE is used as a thin barrier between two thermoelectric conversion
chambers. In one chamber, heat transforms an alkali metal liquid to a high-pres-
sure vapor via an evaporator. As shown in Fig. 5.3, the vapor, which is in contact
with the BASE, causes a vapor-pressure differential across the BASE barrier. The
vapor pressure difference drives the alkali ions through the BASE into the second
chamber, which contains low-pressure vapor. Waste heat is lost from this second
chamber via a condenser. The low-pressure chamber collects the alkali metal ions
transferred from the high-pressure chamber, creating a positive electrical charge.
An electrical load can be placed across the two chambers, drawing the electrons
from the low-pressure, negatively charged chamber and delivering them to the
positively charged chamber [41]. To complete the cycle, an electromagnetic pump
returns the alkali metal from the positive side of the membrane to the negative
side.

Many publications have explored AMTEC devices. The research is largely
driven by the space exploration industry, which requires long-lasting, reliable
energy production for extended space travel. The Jet Propulsion Laboratory has
published much work surrounding AMTEC devices, e.g. [42–48]. Underwood
et al. [43] predicts power densities of 15–18 W/kg for 100 W output. The overall
efficiency of an AMTEC device has been reported to be as high as 18 %, which
corresponds to 89 % of the Carnot limit [41]. Hot side working temperatures for
AMTEC systems tend to range from 900–1300 K, with cold side temperatures
from 400–800 K. The cold side temperature must be above about 371 K to prevent
the sodium solidifying [49].

Advantages of AMTEC devices include high reliability due to an absence of
moving parts, and high efficiency [43]. Disadvantages include power degradation,
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due to ‘clogging’ of membranes with the working fluid, and high operating tem-
peratures [50].

5.4.1 Potential of AMTEC at MEMS Scale

The authors do not know of any AMTEC device that has ever been produced at
MEMS scale. Most of the research into AMTEC is driven by the need for macro-
scale devices for the space exploration industry. To our knowledge, there is cur-
rently no interest in miniaturization of this technology.

5.5 Johnson Electro Mechanical Systems

The Johnson Electro Mechanical Systems company has developed several ther-
mally driven electrochemical generators. Of particular interest are the Johnson
Thermo Electrochemical Converter (JTEC) and the Johnson Electric Heat Pipe
(JEHP).

5.5.1 Johnson Thermo Electrochemical Converter System

The JTEC is similar to the AMTEC device, in that a pressure differential caused by
heat is used to drive positive ions (hydrogen ions/protons in the case of JTEC)
through a membrane, thus creating an electrical charge across the membrane.

The JTEC uses high-pressure hydrogen, which is forced through a membrane
electrode assembly (MEA). The MEA is comprised of a proton exchange mem-
brane sandwiched between two electrodes. The high-temperature ‘power stage’
MEA splits the hydrogen into protons and electrons. The protons pass through the

Fig. 5.3 Schematic of an
alkali metal thermal-to-
electric converter device
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membrane, and the electrons leave via the electrodes to perform work. Protons are
returned to the low-temperature ‘compression stage’ side of the device, where
electrical energy input into a second MEA allows protons to reform to hydrogen
atoms.

Johnson claims the JTEC device follows the Ericsson thermodynamic cycle
[50]. The amount of energy the device can generate is the difference in electrical
energy required to compress the hydrogen at low temperature, and the electrical
energy generated by the hydrogen passing through the MEA at high temperature.
The working temperatures for this device are not specifically known. However,
[51] describes the device as working at ‘relatively low temperatures’, having
previously described other thermoelectric conversion cells operating between 1200
and 1500 K. It can therefore be safely assumed that the operating temperatures
will be below 1200 K. Further, the patent states the engine ‘may be operated over
relatively low temperature differences’. The efficiency of a JTEC device has been
quoted as 31.25 % solar conversion efficiency [52].

5.5.2 Johnson Electrochemical Heat Pipe

The JEHP is similar to the JTEC in that a pressure differential caused by heat is
used to drive hydrogen ions/protons through a membrane, thus creating an elec-
trical charge across the membrane. As in the case of the JTEC, the high-pressure
hydrogen is forced through a MEA. However, the JEHP device contains a ‘binary
working fluid, which is comprised of hydrogen in combination with a two-phase
fluid’ [40]. As a power generator, heat applied to the liquid binary working fluid
causes the fluid to vaporize (absorbing the heat), creating a low hydrogen partial
pressure.

Very little information seems to be available on this technology. It is not known
whether existing or further research into this form of energy generation is
occurring.

5.5.3 Potential of JTEC and JEHP at MEMS Scale

No evidence of a prototype of either device at MEMS scale has been published,
but it seems entirely feasible that this technology could be created to work at this
scale. The JTEC researchers state:

‘The engine is scalable and has applications ranging from supplying power for Micro
Electro Mechanical Systems (MEMS) to power for large-scale applications such as fixed
power plants’ [50].
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5.6 Infrared Photovoltaic Harvesters

Photovoltaic (PV) modules represent the most successful method to date of
directly converting light—typically solar radiation—into electrical energy. The
operation of photovoltaic cells is well documented. When photons of light of
sufficient energy (known as the band gap of the photovoltaic material) hit a PV
cell, an electron is released from the surrounding material, causing the cell to
generate a voltage. The voltage (and hence electrical power) generated by a cell is
directly related to the minimum photon energy required to release electrons. If a
photon does not have sufficient energy, it will not cause an electron to be released;
if its energy is higher than the material’s band gap, any additional energy is re-
emitted as light and heat, and is therefore wasted.

Most modern PV cells are based on silicon, which has a band gap of 1.11 eV
[53]. This corresponds to a photon wavelength of 1100 nm. Consequently, most
PV cells are limited to incident light with a frequency not much below that of the
visible portion of the spectrum (400–700 nm) or higher. However, more than 50 %
of the incident radiation at Earth’s surface is in the infrared spectrum
(700–3000 lm). A significant majority of this longer-wavelength radiation is not
harvested by typical silicon-based PV cells, limiting their efficiency to approxi-
mately 34 % [54].

Several techniques have been developed that can extend the silicon band gap
into the infrared range. PV systems capable of converting infrared light into
electrical energy—and in particular, systems devoted specifically to harvest light
energy from combustion—have been in development since the 1950s [55].

Thermo-photovoltaic (TPV) devices typically use fuel combustion to heat an
emitter material to temperatures at which it will emit thermal radiation, in the form
of infrared light (Fig. 5.4). The infrared light can be harvested by PV cells targeted
at the infrared portion of the spectrum. While early TPV devices were hindered by
cripplingly low efficiencies, recent advances in PV technology have increased the
viability of this technique for thermal energy harvesting.

One limitation of the photovoltaic effect is due to the specific band gap of
photovoltaic materials. The band gap determines both the minimum energy
required for a photon to promote an electron into the conduction band, and the
electrical energy that a single electron can expend on a load. A lower band gap will
allow lower-frequency incident light to energize valence electrons in the material,
potentially increasing the power output of the device. However, as any additional
energy in the photon is effectively discarded, too low a band gap can reduce the
output power of a PV cell. The contained energy of an electron is directly pro-
portional to its frequency (known as Planck’s relation); hence, the frequency
spectra of incident light on a PV cell directly influences its power output.
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As the vast majority of commercial PV applications involve harvesting solar
energy, the majority of research has focused on improving the ability of PV cells to
absorb more light in the infrared spectrum. Due to the optimal band gap being
close to the visible light region, and technical and economic limitations, focus on
improving the absorption of infrared light by PV cells has been limited. However,
some progress has been made using different methods, as detailed below.

5.6.1 Multi-junction PV

As the wavelength spectrum of incident light onto Earth’s surface is well under-
stood, it is possible to analytically determine the ideal band gap of a single-
junction PV system [54], along with the maximum theoretical efficiency at that
band gap [56]. Under the standard solar spectrum known as AM1.5 [57], the ideal
band gap has been calculated to be 1.34 eV. This is only slightly higher than that
of silicon, which may have contributed to the popularity of silicon-based PV cells.
The corresponding limiting efficiency, approximately 29 % for silicon cells, is
known as the Shockley-Queisser limit.

The above-stated ideal band gap is only ideal when considering a single-
junction cell. One of the most common methods of extending the accessible

Fig. 5.4 IRPV-based thermal energy harvester
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spectrum of PV cells is through the use of multi-junction, or tandem, cells. Tan-
dem cells contain several layers of PV material with different band gaps. The
material with the highest band-gap is closest to the top, and the band gap pro-
gressively decreases for each successive layer. Any light with insufficient energy
to promote an electron in one layer will pass through the material until it reaches a
layer that can absorb the photon.

This method has the advantage of extending the absorption spectrum of a PV
cell into the longer-wavelength range and increasing the output voltage of the cell.
Using the Shockley and Queisser method, for a given number of layers, the
optimal band gaps and theoretical efficiency are both calculable [54]. For an
infinite number of layers, the maximum theoretical efficiency approaches 86 %.
Each new layer, however, comes with significant complexity and manufacturing
cost. For this reason, only a small number of multi-junction PV cells have been
brought to market so far.

5.6.2 Quantum-Dot PV

A PV technology generating some interest currently is the quantum-dot device
[58]. The term refers to a nano-crystalline semiconductor incorporated into a
standard matrix material. The size and shape of the nano-crystal affects the
band gap of the device, which typically increases as the crystal is made smaller.
The band gap of the solar cell can thus be tuned by varying the size of the crystal,
allowing the cell to be optimized for the terrestrial solar spectrum.

5.6.3 Organic Solar Cells

A different way of optimizing the band gap of a solar cell is the customized
synthesis of organic semiconducting materials. Organic solar cells (OSC) have
been the subject of significant research in the past decade. OSC systems are subject
to similar issues regarding single-junction and multiple-junction systems as
described in Sect. 5.7.1. In an OSC system, electrons and holes are separated by an
electric field due to the difference in work function of the cell’s electrodes.
However, layers that are thick enough for good absorption are subject to signifi-
cant charge recombination. When an electron and hole pair, an exciton, are formed
near the interface between different materials, the electron can transfer to the
second (electron accepting) semiconductor, leaving the hole to travel in the donor
semiconductor [59]. OSC systems show promise in thermal energy harvesting, due
to the variety of potential materials with differing band gaps available to customize
a PV cell to the desired requirements.
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5.6.4 Energy Harvesting Applications

There appears to have been little investigation into the practical energy-harvesting
capability of infrared photovoltaic panels. Several patents [60, 61] have demon-
strated the capability to harvest thermal energy from a fuel-fired emission source.
In both these cases, however, an emission of at least 1300 K is expected, with
efficiencies dropping off significantly at lower temperatures. This range is well
outside the typical temperature that can be expected from most waste-heat
recovery applications.

Silicon-based PV at the MEMS scale has been proposed several times [62, 63],
but these approaches all suffered from the band gap limitations of silicon PV as
described in Sect. 5.7. OSC have more recently been attempted at the MEMS scale
[64], and show some promise, although the focus is not yet on operating these
systems in the infrared portion of the spectrum.

The main drawbacks of infrared PV/TPV at the MEMS scale will be similar to
those at the macro-scale. The largest drawback is the very low efficiency with
which infrared PV typically operates, which is exacerbated by the low amounts of
power expected to be available at the MEMS scale. In addition, TPV devices tend
to lose a portion of their thermal energy to exhaust gases and insulation losses,
typically around 40 % [65] for kilowatt-scale systems. This could reasonably be
expected to be worse for MEMS-scale devices, further limiting their potential
efficiency.
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