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Preface

Modern control and estimation theory originated in the 1960s in the fundamen-
tal works of Pontryagin [82], Bellman [28] and Kalman [61, 62, 60]. Subsequent
scholarship noted the importance of a global approach to systems of a different na-
ture such as lumped, distributed, delayed etc. This prompted the study of control
and estimation problems in spaces of infinite dimension. The pioneering books of
Balakrishnan [4], Bensoussan [29] and Curtain and Pritchard [40] advocated this
approach, the two latter providing an extensive list of early references concerning
the theory.

Nowadays a great number of mathematicians and engineers are promoting the
development of control and estimation theory. This is reflected in numerous papers
published in such popular journals as SIAM Journal on Control and Optimization,
Stochastics and Stochastics Reports, IEEE Transactions on Automatic Control,
etc. Many books and papers devoted to different issues in control and estimation
theory have been written (see the bibliography in Yong and Zhou [93] and in
Grewal and Andrews [52] for theoretical issues and for applications).

Nevertheless, while multiple early and recent findings on the subject have
been obtained and challenging problems remain to be solved there is an aspect
of control and estimation theory that has not been examined adequately. This
aspect concerns partially observable systems under the action of dependent noise
processes on the state (or signal) and the observations.

Generally speaking, noise is a rich concept playing an underlying role in
human activity. Consideration of the noise phenomenon in arts and sciences, re-
spectively, makes the distinction between both domains more obvious. Artists
create “deliberate noise”; the best masterpieces of literature, music, modern fine
art etc. are those where a clear idea, traditionally related to such concepts as love,
is presented under a skilful veil of “deliberate noise”. On the contrary, scientists
fight against noise; a scientific discovery is a law of nature extracted from a noisy
medium and refined.

Noise in sciences is an unwanted signal generated by processes of nature or
by human intelligence. Mathematically, this useless noise is modelled by a random
process. Noisy signal, on the other hand, is also modelled by a random process.
To distinguish them, the first one is referred to as a noise process or, briefly, a
noise. One outstanding result, mathematically proved and stated in the central
limit theorem, is that a noise process that is the total of the effects of a large
number of independent contributing factors is approximately Gaussian in its be-
havior. Therefore, throughout this book we assume that the noise processes under
discussion are Gaussian. The meaning of this statement will be most clear by our
exposition.

From the physical point of view, two noise processes are independent if they
are generated by distinct independent sources. Noise processes coming essentially
from the same source are dependent. How can dependent noise processes be ex-
posed mathematically? One of the ways is to consider noise processes without any



Xvi Preface

restriction on the relation between them. This general framework includes the case
of independent noise processes as well, and so it is reasonable to refer to such noise
processes as arbitrarily dependent. Other ways of analysis are to set specific rela-
tions between them. One such particular framework, concerning correlated white
noise processes, is very popular in the existing literature.

A noise process is white if there is no correlation between its values at different
times. A white noise is purely a mathematical concept, as its paths are functions
in a generalized sense. Noise in a practical system is at best nearly white and
may be far from being white. To improve a noise model, a solution of a linear
stochastic differential equation disturbed by a white noise is used and is called a
colored noise. Colored noises having the same white noise as a source are evidently
dependent, providing another particular specific relation for exposing dependent
noise processes.

More complicated dependent noise processes can be exposed if one of two
correlated white noises is shifted in time. We regard such noises as shifted white
noises. Here are some illustrations of processes that can form shifted noises.

Mapping the ocean floor. Getting a correct map of the ocean floor is important
for installation of fixed mobile drilling platforms, locating pipelines in the ocean
etc. This job is assisted by a device called a sonar. A sound signal radiates into
the water through the sonar transducer that normally is mounted near the keel
of a surface ship. Echoes are reflected from the ocean bottom to the sonar, which
detects them and determines water depth. However, the ocean waves affect the
calculated water depth. If ¢ is the difference of the detecting and radiating times
of the sound signal and y is the actual water depth (corresponding to the ocean
level), then the water depth is

z=y+w'(t)
at the detecting time moment ¢ of the sound signal and it is
z=y+w'(t—e¢)

at the radiating time moment ¢ — ¢ of the same signal. Here w’(t) is the displace-
ment in a surface wave at the time ¢ and can be characterized as the sum of
wind-generated waves at previous times over a large area in conjunction with the
Earth’s gravity. Considering w’ as a white noise, we see that z and z are random
perturbations of y by shifted white noises.

Space navigation and guidance. In the previous illustration, € is negligible.
For instance, if a sound propagates in water at a speed of about 1500 m/s, for an
ordinary water depth of 750 m, one can calculate € = 1 s. The change

w'(t) —w'(t —¢)

of the ocean-wave height for the time of 1 s is much smaller than the depth of
750 m. But, the previous illustration exposes well a mechanism that forms shifted
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white noises. Should the ocean bottom be replaced with a spacecraft, a sonar with
a ground radar, a sound signal with an electromagnetic signal and a white noise
caused by ocean waves with a white noise caused by atmospheric propagation,
then the corresponding value of € would be significant. It is nearly constant for
Earth orbiting satellites and time dependent for space probes having interplanetary
missions.

To understand the nature of the shift arising in space navigation, fix some
time moment ¢t and let € be the time needed for electromagnetic signals to run the
distance from the ground radar to the spacecraft and then to turn back. Assume
that the control action u changes the position = of the spacecraft in accordance
with the linear equation

2’ = Ax + Bu

if noise effects and the distance to the spacecraft are neglected. Then at the time
t the ground radar detects the signal

2(t) = x(t —€/2) + w'(t)

consisting of the useful information z(t — ¢/2) about the position of the spacecraft
at t — /2, corrupted by white noise w’(t) caused by atmospheric propagation.
Furthermore, the position of the spacecraft at ¢t — /2 is changed by the control
action u(t — €) that is sent by the ground radar at the time moment ¢ — ¢. This
control passing through the atmosphere is corrupted by the noise w’(t —¢). Hence,
the equation for the position of the spacecraft must be written as

z'(t —e/2) = Ax(t — €/2) + Bu(t —e) + w'(t — €)).

Substituting
z(t) ==zt —e/2) and a(t) = u(t — ),

we obtain the partially observable system

{ T'(t) = AZ(t) + Ba(t) + Bw'(t — ¢),
z(t) = 2(t) + w'(t),

disturbed by shifted white noises with the state noise delaying the observation
noise.

Here ¢ is a function of time ¢ in general. Since Earth orbiting satellites have
nearly constant distance from the Earth, it is reasonable to take € as a constant
for them. But for space probes flying away from the Earth € = ¢t with 0 < ¢ < 1,
since their distance from the Earth increases with nearly constant rate of change.
One can deduce that for space probes flying toward the Earth, € = a — ct, where
a>0and 0 <c<1sothata—ct>0.

The way of forming shifted white noises suggests another interesting relation
that, in particular, leads to the important concept of wide band noise. Indeed,
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consider a distributed shift (instead of pointwise) of a white noise, i.e., define the
random process

t

o(t) :/ ®(6 — t)w'(t) dt, (1)

max(0,t—¢)
where € > 0, ® is a deterministic function that will be labelled a relaxing function,
and w’ is a white noise. Then the resulting noise process ¢ becomes wide band.
Fleming and Rishel [48], p. 126, express their views of these noise processes as
follows:

“Wide band noise. Suppose that some physical process, if unaffected by ran-
dom disturbances, can be described by a (vector) ordinary differential equation
d¢ = b(t,&(t))dt. If, however, such disturbances enter the system in an additive
way, then one might take as a model

d& = b(t,£(1))dt + o(t)dt, (2)

where ¢ is some stationary process with mean 0 and known autocovariance matrix
R(r):
Rij(r) = E(pi(t)pijt +71), 4,5 =1,..., n.

If R(r) is nearly 0 except in a small interval near r = 0, then ¢ is called wide
band noise. White noise corresponds to the ideal case when R;; is a constant a;;
times a Dirac delta function. Then ¢(¢)dt is replaced by cw'(t)dt, where o is a
constant matrix such that oo* = a, a = (a;5). (Here * is the transpose of ¢ and
w’ is a white noise.) The corresponding diffusion is then an approximation to the
solution to (2).”

Additionally, note that in many fields such replacement of wide band noise
by white noise gives rise to tangible distortions. Therefore, it is very important to
develop the methods of control and estimation for wide band noise driven systems.
Evidently, two wide band noise processes in the form (1) having the same source
white noise w’ are dependent.

For a long time the author together with his colleagues has been working on
partially observable systems under dependent noises. The history of this research
begins in 1976 when J. E. Allahverdiev, after his visit to the Control Theory Centre
at the University of Warwick, initiated the study in the field of stochastic control
at the Institute of Cybernetics of the Azerbaijan Academy of Sciences (Baku).
By that time, research in the mathematical community of Baku on mathemat-
ical problems of optimal control, though of deterministic nature, was prompted
by Pontryagin’s maximum principle. At the Baku State University such research
had been initiated earlier by K. T. Ahmedov. Another strong research group was
in the Institute of Cybernetics (Baku), mainly concentrated in Lab. no. 1 of the
institute led by J. E. Allahverdiev. The author of this book as a young Ph.D.
student was the first to be involved in the study of stochastic control problems.
Soon a small research group in Lab. no. 1 was organized also including R. R. Ha-
jivev, N. I. Mahmudov and, later, L. R. Mishne and others. A significant event
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for this group of researchers was the International Conference IFIP on Stochastic
Differential Systems held in Baku in 1984 by the initiation of A. V. Balakrish-
nan and J. E. Allahverdiev. After this conference, research on stochastic control
in the Institute of Cybernetics became part of the global research on estimation
and control of stochastic processes in the former USSR. The founder of the emi-
nent school of Probability and Mathematical Statistics in the USSR was the late
A. N. Kolmogorov. His disciples have been successfully continuing the traditions
of this school. In particular, research on stochastic processes in connection with
control and estimation are coordinated through the seminar “Statistics and Con-
trol of Stochastic Processes” organized by A. N. Shiryaev (Steklov Mathematical
Institute, Moscow) in collaboration with N. V. Krylov and R. S. Liptser and the
seminar “Theory of Random Processes” organized by A. V. Skorohod (Institute of
Mathematics of the Ukrainian Academy of Sciences, Kiev). Many other research
groups in Vilnius, Tbilisi, Tashkent, Baku etc. were involved in this global research.
Conferences, workshops, seminars, and professional contacts undoubtedly played
a significant role in consolidating the research group in Baku. After 1990, many
researchers involved in this global research went to different institutions around
the world. In particular, the author of this book has since 1992 been working and
continuing related research at the Eastern Mediterranean University, Famagusta.

This book is intended to discuss in a systematic way some results on partially
observable systems under dependent noises. The discussion is given for infinite
dimensional systems, since some of the noise processes used in the book are easily
described if the state space is enlarged up to infinite dimension. This is very similar
to differential delay equations. Hence, it becomes convenient to take underlying
systems to be infinite dimensional. The main objective in the book is to establish
the specific features following dependent noises. Best of all this can be done within
the linear quadratic framework and for continuous and finite time horizon. Hence,
the systems under consideration are linear, the functionals are quadratic, time is
continuous running in a finite horizon. We are concerned with four basic problems
of systems theory, namely,

(a) optimal control,
(b) estimation,

(c) duality and

(d) controllability

for which valuable progress has already been achieved.

Dealing with control and estimation problems in infinite dimensional spaces
requires using concepts from functional analysis. In order to make this book self-
contained, we discuss these concepts in the first three chapters. The related back-
ground can be found in more detail in multiple sources. Therefore, we often avoid
complete explanations and keep our discussion at a level that is adequate to read
the other chapters. Though separable Hilbert spaces are used as underlying in this
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book, the spaces over them, such as spaces of bounded linear operators, spaces of
continuous functions etc., are not Hilbert spaces. Therefore, sometimes we have to
be more general than it may appear considering the concepts of functional analysis
in Banach and, occasionally, in metric spaces.

Chapter 1 includes concepts such as sets, functions, abstract spaces, linear
operators and different kinds of convergence. The reader can use any textbook on
functional analysis to study this chapter in greater detail.

In Chapter 2 we consider the concepts of continuity, differentiability, mea-
surability and integrability for functions with values in infinite dimensional spaces
and complete it with two basic classes of linear operators on functional spaces,
with integral and differential operators. For more detail, the recommended books
are Hille and Phillips [54], Dunford and Schwartz [45], Warga [89], Yosida [94],
Kato [63], Balakrishnan [4] etc.

In Chapter 3 we discuss two basic classes of evolution operators, namely,
semigroups of bounded linear operators, and mild evolution operators, and re-
lated transformations. Theory of semigroups is presented in a number of books
including Balakrishnan [4], Bensoussan et al. [31], Curtain and Pritchard [40] etc.
The concept of mild evolution operator was introduced in Curtain and Pritchard
[39]. In this chapter, Riccati equations in operator form are studied as well.

Chapter 4 starts with Hilbert space-valued random variables and processes.
For details, we recommend the books of Curtain and Prichard {40], Metivier [77]
and Rozovskii [84]. A recommended book on Gaussian systems is Shiryaev [86].
Then in Section 4.2 we discuss Brownian motion and derive stochastic differential
equations. The recommended books are Davis [43], Hida [53] and Gihman and
Skorohod {50].

Section 4.3 deals with the stochastic integrals with respect to Hilbert space-
valued square integrable martingales. There are a number of sources on stochastic
integration (see, for example, Liptser and Shiryaev [70, 72], Gihman and Skorohod
[50, 51], Kallianpur [59], Elliot [46]). We follow Metivier [77] with some supple-
ments from Rozovskii [84]. The set A(0,T; X, Z) is introduced in Metivier [77].
To make it a Hilbert space, we consider its quotient set. Perhaps, the results of
this section might be found too general for the purposes of control and estimation
theory. Our aim in this section is to present a general formulation and a complete
proof of the stochastic analogue of Fubini’s theorem, which is useful in dealing
with stochastic control and estimation problems as well as in other applications
of stochastic calculus. The reader may prefer to omit this section without any
loss and assume that all stochastic integrals used in this book are integrals of
nonrandom functions.

In Section 4.4 we discuss the solution concepts for linear stochastic differential
equations and introduce linear stochastic evolution systems and partially observ-
able linear systems, the second of them being the main object of study in this book.
There are a number of sources on stochastic differential equations, for example,
Liptser and Shiryaev [70, 72|, Gihman and Skorohod [51], Ikeda and Watanabe
[568] etc. In infinite dimensional spaces this subject is studied in Rozovskii [84],
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Da Prato and Zabczyk [42] for nonlinear and in Curtain and Pritchard [40] for
linear cases. In Section 4.5 we follow Curtain and Pritchard [40] and use Shiryaev
[86] to present basic estimation in Hilbert spaces. Finally, Chapter 4 is completed
in Section 4.6 with a discussion of white, colored and wide band noise processes.
There are different approaches to the concept of wide band noise. For example,
Kushner [69] uses an approximative approach. The integral representation of wide
band noise, used in this section, is introduced in Bashirov [9].

Chapters 5-10 deal with optimal control and estimation problems. There are
a lot of sources about these problems, especially, in linear quadratic case. Two
approaches to optimal control problems are basic. One of them concerns necessary
conditions of optimality and it is called Pontryagin’s maximum principle {82]. The
other one, giving sufficient conditions of optimality, is Bellman’s dynamic pro-
gramming [28]. We recommend the books by Krylov [66], Fleming and Rishel [48],
Fleming and Soner [49] for a discussion of the dynamic programming approach to
stochastic control problems. The recent book by Yong and Zhou [93] discusses the
maximum principle for stochastic systems in general form, which essentially differs
from Pontryagin’s maximum principle, that covers both controlled drift and con-
trolled diffusion. Also, a comparison of these two basic approaches, many other
issues as well, are considered in [93]. This seems to be an appropriate place to
note that the general stochastic maximum principle was obtained independently
by Mahmudov [73] and Peng [81]. The international control community has tra-
ditionally referred only to the paper [81] that was published in 1990 based on
results obtained in 1988 (see comments in {93]). Due note is taken here that the
work {73] was reported in 1987 in the workshop “Statistics and Control of Ran-
dom Processes”, organized by Steklov Mathematical Institute (Moscow), Institute
of Mathematics (Kiev) and Institute of Mathematics and Cybernetics (Vilnius)
held in Preila and it was published in Russian in 1989.

For linear quadratic optimal control problems under partial observations,
both these approaches lead to the same result, called the separation principle. In
the continuous time case the separation principle was first stated and studied by
Wonham [92]. This result in Hilbert spaces was considered in a number of works,
for example, Bensoussan and Viot [33], Curtain and Ichikawa [38] etc.

The first estimation problems were studied independently by Kolmogorov {64]
and Wiener [91] who used the spectral expansion of stationary random processes.
A significant stage in the development of estimation theory was the famous works
of Kalman [61] and Kalman and Bucy [62]. For complete discussion of estimation
problems see Liptser and Shiryaev [71, 72|, Kallianpur [59], Elliot [46] etc. In
infinite dimensional spaces linear estimation problems are studied in Curtain [37]
(see also Curtain and Pritchard [40]). In Chapters 5-9 our principal aim consists
of discussing optimal control and estimation problems when noise processes of the
state (or signal) and observation systems are dependent.

In Chapter 5 the separation principle, which is essential to studying linear
quadratic optimal control problems under partial observations, is extended to ar-
bitrarily dependent noise processes. We make a distinction between the two forms
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of the separation principle and consider the separation principle that holds for
independent noise processes to be classical. It is found that this form remains
valid for dependent noise processes as well, while the past of observations and
the future of the state noise are independent. Otherwise, the separation principle
changes its form with appearance of some additional terms in a representation
of the optimal control. This form of the separation principle is considered to be
extended. In this chapter we also discuss some consequences from the extended
separation principle, including its generalization to a game problem, construction
of a minimizing sequence, the existence of an optimal control, and presentation
of a linear regulator problem. In Section 5.1 we use the ideas from Bensoussan
and Viot [33] and Curtain and Ichikawa [38] in setting a linear quadratic optimal
control problem under partial observations. Extension of the separation principle
to noise processes, acting dependently on state and observations, is studied in
Bashirov [7], which we follow up in Section 5.2. Section 5.3 is written on the basis
of Bashirov [14]. The idea of minimizing sequence considered in Section 5.4 comes
from Bensoussan and Viot [33]. In infinite dimensional spaces the linear regulator
problem has been studied in a number of works (see, for example, Curtain and
Prichard [39]). In Section 5.5 this problem is considered as a degenerate case of
the separation principle. Generally, the results on existence of optimal control are
based on weak convergence and weak compactness. In the linear quadratic case it
is possible to reduce the existence of optimal control to a certain linear filtering
problem when the observations are incomplete. This fact is proved in Section 5.6.

Chapters 6-10 present estimation and control results for partially observable
linear systems under specific dependent noises. We use three different methods to
investigate the problems in these chapters.

The first method is traditional; it is based on the duality principle and the
separation principle. In Chapter 6 this method is used to derive optimal estimators
and optimal controls for systems under correlated white noises. We also employ
this method in Chapter 9 to get the control and filtering results under shifted
white noises when the state or signal noise is a delay of the observation noise.
While in Chapter 6 we use the separation principle in its classic form, the control
results of Chapter 9 are obtained through the extended separation principle.

The second method simplifies hard calculations that are involved in the first
method; this method is based on the reduction of the originally given system to
a system disturbed by correlated white noises. This method is well applicable to
systems under colored noises. This is demonstrated in Chapter 7. We employ this
method in Chapter 8 as well to study the control and estimation problems un-
der wide band noises. Though the results, concerning colored noises, are familiar
(see Bucy and Joseph [35]), those which concern wide band noises are recent. We
derive a complete set of formulae for the respective optimal control and for the
respective optimal estimators when the noise processes of the underlying system
are wide band. This set of formulae includes the stochastic partial differential
equations for the respective optimal filter and, hence, offers a challenge for appli-
cations of stochastic partial differential equations, which are being studied inten-
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sively nowadays. Also, the respective Riccati equation is derived as a system of
equations including first order partial differential equations. We find the results of
this chapter most useful in engineering and hope to see a realization of them in
applications.

The reduction method successfully used in Chapters 7 and 8 is not effec-
tive for systems with shifted white noises since it leads to stochastic differential
equations with a boundary noise. Therefore, we develop the third method which
is based on convergence. This method is used in Chapter 10 for both the state
(signal) noise delaying and anticipating the observation noise. Starting from the
fact that a white noise is the limit case of wide band noises, we approximate a
shifted white noise driven linear system by wide band noise driven linear systems.
Taking the limit in the respective control and filtering results for wide band noise
driven systems from Chapter 8, we derive the equations for the optimal control
and optimal filter for shifted white noise driven systems. This set of equations
includes stochastic partial differential equations as well and, moreover, the bound-
ary conditions for them are again stochastic differential equations offering another
challenge for applications of stochastic partial differential equations. The results
of this chapter are most recent and they are not proved precisely. An interesting
feature of this chapter is a derivation of equations for optimal filters and opti-
mal controls for navigation of spacecraft (both Earth orbiting satellites and space
probes) which can have interesting implications for engineering.

An expert in systems theory can observe that both the wide band noise
and shifted white noise processes are two kinds of colored noise, when the lin-
ear equation transforming the input white noise is a differential delay equation
with distributed or pointwise delays, respectively. Formally, a white noise can also
be considered as a colored noise since it is an identical transformation of itself.
Thus all basic noise processes are colored with specific linear transformations. This
can be considered as a way to classify and specify different kinds of noise. Nev-
ertheless, having a colored noise as a general noise model does not decrease the
importance of specific wide band and shifted white noises. For a comparison recall
that probability theory was also discovered as a particular case of measure theory,
by Kolmogorov [65] in a monograph published in 1933.

In Chapter 11 we discuss the duality principle. This is a remarkable relation
between the control and estimation problems. This relation was discovered by
Kalman [60] between the linear regulator and linear filtering problems and stated
as the principle of duality. We extend this duality to linear stochastic optimal
control and estimation problems in which connection these interesting relations
have been discovered:

e If the classical separation principle is valid for a stochastic control problem,
then it is dual to a filtering problem.

o If the extended separation principle is valid for a stochastic control problem,
then it is dual to a smoothing problem.
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e For control problems, the role of an innovation process plays a certain ran-
dom process. The major role of this process is to transform the original
control problem to a new one for which the classical separation principle
holds.

e In fact the reduction method mentioned above (in connection to Chapters
7 and 8) implicitly uses the dual analogue of the innovation process. This
is the main reason that the optimal control results of Chapters 7 and 8 are
obtained without any reference to the extended separation principle.

In this chapter we follow Bashirov [7].

Chapter 12 deals with controllability concepts. Theory of controllability orig-
inates from the famous work of Kalman [61] and was well-discussed for determinis-
tic systems in a number of books, see Balakrishnan [4], Curtain and Pritchard [40],
Bensoussan et al. [32], Zabczyk [95] etc. The significant achievements in control-
lability theory for deterministic linear systems are Kalman’s rank condition, the
complete controllability condition and the approximate controllability condition.
Afterwards the resolvent conditions for complete and approximate controllability
were discovered in Bashirov and Mahmudov [23]. Both the concepts of complete
and approximate controllability lose sense for stochastic systems since now a ter-
minal value is a random variable. The two different interconnections of controlla-
bility and randomness define the two principally different methods of extending
the controllability concepts to stochastic systems. In the first method the state
space in the definition of controllability concepts is replaced by a suitable space of
random variables, for example, the space of square integrable random variables.
Thus, attaining random variables, even those with large entropy, is necessary to be
controllable in this sense. This direction is employed by Mahmudov [74, 75]. The
second method is more practical: it assumes attaining only those random variables
that have small entropy, excluding the needless random variables with large en-
tropy. In this chapter we follow the second method and use the works of the author
and his colleagues [20, 21, 22, 23, 12, 24]. We prove the resolvent conditions for
the complete and approximate controllability of deterministic linear systems and
then apply them to study the concepts of controllability for partially observable
linear systems. We define two main concepts of controllability for partially observ-
able linear systems. The concept of S-controllability is defined as a property of a
system to attain an arbitrarily small neighborhood of each point in the state space
with probability arbitrarily near to 1. Also, the concept of C-controllability is de-
fined as S-controllability fortified with some uniformity. We show that a partially
observable linear system is C-controllable (respectively, S-controllable) for every
time moment if and only if the respective deterministic linear system is completely
(approximately) controllable for every time moment.

We mentioned that this book discusses only four problems of systems theory:
optimal control, estimation, duality and controllability for partially observable
linear systems under dependent noises. Many other problems in conjunction with
dependent noises issue are still open. Let us mention some of them:



Preface XXV

e Stability of the optimal filters derived for wide band and shifted white noise
driven linear systems.

e Infinite time horizon issue in case of dependent noises.

e Random coefficients and dependent noises.

Nonlinear filtering under wide band and shifted white noises.

Nonlinear control under dependent noises.

o Necessary and sufficient conditions for S- and C-controllability of wide band
and shifted white noise driven systems.

e The other interesting problem concerning modelling wide band noise pro-
cesses in the integral form on the basis of autocovariance functions is de-
scribed in Section 8.4.

Summarizing, we define the target readers of this book to be both applied
mathematicians and theoretically oriented engineers who are designing new tech-
nology, as well as students of the related branches. Especially, the complete sets
of equations for the optimal controls and for the optimal filters under wide band
noises and shifted white noises and their possible application to navigation of
spacecraft can have interesting implications for engineering. The book may be
used as a reference manual in the part of functional analysis that is needed for
problems of infinite dimensional linear systems theory.

Finally, the bibliography given at the end of the book is by no means com-
plete. It reflects mathematical sources on the subject, and mainly those which
have been used by the author. The index of notation may also be found at the end
of the book. One major remark about notation is that the symbol f; is preferred
for the value of the function f at t instead of f(t). This simplifies line breaks in
long formulae.

I am indebted to the Institute of Cybernetics of the Azerbaijan Academy
of Sciences (Baku), especially, the members of Lab. no. 1 and its head J. E. Al-
lahverdiev, the Steklov Mathematical Institute (Moscow), especially, the organizer
of the seminar “Statistics and Control of Stochastic Processes” A. N. Shiryaev
and active members R. S. Liptser and A. A. Novikov, the Institute of Mathe-
matics of the Ukrainian Academy of Sciences (Kiev), especially, the organizer of
the seminar “Theory of Random Processes” A. V. Skorohod and active members
Yu. L. Daletskii and A. I. Ponomarenko, the Kiev State University, especially,
A. A. Anisimov and A. G. Nakonechniy, the Institute of Mathematics and Me-
chanics of the Ukrainian Academy of Sciences (Donetsk), especially, I. I. Gihman,
the Department of Mathematics of the Eastern Mediterranean University (Fam-
agusta), especially, Zeka Mazhar who supported and encouraged me during my
research. Thanks to Tugrul Taner for numerous suggestions for improving the
manuscript. I also appreciate my younger colleague N. I. Mahmudov with whom
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who properly evaluated the manuscript and the editors, reviewers and other staft
taking part in publishing this book. My special thanks go to two ladies, Guneg
and Aynur, for their patience throughout my work on the book.

A. E. Bashirov
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May — June, 2002



Chapter 1

Basic Elements of
Functional Analysis

This chapter includes the basic elements of functional analysis which are needed
in discussing partially observable linear systems in separable Hilbert spaces.

1.1 Sets and Functions

The basic objects of mathematics such as sets and functions as well as some
common notation are introduced in this section.

1.1.1 Sets and Quotient Sets

The concept of set is a primitive concept of mathematics and, therefore, taken as
undefined. The words class, system, collection and family are used synonymously
with set. Each set, except the empty set &, consists of its elements. The member-
ship of the element z in the set A is indicated by x € A or A 3 z. In this case we
say that x belongs to A. If z is not an element of A, then we write z ¢ A. The
expression {z : R(x)} denotes the set of all z for which the statement R involving
x is true. Given two sets A and B, A is called a subset (or, synonymously, subclass,
subsystem etc.) of B if each element of A is an element of Bj; this is indicated by
A C B or B D A. In this case we also say that A is included in B or B contains
A. Two sets A and B are said to be equal if A C B and B C A; this is indicated
by A = B. Two sets are said to be disjoint if they have no elements in common.
The union of a family of sets is the set of all elements belonging to at least
one of these sets. The intersection of a family of sets is the set of all common
elements of these sets. The symbols AU B and AN B are used for the union and
for the intersection of the sets A and B, respectively. It is convenient to use the
symbols | J, As and (), Aa, respectively, for the union and for the intersection of
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the family {A,} of sets. The difference of the sets A and B is the set
A\B={z:xz€ A, z ¢ B}.

If B C A, then A\ B is called the complement of B in A.

Sometimes, we use the universal and existential quantifiers ¥V and 3 instead
of for all and exists, respectively. Similarly, the implication = and the logical
equivalence < replace follows and if and only if, respectively.

A binary relation ~ between the elements of a set A is called an equivalence
relation if for all z,y,z € A,

(a) = ~ z (reflexivity);
(b) z~y = y~ x (symmetry);
(c) x~y, y~z = x~ z (transitivity).

An equivalence relation on a set A splits A into mutually disjoint equivalence
classes of equivalent elements. The collection of all these equivalence classes is
called a quotient set of A. Generally, the same notation is used for a set and for
its quotient set, and & € A represents both the element x of the set A and the
equivalence class of the quotient set A containing the element z.

1.1.2 Systems of Numbers and Cardinality

We suppose that the reader is familiar with the basic systems of numbers. Briefly
recall that the system of counting numbers (or positive integers) is

N={1,2,3,...},

in which the ordinary order and the ordinary algebraic operations of addition
and multiplication are defined. Using the system N, one can define the system of
rational numbers

Q={0,n/m,—-n/m:n,m € N}

and extend the ordinary order and the ordinary algebraic operations to all rational
numbers. Q is an ordered field, but it does not satisfy the least upper bound
property. To improve Q, the system of real numbers R is defined as the completion
of @. R is a unique ordered field having the least upper bound property and
containing Q as its subfield. The numbers in R \ Q are called irrational numbers.
A disadvantage of R is the nonexistence in R of square roots of negative numbers.
For this, R is extended up to the system of complex numbers C which is a field
containing R as its subfield. While any complex number has a square root in C,
C is not an ordered field and, hence, the least upper bound property does not
make sense in C. Often R is called the real line as well. An extensive discussion of
number systems can be found in Rudin [85].
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Often, we will use the symbols ¢ = 1,2,... and ¢ = 1,...,n to show that
i varies in N and in {1,2,...,n}, respectively. The least upper bound and the
greatest lower bound of a bounded set A C R will be denoted by sup A and inf A,
respectively. If sup A (inf A) is an element of A, then max A = sup A (min A =
inf A). The symbol |a| will denote the absolute value of a € R. For the open, closed
and half-closed intervals in R, we will use the notation

(a,b) ={teR:a<t<b}, (a,00) ={teR:a<t<o0},
[a,b] ={teR:a<t<b}, [a,00) ={teR:a<t<oo},
[a,b) ={teR:a <t <b}, (—o0,b)={teR:—00<t<b},
(a,b) ={teR:a<t<b}, (—o00,b ={teR:—00<t<b},

where —00 < a < b < oo and oo is a notation for infinity. Also, for T > 0, we
denote T = [0, 7] and

Ar ={(t,8):0<s<t<T}.

If the number of elements in a set is finite, then this set is said to be finite.
Otherwise, it is said to be infinite. Note that the intervals (a,b), [a,b], [a,b) and
(a, b], as defined above for —oo < @ < b < 00, are also called finite intervals while
they are infinite sets. Among infinite sets those are simplest which have a one-
one onto correspondence with N. These sets are said to be countable. A finite or
countable set is said to be at most countable. If a set is not at most countable,
then it is said to be uncountable. Q is a countable set, but R and any of intervals
(a,b), [a,b], [a,b) and (a,b] in R for a < b are uncountable sets.

Generally, two sets are said to have the same cardinality if there exists a
one-one onto correspondence between them. One can mark the sets of the same
cardinality by a symbol and call it the cardinal number of these sets. The cardinal
number of a finite set is the number of elements in this set. A countable set has
the cardinality of N which is called the countable cardinality.

1.1.3 Systems of Sets

Infinite (especially, uncountable) sets have too many subsets. It becomes necessary
to single out these subsets in systems with some useful properties.

A system ¥ of subsets of a nonempty set S is called a o-algebra (with the
unit S) if

(a) Se%;

(by AcL = S\AeX;

(¢) A1, A,...€ 2 = U, A, €X.
The equalities

A\B=(S\B)\(S\A), [A.=5\[J(S\4n)
n=1
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show that any o-algebra is closed under set differences and under countable inter-
sections.

Given a o-algebra ¥ with a unit S, each o-algebra ¥’ with the unit S and such
that X' C X is called a sub-o-algebra of X. It is easy to prove that the intersection
of any family of o-algebras is again a o-algebra. Therefore, the following useful
concept can be introduced: given a system ¥ of sets, the intersection of all o-
algebras containing ¥ is called the smallest o-algebra generated by Y and it is
denoted by o(X%).

A weaker concept than o-algebra is semialgebra. A system ¥ of subsets of a
nonempty set S is called a semialgebra if

(a) SeX;
(b) A, BeX = ANBeY;

(¢) A € X implies that there are sets A;,..., A; € X, where k € N, such that
A, NAn,=2forn#mand S\ A=JF_ A,

In particular, each o-algebra is a semialgebra, but not conversely.

1.1.4 Functions and Sequences

Given two sets X and Y, a function from X to Y is a rule f that assigns to
each element of X a unique element of Y. The words transformation, mapping,
correspondence are used synonymously with function. A function from X to Y is
denoted in the forms f, f(:), f: X = Y or f,, x € X. By f(x) or f, we denote
the value of the function f at x. The sets X and {f, : z € X} are called the
domain and the range of the function f: X — Y and they are denoted by D(f)
and R(f), respectively. For A C X and B C Y, the sets

f(A)={fe:rcAyand f ' (B)={reX:f, €B}

are called the image of A and the inverse image of B under f : X — Y, respec-
tively. Obviously, f(X) C Y and f~}(Y) = X. A function f with R(f) C R is
called a real-valued function or a functional.

Given f : X - Y and g 1 Y — Z, the function h : X — Z, defined by
h(z) = g(f(z)), ¢ € X, is called the composition of g and f and it is denoted
by g o f. The characteristic function of the set A is the function, denoted by x 4,
which satisfies xa(z) =1if x € A and xa(z) =0 if x € A. The restriction of the
function f : X — Y to the set A C X is denoted by f|a.

A function f: X — Y is said to be one-one if for all 21,22 € X, f(z1) =
f(z2) implies x1 = x2. It is said to be onto if R(f) = Y. For a one-one onto function
f:X — Y, it is possible to define a unique one-one onto function f~1: YV — X
satisfying f_l(f(ac)) =z for all x € X and f(f‘l(y)) =y for all y € Y. This
function is said to be the inverse of f. Obviously, (go f)~! = f~log™'if f~1 and

1

g~ ! exist and the composition g o f is defined. Also, (f~!)~' = f.
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1.2. Abstract Spaces

One general property of functions is the following: if X and Y are nonempty
sets and X is a g-algebra with the unit Y, then the system {f‘l(A) A€ Z} is a
o-algebra with the unit X. Moreover, if ¥ is the smallest o-algebra generated by
a system Yo of sets, then {f~!(A) : A € £} is the smallest o-algebra generated
by the system {f~'(A4): A € ¥o}.

A sequence is a function which has a countable domain. Sequences are de-
noted in the form {z,} where it is supposed that n varies in a countable set. This
notation will be used for functions with a finite domain as well, it being clear from
the context what is meant.

1.2 Abstract Spaces

An abstract space is a nonempty set endowed with a certain structure. The useful
structures are linear and metric structures which lead to linear and metric spaces,
respectively. Banach, Hilbert and Euclidean spaces are endowed with both these
structures. Other abstract spaces considered in this section are measurable and
measure spaces. They are based on the concept of subset.

1.2.1 Linear Spaces

A nonempty set X is called a linear space (or vector space) over R if the algebraic
operations of addition and multiplication with real numbers on the elements of X,
denoted by = + y and ax for z,y € X and for a € R, respectively, are defined such
that the following axioms hold:

(a) Vz,y € X and Va € R, z +y € X and az € X (closedness);

(b) Vz,y € X, z+y =y + x (commutativity);

(c) Vz,y,2 € X, (x+1y)+2z =1z + (y + z) (associativity);

(d) 30 € X such that Vz € X, z + 0 = z (existence of zero);

(e) Vz € X, I(—x) € X such that x + (—z) = 0 (existence of negative);
(f) Vz,y € X and Va € R, a(z + y) = ax + ay (distributivity);

(g) Vz € X and Va,b € R, (a + b)z = ax + bz (distributivity);

(h) Yz € X and Va,b € R, a(bx) = (ab)x (associativity);

(i) Vz € X, lz =z (property of unit).

Note that in functional analysis, linear spaces over any other field, say, over the
field of complex numbers C are being considered too. The definition of these spaces
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differs from the above mentioned definition only by replacing R by the correspond-
ing field. Since we will consider only the linear spaces over R, they will briefly be
called linear spaces. An element of a linear space is often called a vector.

A vector aizy + -+ + apTn, where n € N and a;,...,a, € R, is called a
linear combination of the vectors z1,...,z, in a given linear space. A subset G
of a linear space is said to be linearly independent if the equalities a; = -+ =
an = 0 hold whenever ai;xy + --- + anx,, = 0 for each finite number of vectors
Z1,...,Tn € G. Otherwise, G is said to be linearly dependent. A linear space is said
to be k-dimensional (with either kK = 0 or k € N) if it has k linearly independent
vectors and each collection of its k + 1 vectors is linearly dependent. Obviously,
the zero-dimensional linear space contains only the zero vector. If for each n € N
a linear space contains n linearly independent vectors, then it is said to be infinite
dimensional. The dimension of the linear space X is denoted by dim X.

A subset of a linear space X is called a linear subspace if it is closed under
the algebraic operations defined on X. If G is a subset of a linear space X, then
the set of all linear combinations of vectors in G defines a linear subspace of X.
This subspace is denoted by span G and it is called the linear subspace spanned by
G.

Example 1.1. A simple example of a linear space is the real line R with the algebraic
operations being the ordinary addition and the ordinary multiplication of real
numbers.

Example 1.2. The set of all k-vectors

z
T = ,
Tk
where k € N and zy,...,zx € R, is denoted by R*. This set is a k-dimensional
linear space with the componentwise algebraic operations, i.e.,
1 Y1 T1 -+ T1 ary
=] s el =]
Tk Yk Tk + Yk Tk aTg

Example 1.3. The set of all bounded sequences x = {z,} of real numbers is
denoted by l.,. This set is an infinite dimensional linear space with the termuwise
algebraic operations, i.e.,

{zn} +{yn} = {zn + yn}, o{zn} = {aza}.

1.2.2 Metric Spaces

A nonempty set X is called a metric space if the real number d(z,y), called the
metric between x and y, is assigned to each pair of elements z,y € X such that
the following axioms hold:
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(a) Vz,y € X, d(z,y) > 0 (nonnegativity);

(b) d(z,y) =0 < z =y (nondegeneracy);

(¢) Vz,y € X, d(z,y) = d(y,z) (symmetry);

(d) Vz,y,z € X, d(z,y) < d(z, 2) + d(y, z) (triangle inequality).

An element of a metric space is also called a point.

A sequence {z,} in a metric space X is said to converge to a point x € X
and, the point z is called the limit of {z,}, if d(x,,z) — 0. This convergence is
expressed by writing lim,, .., , = z or , — . In view of the nondegeneracy
axiom, the limit of a convergent sequence is unique. A sequence {z,} in a metric
space is said to be Cauchy if d(z,,z,,) — 0 as n,m — oo. Each convergent
sequence is Cauchy. But, the converse may not be true. A metric space is said to
be complete if each of its Cauchy sequences converges.

Given a subset G of a metric space X, a point z € X is called a limit point
of G if there exists a sequence {z,} in G \ {z} such that z, — z. If G contains
all its limit points, then it is said to be closed. A subset of a metric space X is
said to be open if it is the complement in X of some closed set. The collection of
all open subsets of a metric space X is called the metric topology of X and it is
denoted by 7(X).

The intersection of any family (as well as the union of a finite family) of
closed sets is again a closed set. Similarly, the union of any family (as well as the
intersection of a finite family) of open sets is again an open set. Therefore, with a
given subset G of a metric space, one can associate the closed set, denoted by G,
which is the intersection of all closed sets containing G, and the open set, denoted
by G°, which is the union of all open sets contained in G. The sets G and G° are
called the closure and the interior of G, respectively. G is the smallest closed set
and G° is the largest open set satisfying G° € G C G.

The subsets of a metric space X of the forms {z € X : d(z,z9) < r} and
{r € X : d(z,z0) < r} are called the open and closed balls with radius r > 0
centered at ro € X and they provide simple examples of open and closed subsets
of X, respectively. A subset of a metric space is said to be bounded if it is contained
in some ball.

A subset G of a metric space X is said to be dense in X if G = X. A metric
space is said to be separable if it contains a countable dense subset.

A metric space is said to be compact if each of its infinite subsets has a limit
point. A compact metric space is necessarily complete and separable.

Each nonempty subset G of a metric space X is again a metric space with
respect to the metric of X and it is called a metric subspace of X. If X is complete
and G is closed, then G is a complete metric subspace of X.

Example 1.4. The real line R is a complete and separable metric space with the
metric being the absolute value of the difference of real numbers. But, it is not
compact. A subset of R is compact if and only if it is bounded and closed.
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1.2.3 Banach Spaces

A linear space X is called a normed space if the real number ||z||, called the norm
of z, is assigned to each z € X such that the following axioms hold:

(a) Vo € X, |lz|| > 0 (nonnegativity);

(b) ||z|]l =0 < z =0 (nondegeneracy);

(¢) Vx € X and Va € R, ||az| = |a] ||z| (positive homogeneity);
(d) Vz,y € X, ||lz+y| < ||zl + ||y (triangle inequality).

Each normed space is a metric space with the metric d(x, y) = ||z—y||. Convergence
with respect to this metric is called convergence in norm or strong convergence or
simply convergence. A complete normed space is called a Banach space.
Presence of linear and metric structures in a Banach space X allows one to
consider the sum of countably many vectors z, € X, n =1,2,..., called a series
and denoted by Y>° | z,. A series > oo | x,, is said to converge to a vector z and
the vector z is called the sum of the series Y . | z, if the sequence of partial
sums S = Zfz:l T, converges to x as k — oo. This convergence is expressed by
writing z = Y7 | ,,. A series Y .., T, is said to converge absolutely if the series
o0 . .
Y ney lznll of real numbers is convergent. Obviously, an absolutely convergent
series is convergent.

Example 1.5. The linear space [y (see Example 1.3) is a nonseparable Banach
space with the the norm

{zn i = S‘ip 5]

Example 1.6. Let 1 < p < oo. The set of all sequences {z,} in R satisfying
Yo 1 1znlP < oo is denoted by [,. This set is a separable Banach space with the
termwise algebraic operations (see Example 1.3) and with the norm

e, = ( i; mva)”’”.

For {z.},{yn} € l,, the triangular inequality yields

1/ 1/p

o0 1/p [eS) P 0
(Stontual) = (Slear) 4 (X hml)
n=1 n=1 n=1

which is called the Minkowski inequality for sums.
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1.2.4 Hilbert and Euclidean Spaces

A linear space X is called a scalar product space if the number (z,y), called the
scalar product of x and y, is assigned to each pair of vectors z,y € X such that
the following axioms hold:

(a) Vz € X, (z,z) > 0 (nonnegativity);

(b) (z,z) =0 & 1z =0 (nondegeneracy);

(c) Vz,y € X, (z,y) = (y,2) (symmetry);

(d) Vz,y,z € X, {(z+y,2) = (z,2) + {y, z) (additivity);
(e) Vx € X and Va € R, (az,y) = a(z,y) (homogeneity).

Each scalar product space is a normed space with the norm defined by ||z|| =
(x, x)l/ 2 If a scalar product space is complete with respect to convergence in this
norm, then it is called a Hilbert space.

The scalar products and the norms in all Hilbert and Banach spaces will
be denoted by (-,-) and || - ||, respectively. In ambiguous cases, the subscript will
indicate which scalar product (norm) is meant.

Each linear subspace L of a Hilbert (Banach) space X is a scalar product
(normed) space with respect to the scalar product (norm) of X. The closure of
L in X is a Hilbert (Banach) space which is called a subspace of X. If G is a
nonempty subset of X, then span G is called the subspace spanned by G.

An important concept in Hilbert spaces is the concept of orthogonality. Two
vectors z and y in a Hilbert space X are said to be orthogonal if (x,y) = 0. If H
is a subspace of X, then the set

H' ={z e X :(z,h)=0forall h € H}

is called the orthogonal complement of H in X. H' is a subspace of X and each
x € X can be uniquely represented in the form x = y + z, where y € H and
z € H-. Moreover,

lzl|* = |ly||® + ||2]|* (generalized Pythagorean theorem).

In particular, X+ = {0}, i.e., if (z,h) =0 for all h € X, then x = 0.

A system {eq : @ € A} of nonzero vectors in a Hilbert space X is called an
orthogonal system if (ey,ep) = 0 for all o, 3 € A with a # . It is possible to
show that any orthogonal system is linearly independent. An orthogonal system
{eq : @ € A} is said to be orthonormal if ||es| = 1 for all & € A. An orthogonal
system in a Hilbert space X is said to be complete if the subspace spanned by it
coincides with X. A complete orthonormal system in a Hilbert space X is called
a basis of X. All bases of a given Hilbert space have the same cardinality.
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Theorem 1.7. A Hilbert space is separable if and only if it has an at most countable
basis. If {en} is a basis in a separable Hilbert space X, then for each x € X,

dim X

T = Z (z,en)en (1.1)

n=1
and
dim X
lz* = D (z,en)?. (1.2)
n=1
The right-hand side of (1.1) is called the Fourier series of x € X and (1.2)
the Parseval identity.
If a Hilbert space has a finite dimension & € N, then it is called a k-
dimensional Euclidean space.

Example 1.8. The real line R is a one-dimensional Euclidean space with the scalar
product equaling the product of two real numbers.

Example 1.9. The linear space R* (see Example 1.2) is a k-dimensional Euclidean
space with the scalar product

T "N k
Tk Yk n=l

Example 1.10. The space [y (see Example 1.6) is an infinite dimensional separable
Hilbert space with the scalar product

The more complicated Hilbert and Banach spaces are the operator and func-
tional spaces which will be considered later.

The separable Hilbert spaces are the main spaces we will consider. We de-
note the class of all separable Hilbert spaces by H. Thus, H consists of all finite
dimensional Euclidean spaces as well as all infinite dimensional separable Hilbert
spaces.

1.2.5 Measurable and Borel Spaces

A pair (8,Y), where S is a nonempty set and ¥ is a o-algebra with the unit 5, is
called a measurable space. It is easily seen that 3. = {5, 0} and the system £* of
all subsets of S are the smallest and largest o-algebras of subsets of S, respectively.
The most useful o-algebras are the so-called Borel o-algebras which are related
with a metric (or, more generally, topological) structure in S.
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Let X be a metric space with the metric topology 7(X). The smallest o-
algebra generated by 7(X) is called the Borel o-algebra of subsets of X and it is
denoted by Bx. An element of Bx is called a Borel measurable set. Since each open
set is the complement of some closed set, By is the smallest o-algebra generated
by the system of all closed subsets of X as well. By is also the smallest o-algebra
generated by all open balls in X if X is separable. A measurable space (X, Bx) is
called a Borel space.

Given a function f from a set S to a metric space X, the o-algebra

o(f)={f"Y(B): B € Bx}

is called as the o-algebra generated by f. If {f* : @ € A} is a family of functions
from the same set S to possibly distinct metric spaces, then we set

o(sac ) =o( | o)

a€A

and call it the o-algebra generated by f, a € A.

1.2.6 Measure and Probability Spaces

Given a semialgebra 3, a function v from X to [0,00) is called a (positive and
finite) measure if it is o-additive, i.e., if

(0) - S vta

n=1

whenever

Ay, Ag,... €, AyN Ay =@ forn#m, UAneZ.

n=1

A (positive and finite) measure, defined on a semialgebra Y, can be uniquely
extended to the o-algebra o(X) as a o-additive set function with values in [0, c0).
Note that in measure theory, measures with negative as well as infinite values are
allowed. Since we will consider only positive and finite measures, they will briefly
be called measures.

A triple of objects (5, X, v) is called a measure space if (S,X) is a measurable
space and v is a measure defined on 3. A property R(s) is said to hold v-almost
everywhere on S (briefly, v-a.e. on S), if there exists G € ¥ with v(G) = 0 such
that R(s) holds for all s € S\ G. Sometimes, instead of v-a.e. on S we write v-a.e.
s € S and read this as v-almost each s € S.

Let (S, %, v) be a measure space and denote

Y={AUB:Aex, BcCeZx, v(C)=0}.
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Define the function 7 : & — [0, 00) by
V(AUB)=v(A), AeX, BCcCeX, v(C)=0.

One can show that ¥ is a o-algebra, ¥ is a sub-o-algebra of 3 and ¥ is a measure,
defined on X, which is equal to v on ¥. % is called the Lebesque extension of
¥ with respect to v. The measure v is said to be complete because the Lebesgue
extension of ¥ with respect to U coincides with Y. We use the same notation for
the measures v and U. A measure space (S, %, v) is said to be complete if v is a
complete measure on .

A measure space (S,%,v) is said to be separable if ¥ contains an at most
countable subsystem Y such that for each ¢ > 0 and for each A € X, there is a
set B € ¥ with v((A\ B)U(B\ A)) < e. Note that, if ¥ is the smallest o-algebra
generated by an at most countable semialgebra, then for any measure v, defined
on X, the measure space (S, X, v) is separable.

Let (S,%,v) be a measure space. If Sy is a nonempty set in X, then ¥¢ =
{Be€X:BcCS}isaoc-algebra and vy(B) = v(B), B € %y, is a measure. The
measure vy is called the restriction of the measure v to X¢. Similarly, (So, 2o, v0)
is called a restriction of the measure space (S, %, v).

Example 1.11. Consider a finite and half-closed interval (a,b] C R where a < b.
The collection R, of all sets in the form (e, /3], where a and § are rational
numbers satisfying a < o < 8 < b (the values o = a and 3 = b are admitted even
if a and b are irrational), defines a countable semialgebra of subsets of (a,b]. The
smallest o-algebra generated by R, coincides with By, j. Define the measure £ on
Ra by £((a, B]) = B— . The extension of £ to B, y is called the one-dimensional
Lebesgue measure on (a, b] . The measure space ((a, b], B(4 5, £) is separable because
Ra,b is a countable semialgebra.

In general, a nondecreasing and right-continuous real-valued function f on
[a,b] generates the measure v : B, — [0,00) by v((o, 8]) = fg — fa, where
a < a < 3 <b, which is called the Lebesgue—Stieltjes measure on (a, b] generated
by f. The Lebesgue measure on (a,b], as a particular case of Lebesgue-Stieltjes
measures, is generated by f, = z, a < z < b. The difference h, = fo — g,
a < z < b, of two nondecreasing and right-continuous real-valued functions f and
g is called a function of bounded variation. It has the property

n
supz |hz,y, — hz,| < o0,

where it is assumed that the supremum is taken over all finite partitions
a:x0<---<zn+1:b

of [a,b]. This property means that the graph of a function of bounded variation
has a finite length.
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A measure space (5,%,v) is called a probability space if v(S) = 1. In the
sequel, we suppose that a fixed complete probability space is given and use the
traditional notation (2, F,P) for it. The set  is called a sample space. The
elements of 2 are denoted by w and they are called samples or elementary events.
The elements of F are called events. P is called a probability measure or, briefly,
a probability. For A € F, the number P(A) is the probability of the event A. If
some property holds P-a.e. on {2, then we say that it holds with probability I or,
briefly, w.p.1.

1.2.7 Product of Spaces

Starting from some spaces one can construct other spaces. A product of spaces is
one of these constructions.

The product of the sets X and Y is the collection of all ordered pairs (z,y)
where £ € X and y € Y; it is denoted by X x Y:

XxY={(z,y):z€eX, yeY}.

If both X and Y are endowed with a certain structure, then this structure can be
extended to X x Y. In this case X x Y is called a product of spaces

The product of the linear spaces X and Y is the linear space X x Y with the
algebraic operations

z1 z2 T + X2 T azx
+ = , a = s
Y1 Y2 Y+ Y2 Yy ay
where x,21, 19 € X, y,y1,%2 € Y and a € R. Note that it is more convenient to
represent the elements of a product of linear spaces as columns.
If X and Y are metric spaces with the metrics d; and ds, respectively, then a

metric in X X Y can be defined in various topologically equivalent forms. Among
them we will prefer

d((z1,11), (22,92)) = V/d1(21,22)2 + da(y1,¥2)?,

where z1,29 € X and y1,y € Y. With this metric, X x Y is called the product of
the metric spaces X and Y.

Similarly, if X and Y are Banach spaces, then X X Y is a linear space with
the algebraic operations of the product of the linear spaces X and Y in which a
norm can be defined in various topologically equivalent forms. We will prefer the
norm

]| - v,

where x € X and y € Y. With this norm, X x Y is called the product of the
Banach spaces X and Y.
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The product of the Hilbert spaces X and Y is the Hilbert space X x Y with
the algebraic operations of the product of the linear spaces X and Y and with the

scalar product
X1 T _
<[y1} ) [y2}> = (x1,T2) + (Y1, ¥2),

where 1,22 € X and y;,y2 €Y.

One can observe that there is a consistency between the metric, the norm
and the scalar product as defined above in products of spaces. For example, the
norm in a product of Hilbert spaces, that is

H [ﬂ \ = <[§] , [ED/ = Vo) + ,y) = VIl + oI,

Y
coincides with the norm in the respective product of Banach spaces.
The product of the semialgebras ¥ and I is the semialgebra

ExT'={AxB:A€X, Bel}.

If 3 and I are o-algebras, then ¥ x I is a semialgebra, but may not be a o-algebra.
So, the product of the o-algebras ¥ and I' is defined as the smallest o-algebra
generated by ¥ x I' and it is denoted by X ® T, i.e.,

Y@l'=0c({AxB:Ae€¥, BeT}).

If v and p are measures on the o-algebras 3 and I, respectively, then a measure
v ® p on the semialgebra ¥ x I' is defined by

(r@u)(Ax B)=v(A)u(B), AcX, BeT,

which has a unique extension to ¥ ® I'. The measure v ® p is called the product
of the measures v and p.

The product of the measurable spaces (S,X) and (R,T') is the measurable
space (S x R, @T'). Similarly, the product of the measure spaces (S,X,v) and
(R,T, p) is the measure space (S X R, X2 QT,v ® u).

The product of separable metric (Banach, Hilbert, measure) spaces is again a
separable space. The equality Bx «y = Bx ® By holds for separable metric spaces
X and Y.

Since the products of sets, o-algebras and measures are associative, for the
finite products of more than two sets, o-algebras and measures, respectively, one
can use the notation

XxYx-xZ SI® - @I, v@u®- - ®\

Among products of an infinite family of spaces we single out the linear space
F(S,X) of functions f from the set S to the linear space X with the pointwise
algebraic operations, i.e., for all f,g,€ F(S,X) and for all a € R,

(F +9)(s) = f(s) +9(5), (af)(s) = af(s), s €S5.
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Example 1.12. The k-dimensional Euclidean space R* (see Example 1.9) is the
k-times product of the real line R by itself. Using this fact, a one-dimensional
Lebesgue measure can be generalized in the following way. Let (a,b]? = (a,b] x
(a,b). Since B b2 = B(a,p) ® Biq,p), the measure £® £ on By, p)2 is defined. This
measure is called the two-dimensional Lebesgue measure on (a,b]?. For (a,b]* =
(a,b] % (a,b]*~L, the k-dimensional Lebesque measure on (a,b]* can then be defined
by induction for all £ € N. We will denote all Lebesgue measures by £. The
distinction between them will follow from the context. Since ((a,b], By, £) is a
separable measure space, the same is true for ((a, b]*, B ik, £)-

1.3 Linear Operators

A function operating from a linear space to a linear space is called an operator. In
general, an operator may be defined on some subset of a linear space. An operator
with the range contained in R is called a functional. In this section, linear operators
will be discussed. The value of the linear operator A at z is denoted by Az where
the parentheses are dropped. An operator A is called a linear operator if D(A) is
a linear space and

Vz,y € D(A) and Va,b € R, A(az + by) = a Az + bAy (linearity).

The sum, the product with a real number, the composition and the inverse of linear
operators (if they are defined) are again linear operators. We use the symbol AB
(instead of A o B) for the composition of the linear operators A and B. A linear
operator A can be uniquely decomposed in the form

A o A
a=| 1 (1.3)

Aml to Amn
if it operates from the product of linear spaces X1, ..., X, to the product of linear
spaces Yi,...,Yn. Here A;; is a linear operator from X; to Y;, ¢ = 1,...,m,

j = 1,...,n. Note that the addition, the multiplication by a real number and
the composition of decomposed linear operators obey the corresponding rules for
matrices.

1.3.1 Bounded Operators

Let X and Y be Banach spaces. A linear operator A from D(A) C X to Y is said
to be bounded if

(a) D(A) = X (denseness of domain);
(b) Je > 0 such that Vz € X, ||Az|| < ¢||z|| (boundedness).
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A bounded linear operator A, as defined above, can be uniquely extended to X
preserving the linearity and boundedness properties. For a bounded linear operator
A, the number
Al = sup ||Az]|
llzl|=1

is called the norm of A. The class of all bounded linear operators from X to
Y defines a Banach space with respect to the above mentioned norm and it is
denoted by L(X,Y). The brief notation £(X) = £(X,X) is used as well. Note
that, in general, £(X,Y) is neither a Hilbert space nor separable, even if X, Y € H.

The identity operator on a Banach space X is the operator I defined by
Iz = z, x € X. Irrespective of Banach space, the identity operators will be
denoted by I. The distinction between them will follow from the context. The zero
operator from a Banach space X to a Banach space Y is the operator assigning
zero of Y to each vector of X. The symbol 0 will denote the number zero as well
as zero vectors of all linear spaces including zero operators, it being clear from the
context what is meant.

The composition BA of B € L(Y,Z) and A € £(X,Y), where X, Y and Z
are Banach spaces, belongs to £(X, Z) and |BA|| < ||Bl|||A]|. A linear operator
A from the product of Banach spaces X1, ..., X, to the product of Banach spaces
Y1,...,Y,,, decomposed by (1.3), is bounded if and only if

A € L(X;,Y;), foralli=1,...,m, and forall j =1,...,n.

The wuniform boundedness principle stated in the following theorem is an
important property of bounded linear operators.

Theorem 1.13. Let X, Y be Hilbert spaces and let {A,} be a family of bounded
linear operators from X to Y satisfying sup, |Aaz|] < oo for all x € X. Then
sup,, ||Aa|l < oo.

The space of all bounded linear functionals, defined on a Banach space X,
has a special name and a special notation. It is called the dual space of X and
denoted by X*, i.e., X* = L(X,R).

A Banach space X is said to be naturally embedded into a Banach space Y if
X C Y and there exists a constant ¢ > 0 such that the inequality ||z|ly < c||z|x
holds for all £ € X. In this case, the operator J, defined by Jr =z €Y,z € X,
is called an embedding operator. If, additionally, X = Y, where X is the closure
of X in Y, then X is said to be tightly embedded into Y.

Example 1.14. If 1 <p < g < o0, then [, C I, is a natural embedding and
V{wn} € lp, H{In}”lq < ||{wn}“lp

The following proposition shows the relation between the Borel o-algebras in
a natural embedding of separable spaces.
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Proposition 1.15. If X C Y is the natural embedding of the separable Banach
spaces X and Y, then

(a) VA e By, ANX € Bx;
(b) Bx C By.

Proof. Let J be the corresponding embedding operator. Then AN X = J~1(A)
for all A C Y. So, part (a) follows from the continuity (discussed in Section 2.1.1)
of J. Since, additionally, J is a one-one function, by the well-known theorem of
Kuratowski (see Parthasarathy [80]), J(A) = A € By for all A € Bx. This proves
part (b). a0

1.3.2 Inverse Operators

Let X and Y be Banach spaces. A linear operator A from D(A4) C X to Y is said
to have a bounded inverse if there exists A~! € L(Y, X). Obviously, a necessary
and sufficient condition for a linear operator A from D(A) C X to Y to have a
bounded inverse is R(A) = Y and ||Az| > c||z|| for some constant ¢ > 0 and for
all z € D(A).

The following theorem expresses a case when a bounded operator has a
bounded inverse.

Theorem 1.16. A bounded linear operator from a Banach space to a Banach space
has a bounded inverse if and only if it is one-one and onto. Furthermore, if a
bounded linear operator A has a bounded inverse, then |A™!|| > ||A[ 7.

Two Banach spaces X and Y are said to be isomorphic if there exists J €
L(X,Y) which has a bounded inverse. If, additionally, ||z|| = ||Jz|| for all z €
X, then X and Y are said to be isometric and J an isometry from X onto Y.
Mathematically, the isometric spaces are just different realizations of the same
space. Often, the isometric spaces X and Y are identified and one writes X =Y.

Example 1.17. Any Banach space X and L(R, X)) are isometric under the isometry
XozeJrelRX): (Jr)a=az, a€R.

This isometry is called the natural isometry. We identify these spaces and write
LR, X)=X.

Example 1.18. The spaces I and /o, are isometric under the isometry
oo

Bofeodf={fa€lo: flan} = fatn, {zn} €,
n=1

according to which we identify these spaces and write [T = (.
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Example 1.19. For 1 < p < coand p~ 1 +¢~!

under the isometry

= 1, the spaces l; and [, are isometric

Bofedf={ftely: flza} = fatn, {zn} € lp.
n=1

We identify these spaces and write Iy = [;. In particular, this isometry yields the
inequality

0o 0o 1/p , o© 1/q
Won} € by Vifu} € gy S fual < (Z |a:n|P) (}: |nt“> ,
n=1 n=1 n=1

which is called the Hélder inequality for sums. When p = ¢ = 2, this inequality
has the form

00 o0 1/2 , oo 1/2
Ve df) el Yl (X a2) (X8)
n=1 n=1

n=1
which is called the Cauchy-Schwarz inequality for sums.

The following theorem shows that in fact the collection of all distinct Hilbert
spaces can be put into one-one correspondence with the collection of all cardinal
numbers.

Theorem 1.20. Two Hilbert spaces are isometric if and only if they have bases
of the same cardinality. In particular, for fized k € N U {00}, all k-dimensional
separable Hilbert spaces are isometric.

This theorem is the reason for the use of the common symbol R* for all k-
dimensional Euclidean spaces, identifying them with the k-dimensional Euclidean
space from Example 1.9. But, in general, it is convenient to use distinct symbols
for isometric infinite dimensional Hilbert spaces.

The next theorem presents another isometry.

Theorem 1.21 (Riesz). Any Hilbert space H and its dual H* are isometric under
the isometry

H* s5h*— Jh=heH: h*z=(h,z), z € H.

We will identify the Hilbert spaces H and H*. Theorem 1.21 yields the in-
equality
Iz, 9] < [zl Iyl

for any two vectors z and y in a Hilbert space. This inequality is called the Cauchy-
Schwarz inequality for abstract Hilbert spaces.
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1.3.3 Closed Operators

Let X and Y be Banach spaces. A linear operator A from D(A) C X to Y is said
to be closed if

(a) D(A) = X (denseness of domain);

(b) for any sequence {z,} in D(A), , — z and Az, — y imply z € D(A) and
Az = y (closedness).

The class of all closed linear operators from a dense subset of X to Y will be
denoted by £(X,Y). The brief notation £(X) = £(X, X) will be used. Note that
in £(X,Y) neither linear nor metric structures are defined. Obviously, £(X,Y) C
L£(X,Y) and L(R™,R™) = L(R*,R™) for n,m € N. If A € £(X,Y) and D(A) =
X, then A € L(X,Y).

The following theorem shows that any closed linear operator can be reduced
to a bounded linear operator.

Theorem 1.22. If X,Y € H and A € L(X,Y), then
(a) D(A) € H with (z,y)p(a) = (T,y)x + (Az, Ay)y;
(b) D(A) C X is a natural and tight embedding;

(c) A€ L(D(A),Y).

1.3.4 Adjoint Operators

Let X and Y be Banach spaces. If A € [:(X ,Y'), then there exists a unique operator
in £(Y™*, X*), denoted by A*, such that

Vz € D(A) and Vy* € D(A*), (A*y" )z = y* (Az). (1.4)

A* is said to be the adjoint of A. If A € L(X,Y), then A* € L(Y*, X*) and,
therefore, (1.4) holds for all z € X and for all y* € Y*.

Below, we suppose that X, Y and Z are Banach spaces and list some useful
properties of adjoint operators.

(a) If A€ L(X,Y) and B € L(Y, Z), then BA € L(X, Z) and (BA)* = A*B*.

(b) If Ac £(X,Y) and B € L(X,Y), then (A+ B) € £L(X,Y) and (A+ B)* =
A* + B*.

(¢c) If A€ L(X,Y) has a bounded inverse, then A* has a bounded inverse too
and (A*)7!1 = (471)*.

(d) If X and Y are Hilbert spaces and A € £(X,Y), then (A*)* = A.
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(e) If X and Y are Hilbert spaces, then £(X,Y) and L(Y™*, X*) are isometric
under the isometry

L(X,Y)3 Ao A" € L(Y*, X7).

(f) If a bounded linear operator A from the product of Banach spaces to the
product of Banach spaces is decomposed by (1.3), then

Al e A

av=|

A A

1n

1.3.5 Projection Operators

Let H be a subspace of a Hilbert space X. It was mentioned earlier that each
vector z € X can be uniquely represented in the form z = y + z where y € H
and z € Ht. The operator P assigning to each x € X the vector y € H from the
above mentioned representation is called the projection operator from X onto H.
By definition, P is the projection operator from X onto H if and only if

Vz € X and Vh € H, (z — Pz,h) =0.

Obviously, P € £(X,H), P2 = PP = P and ||P|| = 1.
An important property of Hilbert spaces is expressed in the following propo-
sition.

Proposition 1.23. Let X be a Hilbert space and let H be a subspace of X. Then P
15 the projection operator from X onto H if and only if for all x € X,

|z — Pz(? = min ||z — A%
heH

Proof. Let P be the projection operator from X onto H. For all z € X and for
all h € H, we have z — h = (z — Px) + (Pz — h), where (z — Pz) € H* and
(Pz — h) € H. So, by the generalized Pythagorean theorem,

lz = hl* = llz — Pz||* + | Pz — hl* > ||z - Pz|?.
To prove the converse, fix any x € X and define the functional f by
f(h) =z —h|? hecH.
If =y + 2, where y € H and z € H*, then we have
f(h) = llz = h||* = (h,h) = 2(h,y) + |l2||”.

So, by Proposition 2.7 (it will be proved in Section 2.2.1), ho = y is the unique
point in H satisfying f(ho) = minpecy f(h). Therefore, Pz = y, i.e., P is the
projection operator from X onto H. O
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1.3.6 Self-Adjoint, Nonnegative and Coercive Operators

Let X be a Hilbert space. An operator A € £(X) is said to be self-adjoint if
A* = A. A self-adjoint operator A € L£(X) is said to be nonnegative (coercive)
if (Az,z) > 0 (there exists ¢ > 0 such that (Az,z) > c||z|?) for all x € X. The
nonnegativity (coerciveness) of A is expressed by A > 0 (A > 0). Also,if A—B >0
(A— B > 0), then we write A > Bor B< A (A > Bor B < A). Obviously, A >0
implies A > 0. The norm of a nonnegative operator A can be determined by one
of the following formulae:

|Allc = ||SI|Tp1 |Az]| = HSIITp (Az, ).
x||= z||=1

In some aspects nonnegative operators are similar to nonnegative numbers.
For example, if A > 0, then there exists a unique linear operator, denoted by A'/2,
so that AY/2 > 0 and (AY/2)2 = AY/2A4Y2? = A. The operator A'/2 is called the
square root of A. Obviously, A1/2 > 0if A > 0.

It is easy to show that each A > 0 has a bounded inverse and A~! > 0. The
following proposition modifies this result.

Proposition 1.24. Let X and Y be Hilbert spaces and let

A C
o-[¢ 5]

where A € L(X), Be L(Y),C € L(X,Y), A >0 and B < 0. Then there ezists
Gl e L(X xY) and G~! = G, = G2, where

(A-c*B-'0)™" —A-lc* (B-CcA~'cY) !
G = -1 -1
~B~'C(A-C*B~'C) (B—CA-'C*)
and
(A-c*B-0)™! - (A-c*B-'0)"' Cc* B!
G2 = -1 —1
—(B-cAlcy) oAt (B—-CA1CY)

Proof. First, note that A > 0 and B < 0 imply A — C*B~'C > 0 and, therefore,
there exists (A — C*B~1C)~! € £(X). Similarly, there exists (B —CA™1C*)~! ¢
L(Y). So, G1,G2 € L(X x Y). Take arbitrary h € X x Y and let

h:[hl] €XxYandGh=g= [91] EXXY.
hz g2
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We have
_ Ahl + C hz = g1
Gh_g${0h1+3h2—92
=A"1g; — A1C*h,
i{ — B~lg, - B-I1Ch,
N Ah1 +C*B g, —C*B7'Ch; = ¢
Bhy+CA gy —CA™1C*hy = g5

{ h1 = (A — C*B_lc)_l (91 — C*B_lgg)

_ h = Gag.
hy = (B—CA='C*) ™" (g2~ CA~lgy) } ~ *

So, G4 is the left inverse of G, i.e., GoG = I. Since G is self-adjoint and G5 = G,
we easily obtain that GG, = I, i.e., G is the right inverse of G. In view of

ATler = (A-c*B7lC) T (A—-crBTIC) ATICt
—(A-c*B~lc)"'c*B (B-cATICY),

we conclude that

~1

ATlcr(B-caTlcr) T = (a-c*B'c)lerB L

Thus, G, = G2 = G~! € L(X x Y). O

1.3.7 Compact, Hilbert—-Schmidt and Nuclear Operators

Let X,Y € H. An operator A € £L(X,Y) is said to be compact if the convergence
(h,z, —z) — 0 for all h € X implies ||Az,, — Az|| — 0. The class of all compact
linear operators from X to Y will be denoted by L (X,Y). The brief notation
Loo(X) = Loo(X, X) will be used. L (X,Y) is a subspace of L{X,Y). Moreover,
the space Loo(X,Y) is separable whereas £(X,Y") is not separable in general.

The following theorem expresses the structure of compact and self-adjoint
operators.

Theorem 1.25. Let X € H. If A € L(X) and A* = A, then there exist a basis
{en} in X and a sequence {\,} of real numbers such that

dim X
Vz e X, Az = Z An{Z, en)en
n=1

If, in addition, A > 0, then A\, > 0 for all n.

The vectors e, and the numbers A, from Theorem 1.25 are called the eigen-
vectors and the corresponding eigenvalues, respectively, of the compact and self-
adjoint operator A.
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Let X € H. Given A € L(X), one can show that the (finite or infinite) sum

dim X

Z (Aen, en)

n=1

is independent of the choice of basis {e,} in X. This sum is called the trace of A
and denoted by trA. By Theorem 1.25, trA is equal to the sum of all eigenvalues
of Aif A€ L (X) and A* = A

Now let X,Y € H. Obviously, A*A € L(X) and A*A > 0 for all A €
Loo(X,Y). An operator A € L(X,Y) is called a Hilbert-Schmidt operator if

tr(A*A) < oo.

The class of all Hilbert—Schmidt operators from X to Y is denoted by £5(X,Y).
An operator A € L(X,Y) is called a nuclear operator if tr((4*A)}/?) < oo.
The class of all nuclear operators from X to Y is denoted by £;(X,Y). The brief
symbols Lo(X) = Lo3(X, X) and £1(X) = £1(X, X) are used as well. L2(X,Y) is
a separable Hilbert space with the scalar product

(A,B) ¢, = tr(B*A),
and £1(X,Y) is a separable Banach space with the norm
1Allz, = tr((A"4)!/2).

Note that we have mentioned only three most widely used L£,-spaces (the
general definition of £,-spaces for p > 1 the reader can find in reference books on
functional analysis): £; (smallest one), L2 (middle one, as it is the only Hilbert
space among all £,-spaces) and £ (greatest one). Also, we have mentioned L, as
an important separable subspace of L.

L,-spaces are similar to /;,-spaces. In particular, the natural embeddings I, C
Iy C ls have the analog £1(X,Y) C L2(X,Y) C L(X,Y) with

VA€ Li(X,Y), |Alle, < [|Alle,,

and
VA € Lo(X,Y), |Allz < |4z,

Also, the isometric equality [] = lo has the analog £,(X,Y)* = £(X,Y) which
holds under the isometry

LUX,Y) 5 feJf=Fel(X,Y): fA=tr(F*A), A€ L1(X,Y).

When X = R™ or Y = R™, all the spaces £,(X,Y) for p > 1 are isomorphic to
L(X,Y). The spaces Lo(R™,R™) and R™™ are isometric.



24 Chapter 1. Basic Elements of Functional Analysis

Note that for sake of similarity the space of bounded linear operators should
be denoted by L instead of £. However, we follow the traditional notation £ for
this space reserving L, for the space of compact linear operators.

We will also use the following space given in Rozovskii [84]. Suppose M €
L£1(X) and M > 0. Denote by Lp(X,Y) the class of all (in general unbounded)
linear operators A from R(M'/2) to Y such that AMY? € £5(X,Y). The class
Ly(X,Y) is a separable Hilbert space with the scalar product

(A, B) ey = t((BMV2)” (AM2)
and L(X,Y) C Lp(X,Y) is a natural embedding with
[Allcr < 1Mz, | Alle for A€ L(X,Y).

Below we suppose that X,Y,Z € H and list some useful facts regarding the
linear operators.

(a) f A e Li(X,Y),i=1,2,00, Be L(Y,Z) and C € L(Z,X), then BA €
Li(X,Z), ACeL(Z,Y), | BAl|z, < IBllcl|Allz; and |AC||, < [|Allz, IC]l -

(b) If A € £i(X,Y), i =1,2,00, then A* € £;(Y, X) and ||Alz, = [|A*|z,.

(¢) If A € Lo(X,Y) and B € Lo(Y,Z), then BA € £1(X,Z) and ||BA||¢z, <
IBllz. | Allz,-

(d) If A€ £1(X) and A > 0, then AY/2 € L5(X) and ||A]¢, = HA1/2||52 = trA.
(e) f A€ £1(X) and A > 0, then dim X < oo.

(f) A linear operator A from the product of X;,..., X, € H to the product
of V1,...,Y,, € H, decomposed by (1.3), is a Hilbert—Schmidt operator if
and only if A,; € £o(X;,Y;), i =1,...,m, j =1,...,n; moreover, ||A||%2 =
Zz‘,j “Aij”%g'

For fixed u € X and v € Y, define the operator u ® v by the formula
(u®v)h =ul{v,h), heY. (1.5)

Proposition 1.26. Suppose that X,Y,Z, H € H,u,w € X,ve Y, Ae L(X,Z)
and B € L(Y,H). Then

(a) (u®v) € L1(Y,X);
(b) (u®v)* = (v@u)
(©) lu®vlle, = llullllv];
(d) (u®u)=0;
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(u+w)@v=(u®v)+ (wv);
(Au) ® (Bv) = A(u ® v) BY;

(i) tr((Au) ® (Au)) = tr((u ® u)A*A) = tr(A*A(u ® u)).
Proof. Parts (a)—(c) are obvious when v = 0. Let v # 0. It is clear that (v ® v) €
L(Y,X). In view of
(z, (v ®@v)y) = (u,2)(v,y) = (VB u)z,y), T€ X, y €Y,

we obtain (u®v)* = (v®u). This proves part (b). If (h,y, —y) — 0forallh e Y,
then
(v ®v)yn — (@ v)yll < llull [{v,yn — )| — 0.

Hence, (u ® v) € Loo(Y, X). Furthermore,
(u®v) (u®v)y = (v u)(u®v)y = v|ul*(v,y), y € Y.
Using this expression, it is easy to verify that
(u®v)* (u @)%y = vllul| [v]| " (v, ), y € Y.
Therefore, by the Parseval identity (see Theorem 1.7), we have

dimY

tr(((u @) (u®v)/?) = llull lo| " Y (v,en)? = Jlull [|v]| < oo,

n=1
where {e,, } is any basis in Y. This proves parts (a) and (c¢). Parts (d) and (e) are
obvious. Part (f) follows from
(((Au) ® (Bv))h,z) = (Au,z){(Bv,h) = (u, A"z){(v, B*h)
= {((u®v)B*h,A*z) = (A(u @ v)B*h, z),

where h € H and z € Z are arbitrary. For part (g),

dim X

Z <(u & w)ena en)

n=1
dim X

= Z (u, en)(w, e,)

n=1

= <u,diix(w,en)en> = (u, w),

n=1

tr(u ® w)
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where {e,} is any basis of X. Part (h) follows from
ltr(u ® w)| = [(u, w)| < [Jull lw] = [lu@ v,

Finally, for part (i), let U = (u ® u) and let {e,} and {A,} be the systems of
eigenvectors and corresponding eigenvalues of U. Then by part (f),

tr((Au) ® (Au)) = tr(AUA") = |[U24°||7
= ||AU1/2”2£2 _ tr(Ul/QA*AUl/Q)

dim X

= Z <A*AU1/26n,U1/26n>
n=1
dim X

= Y (VA Aen, VAnen)
n=1
dim X

= Z (A* Aey,, Anen)
n=1
dim X

= Y (A"Ae,,Ue,) = tr(UA" A) = tr(A* AU).
n=1

Thus, the proof is completed. O

The operators u®w for u € X and v € Y play a significant role in constructing
general Hilbert-Schmidt operators. In particular, if {u,} and {v,,} are bases in
X and Y, respectively, then the double sequence {u, ® v, } is a basis in Lo(Y, X).

1.4 Weak Convergence

Some useful properties of convergence in R* are not true for strong convergence
in infinite dimensional Hilbert and Banach spaces, while they do hold for weak
convergence as defined below. This already demonstrates the importance of weak
convergence.

1.4.1 Strong and Weak Forms of Convergence

Given a Banach space X, a sequence {z,} in X is said to converge weakly to
e X if
z*(z, —x) — 0 for all z* € X*.

When X is a Hilbert space, in view of Theorem 1.21, a sequence {z,} in X weakly
converges to z € X if

{(h,z, —x) — 0 for all h € X.
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We write £ = w-limy_,0 Zn OF Tp — « if the sequence {z,} weakly converges to
the vector x.
A sequence {z,} in X is said to be weakly Cauchy if

w
Ty — Tm — 0, n,m — 00.

Obviously, a weakly convergent sequence is weakly Cauchy. If each weakly Cauchy
sequence in X is weakly convergent, then X is said to be weakly complete. Any
Hilbert space is weakly complete.

Obviously, strong convergence implies weak convergence. The converse is true
in R*, but not in infinite dimensional spaces in general. Indeed, it is easy to show
that if {e, : n € N} is an orthonormal system in an infinite dimensional Hilbert
space, then the sequence {e,} converges weakly to zero, but not strongly. The
following theorem states a condition under which weak convergence implies strong
convergence.

Theorem 1.27. Let X be a Hilbert space. If a sequence {x,} in X is so that w-
limy oo Tn =  and lim, .« ||zn]| = ||z]|, then lim, oo T, = x.

By the well-known theorem of Weierstrass, each bounded sequence in RF
has a convergent subsequence. This theorem is not true for strong convergence in
infinite dimensional spaces. Indeed, if {e, : n € N} is an orthonormal system in
an infinite dimensional Hilbert space, then each of its subsequences is again an
orthonormal system and, therefore, has no strong limit, while any orthonormal
system is bounded. But, for weak convergence, this result is true and called the
weak compactness property.

Theorem 1.28. Every bounded sequence in o Hilbert space has a weakly convergent
subsequence.

1.4.2 Weak Convergence and Convexity

A point z of a Hilbert space X is called a weak limit point of a subset G of X if
there exists a sequence {x,} in G \ {z} such that w-lim, . z, = z. A set G is
said to be weakly closed if it contains all its weak limit points. Obviously, a weakly
closed set is closed. The converse can be stated under an additional convexity
condition.

A nonempty subset G of a Hilbert space X is said to be convex if r,y € G
and 0 < a <1 imply

ax+ (1 —a)y €G.

The vector
ary+ -+ apx, € X,

where a; > 0 and Z?:l a; = 1, is called the convexr combination of the vectors
T1,...,Z, € X. Obviously, a set G C X is convex if and only if it contains all
convex combinations of its elements.



28 Chapter 1. Basic Elements of Functional Analysis

Theorem 1.29 (Mazur). Let X be a Hilbert space. The following statements hold.

(a) If a sequence {x,} in X weakly converges to x € X, then there exists a
sequence {yn} of convex combinations of {x,}, i.e.,

n n
ynZE Ap,iTi, an,izov § an,izlaizlv"'vn,n:lv?a"'a
i=1 i=1

such that lim, » y, = w-lim, o z, = x.
(b) Any convex and closed subset of X is weakly closed.

A functional f, defined on a subset G of a Hilbert space X, is said to be
convez if G is a convex set and

flaz + (1 —a)y) <af(z) +(1—a)f(y)

for all z,y € G with  # y and for all 0 < a < 1. Similarly, a functional f, defined
on a subset G of a Hilbert space X, is said to be strictly convex if G is a convex
set and

flaz + (1 —a)y) <af(z) + (1 -a)f(y)
for all z,y € G with £ # y and for all 0 < a < 1.

Proposition 1.30. Let X be a Hilbert space and let a functional f be defined by
flx) = (Az,x) + 2(b,x), ¢ € X, where A € L(X) and b€ X. Then

(a) A>0 = f is convex;
(b) A>0 = [ is strictly convez.

Proof. For 0 < a < 1, one can easily calculate that

flaz + (1 =a)y) = af(z) + (1 = a) f(y) — a(1 - a){A(z — ),z —y).

Hence, A > 0 implies the convexity of f. Also, A > 0 implies the strict convexity
of f. a

1.4.3 Convergence of Operators

Using the concepts of strong and weak convergence in a Banach space, one can
define various concepts of convergence of operators. Let X and Y be Banach
spaces. Convergence in norm of £(X,Y) is called uniform operator convergence.
A sequence {A,} in L(X,Y) is said to converge strongly (weakly) to A € L(X,Y)
if {Anz} converges strongly (weakly) to Az in Y for all z € X.

A sequence {A,,} in the space £(X,Y) is said to be strongly (weakly) Cauchy
if limy, oo |Anz — Amz|| = 0 for all z € X (limy, ;m—oo(y* Az — y* Apz) = 0 for
all z € X and for all y* € Y*). Obviously, a strongly (weakly) convergent sequence
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{A,} in L(X,Y) is strongly (weakly) Cauchy. If each strongly (weakly) Cauchy
sequence in L£(X,Y) is strongly (weakly) convergent, then £(X,Y) is said to be
strongly (weakly) complete. L(X,Y) is strongly complete which follows from the
completeness of the Banach space Y. £(X,Y) is weakly complete if Y is a weakly
complete Banach space. In particular, this is true when Y is a Hilbert space.

Obviously, uniform operator convergence implies strong operator convergence
which implies weak operator convergence. But, the converses are not true in gen-
eral. In C(R™,R™) all these concepts of convergence are equivalent.

The following theorem is about the strong convergence of a bounded and
nonincreasing sequence of nonnegative operators.

Theorem 1.31. Let X be a Hilbert space. If a sequence {An,} in L(X) satisfies
Ap > Apt1 20 for alln € N, then {A,} converges strongly to some A € L(X)
and A, > A >0 for alln € N.

Finally, we list some properties of various concepts of convergence.
Proposition 1.32. Let X and Y be Hilbert spaces. The following statements hold.

(a) A weakly convergent sequence of operators A, € L(X,Y) (as well as vectors
Zn € X) is bounded.

(b) If a sequence {A,} in L(X,Y) and a sequence {x,} in X converge strongly
to A and x, respectively, then {Anzn} converges strongly to Ax.

(c) If a sequence {A,} in L(X,Y) converges weakly to A and a sequence {x,}
in X converges strongly to x, then {A,x,} converges weakly to Ax.

(d) If a sequence {A,} in £L(X,Y) converges weakly to A, then {AX} converges
weakly to A*.

(e) If a sequence {A,} in L(X) converges strongly to A and there exists ¢ > 0
such that (A,z,z) > c||z||? for alln € N and for all x € X, then A > 0 and
{A; 1} converges strongly to A™'.

Proof. By the weak convergence of {A,}, we have the convergence of the se-
quence {(A,x,y)} of real numbers for all x € X and for all y € Y. Therefore,
sup,, |{Apz,y)| < oo for all z € X and for all y € Y. Applying Theorem 1.13,
we obtain sup,, ||4,]] < co. In a similar way, it can be proved that the weak con-
vergence of {z,} in X implies sup,, |lz,|| < oo, proving part (a). In view of the
boundedness of {A,}, the strong convergence of {A,x,} to Az in part (b) follows
from
[Anzn — Azl < [|An| lzn — 2| + [|(An — A)z].

Similarly, the weak convergence of {A,x,} to Az in part (c) follows from

[(Anzn — Az, y)| < | Anll Iyl lzn — 2 + [((An = A)z,9)|, y €Y.
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Part (d) easily follows from the definition of adjoint operator. Finally,
(Apz,z) > cl|lz|)?, © € X, neN,

implies
(Az,x) > c||z|?, = € X.

So, A > 0 and, hence, there exists A™! € £(X) . From
|Anz| Izl > (Anz,z) > cllz||®, n €N,

we obtain ||A; Y| < ¢7! for all n € N, i.e., the sequence {A; !} is bounded. Finally,
the inequality

(42" = A7) ] < 142 1A - Aa~ta], = € X,

completes the proof of part (e). O



Chapter 2

Basic Concepts of Analysis in
Abstract Spaces

In this chapter we discuss the basic concepts of analysis such as continuily, dif-
ferentiability, measurability and integrability for functions with values in abstract
spaces. These concepts are based on convergence. Having the uniform, strong and
weak forms of convergence in abstract spaces, we can define these concepts of anal-
ysis in different forms. The relationship between them is important when dealing
with functions taking values in abstract spaces. To avoid ambiguity, we make dis-
tinction between a vector-valued function ranging in an abstract Banach space and
an operator-valued function ranging in a specific Banach space of bounded linear
operators.

2.1 Continuity

2.1.1 Continuity of Vector-Valued Functions

A function f from a metric space S to a metric space X is said to be continuous
on S if the inverse image under f of each open set in X is an open set in S. Also,
one can define continuity at a point. A function f : § — X is said to be continuous
at sp € S if f, converges to fs, whenever d(s,so) — 0.

Theorem 2.1. A function from a melric space S to a metric space X is continuous
on S if and only if it is continuous at each point of S.

A function f : S — X that is continuous on S (respectively, at s € ) is said
to be strongly continuous on S (respectively, at so € S) if X is a Banach space.
A function f : § — X is said to be weakly continuous at sy € S if f, converges
weakly to fs, whenever d(s, sg) — 0. If f is weakly continuous at each sg € S, then
it is said to be weakly continuous on S. The relationship between the concepts of

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
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strong and weak continuity is similar to the relationship between the concepts of
strong and weak convergence.

One can easily verify that a bounded linear operator is continuous since it
transforms each convergent sequence to a convergent sequence. One can also verify
that a bounded linear operator transforms each weakly convergent sequence to a
weakly convergent sequence. A compact linear operator has a stronger property:
it transforms each weakly convergent sequence to a convergent sequence.

C(S, X) denotes the set of all continuous functions from the metric space S
to the Banach space X. It is a linear space with the pointwise algebraic operations.
It is a Banach space with the norm

Ifllc = rgg;(llfsll

when the support S of C(S, X) is a compact metric space. The functions in the
space C(S, X) with compact support are uniformly continuous, i.e.,if f € C(S, X),
then

Ve > 0, 36 > 0 such that ||fs — fr|| < & whenever d(s,r) < 6.

In the case S = [a, b] the brief notation C(a, b; X) is used for this space. C(a, b; X)
is a Banach space since [a, ] is compact for all —o0o < a < b < co. If, in addition,
X € 'H, then C(a,b; X) is separable.

Convergence in the norm of C(S,X) is called uniform convergence, which
can be generalized to sequences of discontinuous functions as well. Let X be a
Banach space and let S be a metric space. A sequence of functions f* : S — X is
said to converge uniformly to f: S — X if

sup || f2 — fsll — 0 as n — oo.
sES

Similarly, a series Y07 | fo of functions is said to converge uniformly if the se-
quence of partial sums Zﬁzl f2r converges uniformly as k — oco. Note that if a
series ) -~ | f7 is majorized by a convergent series of real numbers, i.e., || f2| < ¢
for all n and for all s € S with Zf;l ¢n < 00, then it converges uniformly.

A function f from [a,b] to a Banach space X is said to be right continuous
(left continuous) at sg if ||fs — fsoll — 0 whenever s — sp and sp < s < b
(a < s < s9). A function f : [a,b] — X is said to be right continuous (left
continuous) if it is right continuous (left continuous) at each s € [a,b) (s € (a, b}).
Note that the uniform limit of a sequence of right continuous (left continuous)
functions is again right continuous (left continuous).

2.1.2 Weak Lower Semicontinuity

A functional f, defined on a subset G of a Hilbert space X, is said to be weakly
lower semicontinuous if the weak convergence of a sequence {z,} in Gtoxz € G
implies
f(z) < liminf f(z,).
n—oo
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Theorem 2.2. Let G be a convex subset of a Hilbert space X. If a functional
f G — R is continuous and convex, then f is weakly lower semicontinuous.

By the well-known theorem of Weierstrass, each real-valued continuous func-
tion, defined on a compact metric space, takes on its minimum and maximum
values. We present the following modification of this theorem.

Proposition 2.3. Let G be a closed and convex subset of a Hilbert space. If f is a
continuous and convez functional on G satisfying f(x) — oo whenever ||z|| — oo,
then there exists a point xg € G satisfying f(zo) = mingeq f(z). If, in addition, f
is strictly convez, then xg is the unique point in G at which f takes its minimum
value.

Proof. Let {z,} be a minimizing sequence for the functional f, i.e.,
Jim f(zy) = inf f(z).

If {z,,} is a subsequence of {z,} and ||z, || — oo, then f(z,, ) — oo and
infzeq f(z) = oo. This means f(z) = oo for all x € G which is impossible.
Therefore, {z,} is a bounded sequence. By Theorem 1.28, there exists a weakly
convergent subsequence of {z,} that will again be denoted by {z,}. By Theorem
1.29(b), G is a weakly closed subset of X. Hence, w-lim,_, o Z, = 2o € G. Finally,
by Theorem 2.2, we have
< liminf f(z,) = li ) = inf o ’
f(zo) < liminf f(zn) = lim f(zn) = inf f(z) = min f(z)
i.e., the functional f takes its minimum value at g € G. Let yg € G be a point
having the same property. If g # yo, then by the strict convexity of f we obtain

T + Yo 1 —
F(Z) < () + S a0)) =iy ).
Since (zo + y0)/2 € G, the case xo # yo is impossible, and hence zo = yg. O

2.1.3 Continuity of Operator-Valued Functions

Let X, Y be Banach spaces and let S be a metric space. A function F' from S to
L(X,Y) is said to be uniformly continuous at so € S if

[|Fs — Fs, ]| — 0 whenever d(s, sg) — 0.

A function F : S — L(X,Y) is said to be strongly (weakly) continuous at sg
if Fsz, s € S, is strongly (weakly) continuous at sg for all z € X. A function
F:S — L(X,Y) which is uniformly (strongly, weakly) continuous at each s € S is
said to be uniformly (strongly, weakly) continuous on S. The relationship between
these three concepts of continuity for operator-valued functions is similar to the
relationship between the corresponding concepts of convergence for operators.
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Remark 2.4. For given operator-valued functions
F:S—>L(X,Y)and G: S — L(Z,X),

we will often consider the functions defined as composition F;Gy, as adjoint (F)*,
as inverse (F,)~!, as square root (F,)!/2, as norm | F|, where s € S. These
functions briefly will be denoted by FG, F*, F~1, F1/2_||F||, respectively. Also,
for f: S — X, the symbol F'f means the function Ffs, s € S.

Proposition 2.5. Let X, Y be Hilbert spaces and let S be a metric space. The
following statements hold.

(a) If F : S — L(X,Y) is weakly continuous at so € S, then it is bounded on
some ball centered at sg.

(b) If F: S — L(X,Y) and f : S — X are strongly continuous at sg € S, then
Ff:S8—Y is strongly continuous at sg.

(¢) IfF:S — L(X,Y) is weakly continuous and f : S — X is strongly contin-
uous at sg € S, then Ff: S — Y is weakly continuous at sg-

(d) If F: S — L(X,Y) is weakly continuous at s € S, then the same holds for
F*:5 - LY, X).

(e) IfF:S — L(X) is strongly continuous at sg € S and there exists a constant
¢ > 0 such that (Fsz,z) > c||z||? for all z € X and for all s € S, then
F=1:8 — L£(X) is strongly continuous at sg.

Proof. Part (a) is true because otherwise there is a sequence {s,} in S, converging
to so € S, such that ||Fs, || — co. This is contrary to Proposition 1.32(a) since the
sequence {F_} converges weakly to Fi,. Also, parts (b)—(e) follow from respective
parts of Proposition 1.32. O

2.2 Differentiability

2.2.1 Differentiability of Nonlinear Operators

Let X, Y be Banach spaces. An operator F from D(F) C X to Y is said to
be strongly differentiable or, simply, differentiable at x € D(F) if there exists
F'(z) € L(X,Y) such that

|F(z + h) — F(z) — F'(x)h]|
IRl
with h #£ 0 and £+ h € D(F). The operator F’'(z) is called the derivative of F at

x. An operator F is said to be differentiable on D(F) if it is differentiable at each
xz € D(F). The derivative of F is denoted by F' or by (d/dz)F. In general, the

—0as|h|| =0
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derivative of F' is a nonlinear operator from D(F) to £(X,Y). If F” is differentiable,
then F is said to be twice differentiable on D(F'). The derivative of F’ is called
the second derivative of F. For the second derivative of F', the symbols F” and
(d?/dz?)F are used. Obviously, F"” is an operator from D(F) to £(X,L(X,Y)).
The following equality holds:

Vh,g € X, (F'(z)h)'g = (F"(z)g)h. (2.1)

The higher order derivatives can be defined by induction. Obviously, a differen-
tiable operator is continuous. An operator F' is said to be k times continuously
differentiable on D(F') if its kth derivative exists and is continuous.

For an operator E from a subset D(F) of the product of Banach spaces
X; and X, to a Banach space Y, we can write F(z) = F(xy,z2), where z; and
Z9 are the components of x € D(F) in X; and Xy, respectively, and define the
partial derivatives of F with respect to xz; (by considering z- as fixed) and x5 (by
considering x; as fixed). The symbols (0/0z1)F and (8/0xz2)F are used for first
order and (8?/0x3)F, (6?/0z3)F, (8%/0x18z2) F and (8% /0x20z1)F for second
order partial derivatives.

According to the natural isometry X = £L(R, X ), where X is a Banach space,
the derivative of f : [a,b] — X is again a function from [a, b] to X . Since L{(X,R) =
X* = X, where X is a Hilbert space, the first derivative of f : X — R is an
operator from X to X, and the values of its second derivative lie in £(X). So,
equality (2.1) in this case can be written as

Vh,g € X, {{f'(z),h)',g) = (f"(x)g, ).

We present the following useful application of first and second order deriva-
tives. A point zg € X is called a local minimum point of a functional f defined
on a Hilbert space X if there exists an open ball B in X centered at xg such that
f(zo) < f(z) for all z € B.

Theorem 2.6. Let X be a Hilbert space and let f : X — R be twice continuously
differentiable on X. If xo € X is a local minimum point of f, then f'(xg) =0 and
f"(zg) = 0. Conversely, if f'(xo) =0 and f"(x¢) > 0, then x¢ is a local minimum
point of f.

Proposition 2.7. Let X be a Hilbert space and let f be a functional given by f(x) =
(Az,z) 4 2(b,z), T € X, where A € L(X), A>0 andb€ X. Thenzo = —A~1b
is the unique point in X satisfying f(xo) = mingex f(x).

Proof. By Propositions 1.30 and 2.3, there exists a unique zg € X at which f
takes its minimum value. A simple computation gives f’(z) = 2(Az + b) and
f"(z) = 2A > 0. Hence, by Theorem 2.6, zg = — A~ 1b. O
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2.2.2 Differentiability of Operator-Valued Functions

Let X and Y be Banach spaces and let [a,b] be a finite interval in R. A differ-
entiable operator-valued function is often said to be wniformly differentiable. If
for F': [a,b] — L(X,Y) there exists F} € L(X,Y) such that the function Fyz,
a <t < b, is differentiable at ¢y and (Fx); = F{ x for all z € X, then F is said
to be strongly differentiable at ty. An operator-valued function which is strongly
differentiable at each a <t < b is said to be strongly differentiable on [a,b]. The
same notation is used for uniform and strong derivatives of an operator-valued
function.

Proposition 2.8. Let X, Y be Hilbert spaces and let [a,b] be a finite interval in R.
The following statements hold.

(a) If F : [a,b] — L(X,Y) 1is strongly differentiable and f : [a,b] — X is
differentiable at to € [a,b], then Ff : [a,b] — Y s differentiable at to and
(Ff);(, = Ftlgfto + Ftuftlo'

(b) If f : [a,b] — X and g : [a,b] — X are differentiable at ty € [a,b], then
the function (f,g): = (ft.9:), t € [a,b], is differentiable at to and (f,g)}, =
(ft/(,agtu> + <ftovg£0>‘

(¢) If f : [a,b] — X and g : {a,b] — X are differentiable at ty € [a,b] and
A, B € L(X,Y), then (Af + Bg) : la,b] — Y is differentiable at ty and

(d) If F : [a,b] = L(X,Y) and F* : [a,b] — L(Y,X) are strongly differentiable
at to € [a,b], then (F*); = (F')},.

(e) If F : [a,b] — L(X) is strongly differentiable at to € [a,b] and there ezists
a constant ¢ > 0 such that (Fyz,z) > c||z||? for all x € X and for all
a <t <b, then F71 : [a,b] — L(X) 15 strongly differentiable at ty and
(F~Y), = —F'F F7'.

to

Proof. By Proposition 2.5(a), part (a) follows from

||(t —to) N Fift — Fio fro) — F{ ft, — Ftoft/OH
< NE (= to) 7 (e = foo) = 2|
+ |Ffiy — Fio f,
+ ||t = to) N (Fifeo — Fio fro) — FY fro| -

Part (b) is a consequence of part (a). Parts (¢) and (d) are obvious. By Propositions
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2.5(e) and 2.5(a), part (e) follows from

|t —to)™t (F7' = F, ) o + F, ' FY Fy |
= ||t —to) ' FT (B — R)F '+ Fy L F, |
<M = o)™ (F — B) + Fyp )y
+[(Fg! - Y F )

Thus, the proof is completed. O

2.3 Measurability

2.3.1 Measurability of Vector-Valued Functions

A function f from a measurable space (S,X) to a measurable space (X,T') is said
to be (X,T)-measurable if f~1(A) € ¥ for all A € . When X is a metric space
and By is the Borel o-algebra of subsets of X, a (X, Bx)-measurable function is
briefly said to be ¥-measurable. Obviously, a continuous function f : S — X is
Bg-measurable when both S and X are metric spaces.

To define other measurability concepts, we need weaker concepts of conver-
gence for functions rather than the uniform one. Let X be a Banach space and let
(S,%,v) be a measure space. A sequence {f™} of functions from S to X is said
to converge everywhere or converge pointwise on S to a function f : S — X if
Iff—fs]l = 0asn —ooforallse S.If || f2 — fs|| = 0D as n — oo for v-a.e. s € S,
then the sequence of functions f™ is said to converge v-a.e. on S to the function f.
Uniform convergence of functions implies everywhere convergence which implies
v-a.e. convergence, but the converse statements do not hold in general.

A function f from a measurable space (S,3) to a Banach space X is said to
be -simple if it takes on a finite number of values 1, ...,zx with f~}({z,}) €
¥, n=1,...,k A function f : § — X is said to be strongly ¥X-measurable if
there exists a sequence of X-simple functions converging to f everywhere on S.
A function f : S — X is said to be weakly %-measurable if z*f,, s € S, is a
Y-measurable real-valued function for all z* € X*. Each strongly Y¥-measurable
function is X-measurable and weakly 3-measurable. The converses are true under
the condition of the following theorem.

Theorem 2.9 (Pettis). The concepts of measurability, strong measurability and
weak measurability are equivalent for functions from a measurable space to a sep-
arable Banach space.

The class of all ¥-measurable functions from the measurable space (S, ) to
the Banach space X is denoted by m(S, X, X). This class is a linear space with
the pointwise algebraic operations and it is closed under everywhere convergence.
Obviously, each everywhere convergent sequence in m(S, 2, X) has a unique limit.



38 Chapter 2. Basic Concepts of Analysis in Abstract Spaces

Now let X be a Banach space, let (S,%,v) be a measure space and let ¥
be the Lebesgue extension of ¥ with respect to v. Note that according to our
convention in Section 1.2.6, by a measure we always mean a positive and finite
measure. A Y-measurable (respectively, strongly, weakly f]—measurable) function
f S — X is said to be v-measurable (respectively, strongly, weakly v-measurable).
Since ¥ C %, each kind of measurability with respect to ¥ implies the respective
kind of measurability with respect to v. The converse statements are true when
(S,%,v) is complete.

The linear space m(S,fZ,X) is denoted by m(S,X,v, X) (or, briefly, by
m(S,v, X) if there is no ambiguity about X). If f € m(S,v, X), then there ex-
ists ¢ € m(S,%, X) so that f; = g, for v-a.e. s € S. The function g is called
a strongly X-measurable modification of f. In particular, this means that each
f € m(S,v, X) can be defined as an everywhere limit of ¥-simple functions as well
as a v-a.e. limit of ¥-simple functions.

The space m(S, v, X) is closed under v-a.e. convergence, but if a sequence
{f"} in m(S,v,X) converges v-a.e. on S to f € m(S,v,X), then it converges
v-a.e. on S to each function in m(S, v, X) which is equal to f v-a.e. on S. To have
a unique v-a.e. limit in m(S, v, X) the following equivalence relation is introduced.
Two functions f, g € m(S, v, X) are said to be equivalent if f; = g, for v-a.e. s € S.
The quotient set of m(S, v, X) with respect to this equivalence relation is again
denoted by m(S, v, X). According to our agreement in Section 1.1.1 the expression
f € m(S,v, X) now means that the function f is v-measurable and represents the
equivalence class of functions which are equal to f v-a.e. on S. To carry out
the algebraic and limit operations on the equivalence classes, it is sufficient to
work with representatives of these classes and then pass to the equivalence class
containing the resulting function. The quotient set m(S,v, X) is a linear space,
which is closed under v-a.e. convergence, and each v-a.e. convergent sequence in
m(S, v, X) has a unique limit.

A weaker concept of convergence than v-a.e. convergence can be defined in
m(S,v, X). A sequence {f"} in m(S,v, X) is said to converge in measure v to
fem(Sv,X)if

Ve >0, v({s e S:|Ifi - fs|| >€}) 2 0asn— occ.

Each v-a.e. convergent sequence converges in measure v. The converse is not true
in general. But if a sequence {f"} in m(S,v, X) converges to f € m(S,v,X) in
measure v, then there exists a subsequence of {f™} which converges v-a.e. on S
to f.

Let f be a v-measurable function from a measure space (S, X, v) to a Banach
space X. A measure on Bx, denoted by vy and defined by

vi(A)=v (f_l(A)) , A€ By,

is called the measure generated by f. Thus, the v-measurable function f from S
to X generates the measure space (X, Bx,vy). With a proof similar to that of the
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particular case of real-valued functions (see, for example, Meyer [78], p. 10), the
following theorem shows that the strong vg-measurability of a function is same
with a function of f.

Theorem 2.10 (Doob). Let X, Y be Banach spaces, let (S,2,v) be a measure space
and let f: S — X be v-measurable. Then a function g belongs to m(S,o(f),v,Y)
if and only if there exists ¢ € m(X,vs,Y) such that g = po f, i.e, g = ¢(fs)
forv-a.e.s€ S.

2.3.2 Measurability of Operator-Valued Functions

Let X, Y be Banach spaces and let (S,X,v) be a measure space. Operator-
valued functions in m(S, %, L(X,Y)) (in m(S,v, L(X,Y))) are said to be uni-
formly X-measurable (uniformly v-measurable). Obviously, the uniform measur-
ability of operator-valued functions corresponds to the strong measurability of
vector-valued functions. Most useful operator-valued functions, for example, the
strongly continuous semigroups of bounded linear operators, are not uniformly
measurable. Therefore, weaker concepts of measurability for operator-valued func-
tions are needed.

An operator-valued function F : S — £(X,Y) is said to be strongly (weakly)
Y-measurable if Fsx, s € S, is a strongly (weakly) X-measurable Y-valued function
for all x € X. Similarly, F : S — L(X,Y) is said to be strongly (weakly) v-
measurable if Fyx, s € S, is a strongly (weakly) v-measurable Y-valued function
for all x € X. The relationship between the concepts of uniform, strong and weak
measurability for operator-valued functions is similar to the relationship between
the respective concepts of convergence of operators. By Theorem 2.9, the concepts
of strong and weak measurability for £(X,Y)-valued functions are equivalent if Y’
is separable.

Proposition 2.11. Let X, Y be Hilbert spaces and let (S,%) be a measurable space.
The following statements hold.

(a) If F: S — L(X,Y) is a strongly X.-measurable operator-valued function and
fem(S,%,X), then Ff € m(S,%,Y).

(b) IfF: S — L(X,Y) is a weakly ¥-measurable operator valued-function, then
the same holds for F* : S — L(Y, X).

Proof. Let {f™} be a sequence of Y-simple functions which converges to f on S.
Obviously, Ff™ € m(S,%,Y) for all n and the sequence {F f™} converges to F'f
on S. Therefore, F'f € m(S,%,Y). Part (a) is proved. Part (b) is obvious. O

2.3.3 Measurability of £,- and L;-Valued Functions

L1- and Ly-spaces have better properties than L-space. In particular, they are
separable Banach and Hilbert spaces, respectively. Therefore, it is convenient to
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study the £;- and Lo-valued functions as vector-valued functions taking values in
separable Banach and Hilbert spaces rather than in spaces of operators. Below we
present some useful measurability properties of £;- and Ls-valued functions.

Proposition 2.12. Let X,Y € H and let (S, X%, v) be a measure space. The following
statements hold.

(a) A function F : S — Lo(X,Y) belongs to m(S,v, L2(X,Y)) if and only if
Fx e m(S,v,Y) forallz € X.

(b) A function F : S — L£1(X,Y) belongs to m(S,v, L1(X,Y)) if and only if
Fx e m(S,v,Y) forallz € X.

Proof. For part (a), let F' € m(S,v,L2(X,Y)). By Theorem 2.9, for all A €
L2(X,Y) and for any basis {e,} of X, the real-valued function

dim X
(Fo, Ay, =tr(A*F,) = > (Fsen, Aey), v-ae. s €S, (2.2)

n=1

is v-measurable since Lo(X,Y) € H. Let x € X, # 0, and let y € Y. Consider a
basis {e,} in X and an operator A € Lo(X,Y) satisfying

e; = z||z|| 7!, Aey = y|lz||, Ae, =0 for n > 2.

From (2.2), (Fs,A)g, = (Fsz,y), v-a.e. s € S, is v-measurable. Therefore, by
the separability of Y, we have Fx € m(S,v,Y) for all ¢ # 0 and as well as for
z = 0. Let us prove the converse. Suppose Fx € m(S,v,Y) for all z € X and
consider (2.2) for any A € £5(X,Y). Since all terms in the right-hand side of (2.2)
are v-measurable, the left-hand side of (2.2) is v-measurable and, therefore, the
function F' : S — L£9(X,Y) is a weakly v-measurable vector-valued function. So,
by Theorem 2.9, we obtain F € m(S,v, Lo(X,Y)) since L2(X,Y) is separable.
Part (a) is thus proved. Part (b) can be proved in a similar way by considering
the operator A in the larger space £4(X,Y)* = £(X,Y) than £,(X,Y). O

Proposition 2.13. Let X,Y € H and let (S, X, v) be a measure space. The following
statements hold.

(a) If ® € m(S,v,Lo(X,Y)) and if F : S — L(Y, Z) is strongly v-measurable,
then F® € m(S,v, L2(X, Z)).

(b) If ® € m(S,v, L1(X,Y)) and if F : S — L(Y,Z) is strongly v-measurable,
then F® € m(S,v, L1(X, Z)).

Proof. Consider part (a). Clearly, F'® is an Lo-valued function on S. By Propo-
sition 2.12(a), we have ®x € m(S,v,Y) for all x € X. Therefore, by Proposition
2.11(a), F®x € m(S,v,Z) for all z € X. Hence, again by Proposition 2.12(a),
F® € m(S,v,L2(X,Z)). Part (b) can be proved in a similar way by the use of
Proposition 2.12(b). d
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Proposition 2.14. Let X,Y € H and let (S,X,v) be a measure space. If f €
m(S,v, X) and g € m(S,v,Y), then (f ® g) € m(S,v, L1(Y, X)), where the opera-
tion & is defined by (1.5).

Proof. If {f™} and {g"} are sequences of E-simple functions which converge to the
functions f and g v-a.e. on S, respectively, then f™ ® ¢g” is a X-simple £,(Y, X)-
valued function for all n € N and, by Proposition 1.26,

1(ff ©g8) = (fs®golle, < NS = fs) ®gdlle, +11fs © (95 = gs)lles
17 = Fslllggh + 1 fsll g — gsll = 0, n— 00

for v-a.e. s € S. Hence, (f ® g) € m(S,v, L1(Y, X)). O

Proposition 2.15. Let X, Y € H and let (S,X,v) be a measure space. If F €
m(S,v,L1(X)) and F, >0, s € S, then F/2 € m(S,v, Lo(X)).

Proof. We will use the following decomposition of F' (see Da Prato and Zabczyk
[42], p. 25):
dim X
F, = Z A(el ®e?), v-ae. s €S,
n=1

where {A"} is a sequence of real-valued nonnegative v-measurable functions, € €
m(S, v, X) for all n with

n
lle?] = {(1)’ i;zg}, (e7,€7) =0, v-ae. s€S, n#m,

and the above series converges in norm of £4(X) if dim X = oo. Using this de-
composition, one can easily verify that
dim X

Fl/? = Z /An(e? ® e?), v-ae. s € S,
n=1

where the series converges in norm of £5(X) if dim X = co. This implies F/2 ¢
m(S, v, L2(X)). a

2.4 Integrability

We recall that according to our convention in Section 1.2.6, by a measure we
always mean a positive and finite measure.



42 Chapter 2. Basic Concepts of Analysis in Abstract Spaces

2.4.1 Bochner Integral

Let X be a Banach space and let (S,%,r) be a measure space. The Bochner
integral of the X-simple function

k
fo=) TnXa,(s), s€S, 2 €X, An €T, n=1,...,k k€N,
n=1

is defined by the sum
k
Z Znv(Ar).
n=1

Let f € m(S,v, X). Then f is a v-a.e. limit of a sequence {f"} of L-simple func-
tions. If the sequence of Bochner integrals of the >-simple functions f™ converges
in norm of X and the limit is independent of the choice of a sequence of ¥-simple
functions, then this limit is called the Bochner integral of the function f and it is

denoted by
/ fsdv.
s

In this case, the function f is said to be v-integrable in the sense of Bochner (or,
briefly, v-integrable). The following theorem describes the class of all v-integrable
functions.

Theorem 2.16. Let X be a Banach space and let (S,X,v) be a measure space. A
function f : S — X is v-integrable if and only if f € m(S,v, X) and

/ 1]l dv < oo.
S

Let X be a Banach space and let (S,%,v) be a measure space. For given
1 < p < o0, the class of all (equivalence classes of v-a.e. equal) functions f €
m(S, v, X) satisfying

/ 1:lIP dv < oo
S

is denoted by L,(S, %, v, X) or, briefly, L,(S, v, X) if there is no ambiguity about
3. The class of all (equivalence classes of v-a.e. equal) functions f € m(S,v, X)
satisfying
esssup||fs|| = inf  sup [|fs|| < o0
seS Il v(A)=0 ses\4 1720
is denoted by Loo(S,%,v, X) or Lo (S,v, X). For 1 < p < oo, the class L,(S, v, X),
is a Banach space with respect to the corresponding norm

1/p
1, = ( / Ilfsll”dV) 1< p< o0 ||fllo = esssup .
S seS
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The triangular inequality in L,(S, v, X), 1 < p < o0, has the form

1/p 1/p 1/p
( / ||fs+gs||f’du) s( / IIfSIIPdV) +( /S ||gs||pdu) ,

where f,g € Ly(S,v, X). This is called the Minkowski inequality for integrals.

If the Banach space X and the measure space (5,3, v) are separable, then
L,(S,v,X) is separable for all 1 < p < co. When X is a Hilbert space, the space
Ly(S,v, X) is also a Hilbert space with the scalar product

(f,9)L, =/S<fs,gs)xdu.

L,-spaces are symmetric to l,- and L£,-spaces. The natural embedding, which
hold for l,- and L,-spaces, have symmetric analogs in case of L,-spaces: if 1 <
p < q < 00, then Ly(S,v, X) C Ly(S,v, X) is a natural and tight embedding with

{Vf € LQ(S’ V’X)’ ||f||Lp < V(S)(q_p)/q”f”Lq ifq < 00,
Vf € Lo(S,v,X), [Iflle, <v()Iflli. if g = oo.

The isometric equalities which take place for [,- and Lp,-spaces have symmet-

ric analogs for Lp-spaces: L1 (S,v, X)* and L (S,v, X*) are isometric under the
isometry

Li(S, v, X)*> f* HJf*:fELOO(S,V,X*):f*g:/fsgsdu, g€ Li(S v X),
S

and, if 1 < p < oo and p~' 4+ ¢~ = 1, then L,(S,v,X)* and L,(S,v,X*) are
isometric under the isometry

Ly(S,v, X)*'>f* o Jf*=feLy(S,v,X"): f*g::/fsgsdu, g € L,(S,v, X).
s

In particular, the last isometry yields

1/q 1/p
q ¥4
[l < ( [z du) ( [1a du)

for all f € Ly(S,v,X*) and g € Ly(S,v, X). This inequality is called the Holder
inequality for integrals. For p=q = 2,

[ Vfugelav < ( / Hfsll2dl/>1/2( / ||gs||2dv)1/2-

This is called the Cauchy—Schwarz inequality for integrals. We also mention that
C(S, X) is a subspace of Lo (S, v, X) if S is a compact metric space and Bg C X.
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Convergence of functions in the norm of L. (S,v, X) is called v-a.e. uni-
form convergence. Norm convergence in La(S,v, X) (in L1{S, v, X)) is called mean
square (mean) convergence. Mean convergence implies convergence in measure.
Therefore, if a sequence {f™} in L{(S,v, X) converges in norm to f, then there
exists a subsequence of {f™} which converges v-a.e. to f. But generally, mean
convergence does not imply v-a.e. convergence.

Theorem 2.17. Let X be a Banach space X and let (S,X,v) be a measure space.
Then the Bochner integral is a bounded linear operator from L(S,v, X) to X and

o

Theorem 2.18. Let X, Y be Banach spaces and let (S,%,v) be a measure space.
If f € L1(S,v,X) and A € L(X,Y), then Af € L1(S,v,Y) and

A/stdu:/SAfsdu.

Theorem 2.19. Let X be a Banach space and let (S,3,v) be a measure space. If
a sequence {f™} in Li(S,v, X) converges to f v-a.e. on S and if there exists a
function g € Li1(S,v,R) such that the inequality || f*|| < gs holds for v-a.e. s € S
and for alln € N, then f € L1(S,v,X) and

< / Ifslldv, f € La(S, v, X).
S

lim fr dV:/fs dv.
n—ooJg S

In particular, if a series > o | @7 with ™ € L1(S,v,X),n =1,2,..., is majorized
by a convergent series of real numbers, then

T;/Sgogdl/z/snzz:lgo?du.

We also present the following useful result.

Proposition 2.20. Let X C Y be a natural embedding of Banach spaces and let
(5,%,v) be a measure space. Then L,(S,v,X) C Ly(S,v,Y) is a natural embedding
for all 1 < p < oo as well. The Bochner integrals of a function f € L1(S,v,X) C
L,(S,v,Y) in both of these spaces are equal. Furthermore, if the embedding X C Y
is tight, then the embedding Lp(S,v, X) C Lp(S,v,Y) is tight for all 1 < p < o0
as well.

Proof. This can be proved by direct verification. O

Two properties of the Bochner integral, Fubini’s property and change of vari-
able, are very important for us and they will be considered separately in Sections
2.4.2 and 2.4.3. Now let us set some useful notation.
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If the measure space (5,3, v) is equal to (2, F,P) (fixed probability space
in this book) or (G,Bg,£) or (G x Q,Bc ® F,£® P), where G C R", then the
measure v will be dropped in the symbols m(S, v, X) and L,(S, v, X). For example,
Ly(Q, X) = Ly(Q, F,P, X). We will write a.e. instead of £-a.e. If g is a function
of bounded variation on a finite interval [a,b], that is if it is the difference of
two nondecreasing and right continuous functions v and v with the corresponding
Lebesgue-Stieltjes measures v and u, respectively, then we write

b b b
/ fsdgs = / fsdus — / fsdus = fsdv — fsdu.
a a a (a,b] (a,b]

In this case, the Bochner integral is also called the Lebesque-Stieltjes integral.
In particular, when g, = s, a < s < b, the corresponding integral is called the
Lebesgue integral which is denoted by

b
/ fods= [ f.de.
a (a,b]

Since the Lebesgue measure of a one-point set is equal to zero, for any fixed
1 < p < o0, the spaces Ly([a,b], X), Ly([a,b), X), Ly((a,b],X) and Ly((a,b), X)
are isometric. All these spaces will be denoted by L,(a,b; X).

2.4.2 Fubini’s Property

A function f of two variables can be considered as a function f,, of one total
variable (s,7) € S x R as well as a function of one of the variables, say s € 5,
with values in a space of functions with respect to another variable r € R. The
Bochner integral as applied to such functions is discussed in Dunford and Schwartz
[45]. Below we present the important items of this discussion and complete it with
Proposition 2.24.

Remark 2.21. In the sequel, to avoid possible ambiguity, we will use the following
notation with brackets. Let fs,, (s,7) € S X R, be a function of two variables
taking values in a set X. By [f,] (respectively, by [f-]) we will denote the function
f of the variable r € R by considering s € S as fixed (respectively, the variable
s € S by considering r € R as fixed). The symbol f will denote either the function
f:S8%x R— X or the function f: S — F(R, X) or the function f : R — F(S, X)
being easily clear what is meant from the context, where F(S, X) is the set of all
functions from S to X. Thus, with this notation

[fs] € F(R,X), s€S; [f]€F(SX), reR;
fs,r = [fS]T = [fr]s, S € S, re R.

Theorem 2.22 (Fubini). Let X be a Banach space and let (S,2,v) and (R,T, u)
be measure spaces. Then for all f € Li(S X R, v ® u, X

[ tdwew= [ [ 15 dudl/—//fr dv d.
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Theorem 2.23. Let X be a Banach space and let (S,%,v) and (R,T', 1) be measure
spaces. The following statements hold.

(a) If fe m(S x R,v® pu, X), then [fs] € m(R, p, X) for v-a.e. s € S.

b) If f € m(S x Ryv @ u,X) and [fs] € La(R,u, X) for v-a.e. s € S, then
f Gm(S,l/,LQ(R,,u,X))-

(c) If f e m(S,v,La(R, pu, X)), then f e m(S X R,vQ pu, X).

Proposition 2.24. Let X be a Banach space and let (S,E,v) and (R,T', u) be mea-
sure spaces. Then Lo(S X R,v @ u, X) and Lo(S,v, La(R, 11, X)) are isometric
spaces under the isometry

Ly(Sx Ry ®u,X) 3 f « Jf = f € La(S,v, La(R, , X)).

Proof. Let f € Lo(S,v,La(R, 1, X)). Applying Theorem 2.23(c), we have f €
m(S x R,v® u, X). By Tonelli’s theorem (see Dunford and Schwartz [45], p. 194),

[oisraven = [([inra)e<s e

Thus, f € La(S x R,v @ u, X). Now let f € Lof(S x R,v ® p, X). By The-
orem 2.23(a), [fs] € m(R,u, X) for v-a.e. s € S. Applying Tonelli’s theorem,
we obtain [fs] € Lo(R,u, X) for v-a.e. s € S. Therefore, by Theorem 2.23(b),
f € m(S,v,La(R, 1, X)). Applying Tonelli’s theorem again, we see that f €
La(S,v, La(R, p, X)). Thus, the isomorphism of the spaces Ly(S X R,v ® u, X)
and Lo(S,v, L2 (R, u, X)) is proved. By (2.3), these spaces are isometric. a

In the sequel, the spaces La(S X R,v ® p,X), La(S,v,L2(R,u, X)) and
Lo(R, u, Lo(S, v, X)) will be identified.
The following proposition completes Theorem 2.23.

Proposition 2.25. Let X € H, let (S,X) be a measurable space, let [a,b] be a finite
interval in R and let the function f : [a,b] x S — X be given. If [fi] € m(S, X, X)
for allt € [a,b] and [fs] € C(a,b; X) for all s € S, then f € m(S,%, C(a,b; X)).

Proof. First note that, if {g™} is a sequence of functions in m(S, X, R) and g, =
sup,, g2 < oo, s € S, then g € m(S, X, R). Therefore, for any z € C(a,b; X), the
function

“ [fs] - xIIC = SUPH [fs]t _$t||7 s€S,

with the supremum taken over all rational numbers ¢ in [a,b], is X-measurable.
Hence, {s € S : ||[fs] — z|lc < r} € X for all 7 > 0. Thus, the inverse image of
each open ball in C(a,b; X) under the function f belongs to . Since C(a, b; X)
is separable, Bo(qp,x) is the smallest o-algebra generated by all open balls in
C(a,b; X). This implies the Y-measurability of the function f : S — C(a,b; X)
and, therefore, f € m(S5,%,C(a,b; X)) since C(a,b; X) is separable. a
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2.4.3 Change of Variable

Theorem 2.26. Let X, Y be Banach spaces and let (S, %, v) be a measure space. If
f is a v-measurable function from S to X and vy is the measure on Bx generated
by f, then for all p € Li(X,vy,Y),

[ etravy = [ olr)av

Theorem 2.26 expresses the change of variable property of the Bochner inte-
gral and, together with Theorem 2.10, it forms a basis for the following results.

Proposition 2.27. Let X, Y be Hilbert spaces, let (S,%,v) be a measure space and
let v¢ be a measure on Bx generated by a v-measurable function f : S — X. Then
g € La(S,a(f),1,Y) if and only if there exists a function ¢ € Lo(X,vs,Y) such
that g is the composition of ¢ and f. Furthermore, the spaces Lo(X,vs,Y) and
Ly(S,0(f),v,Y) are isometric under the isometry

Ly(X,v5,Y)d oo Jp=gpo f e Ly(S,o(f),r,.Y).

Proof. By Theorem 2.26, J is a bounded linear operator from Lo(X,v¢,Y) to
Ly(S,0(f),v,Y). Let us show that J has a bounded inverse. For this, take g €
Ly(S,0(f),v,Y). Then g € m(S,0(f),v,Y) and

/ llgsli? dv < oo.
s
By Theorems 2.10 and 2.26, there exists ¢ € m(X,vs,Y’) such that g = o f and

[ @ vy = [ ol v < o
X s
We conclude that g = g o f with ¢ € La(X,vy,Y) and

||<p||L2(X;Vf7Y) = ||g||L2(S,U(f),u,Y)-

Hence, J has a bounded inverse and, moreover, it is the isometry mentioned in
the proposition. O

Proposition 2.28. Let X, Y, Z be Hilbert spaces and let (S,%,v) be a measure
space. The following statements hold.

(a) If 3o is a sub-c-algebra of X, then Lo(S,Xo,v,X) is a subspace of
Ls(S, %, v, X).

(b) If f : S — Z is a v-measurable function and g € m(S,o(f),v,Y), then
Lo(S,0(g),v, X) is a subspace of La(S,o(f),v, X).
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Proof. Part (a) can be proved by direct verification. Part (b) is a consequence of
part (a). O

To continue, we introduce the following definition. The set
b
/ Hidt ={g € Ly(a,b;X) : g, € H; for a.e. t € (a,b]}

is called the Hilbertian sum of subspaces H;, a < t < b, of a Hilbert space X.

Proposition 2.29. Let X, Y be Hilbert spaces, let (S,%,v) be a measure space,
let [a,b] be a finite interval in R and let f be a v-measurable function on S to
La(a,b;Y). For a < t < b, denote by f' the restriction of f to [a,t] x S. Let
X/ = Ly(S,0(f),v,X). Then

(a) X/ is a subspace othf foralla <r <t <b

T

b
b) X/ = X/ at s a subspace of La(a,b; Lo(S,v, X)).
t

Proof. Part (a) is a consequence of Proposition 2.28(b) since f” is the composition
of the restriction operation and f*. For part (b), clearly, X/ is a linear subspace of
Ls(a,b; La(S,v, X)). Let {g"} be a sequence in X/ which converges to ¢ in norm
of Ly(a,b; L2(S, v, X)). Then some subsequence of {g™} converges to g a.e. on [a, ]
in norm of Ly(S,v, X). Since [g7] € X] for a.e. t € (a,b] and for all n € N, we
have [g,] € X/ for a.e. t € (a,b], that is g € Xf. Thus, X/ is closed under the
convergence in norm of Lo(a,b; Lo(S,v, X)) and, consequently, it is a subspace of
Ly(a, b; Ly(S, v, X)). O

Proposition 2.30. Let Y € H, let (S,%,v) be a measure space, let [a,b] be a finite
interval in R and let f¢ € m(S,v,C(a,b;Y)). Consider f¢ as a function with
values in La(a,b;Y) and denote this function by f. Then

o(f) =o(f)=0o([fil;a <t <)

Proof. Since Y € H, C(a,b;Y) C L2(a,b;Y) is a natural embedding of separable
spaces. Applying Proposition 1.15, we obtain o(f) = o(f¢). The equality o(f°) =
o([ffl; a <t < b) is a consequence of the fact that Be(qp,y) is the smallest o-
algebra generated by the system of all cylindrical subsets of C(a,b;Y), i.e., the
subsets of the form {g € C(a,b;Y) : g, € Bn, n =1,...,k}, where B,, € By,
a<t; <---<tp,<band ke N. O

Proposition 2.31. Let X,Y € H, let (S,%,v) be a measure space, let [a,b] be a
finite interval in R and let f¢ € m(S,v,C(a,b;Y)). Consider f¢ as a function
with values in La(a,b;Y) and denote this function by f. For a < t < b, denote
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by f! and f! the restrictions of f¢ and f, respectively, to |a,t] x S. Let Xf’f =
Ly (S,0(f1), v, X) and X/ = Ly(S,0(f*),v, X). Then

(a) X/ =x27, a<t<b;

(b) /det /chdt

Proof. By Proposition 2.30, o(f*) = o(f!) for all @ < ¢ < b. This implies part
(a) and part (b) as well. O

2.4.4 Strong Bochner Integral

Let X,Y € H and let (S, %, v) be a measure space. Operator-valued functions in
Li(S,v, L(X,Y)) are said to be uniformly v-integrable. The space Li(S,v, L(X,Y))
is not sufficiently large for our purposes because it is based on the concept of
uniform v-measurability and, hence, it does not contain useful examples of strongly
v-measurable operator-valued functions. Therefore, we need a generalization of the
Bochner integral for the case of strongly v-measurable operator-valued functions.

Proposition 2.32. Let XY € H and let (S,X,v) be a measure space. If the
operator-valued function F : S — L(X,Y) is strongly v-measurable, then the
real-valued function ||F||c : S — R is v-measurable.

Proof. Let D be a countable dense subset of X not containing the zero vector.
Since F is strongly v-measurable, the real-valued function ||Fsz|, s € S, is v-
measurable for all x € X. Hence, the real-valued function

F
IFulle = sup [[Fucl] = sup [Pz
=1 e

is v-measurable as well. O

sES,

By Proposition 2.32, the following classes of strongly v-measurable operator-
valued functions can be defined. Let X, Y € H and let (S, X, ) be a measure space.
By Bp(S, X, v, L(X,Y)) (or Bp(S,v, L(X,Y)) if there is no ambiguity about ) we
denote the class of all (equivalence classes of v-a.e. equal) strongly v-measurable
L(X,Y)-valued functions on S with

/ I1Fs||Pdr < o0 if 1 < p < 0o and esssupl|Fil| < oo if p = oo.
S SES

By(S,v, L(X,Y)) is a Banach space (see Thomas [88]) with the respective norm

1/p
1P, = ([1R0Pa) " 1< p<oo [Fla. = essupl Rl
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Clearly, L,(S,v, £(X,Y)) is a subspace of B,(S,v,L(X,Y))if 1 < p < oo.
Since the concepts of uniform and strong v-measurability coincide for L{R™, R™)-
valued functions,

Ly(S,v, LR™,R™)) = Bp(S,v, LR™",R™)), 1 <p < o0, n,meN.
Also,
By(S,v, L(X,Y)) C Bp(S,v, L(X,Y)), 1 <p < q< o0,

is a natural embedding.

If S CcR" ¥ = Bg and v = £ (the Lebesgue measure on Bg), then the
notation By(S,L(X,Y)) for Bp(S,Bs, 4, L(X,Y)) will be used. Also, we briefly
write Bp(a,b; L(X,Y)) = Bp(S, L(X,Y)) if S = [a, b].

The operator-valued functions of the space B1(S,v,£(X,Y)) are said to be
strongly v-integrable. If F € B1(S,v, L(X,Y)), then Fx € Li(S,v,Y) for all z €
X. The operator G € L(X,Y), defined by

Gm=/Fsscd1/, € X,
s

is called the strong Bochner integral of F € B1(S,v, L(X,Y)). The notation

/Fsdz/
s

is used for the strong Bochner integral of F.

Note that, if F' € L1(S,v, £(X,Y)), then the strong and uniform Bochner
integrals of F' coincide. Therefore, the above notation may denote either of these
integrals without any ambiguity. Moreover, if F € Li(S,v, £,(X,Y)), then, by
Proposition 2.20, the Bochner integrals of F' as £- as well as £;- and Ly-valued
functions coincide and we will use the above notation for all them.

Proposition 2.33. Let X,Y € H and let (S, X, v) be a measure space. The following
statements hold for all1 < p < .

(a) If F € Boo(S,v, L(X,Y)) and f € L,(S,v, X), then Ff € L,(S,v,Y).
(b) If F € By(S,v,L(X,Y)) and f € Loo(S,v, X), then Ff € Ly(S,1,Y).

(¢) If F € By(S,v, L(X,Y)), then F* € B,(S,v, L(Y, X)) and

(/Fsdu) :/Fs*du.
S S

Proof. This can be proved by direct verification using Proposition 2.11. O
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Remark 2.34. From the Propositions 2.5(b), 2.8(a), 2.11(a), 2.33(a) and 2.33(b),
one can observe that the strong continuity, differentiability, measurability, inte-
grability properties of a vector-valued function f remain valid for the composition
F f when the operator-valued function F' has not only the uniform, but also the
strong version of the corresponding property. This shows the efficiency of strong
operator convergence as a generalization of the uniform one.

Proposition 2.35. Let X € H and let (S,%,v) be a measure space such that
v(S) > 0. Suppose that F € Boo(S,v,L(X)), Fs > 0 for v-a.e. s € S and
F~1 € Boo(S,v,L(X)). Then (z,Fex) > k™Y||z||? for all z € X and for v-a.e.
s € S, where k = esssup,¢g||F; |-

Proof. First, note that Fy > 0 for v-a.e. s € S implies F,"! > 0 for v-a.e. s € S.
Hence, k& > 0 since v(S) > 0. Further, let us show that if A € £(X) and A > 0,
then (z, Az) > ||A~Y]|~!|z||? for all z € X. Indeed,

A—1>
A1 — s LAY
477 =sup =

implies
Iyll* |A~H | > (v, A7"y), y € X.

Substituting y = A'/%z, for € X, we obtain
(A 23, AM2Z)|| A7 > (A2, A1 A )

or
(x, Az) > ||A_1||_l<x,A1/2A_1A1/2z>.

But, AY/2A1AY2 = AV2A-1 A2 AV/2(AV/2)=1 = AY/2(AV/2)~1 = ]. Therefore,
(z, Az) > || A7 7" ||=]|?, = € X.
Using this inequality, we have
(2 Fox) > [|E7| 7 e > k7 )

for all x € X and for r-a.e. s € S. ]

Apart from Bp-spaces, the following class of operator-valued functions is also
useful. If S is a metric space and if X,Y € H, then the class of all strongly Bs-
measurable functions from .S to £{X,Y’) with sup,cg || Fs|| < co will be denoted by
B(S,L(X,Y)). As always, we write B(a,b; £(X,Y)) = B(S,L(X,Y)) if S = [a, b].
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2.4.5 Bochner Integral of £;- and £,-Valued Functions

We will now consider some results related with the integration of £1- and £3-valued
functions.

Proposition 2.36. Let X,Y € H and let (S,%,v) be a measure space. If f €
LZ(S7V7X) andg € LQ(S,I/,Y), then (f®g) € LI(S)Va‘Cl(Y)X))'

Proof. By Proposition 2.14, (f ® g) € m(S,v,L;(Y,X)) and, by Proposition
1.26(c),

J o ale = [ 15 Igldo < o
S s
Hence, (f ® g) € L1(S,v, L1(Y, X)). 0

Proposition 2.37. Let X € H and let (S,X,v) be a measure space. If the func-
tion F belongs to Loo(S,v,L£1(X)) and Fy > 0 for v-a.e. s € S, then F1/2 ¢
Lo (S, v, Lo(X)).

Proof. By Proposition 2.15, F1/2 € m(S,v, £L5(X)). Also, |Fsl/2||£2 = ||Fsllz, =
trF,, v-a.e. s € S. Thus, F'/2 € Lo(S,v, Lo(X)). O

2.5 Integral and Differential Operators

The integral and differential operators which are based on the integration and
differentiation operations, respectively, define two important classes of linear op-
erators on L,-spaces.

2.5.1 Integral Operators

Let X,Y € H, and let (S,%,v) and (R,T, u) be measure spaces. The operators A
and B from Lo(S,v, X) toY and to La(R, 1, Y), respectively, defined by

Af:/Msfsduv fELQ(Sal/aX)v

S

(Bf], :/Ns,,fs dv, p-ae. r€R, fe LyS,v,X),
S

where M € By(S,v, L(X,Y)) and N € Bo(S x R,v®@u, L(X,Y)), are called linear
integral operators. It can be verified that

1/2
A€ L(Ly(S,v, X),Y) with ||A]| = (/ ||MS||2dV)
S
and

1/2
B € L(La(S,v, X),La(R, 1, Y)) with || B|| = (// ||Ns,,||2dudu) )
SJR
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One can compute the adjoint A* and B* of A and B, respectively, in the form
[A*yls = My, v-ae. s€S, yey,
and

[B*g)s = / N ,.grdu, v-ae. s€S, g€ Ly(R,u,Y).
R

Related with the integral operators one can consider the equation

t
fe=gt +/ Gi,sfs ds, (2.4)
0

where g and G are given functions and f is unknown. The equation (2.4), called
a Volterra integral equation, often arises in applied problems.

Theorem 2.38. Let X € H, let T > 0 and suppose G € Ba(Ar, L(X)). Then there
exists F € By(Ar, L{X)) such that for all g € L2(0,T; X),

t
fi=9: —+—/ F, s9sds, a.e. t €[0,T],
0

is a unique solution of the equation (2.4) in Lo(0,T; X). Furthermore, F is a
unique solution in Ba(Ar, L(X)) of the equation

t
Fi s =G4 s —+—/ Gy Frsdr, ae. (t,8) € Ar.

When G € By (A, £(X)), this theorem can be proved as Theorem 3.13. In
the general case the function G € By(Arp, £(X)) must be approximated by the
functions in B (A7, L(X)).

2.5.2 Integral Hilbert-Schmidt Operators

The following proposition shows that Hilbert—Schmidt operators on Ls-spaces can
be completely described by linear integral operators.

Proposition 2.39. Let X,Y € H, let (S,X,v) and (R,T, u) be separable measure
spaces. Then the following statements are true.

(a) The spaces La(S,v,L2(X,Y)) and Lo X, La(S,v,Y)) are isometric under
the isometry

Ly(S,v,Lo(X,Y)) 2 @ & J1® = & € Lo(X, Lo(S,1,Y)) :
[®h], = ®,h, v-ae s€S, heX.
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(b) The spaces La(S,v, L2(X,Y)) and La(L2(S,v, X),Y) are isometric under
the isometry

La(S,v, Lo(X,Y)) 2 ® & Jo® = & € Lo(La(S, v, X),Y) :
bf = [(@ufidv, f € La(SX),
S

(¢) The spaces Ly and Lo, where Ly = Ly(S x Ryv ® pu, L2(X,Y)) and Lo =
Lo(La(S,v, X), La(R, 1,Y)), are isometric under the isometry

izB@HJ3¢’=&)E£2:

[f). :/cbs,,.fs dv, p-a.e. r € R, f € Ly(S,v, X).
S

Proof. First, note that separability of the measure space (S,X,v) and X € H
imply L2(S,v, X) € H. So, the Ly-spaces, considered above, are well-defined. For
part (a), let ® € Ls(S, v, L2(X,Y)). Then, by Proposition 2.12(a), ®h € m(S,v,Y)
for all h € X and, by the monotone convergence theorem (see Rudin [85], p. 318),

dim X dim X

2:'/H¢¢%Wdu=i/ 3 @aenldv < o0
n=1 /5 5 n=1

where {e,} is a basis in X. Hence, ® € L5(X, Ly(S,v,Y)). Thus, J; is a trans-
formation from Ly (S, v, L2(X,Y)) to La( X, La(S,v,Y)). Clearly, J; is a bounded
linear operator with ||J;®||z, = ||®||L,. It remains to prove that J; has a bounded
inverse. For this, let ® € L£4(X, Lo(S,v,Y)). Then one can define the function ®
as in part (a) of the proposition. By the monotone convergence theorem, one can
verify that ® has values in £2(X,Y) v-a.e. on S. Then from Proposition 2.12(a), it
is easy to see that ® € Ly(S, v, L2(X,Y)). Thus, J; has a bounded inverse proving
part (a). In view of

P c LQ(S, l/,ﬁg(X,Y)) S P e LQ(S, v, ﬁg(Y,X))
S J9* e £2()/, LQ(S, l/,X))
=4 (qu:‘*)* € [:z(Lg(S, I/,X),Y),
where J; is defined in part (a), it follows that ® « (J;®*)* is an isometry between
Ly(S, v, L2(X,Y)) and Lo(L2(S,v,X),Y). One can verify that (J;®*)* = J,P.
This proves part (b). Also, from
e lye ®c Ly(S,v,La(R, 1, Lo( X, Y)))
o 1P e Lz(S, v, CQ(X, LQ(R, I, Y)))
& o1 ® € Ly,
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we obtain the isometry ® « JyJ;® between L, and £,. Note that in this isometry,
Jy is related with the variable in R and J, with the variable in S. One can verify
that JoJ;® = J3®. This proves part {c). O

In the sequel the spaces Lo(S,v, Lo(X,Y)) and L£2(X, La(S,7,Y)) and also
their corresponding elements ® and J; P will be identified.

2.5.3 Differential Operators

Let X € H, let [a,b] be a finite interval in R and let W1P(a,b; X) be the class of
all functions f : [a,b] — X that can be represented in the form

t b
ftzfa+/gsds=fb—/gsds,a3t5b, (2.5)
a t

for some g € L,(a,b; X), 1 < p < oc. The symbol W™P(a,b; X), wheren = 2,3, ...
and 1 < p < oo, will denote the class of functions f : [a,b] — X which have
(n—1)st derivative in W'P(q,b; X). Under the corresponding norm, W™P(a, b; X)
is a Banach space. In particular, W12(a, b; X) is a Hilbert space in which a scalar
product can be defined by

b
(fr@dwrz = (fo,9) +/ (fi,g:) dt.

Theorem 2.40. Let X € H and let [a, b] be a finite interval in R. If g € Ly(a,b; X),
then the function f defined by (2.5) is continuous and a.e. differentiable on [a,b]
with f{ = g¢ for a.e. t € [a,b]. Furthermore, the derivative of f is defined for
all t at which g s continuous. In particular, f is continuously differentiable if
ge Cla,b; X).

The following propositions generalize Theorem 2.40 in two different direc-
tions.

Proposition 2.41. Let X € H, let T > 0 and let f : Ar — X be a function
satisfying

(a) [fs] € Whi(s,T; X) for a.e. s € [a,b);
(b) [fe] € L1(0,t; X) for all 0 <t < T;

(¢) h € L1(0,T; X) where hs = fs 5 for a.e. s € [0.T];
(d) (8/00)f € Li(Ar, X).

Then the function

t
th/ frods, 0<t<T,
0
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belongs to WH:1(0,T; X) with

t
3]
F{ = fi: +/ = ftsds, ae. t€[0,T).
o Ot

In particular, if f,(8/0t)f € C(Ar,X), then the function F is continuously dif-
ferentiable on [0,T).

Proof. By condition (b), the function F' is defined over all [0, T]. Using Theorem
2.22, we have

t t t 8
F, =/ ft,sds=/ (fs,s+/ -—frysdr>ds
0 0 s Or
t t T8 t T8
:/ fr,rdr+/ / —fr,sdsdr—_—/ (fr,r+/ —fr,sds)dr.
0 o Jo Or 0 o Or

Hence, the first part of this proposition follows from Theorem 2.40. One can verify
that if f,(0/0t)f € C(Ar,X), then the integrand in the integral representation
of F' is continuous. Hence, the second part follows from Theorem 2.40 too. a

Proposition 2.42. Let X € H and suppose that T is an increasing or decreas-
ing real-valued function with D(t) = [a,b] and R(7) = [a1,b1]. For a given
f € Whi(ay,by; X), define a function g by g¢ = fry, a <t < b. Then g €
Whl(a,b; X) with g} = f;(t)r'(t) for a.e. t € [a,b]. In particular, if f and T are
continuously differentiable, then g is also continuously differentiable.

Proof. Without loss of generality, assume that 7 is increasing. By Theorem 2.26,

t

T(t) t
gt = frry = fa +/ fs/ ds = fa, +/ f‘l/'(s) dr(s) = ga +/ f‘ﬁ(s)T/(s) ds.

ay T_l(al)

Hence, by Theorem 2.40, the first statement is obtained. If f and T are continuously
differentiable, then the integrand in the integral representation of ¢ is continuous.
Hence, the second statement follows from Theorem 2.40 too. O

Proposition 2.43. Let X,Y € H, let h,g € W'2(a,b; X) and let F be a strongly
differentiable operator-valued function from [a,b] to L(X,Y) with the derivative
F’ in Ba(a,b; L(X,Y)). Then

b b
(a) thb—Fahaz/ Fs/hsd8+/ Fsh,sds;

b b
(D) (hr5) — (har ) = / (W, g4 ds + / (hardl) ds.

Proof. This follows from Propositions 2.8(a), 2.8(b) and Theorem 2.40. a
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Using the spaces W12(a, b; X) and W?22(a, b; X), one can define the differen-
tial operators d/dt and d?/dt?. In view of Proposition 2.8(c), these operators are
linear. But, on Ly(a, b; X') these operators are not bounded since they can not be
defined over all Ly(a,b; X). The next proposition shows that these operators are
closed linear operators on Ls(a, b; X).

Proposition 2.44. Let X € H and let [a,b] be a finite interval in R. Then the
following statements hold.

(a) The differential operator d/dt, defined on
D(d/dt) = {h € W"?(a,b;X) : hy = 0},
belongs to L(La(a,b; X)) and (d/dt)* = —d/dt with
D(—d/dt) = {h € W"2(a,b;X) : hy =0} .
(b) The differential operator d?/dt?, defined on
D (d?/dt?) = {h € W*?(a,b;X) : ha = hy = 0},
belongs to L(La(a,b; X)) and (d2/dt2)* = d?/dt.

Proof. Only part (a) will be proved. Part (b) can be proved in a similar way.
Clearly, D(d/dt) = La(a, b; X). To show the closedness of d/dt suppose that {f™}
is a sequence in D(d/dt) such that

If™* — fllz, — 0 and ||(d/dt)f" - gl|r, — 0 as n — oo.
Then for all a <t < b, we have

[ o g
< (b—a)/:

Since || f*—f|lL, — 0, there is a function in the equivalence class of f € Ly(a, b; X),
which will also be denoted by f, such that

b
ftn_‘_/ gs ds
t

2
ds — 0, n — oo.

d n
gs—zi—s-fs

b
ft:—/ gsds, a<t<hb.
t

Therefore, f € D(d/dt) and (d/dt)f = g, i.e., d/dt € L(Ly(a,b; X)). Now let
f,g € Wh2(a,b; X). By Proposition 2.43(b),

b b
<fb,gb)—<fa,ga>=/ <%ft,gz>dt+/ <ft73dzgt>dt-

Substituting f, = g, = 0 in the above formula we obtain (d/dt)* = —d/dkt. O
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2.5.4 Gronwall’s Inequality and Contraction Mappings

In studying integral and differential equations the following two theorems are
useful in stating the existence and the uniqueness of solutions.

Theorem 2.45 (Gronwall). Let [a,b] be a finite interval in R and suppose that f is

a nonnegative function in Li(a,b;R) satisfying

t
ftS01+62/ fsds, a <t <b,

where ¢1 > 0 and co > 0 are constants. Then
fi <120 g <t <b
In particular, fi =0 for alla <t < b when ¢; =0.

Theorem 2.46 (Contraction Mapping). Let X be a Banach space, let G be a closed
and nonempty subset of X and suppose that F : G — G is a nonlinear (in general)
operator. Define recursively F™ = Fo F™ !, m € N, where FC = 1. If F™ is a
contraction mapping for some m € N, i.e., if there exists 0 < ¢ < 1 such that for
allz,ye X

I1F™(z) = F™ ()|l < cllz -yl

then the equation © = F(x) has a unique solution in G.



Chapter 3

Evolution Operators

This chapter deals with semigroups of bounded linear operators and mild evolu-
tion operators and transformations on them. Also, we study Riccati equations in
operator form.

Convention. In this chapter it is always assumed that X, Y, U, H € H, and
Ar={(t,s):0<s<t<T}forT>0.

3.1 Main Classes of Evolution Operators

Two basic classes of evolution operators, namely strongly continuous semigroups
of bounded linear operators and mild evolution operators, are discussed in this
section.

3.1.1 Strongly Continuous Semigroups

Definition 3.1. A function U : [0,00) — L(X) is called a strongly continuous
semigroup of bounded linear operators if

(a) U =1
(b) Upys = UsUs, t > 0, s > 0 (semigroup property);
(c) |Usz — z|| — 0 as t — O for all z € X (strong continuity at zero).

The class of all strongly continuous semigroups with values in £(X) will be denoted
by S(X).

By the semigroup property, a strongly continuous semigroup can be uniquely
defined if it is given on any finite interval [0, T] with T > 0. Using Definition 3.1,
one can prove that a strongly continuous semigroup is strongly continuous at each
t > 0 as an operator-valued function.

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
© Springer Basel AG 2003
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Given U € S(X), one can consider the linear operator

A: Az = }in(l)t_l(l/{t - Dz, (3.1)

defined for those x € X for which the limit in (3.1) exists. It can be proved that
A € L(X). The operator A is called the infinitesimal generator of U. We will also
say that A generates U. Using (3.1), one can show that

z € D(A) = Uz € D(A), t >0,

and p
Eutl' = AL{tm = UtAx, T € D(A), t> 0.
These equalities can also be written in the integral form
¢ ¢
Uiz = x + / Aldszds = +/ U;Azds, x € D(A), t >0, (3.2)
0 0

where the integrals are in the Bochner sense.

From (3.2), one can observe that a strongly continuous semigroup U with
the infinitesimal generator A is a tool for representing the solution of the linear
differential equation

zy = Az, t >0, xo € D(A).

So, it is important to describe the class of all closed linear operators which generate
a strongly continuous semigroup.

Theorem 3.2 (Hille-Yosida-Phillips). An operator A € L(X) generates a strongly
continuous semigroup if and only if there exist the numbers M and w such that
for all A > w, (M - A)~! € L(X) and

(A —A)™|<MA—w)™ n=12,....

3.1.2 Examples

The examples given below demonstrate that the solutions of different differential
equations can be represented by use of strongly continuous semigroups.

Example 3.3. A bounded linear operator A € £(X) generates the semigroup

oo
_ At _ (tA)"
Ut =e = Z oy s
n=0
which is uniformly continuous. In particular, if A = 0, then U, = I. Conversely, if
a semigroup is uniformly continuous, then its infinitesimal generator is a bounded
linear operator.
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Example 3.4. If A € £(X) generates U € S(X), then A* generates U* € S(X).
The strongly continuous semigroup U* is said to be the dual of U.

Example 3.5. By the method of separation of variables, well-known in theory of
partial differential equations, the solution of the one-dimensional heat equation

9 0
ot T Bg2

with the initial and boundary conditions

a7 Ut,0, t>0

Up,0 = f@a 0 S 0 S 15 f S W2’2(Oa 1aR)a
ugo =uz1 =0, £ >0,

can be represented in the form

ut9—22e_""tsmnﬂ'0 / fasin(nma)da, 0< 8 <1, t>0.

n=1

Let X = L2(0,1;R) and consider the second order differential operator d?/d6?
with
D (d?/d6%) = {h € W*?(0,1;R) : hog = hy = 0}.

By Proposition 2.44(b), d2/d#? € L(X). Letting x, = [u;] (see Remark 2.21) and
defining U : [0, 00) — L{X) by

fe’e] 1
Z tgin mr@)/ hosin(nma)da, 0<0<1,t>0, he X,
oyt 0

the above mentioned problem and its solution can be written as

d2

%t t>0, xo=f€D (d2/d92); . =Uf, 1 > 0.

One can show that U;, t > 0, is the strongly continuous semigroup generated by
the second order differential operator d*/d§?. By Proposition 2.44(b), (d?/d6?) *
d?/d6?. Hence, U} = Uy, t > 0. One can verify this equality by direct computation
of the dual semigroup &/*.

~

Ty =

Example 3.6. Consider the wave equation
H? 0?
2" = 962

with the initial and boundary conditions

uo,o = fo, (8/0t)ure|,_, =90, 0<0<1, f,g € W>2(0,1;R),
ugo =u,1 =0, ¢ >0,

oo Ut,0, t>0



62 Chapter 3. Evolution Operators

With f and g, we associate the respective sequences { fn} and {g,} of Fourier
coefficients in the half-range Fourier sine expansions

fo= Z fnV2sin(nn) and gg = i JnV2sin(nm8)

n=1 n=1

and assume that -
Z nszl < OC.
n=1
Let X be the Hilbert space of all functions
h= [5] € L2(0,1; R) x Lo(0,1; R)

with

endowed with the scalar product
pos = (TEL TETN ™ (22 0w it
(h, )= s | —Z(nﬂﬁnﬁn*‘ﬂnﬂn),
n n —_
where &,, £, 7, and 7/, are the respective Fourier coefficients of &, &, n and 7'

For the operator
0 I
A= [d?/d()? 0] !

where I is the identity operator on W22(0, 1;R) and d?/d#? is the second order
differential operator with the domain D(d2 / d02) as defined in Example 3.5, the
above mentioned problem can be formulated in the abstract form

zy = Az, t >0,

where

Ut,0 f
Ttlg = K ,0<60<1,t>0 = .

o= (oo | 050 < w=|7]
It is known that the operator A, as defined above, belongs to £~(X ) and it generates
the strongly continuous semigroup U (see Curtain and Zwart [41], p.149, and
Zabczyk [95], p.180) as defined by

Ush)o = i[ cos(nrt) (nm)” Sin(”’rt)} [f}”] V2sin(nr8), 0<0<1, >0,

—nm sin(nnt) cos(nmt) n

1

n=1

where ¢ and 7 are components of h € X, and &, and 7}, are Fourier coefficients
of £ and 7), respectively. Moreover, |[U|| < 1 for all t > 0, i.e., U is a contraction
semigroup, and the natural extension of I to R satisfies U, = U =U_4, 1e, U
(as defined on R) is a group.
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Example 3.7. Let € > 0. By the method of characteristics, well-known in theory
of partial differential equations, the solution of the first order partial differential
equation

0 0

b—tut,e = @Ut,ev t>0,

with the initial and boundary conditions

u0,9=f95 —ESGSO, f€W1Y2(‘€7O;X)’
ut,():oa tZO,

can be represented in the form

f9+ta 0+t50
= — < >
Ut,0 {0’ 9+t>0(° e<0<L0,t>0.

Let X = Ly(—¢,0; X) and consider the first order differential operator d/df with
D(d/df) = {h € W"?(—¢,0; X) : ho = 0}.
By Proposition 2.44(a), d/df € £(X). Letting z; = [u¢] (see Remark 2.21) and

w1 _ J hoyt, 0+t<0 ~
[Tzh]o—{Q 9+t>0},—s§950,t20,heX, (3.3)

the above mentioned problem and its solution can be written as

d
.Z'; = &—aibt, t>0, xg = f € D(d/dG), Ty = 7?]0, t>0.
One can show that 7;*, ¢t > 0, defined by (3.3), is the strongly continuous semigroup
generated by the first order differential operator d/df. T* is called a semigroup of
left translation.

Example 3.8. Let ¢ > 0, let X = Ly(~¢,0;X) and let d/df € L£(X) be the
differential operator from Example 3.7. By Proposition 2.44(a), (d/d#)* = —d/df
with

D(—d/df) = {h € W"?(~¢,0; X) : h_. = 0}.

Computing the dual of 7 (see (3.3)), one can easily verify that —d/df generates
the strongly continuous semigroup 7 defined by

_ hg_t, a—tZ—E iy
[Tth]g_{o’ 0_t<_6},—s§0§0,t20,h6X, (3.4)

which is called a semigroup of right translation.
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Example 3.9. A significant class of strongly continuous semigroups concerns linear
differential delay equations in the form

0

d
Eut = Aug + Nug o + Mgut+9 d0, t >0,

with the initial condition
Ug = f€7 —€& ,<_ 0 S 07 f < W112(_€70;X)3

where ¢ > 0, N € L(X), M € By(—¢,0;£(X)) and A € L(X) generates the
strongly continuous semigroup U € S(X). We do not consider these semigroups
here in detail since they could be described through bounded and unbounded
perturbations from Sections 3.2 and 3.4.

3.1.3 Mild Evolution Operators

An evolution operator is a generalization of the concept of semigroup of bounded
linear operators to the two-parameter case. There are several kinds of evolution
operators. The reader can find a complete discussion of evolution operators in
Curtain and Pritchard [39]. We will consider mild evolution operators.

Definition 3.10. Let 7 > 0. A function U : Ar — L£(X) is called a mild evolution
operator if

(a) Uy =1,0<t < T
(b) Urs =U; U, 5,0 < s <7 <t <T (semigroup property);

(¢) U] : [0,t] —» L(X) and [Us] : [s,T] — L(X) are weakly continuous for all
O<t<Tandforall 0 <s<T,

(d) supa, 1Ues]| < oo.

The class of all mild evolution operators from Ar to £(X) will be denoted by
E(Ar, L(X)).

Each strongly continuous semigroup U is a mild evolution operator when
it is defined in the two-parameter form U; s = U5, 0 < s < ¢ < T. Hence, if
the one-parameter (4;) and two-parameter (U s = U;—,) forms of semigroups are
identified, then S(X) C £(Ar, L(X)) for all T > 0.

Proposition 3.11. Let T > 0. The following statements hold.
(a) £(Ar, L(X)) C B(Ar, L(X)).
(b) IfU € E(Ar,L(X)) and ¢ € L1(0,T; X), then

t
wt=/ Upspsds, 0< ¢ <T,
0

is weakly continuous.
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Proof. Part (b) can be proved by direct verification. For part (a), let

g, = {Urs 0<s<t<T,
bs T I, 0<t<s<T,

and let uy s = <L~Itysx, y> for any z,y € X. The real-valued function u is defined on
[0,T] x [0,T] and is continuous in each of the variables. Therefore, by Proposition
2.25, it can be considered as a Bjy 7j-measurable function from [0, T] to C(0, T; R).
We conclude that there is a sequence {u™} of By r}-simple functions from [0, T]
to C(0,T;R) such that

max |ugs —up,| —0asn-—ooforall0<t<T.

s€[0,T] ’
It is easy to verify that each u™ is a By )x [0, 7)-measurable function. Hence, the
limit function u is also Bjg 1)x[o,r)-measurable. This implies the strong Ba,.-
measurability of U since X is separable. Thus, Y € B(Ar,L(X)) since U is
bounded. 0

Example 3.12. Let U € £(Ar, £(X)), let X = Ly(—€,0; X) and let € > 0. Then
Ue E(AT,E(X X X)) where

Y, l:ut,s gt,s

= <
U 5 Z_s]’O—SStST’

Te S(f( ) is the semigroup of right translation as defined by (3.4) and

0

5t,sg:/ ut,s—rgrdra OSSStSTa QGX
max(—e,s—t)

Indeed, the conditions (a), (c) and (d) of Definition 3.10 can easily be verified. For

the condition (b), it is sufficient to show that

gt,s = ut,sgs,r + gt,s,];—ra 0 _<_ T S S S t S T.

This follows from
0
(ut,sgs,r + gt,sﬁ—r)g = ut,s/ us,r—oga do

max(—e,r—s)

0
+/ ut,s—U[,];—rg]a do

max(—e,s—t)

0
= / ut,'r—ogu do

max(—e,r—s)

max(—e,r—s)
+/ ut,r—aga do

max(—e,r—t)

0
= / ut,'r—ogu do = gt,sgv

max(—e,r—t)
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where g € X. In fact, U is the perturbation of Y © T by the bounded operator

0 I -
[o o] €L(X x X).
This will be studied in the next section.

Actually, in applied problems we meet mild evolution operators which have
some differentiability property. Such an evolution operator is called a strong evo-
lution operator. The class of strong evolution operators is not closed even under
simple transformations and that makes this class inconvenient in studying control
and estimation problems. But, the class of mild evolution operators is closed with
respect to the basic transformations which are considered in the next section.

3.2 Transformations of Evolution Operators

3.2.1 Bounded Perturbations

An important transformation on evolution operators is their bounded perturba-
tion.

Theorem 3.13. The equations
t
Viw=Ue+ [ VerNolhyadr, 0S5 <t<T. (3.5)
S

t
yt,s = ut,s + / ut,rNryr,s dr, 0<s<t<T, (36)
S
where T >0, U € E(AT, L(X)), N € Bo(0,T; L(X)) and the integrals are in the
strong Bochner sense, are equivalent and have a unique solution in E(Ar, L(X)).
Proof. Denote ¢ = ess supjg 7y || Ns|l, c2 = supy,. [[Uss]l, and consider the se-
quence of operator-valued functions

t
Vi =/ U N Y dr, n=1,2,..., V), =U,, 0<s<t<T.

By induction, it can be proved that

t—s)"
970 < exterea) E =2,

Therefore, the series Y V{5 s majorized by a convergent series of real numbers
and, consequently, it converges uniformly in (¢,s) € Ar with

o0
D lIVEN < caerea

n=0
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By Theorem 2.19, we have

0 ) + %)
S VP = U+ SV =l + / UpoN, S V7, dr.
n=0 n=1 L4 n=0

Thus, Vis = Y ooy Vs, 0 < s <t <T,is asolution of the equation (3.6). One can
observe that }" is weakly continuous in each of the variables for all n = 0,1, . ...
So, by uniform convergence, we obtain the weak continuity of Y in each of the
variables. Let us prove that this solution is unique. Let )7 be another solution and
R =Y -—2)Y. Then

t
7?'t,s:/‘ ut,rNrRr,s dr.

Hence,

IResll < 0102/ |Rrs | dr.

So, by Theorem 2.45, R = Y—Y = 0, i.e., the equation (3.6) has a unique solution.
Now consider the equation (3.5). Let

t
y;fs=/ VA NUpsdr, n=1,2,..., V), =U,, 0<s<t<T.
s

Similarly, one can show that the function 5&’5 = ZZ‘;O jt’fs, 0<s<t<T,is
a unique solution of the equation (3.5). For Y = Y, it is sufficient to show that
Yr=Y"foralln=0,1,.... When n =0 or n = 1, this is obvious. Suppose that
Y*=Y*"forn=k—1and n =%k — 2. Then we have

t
VEo= | VET'NU, o dr

st

= / VETIN Uy s dr
st t

= / / Uy NoYET2NU, s do dr
st TU B

= / / Uy o NoVETENU, o dr do
St k] ~

:/ ut,aNay,]:;l do

t
- / Uy o N, VET do = VE,.
8

By induction, Y™ = Y for all m = 0,1,... and, hence, Y = Y. Thus, the equa-
tions (3.5) and (3.6) are equivalent. Finally, let us show that Y € E(Ar, L(X)).
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Obviously, Vit = Uy = I, 0 < t < T. To show the semigroup property, let
0<s<r<t<T. Then from (3.6) and from

T t
yt,ryr,s = ut,rur,s +/ ut,rur,aNoya,s dU +/ ut,aNoyo,ryr,s dUa

we obtain .

VirYra = Voo = [ UhiaNoas I = Vi) do
Hence, ' ,

Yer Yo = Vel < 2 [ 1V Yre =~ Vol do

By Theorem 2.45, we conclude Vi r V5 s = Vis, 0 < s <1 <t <T. Thus, we have
Y e &(Ar, L(X)). O

Definition 3.14. The solution Y of the equivalent equations (3.5) and (3.6) is called
the bounded perturbation of U by N. The notation Py (U) will be used to denote
this bounded perturbation.

Theorem 3.15. Suppose that U € S(X) and Ny = N € L(X). Then Y = Py(U) €
S(X) and Y in the one-parameter form is a unique solution of the equivalent
equations

t
yt = Z/{t +/ erut~7‘ dT', t Z 0, (37)
0

t
yt = Ut +/ L{TN:))hT d’/‘, t 2 0. (38)
0

Furthermore, if A is the infinitesimal generator of U, then A+ N is the infinitesimal
generator of Y.

Proof. Let T > 0 and consider the solution Y of the equivalent equations (3.5)
and (3.6) when Uy s =Uy—,, 0< s <t <T,and N; =N, 0<t <T. By Theorem
3.13, Y € E(Ar, L{X)). One can verify that YV, ,, 0 < s <t < T, is a function
of the difference t — s. Denote V;—s = V5, 0 < s < t < T. On the interval
[0,T], the equations (3.5) and (3.6) can be easily transformed to the equations
(3.7) and (3.8), respectively, and vice versa. The semigroup property of V in the
one-parameter form can be obtained from the same property in the two-parameter
form. The strong continuity of ) follows from the strong continuity of &/ and from
(3.7) or (3.8). Furthermore, letting T tend to oo, we conclude that Vi, t > 0, is a
unique solution of the equivalent equations (3.7) and (3.8) and Y € S(X). Also,
using Proposition 2.41, from (3.7), for £ € D(A), one can compute

d

d ¢ d
— = — N=U,_
dtytl' dtuta:+/0 Vr dtut rrdr +YViNzx

t
=U, Az + / VeNU,_ Az dr + ViNz = V;(A+ N)z.
0
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Hence, A + N is the infinitesimal generator of ). Oa

The next result explains the meaning of bounded perturbations.

Proposition 3.16. Let T > 0, let zo € X and let Y = Pn(U) where U € E(Ar, L(X))
and N € By (0,T; L(X)). Then the function x, = Y, 020, 0 <t < T, is a unique
weakly continuous solution of the equation

t
Ty = ut70$0 +/ th,st:vs ds, 0<t<T.
0

Proof. This is a direct consequence of Theorem 3.13. O

We also present the following properties of bounded perturbations.

Proposition 3.17. Let T > 0, let U € E(Ar, L(X)) and let N, M € Boo(0,T; L(X)).
Then the following equalities hold:

(a) Pn+m(U) = Pn(PuU));
(b) yZPN(U) = Ll:P"N(y).

Proof. Part (b) is obvious. To prove part {a) let R = Pp(U) and K = Py(R).
Then

t
Rt,s = ut,s +/ Rt,erur,s dr, 0 <s<t<T,
° t
Kis =Rys + / KipNeRrgdr, 0 <s <t <T.
s
Using these equalities, we have
t
,Ct,s = ut,s +/ ’R,t,erur’s dr
i ° T
+ / Kor N, (u T / Rro Mol da) dr
s . s
= ut,s + / ’Ct,rNrur,s dr
t ) t
+/ (Rt,r +/ ’Ct,dNoRa,r dg) Mrur,s dr
S . T
= ut,s +/ ,Ct,r(Nr + Mr)ur,s dr.

Hence, K = Pyim(U). d
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3.2.2 Some Other Transformations

Suppose 0 < t < T and U € E(Ar,L(X)). Then U|a, € E(Ar, L{X)). The
restriction of U to A; will be considered as a transformation of U and it will be
denoted by U|a,. The restriction of U € S(X) to A, in the one-parameter form
is U|[o,y)- Since U € S(X) is uniquely defined by its values on [0,t] for ¢t > 0, it is
convenient to identify & € S(X) and its restrictions.

Suppose T'> 0, U € E(Ar,L(X)) and R € E(Ar, L(Y)). Then the function
Y, defined by

U O
yt,s - |: 0 Rt,s:| )

belongs to E(Ar, L(X x Y)). The mild evolution operator ) will be denoted by
UOR. ForU € S(X) and R € §(Y), we readily obtain that f © R € S(X x Y).
If A; and A, are the respective infinitesimal generators of i/ and R, then

(4 0
A‘[o Az]

is the infinitesimal generator of U ©® R.
Suppose 0 < t < T and U € E(Ar,L(X)). Then one can verify that the
function ), defined by

ys,r = ut*_r,tAsa 0 <r<s< tv

belongs to £(Ay, £(X)). The mild evolution operator Y is called the dual of U and
it is denoted by Dy (U). Obviously, if 4 € S(X), then Dy(U) = U* (see Example
3.4).

If0<t<Tandif N € B(0,T;L(X,Y)), then by D;(N) we denote the
function in Boo(0,t; L(Y, X)) that is defined by

[De(N))s = Ni—y, 0< s <t
Also, for a function u: [0, T] — R, we will denote
[Di(w)s =t —pe_s, 0< s < ¢

In the sequel, the difference between these two meanings of the transformation D,
will follow from the context.

Proposition 3.18. Let U € E(Ar,L(X,Y)), let Y € E(Ar,L(X,Y)), let N €
Boo(0,T; L(X,Y)), let u:[0,T] > R and let 0 <t < T. Then

(a) Pn(U)|a, = De(Pp,(n(De(Uh)));
(b) DU ©Y) = De(U) © D(Y);
(¢) De(De(U)) =U|A,;
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(d) Dt(Dt(N)) = Nf[o,t];

(e) Di(D(p)) = o135
(f) v = D¢(u) is continuous and increasing with

1 -1
Vg :t—ll‘t—s’t-—:u‘tssst_:u‘oa
if u is continuous and increasing.

Proof. Part (a) is a consequence of the equivalence of the equations (3.5) and
(3.6). Parts (b)—(e) can be proved by direct verification. Also,

— _ _ -1 _ -1
Ve =1— llt_g = Viopd, = t “ Bty =S =>v, =t—p;_,

proves part (f). O

3.3 Operator Riccati Equations

The equation

T
Qt = uj*“,tQTuT,t +/ u:,t(FS
t
—(QsBs + L2)G; M (BiQs + L)) Us pds, 0< t < T, (3.9)

where @ is an unknown function, is called an operator Riccali equation and it
often arises in applied problems. In this section, bounded perturbations of mild
evolution operators are used to study this equation.

3.3.1 Existence and Uniqueness of Solution

The equation (3.9) will be studied under the conditions

T>0, U cEAr,L(X)), B By(0,T;L(U,X)),
F € B,(0,T;£(X)), L € B,(0,T; L(X,U)),
G,G7' € B(0,T; L)), Qr € L(X), Qr >0,
Gy >0and F; — L}G;'L; > 0 for a.e. t € [0, 7).

(3.10)

We will also use the notation M = F — L*G™ 'L, K = BG™'B* and R =

P_ BG-1L (U ) .
Consider the sequence of operator-valued functions defined by

T
Q= R QiR + [ REOM
t
+QYTK QY )R ds, Q9 =0,0<t<T, n=12,..., (3.11)
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where R™ = P_kqgn-1(R). By Proposition 3.11(a), we have Q™ € B(0,T; L(X))
foralln =1,2,.... Also, Q7 > 0forall 0 £ ¢t < T and for alln = 1,2,.... To
find an equation for the difference AQ™ = Q™! — Q™, we need a representation
of Q™ in terms of R™*1.

Lemma 3.19. Under the above conditions and notation,
T
Qr = REQeRy, + [ RIT (M,
t
+ QK Qr T + AQY K Q)R ds, 0<t<T, n=12,....

Proof. Since
R" = P_ggn-1(R),

by Propositions 3.17(b) and 3.17(c), we have
RTL - PKAQ’".—I (Rn+l).

Hence, the following equality holds:
t
Ryy =Ry +/ RITVAQI 'K, RYpdr, 0<s<t<T.
8§

8

Substituting R™ from this equality in (3.11), we have
T
ar = (Reye+ [ REFUAQIKRY, ) Qe
t
T
+/ R (M, + QUK QP )RY  ds
t
T s
+ / / RITVUAQE K R (M, + Q' K,.QY " )RY  drds
t t
T
— RETQuRY + [ R (M.+ QiTKLQITRE, ds
t
T
+ / RITAQI K,
t
T
X (jo,QTR%TJF / Ry (M, + Q7 TK.QY ) RY., ds)ngtdr.

Thus by (3.11), we obtain the statement. 0
Lemma 3.20. Under the above conditions and notation,
T
PRy [ RO
t

+ QYK.QY + AQY 'K AQY )R ds, 0<t<T, n=1,2,....
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Proof. We start from the expression for Q7 in Lemma 3.19 and substitute
¢
Ry, =Ry +/ R KAQE 'R dr, 0<s<t<T.
s
Then, we have
ar =Ry Ryt + [ RE AR )
T
+/ Rn+1*(M +Qn IKQn 1+AQn IKQn)
(jol / Ry KAQ 'R dr) ds
_ R;L“,tl*Q Rn+1

T
+ [ R (M QEKLQE T + QY KLQY R ds

/ Rn+1* (R;’tl*QTR% / Rn+1*

FQITQI + AQIT KL QY)R? ds)K AQIIRIH dr.

Thus by Lemma 3.19, we obtain the statement. O

Lemma 3.21. Under the above conditions and notation, the sequence of operators
QY converges strongly to some Qr > 0 for all 0 < t < T. Furthermore, the
operator-valued function @Q belongs to B(0,T; L(X)) and it is a unique solution of
the equation

T
Qu=YiQ@eYr+ [ ViOL+QKQ)Vurds, 0St<T, (312
i
where Y = P_go(R).
Proof. From (3.11) and Lemma 3.20, we have
n n+1 / Rn+I*AQ:.—1KSAQ:.—1R’;Lj‘—1 ds > 0.

Therefore, {Q}} is a nonincreasing sequence of nonnegative operators for all 0 <
t < T. Hence, by Theorem 1.31, there exists ¢; > 0 such that QF converges
strongly to @; and QF > @Q;. Since Q™ € B(0,T; L(X)) and

Qe < QPN < Q]| < co = sup @t (3.13)
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we conclude that Q € B(0,T; £(X)). Hence, Y = P_gg(R) is well-defined and

t
R:L,s - yt,s = / Rt,rKr (err,s - Q'Ir‘L‘er’zs) dr.
s

So, for arbitrary h € X, we have
t
IRZ b~ Vishll < erco / 1(Qr — Q2") Vroh]| dr
S

t
+cocics / |Vruh — R2 b dr,

where ¢1 = supa,. [|R¢,-|| and ¢z = ess supjg 7y || K+ || By Theorem 2.45,

t
R sh — Ve sh|| < crogecocre2(t=) / (@ — QF~1) Vr.sh| dr. (3.14)

Hence, by the strong convergence of QF to Q; and by (3.13), we can apply Theorem
2.19 in (3.14) and obtain the strong convergence of ’R{fs toY,sforall0 <s <t <
T. Similarly, the strong convergence of RY; to Vi for all 0 < s <t < T can be
shown. From R" = P_ggn-1(R), we have

i
IRz < e cocnca [ [RE,
s

By Theorem 2.45, this implies
[RE I = [RE|| < cre™res”, 0<s <t <T. (3.15)

Thus, using the estimations (3.13) and (3.15) and applying Proposition 1.32(b) and
Theorem 2.19 in (3.11), we conclude that @ is a solution of the equation (3.12). To
prove that this solution is unique, let P be also a solution of the equation (3.12).
Obviously, P, > 0,0 <t < T. Since Y in (3.12) is related with @, we see that P
satisfies
T
Py =K7,QrKr: + / Ket(Mg + PsKoPs)Ks 1 ds, 0 <t < T,
t

where K = P_gp(R). Using the relation K = Pg(g-p)()), in a similar way as in
the proof of Lemmas 3.19 and 3.20, one can show that

T
P -0 - / V2 (Qo = PYKa(Qs — P)Vsrds 20, 0< t < T,
t

Also, by symmetry,
T
Qt—Pt:/ ’C:,t(PS_QS)KS(PS—QS)’CS,tdSZO7 0<t<T.
t

Combining the last two inequalities, we conclude that Q; = P, 0 <t < T. O
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Theorem 3.22. Under the conditions (3.10), the Riccati equation (3.9) is equivalent
to the equation

T
Q= Vi @r¥re+ [ Viu(F - LG
t
+QsBsG;'BiQs)Ys s ds, 0<t < T, (3.16)

where Y = P_pg-1(g-g+L)(U), and there exists a unique solution Q of these
equations in B(0,T; L(X)) satisfying Q; > 0,0 <t < T.

Proof. One can observe that the equation (3.16) is same as equation (3.12) in
view of M = F — L*G~ 'L and K = BG~1B*. So, by Lemma 3.21, there exists a
unique solution @ of the equation (3.16) in B(0,T; £(X)) which satisfies Q; > 0,
0<t<T.ForUd = Pgg-1(g-@+L)(Y), in a similar way as in the proof of Lemmas
3.19 and 3.20, the equation (3.16) can be transformed to the equation (3.9). So, @
is a solution of the equation (3.9) too. Taking @ as a solution of the equation (3.9),
by inverse transformations, the equation (3.9) can be transformed to the equation
(3.16). So, each solution of the equation (3.9) is a solution of the equation (3.16).
Thus, the equation (3.9) and the equation (3.16) are equivalent. O

The Riccati equation (3.9) has different equivalent forms. One of them is the
equation (3.16). We present also the following form of the equation (3.9) which
will be used in the sequel.

Proposition 3.23. The Riccati equation (3.9) is equivalent to the equation
T
Qt = y’;",tQTuT,t + / y:,t(FS - (QsBs + L:)Gs—lLs)us,t ds, 0<t<T,
t

where y = P—BG“(B‘Q+L)(“)'

Proof. This can be proved in a similar way as the equivalence of the equations
(3.9) and (3.16) in Theorem 3.22. O

3.3.2 Dual Riccati Equation

The equation (3.9) includes the final value Q7 of its solution. There is a modi-
fication of the operator Riccati equation (3.9) which uses the initial value of its
solution. This equation has the form

t
Pt = utyopouzo 'Jf‘/ ut,s (Ws
0

~(PsCs + RV HC Py + Ry U ds, 0<t < T, (3.17)
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and it is called a dual operator Riccati equation. This equation will be considered
under the conditions

T>0,Ue&Ar,L(X)), Ce Bo(0,T; L(X,U)),
W € Bo(0,T;L(X)), R € Boo(0,T; L(U, X)),
‘/,V_l S BOO(O,T,l:(U)), P € ﬁ(X), Py, >0,

Vi >0and W; — RV, 'R >0 for a.e. t €[0,7].

(3.18)

Theorem 3.24. Under the conditions (3.18), there exists a unique solution P of
the dual operator Riccati equation (3.17) wn B(0,T; L(X)) satisfying P; > 0 for all
0<t<T.

Proof. In the equation (3.9), replace U by Dr(U) and substitute Qr = Py, B =
Dr(C), F = Dy(W), L = Dp(R) and G = Dp(V) (see Section 3.2.2 for the
transformations Dy and D) to obtain

T
Qt = Ur_toPol7_, +/ Ur—e1—s(Wr—s
t

- (Qsc;ﬁs + RT~S)VT__13(CT—SQS + R*T—s))u;“—t,T~s ds.

The conditions of Theorem 3.22 hold and, therefore, this final equation has a
unique solution @ € B(0,T; £(X)) with Q; > 0,0 <t < T. Replacing ¢ in it by
T — t and simplifying, we obtain

T

Qr-t = U o Polhs o + / Uyr—s(Wr_s
T—t

—(QsCp_s + RT—S)VT_—IS(CT—st + R}—s))ut*,Tﬁs ds
t
= Uy o Pl +/ Up,s (W
0
- (QT‘SC‘: + Rs)‘/s-l(CsQT—s + R:))ut*,s ds.

Hence, the function P, = Qr_s, 0 < ¢t < T, is a solution of the equation (3.17).
Clearly, P € B(0,T;£(X)) and P, > 0, 0 < t < T, because the same properties
hold for Q. Finally, the uniqueness of P as a solution of the equation (3.17) follows
from the uniqueness of the solution of the equation (3.9). g

Remark 3.25. One can easily verify that the equation (3.17) is equivalent to the
equation

t
Pt = Rtw()PQRZO +/ Rt,s (Ws
0
~RV; 'R, + P.CIV,'CP,) Ry ,ds, 0<t <T,

where R = ’P_(Pcyﬁ,R)v—lc(u).
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The equation (3.17) arises in studying estimation problems under more re-
strictive conditions than (3.18). For this case, we present the following result.

Proposition 3.26. Suppose

T >0, Uc€&Ar,L(X)), Ce Buo(0,T; L(X,R™)),
W € Loo(0,T;£1(X)), R € Boo(0,T; L(R", X)),
V,V~l e Loo(0,T; L(R™)), Py € L1(X), Py >0,

V; >0 and W, — RV, 'R} > 0 for a.e. t € [0,T).

Then there ezists a unique solution P of the equation (3.17) in Lo (0,T;L1(X))
satisfying P, > 0,0 <t < T.

Proof. One can verify that the conditions of Theorem 3.24 hold. Therefore, there
exists a unique solution P of the equation (3.17) in B(0,7; £(X)}) which satisfies
P, >0,0<t<T.Let us show that P, € £,{X) for all 0 <t < T. Obviously, the
first term in the right-hand side of (3.17) belongs to £,(X) for all 0 <t < T. To
show the same property for the second term consider the integrand in (3.17). It is
an £1(X)-valued function. Since this integrand is also a strongly measurable £(X)-
valued function, by Proposition 2.13(b), it is a measurable function with values in
L1(X). So, using the relation between the norms of the spaces £(X) and £1(X)
(see Section 1.3.7), one can verify that this integrand belongs to Lo (0,t; £1(X))
for fixed 0 < t < T. Thus, the integral in (3.17) can be interpreted as the Bochner
integral of an £,(X)-valued function rather than a strong Bochner integral and,
consequently, the integral in (3.17) is an operator in £4(X) for fixed 0 < ¢ < T.
Thus, the solution P of the equation (3.17) is an £;(X)-valued function and, con-
sequently, P € B(0,T; L(X)) implies P € Lo(0,T; £1(X)) in view of Proposition
2.13(b). |

3.3.3 Riccati Equations in Differential Form

Let 4 € S(X) and let A be the infinitesimal generator of &. With the Riccati
equations (3.9) and (3.17) one can associate the differential equations

d
EQt + QA+ AQ +F — (QtBy + L})G7 N (Bf Qe + L) =0, 0<t < T, (3.19)

d
i P,A* — AP, - W, + (P,C} + RV, Y (C:P, + R}) =0, 0 < t < T. (3.20)
The equations (3.19) and (3.20) are called differential Riccati equations. Under
a solution of the equation (3.19) we mean a function Q : [0,7] — £(X) that is

strongly continuous and satisfies

%(Qtax, y) + (Az, Qvy) + (Qiz, Ay)
+((Fe = (QuBe + L])Gy H(Bf Qo + Ly)) x,y) = 0,
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for all z,y € D(A) and for a.e. t € [0,T) provided that Qr is given. Similarly, a
solution of the equation (3.20) is a function P : [0,T] — £(X) that is strongly
continuous and satisfies
d * % * * * ok
g (Pt yT) — (A% By") — (Pa®, ATy

—<(Wt PtC*+Rt) (Ctpt+R )) >=0,

for all z*, y* € D(A*) and for a.e. t € (0, T provided that P is given. The solutions
of the equations (3.19) and (3.20) in the above mentioned sense are called scalar
product solutions.

Theorem 3.27. Assume that the conditions in (3.10) hold with U € S(X) and A
1is the infinitesimal generator of U. Then the solution Q of the operator Riccati
equation (3.9) is a unique scalar product solution of the equation (3.19) with the
final value Q.

Proof. Under the conditions of the theorem the functions @™, n = 1,2, ..., defined
by (3.11), are strongly continuous. Hence, by Lemma 3.21, @ is strongly continuous
as it is the strong limit of Q™. Let z,y € D(A). From (3.9), we have

(Qix,y) = (QTUr_tx,UT 1Y)
/ ((Fs = (QsBs + LG 1 (BiQs + L)) Us—yx,Us_1y) ds. (3.21)

By Propositions 2.8(b), 2.41 and 2.42, the right-hand side of (3.21) is a.e. differ-
entiable in ¢t with

%(Qt%w = —(QrUr—_t Az, Ur_sy) — (QrUr_1x,Ur_1 Ay)
— ((F. — (@:B: + L))G; (B Qi + Ly)) z,y)

/ ((F — (@uBs + LGS (B Qs + L)) Us 1Az, Uy} ds

/ ((Fs = (@sBs + L)GT (BIQs + L)) Us 12, Us_, Ay) ds

— (Az, Qry) — (Qux, Ay)
— ((Fy — (@:B: + L})G; N (BiQu + Ly)) z,y) -

So, @ is a scalar product solution of the equation (3.19). For the uniqueness of
this solution, we refer to Curtain and Pritchard [40]. d

Theorem 3.28. Assume that the conditions in (3.18) hold withU € S(X) and A is
the infinitesimal generator of U. Then the solution P of the dual operator Riccati
equation (3.17) is a unique scalar product solution of the equation (3.20) with the
initial value Py.
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Proof. This theorem can be proved in a similar way as Theorem 3.27. O

Finally, we present the following theorems showing the explicit form of the
solutions of the equations (3.19) and (3.20).

Theorem 3.29. If A is the infinitesimal generator of U € S(X), T > 0, B; =
BeLUX), FF=Fe LX), Li=L¢eL(XU),G =G e LU),G >0,
F=L*G™'L and Qr > 0, then the scalar product solution of the equation (3.19)
with the final value Q1 has the explicit form

T -1
Qs =R, (Q;l +/ Ry_sBG'B*R}_, ds) Ry, 0<t<T, (3.22)
t

where R = ’P—BGflL(u)-
Proof. By Theorem 3.15, R € S(X) and A— BG 'L is the infinitesimal generator
of R. Therefore,

%th = (A~ BG'L)R;x = R:(A— BG™'L)z, z € D(A).
Let

W, = (Q;l + /tT Rr_sBG !B*R:_, ds) _1.
Since Qr > 0, we have Q;l > 0. So, by Proposition 2.8(e) and Theorem 2.40,
Wih = WiRr_BG™'B*R_ Wih, h € X.
Hence, by Propositions 2.8(a) and 2.8(b), for all z,y € D(A),

(Qiz,y) = WiRr—oz, Rr_1y)
= (W, Rr—12, RT-1y) + W(R7-:%)', RT_ 1Y)
+ WiRr—ix, (Rr—+y)")
= (W, Ry_+BG 'B*Ry_ WiRr_1z, Rr_1y)
- (WiRr_: (A— BG™'L) 2, Rr_1y)
- (WiRr_sz,Rr— (A— BG™'L) y)
=(Q:BG™'B*Qsz,y) — (Q: (A— BG™'L) z,y)
— <Qtz, (A — BG_lL) y>
= —(Az, Q) — (Qiz, Ay)
~((L*G'L = (@B + L*)G™Y(B*Q, + L)) z,y) .
So, the operator-valued function @, defined by (3.22), is a scalar product solution

of the equation (3.19). One can also verify that this function at t = T is equal to
the given operator Q7. O
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Theorem 3.30. If A is the infinitesimal generator of U € S(X), T > 0, C; =
CelXU),Wy=WeL(X),RR=Re LUX), Vi=V e LU),V >0,
W = RV~!R* and Py > 0, then the scalar product solution of the equation (3.20)
with the initial value Py has the following explicit form:

t —1
P, =R, (Po‘l +/ R:C*VTICR, ds) R, 0<t<T,
0

where R = P_gy-1c(U).

Proof. Replacing U by Dr(U) and letting Qr = Py, B=C*, F =W, L = R*,
G =V, this theorem can be obtained from Theorem 3.29. O

3.4 Unbounded Perturbation

In this section a perturbation of evolution operators by an unbounded operator,
directed to a representation of solutions of differential delay equations, is consid-
ered.

In this section, 0 < ¢ < T and we use the notation X = Ly(—¢,0;X)
and X = Wb2(—¢,0; X). Also, it is supposed that 7 is the strongly continuous
semigroup of right translation, defined by (3.4), and

I'e£(X,X): Th=hgy, he X. (3.23)

Recall that X is a Hilbert space and the scalar product in X will be defined by

0
(h,9)x = (ho, go)x +/ (hg> gp) x db.

—€

3.4.1 Preliminaries

Consider the equation

z , V. > 8§

t
s __
.’L’t = Rt’31+/3 Rt,rNr { fur—s, v, S s

}dr, 0<s<t<T, (3.24)

where [ € X and f € X, and suppose that the following conditions hold:

R e g(ATa‘C(X))’ N e BOO(O’TVC(X))’
veWhe(0,T;R), t—e <y <tfor0<t<T, (3.25)
vs<uppfor0<s<t<T.

We would like to prove an analogue of Proposition 3.16 for the equation (3.24).
Since the equation (3.24) contains the translation of an unknown function, it is
impossible to express its solution by use of bounded perturbations of R. For this,
we will consider a modification of bounded perturbations to an unbounded case.
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Below we will use integrands of the operator-valued functions containing I'7
and 7*I'*. Since T and I'* are not bounded operators from X to X and from X
to X, respectively, we have to give a sense to these integrals. For this, let h € X.
Though T is defined on X, we can still consider

h_.t, tSE

th:{o, t>¢

} ,ae tel0,T], (3.26)

as a function in Ly(0,T; X). If G € Boo(0,T;L(X,Y)) and 0 < s <t < T, then
2

< Tess Sup||GrH2||h”§2~
rel0,T]

t
/ G, I'T;_ hdt

Thus .
J:/ G, I'T,_.dr

is well-defined as an operator in E(X , Y) by
t t ~
Jh = (/ G I'T;_. dr) h= / G, I'Ty_ hdr, h € X.

The adjoint J* € E(Y, X) of J will be denoted by

t
= / T, TG dr.

Remark 3.31. The usage of the above notation for J* is suggested by Proposition
2.33(c) for strong Bochner integrals. But neither J nor J* should be interpreted as
a strong Bochner integral of E(X , Y)— and £ (Y, X )—Valued functions, respectively.

Lemma 3.32. With the notation introduced above, the equality

* * Yk — G;+egv t+0>5 _
[/T I‘ngr] —{07 t10<s , a.e. 8 € [—¢,0], (3.27)

holds for all G € Boo(0,T; L(X,Y)), for allg €Y and for all0 < s <t <T.
Proof. Let h € X. By (3.26), we have

(Jh, g) G L Ti—rhdr, g>

r—1t» 7‘<5 *
/<{ e
0
1109, t+0>s
/ < { t+60<s a0,

proving the lemma. O
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Remark 3.33. Though J* is not a strong Bochner integral of £(Y, X)-valued func-
tion, it can be interpreted as a strong Bochner integral of E(Y, X *)—valued func-
tion. Indeed, let A € X. Then

ITT:R|% = h—:ll%

0
ho—/ hly dO

—t X

0
S2<||ho||§(+€ / nh;n%(do)

—€

2

< 2max(1,e)|hl%-

We conclude that I'T belongs to B (0, T'; C(X, X)). By Proposition 2.33(c), this
implies that (I'T)* = 7*I"* € B (0, T, E(X, X*)) Thus, the strong Bochner
integral of the £(Y, X*)—valued function T*I'™*G* exists.

3.4.2 A*-Perturbation

Given g € La(a,b; X) and p € X, we call the functions g : [a,b] — X and
g:la,b] = X x X, defined by

_ , t+60 >
[gt]a:{g\i’i_m t+0<3}’ ae. 6 €[—¢0], a<t<h,

and

gt -

the bar and tilde functions, respectively, over g with the initial distribution A. One
can observe that g expresses the past of g on [t — ¢,¢] at instant ¢, and § jointly
expresses g and g. Obviously, one has g € Lo (a, b; X’) and g € Ly (a, b; X x )N()

Now consider the function z* defined by (3.24). Under the conditions (3.25),
we have z° € Ly(s,T; X) for all 0 < s < T. Let Z° and Z° be the bar and tilde
functions, respectively, over z*® with the initial distribution f. By (3.3) and Lemma
3.32, z° can be represented in the form

gt: |:gtj|a a<t<ba

t
B =T f+ / T Taldr, 0<s<t<T. (3.28)
Let
R=ROT* A(N,v)= [FO NTF;)[T—"T] : (3.29)

Then, by (3.24) and (3.28), we have

i
75 = Rl + / Re AL(N, V) dr, 0< s <t <T, (3.30)
S
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where l
[ = eEXxX
7]

and the integral in (3.30) is the sense defined in Section 3.4.1.
In the following proposition we will use the operator-valued function

’COO K:Ol -
Kis = [K:H; ICZ“S] €EL(XxX),0<s<t<T (3.31)

Here K% is a unique, weakly continuous in each of the variables, solution of the
following equivalent equations:

t

KO =Ry, + / K®ON,R,, dr, 0<s<t<T, (3.32)
min(us_l,i
t
K9 =Ry, + / RerNe KL, dr, 0<s<t<T,  (3.33)
min(l/;],t

K%' and K'° are defined by

min(us’ ,t)
KO = / KON,IT,_,, dr, 0< s <t <T, (3.34)
and .
Kis = / T2, K dr, 0<s<t<T, (3:35)
K is defined by either
min{v ,t)
KL =77+ / KNN,IT,_, dr, 0<s<t<T, (3.36)
or .
Kb =To 4 [T K 0ss<esT, (3.87

where the integrals in (3.34)—(3.37) are in the respective senses defined in Section
3.4.1.

Proposition 3.34. Under the above conditions and notation, the function Zf =
Kesl, 0 <5 <t <T, is a unique weakly continuous solution of the equation
(3.30).

Proof. The existence of a unique weakly continuous solution of the equation (3.24)
can be proved by use of the contraction mapping principle (see Theorem 2.46).
This implies that the equation (3.30) has a unique weakly continuous solution as
well. Let us show that the function Z; = K, I, 0 < s <t < T, is this solution.
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First, note that the equivalence of the equations (3.32) and (3.33), the existence
and the uniqueness of their solution and the weak continuity of this solution in
each of the variables can be proved in a similar way as the proof of Theorem 3.13.
Also, the equivalence of the formulae (3.36) and (3.37) can be proved easily. Hence,
the formulae (3.31)—(3.37) uniquely define the operator-valued function K that is
weakly continuous in each of the variables. Let

&1 _ [Kl+ KU f
m] o K+ KL S

It must be shown that £ = 2§ and ] = Z§ for all 0 < s <t < T. From (3.33)
and (3.34), we have

& = Kyl + KL f

t
= Rtysl + / Rt,-,«NrK:ggysldT‘

nin(us_l,t

min(u;l,t)
+ / Re N IT,_, fdr
S
min(us_ ,t) t
+ / / RiaNoKY .N,IT,_,, fdadr.
s min(ur_l,t) ’
Changing the order of integration yields

t
s KO JI+K2 f ve>s
= R“H/s Rtr Ny {F:rs_urf, n<sfdr

t s
=Ryl + / R rNr {é”’" Ur > 8 } dr.

fur—sa v <5

Since the equation (3.24) has a unique solution, we conclude that £ = z¢ for all
0 <s<t<T. Now let us show that nf = z§, 0 < s <t < T. From (3.35) and
(3.37), we have

= Kigl + Ky f

t
— T [ T T K K dr
st
=T .f+ /’Z;*_TF*arﬁ dr,

implying

8], — .’L‘f+9, t+6>s _ [+8
R A Sad B

The proposition is proved. 0O



3.4. Unbounded Perturbation 85

Theorem 3.35. Let R, N, v satisfy (3.25) and let R, A* be defined by (3.29). Then
the equation

t
’Czys = r/é't,s +/ ,ﬁ,t’rA:(N, I/)’Cr’SdT, 0 S S S t S T‘7 (338)

has a unique solution K in € (Ar, L(X x X)) as defined by (3.31)—(3.37).

Proof. Using Proposition 3.34, one can show that the equation (3.38) has a unique
solution K as defined by (3.31)—(3.37) and this solution is weakly continuous in
each of the variables. Obviously, K; ; = I for 0 <t < T'. Let us show the semigroup
property for K. By Proposition 3.34, for 0 < s <r <t < T, we have

~ s . ~
’Ctysl =T = ’Ct,rzr = ’Ct,r’Cr,sl-

Since  is arbitrary in X ><~)~( , we obtain that K satisfies the semigroup property.
Thus, K € (A7, L(X x X)). a

Definition 3.36. The mild evolution operator X, defined by (3.31)—(3.37), will be
called the dual unbounded perturbation of R @ T* by A*(N,v) or, briefly, A*-
perturbation of R ® T*. The notation P}. n (R ® T") will be used to denote
this perturbation.

Remark 3.37. By (3.26)—(3.27), the formulae (3.34)—(3.37) can be rewritten in the
form
1

min(us_ ,t) ~
Kosh? =/ KON.h, _ dr, 0<s<t<T, h' € X,

Vr—38

KO RS, t+60>s
10,0 t+8,5'" _ 0
[Ktysh]g_{oy ; ()Ss}’ €<0<0,0<s<t<T, e X,

us‘l,t)

m'm( ~
Kt =T+ [ KION b dr, 0SsSt<T, B e X,

KO, hl, t4+6>s

11311 __
AR i

}, —£<0<0,0<s<t<T, h'e X.
t—s+0>

3.4.3 A-Perturbation
Now suppose that U, M and u satisty

U e E(AT,L(X)), M € B,o(0,T; L(X)),
peWL=(0,T;R), t<p; <t+efor0<t<T, (3.39)
s < g for0<s<t<T.

Consider the operator-valued function

00 01 B
Vo= Y Y] € cCex ), 0<s i<, (3.40)

t,s t,s
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where Y% is a solution of the equivalent equations

00 max (/_Lt_l,s) 00
e = U s + / ytwuerUr,s dr, 0<s<t<T, (3.41)
max (ufl,s)
0 1, , + / Up, MY dr, 0<s<t<T,  (342)
Y1 and Y10 are defined by
¢
01— / VOOTT, _odr, 0<s<t<T, (3.43)
and .
10 _ / ey T DML 0S5 S UST, (3.44)
5 _1 r 5
max |y 8

and Y!! is defined by either

t
=T s+ / VIOTT, _odr, 0<s<t<T, (3.45)
or .
=T, +/ (1) T MY dr, 0<s<t<T. (3.46)
max \ gy *,8

Note that in (3.43)-(3.46) the integrals are in the respective senses defined in
Section 3.4.1.

Theorem 3.38. LetU, M, p satisfy (3.39). Then the function ), defined by (3.40)-
(3.46), belongs to £(Ar,L(X x X)).

Proof. Let R = Dr(U), N = Dr(M) and v = Dy(u) (see Section 3.2.2 for these
symbols). Consider K € (A7, £(X x X)), defined by (3.31)—(3.37), where in turn
R, N and v are defined through U, M and p as above. Using Proposition 3.18,
one can verify that Y = Dr(K). Hence, Y € £(A7, L(X X X)) 0

To obtain an equation for ), substitute X = Dr(Y), N = Dp(M) and
v = Dp(u) in (3.38). Then one can get the following equation for Y:

t
Vis=UOT), +/ Ve Ar (M) U O T )psdr, 0< s <t <T, (3.47)

where
An(M, ) = [T* OF*M g] L 0<r<T. (3.48)
Hr—T T

Based on (3.47) and (3.48), we can introduce the following.
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Definition 3.39. The mild evolution operator Y, defined by (3.40)-(3.46), will be
called the unbounded perturbation of U ©T by A(M, p) or A-perturbation of UOT.
The notation Pp(ar,,)(U © T) will be used to denote this perturbation.

Remark 3.40. Similar to Remark 3.37, we can rewrite the formulae (3.43)—(3.46)

in the form

0
y?igl—/ YO gldr, 0<s<t<T, g'€ X,

max(—e,s—t)

—1y\/ 0
D}IO 0] = X[t—p.t,min(o,t—lls)](é) (IJ' )t GMHQ ey
—ESGSO,OSSStST7g€X7

0
ytligl—Tt_sglJr/ VIO gldr,0<s<t<T, g' € X,

max(—e,s—t)
[Yi9' 5 = Xit—pe.mino,e— (@) (B7); oM, y
+ X(min(0,t-s5-)0) ()95 -t 15) —€ O < 0, 0<s<t<T, g'eX.
Here x¢ denotes the characteristic function of the set G.

The following proposition is a modification of Proposition 3.18(a) to the cases
of A- and A*-perturbations.

Proposition 3.41. Suppose U, M and p satisfy (3.39), R, N and v satisfy (3.25)
and 0 <t <T. Then

(a) PA(M,u)(u O T)|a, =Dy ('P/*\"(D‘(M),Dt(“))(Dt(u) © T*))§

(b) Pie vy (RO T*)|a, = De(Pai(vy,D.(v))(Pe(R) © T)).
Proof. This can be seen in the proof of Theorem 3.38. O

3.4.4 Examples

In this section we present the examples of A- and A*-perturbations which are
strongly continuous semigroups.

Example 3.42. Suppose that
ReS(X), i=NeLl(X)andy, =t—e, t>0.

An inspection of the formulae (3.31)—(3.37) shows that K = PX*(NW)(R OT
belongs to S (X x X ) and in the one-parameter form X can be decomposed as

- {/cgo K

Ko ,Ctn] € L(X xX), t>0, (3.49)
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where K% is a unique strongly continuous solution of the following equivalent

equations:

max{t—e,0)
KO =R, + / KONR,_,_.dr, t >0,
0

max(t—e,0)
K% =R, + / Ri_r_ e NKXdr, t >0,
0

KO, K% and K!! are defined by
t
,C?I = / ’CBONFﬂ_H_E d’l", t Z 0,
max(t—e,0)

t
K =/ Tk, dr, ¢ >0,
0
t
=1+ | KONTT, i dr, £ 20

max(t—e,0)

1
K =T* +/ TT*K dr, t > 0.
0

Furthermore, the infinitesimal generator A* of K has the form

.  [A* NIT.] _ = .
A_[p s | € £ % %),
D(A*) = {h = [21} :h% € D(A%), h' € X, h} = hO},

(3.50)

(3.51)

(3.52)
(3.53)
(3.54)

(3.55)

(3.56)

where A* € L£(X) is the infinitesimal generator of R, d/df is the infinitesimal
generator of 7* with D(d/df) = {k! € X : h} = 0} and the operator I'* should

be understood in the following sense:

T*RO + (d/dO)h! = (d/df) (h* — IIA0),
h® € D(A*), h' € X, h} = h°,

with
Mel(X,X):Mz]p==, -e<6<0, z€X.
Indeed, consider

= [

IC}OhO + ’Ctllhl

where A9 and A! are the respective components of h € D(A*) Denote

t
z, = RO +/ R,Nhl_,_.dt, 0<t<e.
0

(3.57)

(3.58)
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By Proposition 2.41, z; is differentiable and its derivative at t = 0 is equal to
A*R0 + Nhl, = A*h0 + NT7.h!. Since for small t, K = R, and

t
K3h! = / R,Nh}_,.__dr,
0

we obtain

t
KPR + KAt = R:A° + / R.Nh!_,.__dr =z,
0

proving that KY°h? 4 K91h! is differentiable and its derivative at ¢ = 0 is equal to
A*h® + NT'T.h'. Also, from (3.27), we have

[ICE0R0 + KCHA1], = { oh0 +KPLh!, 40> o}

hl o, t+6<0

_ Tt40, t+0>0
T\ iy t+OZ0f

which implies that for a.e. 6 € [—¢,0], [K{°h° + K}'h!], is differentiable with
respect to ¢ and its derivative at ¢t = 0 is equal to (d/d)(h} — h°). Finally, since
(d/d)(h* ~ IIh®) € X, we have

2

0
d
: -1 10,0 111 *1.0 1
lim i [K°h° + K h]g-[f‘h +@hL de
0 d 2
:/_Etli_%Hrl[ic;}OhOJr/cglhl]e—%(h},—hﬂ) dfg =0,

proving that K1°h0+KC} LA is differentiable as an )g -valued function and its deriva-
tive at ¢t = 0 is equal to T*h° + (d/df)h!. Thus, A* is the infinitesimal generator
of K.

Example 3.43. Suppose that
ReSX), i=0and iy, =t —g, t >0.

Then from Example 3.42 it follows that K = P}. ) (ROT*) € S(X x X) where
K can be decomposed as

R: O .
K = [ic,}o Tt] €L(X xX), t>0,
with .
Kio =/ T*T*Ri_pdr, t >0,
0
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and its infinitesimal generator A* is defined by

- [A* o0 N .
A _[I‘* d/dg]eﬁ(XxX),

~ 0 B
D(A*) = {h: [Zl] :hOED(A*), hi € X, h(1)=h0},

where A*, d/df and T'* are as in Example 3.42.
Example 3.44. Suppose that
UeSX), My=MeL(X)and ys=t+e, t>0.

Then Y = Pp(m,u) (U © T) belongs to S(X X X) and in the one-parameter form
Y can be decomposed as

00 01 .
Y, = [yﬁo tn] € L(X x X), t >0, (3.59)
t t

where Y% is a unique strongly continuous solution of the following equivalent
equations:

max(t—e,0)
00 — U, + / VOMU,__odr, t >0, (3.60)
0

max(t—e,0)
YO~ 4, 4 / Up_r_MYPdr, t >0, (3.61)
0

YO Y10 and Y11 are defined by

P = /O t YOI'T_, dr, t >0, (3.62)
10 = / ) T;T*MYY,__dr, t >0, (3.63)
max(0,e—t)
=T, + / t VOTT, . dr, t 20, (3.64)
0
=T+ / o )T;F*My?j,_s dr, t>0. (3.65)
max(0,e—t

The infinitesimal generator A of Y has the form
A A T
T TT*M —d/df

]EE(XXX),
D(4) = {9= [g?] :9° € D(4), ¢' € X, gL, =Mg°},

(3.66)
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where A € £(X) is the infinitesimal generator of U, —d/df is the infinitesimal
generator of T with D(—d/df) = {g' € X : g-, = 0} and the operator T *'T"* M
should be understood in the following sense:

{TE*F*MQO + (—d/db)g" = (=d/db) (¢" —TIMg°),

. 3.67
g € D(A), gt € X, g1, = MO, (3.67)

with IT defined by (3.58). Indeed, let R = Dp(U4) and N = M*. Then, for Y
and K defined by (3.59)—(3.65) and (3.49)-(3.55), respectively, we have J = K*.
Therefore, the infinitesimal generator of ) must be adjoint to the infinitesimal
generator of K. So, it is sufficient to show that A, defined by (3.66), is adjoint to
A*, defined by (3.56). By Proposition 2.43(b), for h € D(/i*) with the components

h0 and h! and for g € D(A) with the components ¢° and g!, we have
0 d
0:/ — (hg — R, g5 — Mg®) db
.

0/ d
:/ <d0(h9 ho),gg—Mg0>d9

0 d
+/E<h}9—h0,@( ;—Mg0)>do.

Hence,

0
(hL. —h% Mg°) +/ <d% (hy — h°) ,g;> df

d

0
= (h°, g5 — Mg°) — / <hé7 -5 (96 — M9°)> do,
and, therefore,
0 d
(AR + M*RL_, ¢%) + <@ hy — h°) go>d0
0
= <h0, Ago + g() / <h0, - Mgo)> d0

Thus, (A*h,9) ., x = (h Ag) 5, %-
Example 3.45. Suppose that
UecSX), Mi=0and gy, =t+e, t >0.

Then from Example 3.44 it follows that Y = P, ,)(UOT) € S (X x X ) Moreover,

Y is defined by
yo=|% Y € L(X xX), t>0,
t — 0 7;
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with .
01 :/ UTT,_.dr, t >0,
0

and has the infinitesimal generator

- A r ~ -
A=[0 —djds € L(X x X),
D(A):{g: [zl] 19" € D(A), ¢' € X, 91—520},

where A € £(X) is the infinitesimal generator of i and —d/df is the infinitesimal
generator of 7 with D(—d/df) = {g' € X : g1, = 0}.



Chapter 4

Partially Observable Linear
Systems

This chapter deals with stochastic differential equations and partially observable
linear systems. We also present a basic estimation in Hilbert spaces and discuss
white, colored and wide band noise processes.

Convention. In this chapter it is always assumed that (Q, F,P) is a complete
probability space, X,Y,Z,U,H € H, T > 0, T = [0,T] is a finite time interval
and Ay = {(s,r): 0<r <s<t}fort>0.

4.1 Random Variables and Processes

A random variable and a random process are the analogs of a variable and a
function from analysis in studying random phenomena.

4.1.1 Random Variables

An X-valued random wvariable (or, briefly, a random variable) is a function in
m($2, X). Two random variables £ and n are said to be equal if £, = n, w.p.1.
The equality of the random variables £ and 7 is written as £ = 7.

Given a random variable £ € m(€2, X), the measure P¢ on Bx generated by &,
ie., Pe(A) = P(£71(A)), A € Bx, is called the distribution of £. If £ € L1(Q, X),

then the integral
E§=/§dP:/ zdP;
Q X

is called the expectation or the mean value of €.

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
© Springer Basel AG 2003
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With a random variable £ € m(, X), one can associate the function

pe(a) =Bet9 = [

emwdpz/emmdm@xxex
Q X

where 7 is the imaginary unit (i2 = —1). This function is called the characteristic
Junction of £. Note that the values of ¢, are the complex numbers. By

C > (ai 4+ b) < (a,b) € R?,

the space C of all complex numbers and R? are isometric and, hence, the integral in
the definition of ¢ can be interpreted as an integral of an R2-valued function. Most
properties of random variables are easily obtained if they are formulated in terms
of their characteristic functions. For instance, convergence of random variables in
measure P, which in probability theory is called convergence in probability, could
be formulated as follows.

Theorem 4.1. A sequence {&,} of random variables in m(Q, X) converges in prob-
ability to a random variable £ if and only if

e, () — pe(x) asn — oo for all x € X.

By Proposition 2.36, ((§ —E£)®(n—En)) € L1(Q, L1(Y, X)) for £ € Ly(Q, X)
and for n € Ly(92,Y"). Hence, one can define E((§ —E{) ® (n— En)) as an operator
in £1(Y, X). This operator is called the covariance of £ and n and is denoted by
cov(&,n). In case £ = 7, one briefly writes cové = cov(£, €). If X = R, then cov€ is
also called the variance of £. Using Proposition 1.26, one can verify the following
properties of covariance.

Proposition 4.2. Let £, € Lo(, X), let n € Lo(Q,Y), let ® € L(X,Z) and let
U e £(Y, H). Then

(a) cov(&, n)* = cov(n,§);

(b) cov€ > 0;

(c) cov(§+¢,m) = cov(§,n) + cov(C,m);

(d) cov(®E, ¥n) = ®cov(é,n) ™

(e) tr(cov(§, () = E(§,¢) — (B¢ EQ);

(f) tr(covt) = E(Jl¢|I?) — I EE]%;

(8) tr(cov(®E)) = tr((covg)®*®) = tr(2*®(covf)).
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Proof. Parts (a)—(d) can be easily obtained from Proposition 1.26. For part (e),
we use Proposition 1.26(g):

tr(cov(§,¢)) = tr(E((§ — E€) ® (¢ — E()))
= E(tr({ ® () — tr(§ ® EC) — tr(E€ ® () + tr(E€ ® E())
= E(, () — (B¢, EQ).

Part (f) is a particular case of part (e). Finally, part (g) follows from Proposition
1.26(i). 0
4.1.2 Conditional Expectation and Independence

Lemma 4.3. Let £ € Li(Q, X) and let F' be a sub-c-algebra of F. Then there
ezists a unique random variable ¢ in L1 (Q, F',P, X) such that

VG e F, /gdP:/gdP.
G G

Proof. First, suppose that £ € L2(Q, X). Define the functional J on the space
L2(Qa]:/7PaX) by

Jn = / (&, n) dP, n € Ly(Q, F', P, X).
0

Obviously, J is a bounded linear functional. By Theorem 1.21, there exists a unique
¢ € Ly(Q, F',P, X) such that

Jn=/ﬂ<§,n>dP=/Q(<,n>dP-

Selecting n = hx¢, where h € X and G € F', we obtain

<h,/G(§~C)dP> =0.

By arbitrariness of h in X, the statement is true for all £ € Lo(Q, X). If £ €
L;(, X), then the statement can be proved by approximating & by the random
variables from Ly(£2, X). d

The random variable ¢ in Lemma 4.3 is called the conditional expectation of
& with respect to F’ and is denoted by ¢ = E(¢|F’). For the family {n, : « € A}
of random variables, we let

E(¢|na;a € A) = E(€lo(na; a € A)).

Note that expectation is a particular case of conditional expectation when F’' =

{Q, 2}, i.e.,, E€ = E((|{Q, 2}).
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Proposition 4.4. Let F' be a sub-c-algebra of F. Then E(-|F’) is the projection
operator from Lo(Q, X) onto its subspace Lo(Q2, F', P, X).

Proof. By Proposition 2.28(a), Ly(2, 7/, P, X) is a subspace of Ly(Q, X). By def-
inition of a projection operator, the equality E(¢ — E(£|F’),n) = 0 must be proved
for all £ € Ls(€2, X) and for all n € Lo{Q, 7', P, X). For an F'-simple function 7,
this equality follows from the definition of conditional expectation. For arbitrary
n € Ly(2, F/,P, X), this equality can be proved by approximating n by F’-simple
functions. ]

The events F, € F, a € A, are said to be independent if the equality

P(Q F) = P(Fa,) - P(Fa,)

holds for each finite collection {Fj,,...,Fo,} of them. The sub-o-algebras F,,
a € A, of F are said to be independent if the events F,, o € A, are independent
for all F,, € F,. The independence of the families of random variables is defined
as independence of the o-algebras generated by these families.

Note that the sure event ) and the impossible event & are independent of
each event A € F since P(2N A) = P(A) = P(Q)P(A) and P(AN @) = P(@) =
0 = P(A)P(). Hence, a constant random variable is independent of each random
variable since the g-algebra generated by a constant random variable is {Q, &}.

The concepts of conditional expectation and independence are very important
in probability theory. We list some of their properties.

(a) If &,n e Li(Q,X), then E(¢ +n|F') = E(§|F') + E(n|F).
(b) If £ € Ly(,X) and A € £(X,Y), then E(AE|F') = AE(E|F).
(c) If £ € L1 (2, X) and F” is a sub-o-algebra of F’, then

E(¢{|F") = E(E(EF)|F") = B(EEF)F).

(d) If € € L1(Q, ', P, X), then E(¢|F) = €.
(e} If £ € L1(9, X) is independent of F’, then E(£|F’) = EL.

(f) If &,m € La(Q, X) are independent random variables, then the equality
E(¢,n) = (E, En) holds.

(g) If & € Ly(2, X) and n € L2(Q2,Y) are independent random variables, then
cov(&,n) = 0.

(h) If £ € Ly(R2,X) and n € Ly(R,Y) are independent random variables, ¢ €
m(X,Bx,Z) and ¢ € m(Y,By, H), then ¢ o £ and ¢ o n are independent
too.
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4.1.3 Gaussian Systems

A real-valued random variable £ is said to be Gaussian (or normal) if its distri-
bution has the form

1 b @em?
P¢((a,b]) = QM/ e 27 dr, —oo <a <b< oo,

where m € R and 02 > 0 are parameters. For this random variable, we write

& ~ N(m,o?). A constant random variable, i.e., a random variable £ = m = const.,
is also Gaussian and it is said to be degenerate. For this random variable, we write
& ~ N(m,0). A Gaussian random variable £ ~ N(m,o?) belongs to L2(f2,R)
where the parameters m and o2 stand for the expectation and the variance of &,
respectively, i.e., m = E€ and 02 = cov€. If £ ~ N(m1,02) and ) ~ N (mg,03) are
independent, then we have a& + b ~ AM(am; + bmy, a?0? + b%02) where a,b € R.
The following theorem explains a wide use of Gaussian random variables.

Theorem 4.5 (Central Limit Theorem). Suppose {£,,} is a sequence of independent
and equidistributed real-valued random variables with m = E€, and 0% = cov&,.

Let n

2 i1 & —nm n
o/n ’
Then S, converges in distribution to N'(0, 1)-distributed random variable, i.e., for
all —co < a < b < o0,

S, = =1,2,....

1 b 2
Ps ((a,b]) » — [ e~ Fda, .
s.((a ])H\/Q—W/ae 7, 1 00

In practice the real objects are subjected to a large number of small random
actions generated by the independent sources. By Theorem 4.5, the sum of these
random actions forms approximately a Gaussian random variable. This is a reason
for a wide use of Gaussian random variables in applications. On the other hand,
the Gaussian random variables have a series of properties, which lead to some
convenient mathematical methods to deal with them.

A family N = {£, : @ € A} of real-valued random variables is called a Gaus-
sian system if all linear combinations of random variables from N are Gaussian.
We list the basic properties of Gaussian systems.

(a) Any subsystem of a Gaussian system is a Gaussian system.
(b) The union of independent Gaussian systems is a Gaussian system.

(¢) The union of a Gaussian system and a family of constant random variables
is a Gaussian system.

(d) If N is a Gaussian system, then the subspace span N of Lo(2, R) is also a
Gaussian system.
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(e) The independence of the Gaussian systems N7 and A implies the indepen-
dence of span V] and span ;.

Note that the union of arbitrary Gaussian systems may not be a Gaussian system
(a corresponding counterexample is given in Shiryaev [86]).

With a given X-valued random variable £, one can associate the system
Ne = {{§,h) : h € X} of real-valued random variables. If ¢ is a Gaussian system,
then ¢ is called an X-valued Gaussian (or normal) random variable. A family
{€a : @ € A} of random variables is said to define a Gaussian system if (J,c 4 Ne.
is a Gaussian system.

Theorem 4.6. Suppose £ € Ly(2, X) and n € L2(R,Y) define a Gaussian system.
Then & and n are independent if and only if cov(&,n) = 0.

Theorem 4.7. The characteristic function of an X -valued Gaussian random vari-
able & has the form

90{(1') _ ei(EE,z)—%((covg)x,z)’ re X.

4.1.4 Random Processes

An X-valued random process (or, briefly, a random process) is a family of random
variables & € m(€, X), t > 0. Here the parameter ¢ is interpreted as time. We
will consider the random processes on a finite time interval, say, on T = [0, 7],
and suppose that they are £ ® P-measurable, i.e., belong to m(T x £, X). For a
random process £, a function [¢,] (see Remark 2.21 for this symbol), where w € Q2
is considered as fixed, is called its path. The dependence of random processes (and
random variables as well) on samples w will be indicated only in exceptional cases.

Random processes £ and 1 with values in the same space are said to be

indistinguishable if
P(U{w L& # m}) =0.

teT

Obviously, the paths of indistinguishable random processes coincide w.p.1. Actu-
ally, indistinguishable random processes are considered to be equal. According to
this, we say that a random process has a given property if it is indistinguishable
from a random process, all the paths of which have this property.

Often, in theory of random processes the following weaker criterion of equality
of random processes is useful. Random processes £ and 7 are said to be a modifica-
tion of each other if they take values in the same space and if & = n; for all t € T.
For comparison, note that the equality in the space L;(Q2, C(T, X)) corresponds
to indistinguishability of random processes, and in the space C(T, L;{Q2, X)) to
modification. If two random processes that are modifications of each other have
right continuous (left continuous) paths w.p.1, then they are indistinguishable.
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A family {F:} = {F; : 0 < t < T} of sub-o-algebras of F is called a filtration
if F;, € Fyfor all 0 < s <t < T. A filtration {F;} is said to be complete if for
G e F, P(G) = 0 implies G € Fy, and is said to be right continuous if

Fo=F Fr= (] Fe, 0<t<T.
t<s<T

Each filtration can be extended up to the smallest complete and right continuous
filtration. Therefore, it is convenient beforehand to suppose that a given filtration
is complete and right continuous. We say that a random process n € m(T x Q, X)
is adapted with respect to a filtration {F;} (or F;-adapted) if ny € m(2, F, X) for
all 0 <t < T. Given a random process n € m(T x Q, X), we denote by {F,;'} the
smallest complete and right continuous filtration generated by {o(ns;0 < s < ¢)}
and call it the natural filtration of 1. Obviously, each random process 7 is adapted
with respect to its natural filtration {F}'}.

A random process m € m(T x ©, X) together with a filtration {F,} is called
an X-valued square integrable martingale on T (or, briefly, a square integrable
martingale) if

(a) my € L2(Q,F, P, X), 0<t <T;
(b) E(my|Fs) =m,, 0<s<t<T.

For a square integrable martingale m with respect to a filtration {F;}, the no-
tation {my, F¢} is used as well. Obviously, in the above definition a square inte-
grable martingale is defined with accuracy up to modification. By M»>(T, X) or
by M>(0,T; X), we denote the class of all X-valued square integrable martingales
{m¢, Ft} on T for which my = 0, {F;} is a complete and right continuous filtra-
tion and m has right continuous paths. Obviously, a martingale from My(T, X) is
defined up to indistinguishability. One can observe that if {m;, F:} € Mo(T, X)
for some filtration {F;}, then {my, F{*} € M2(T, X) too, where {F["} is the nat-
ural filtration of m. The subclass of Ma(T, X) consisting of the martingales with
continuous paths is denoted by M5(T, X).

For m € M(T, X), we present a particular case of the Doob inequality (see,
for example, Rozovskii [84], p. 44):

2
E (sup ||mt||) < 4E||mT||2, (4.1)
teT

which will be used in proving the following technical detail.
Proposition 4.8. MS(T, X) C L»(92,C(T, X)).

Proof. Let m € M§(T, X). By Proposition 2.25, the function m : Q@ — C(T, X) is
P-measurable. Using also (4.1), we have m € Ly(92,C(T, X)). O
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Let {m, F:} € M>(T, X). The sets of the form
(s,{) x F, FEF, 0<s<t<T; [0,t] x Fo, Fo € Fo,0< t<T,

are called predictable rectangles. The system of all predictable rectangles defines
a semialgebra of subsets of T x ). The smallest g-algebra over this semialgebra is
called the o-algebra of predictable subsets of T x Q with respect to the filtration
{F:}. This o-algebra will be denoted by P. Define the function A on predictable
rectangles by

M(s, 8] x F) = E (xrllme = ms|?) 5 M[0,8] x Fo) = E (xpllmel?) -

For {m:, F:} € M>(T, X), the function A is a measure. The extension of A to P is
called the Dolean measure of m.

The following theorem, proved in Metivier [77], p. 141, expresses a significant
property of square integrable martingales.

Theorem 4.9. Let {m:, Fi} € M(T,X), let P be the o-algebra of predictable
subsets of T x Q with respect to the filtration {F,} and let A be the Dolean measure
of m on P. Then there exists a unique function M € Loo(T x Q, A, L1(X)) such
that My, > 0, trM,, =1 for A-a.e. (t,w) € T x Q and

E(XF((mt_ms)®(mt—ms)))=/( , FMd)\

for each predictable rectangle (s,t] x F, F € F,, 0< s <t <T.

The function M in Theorem 4.9 is called the covariance function of m.
A Wiener process which is defined below is a very useful particular case of
square integrable martingales.

Definition 4.10. A random process {w, Fi} € M§(T, X) is called an X-valued
Wiener process on T (or, briefly, a Wiener process) if the covariance function M
and the Dolean measure A of w have the form

My, = (W)W, (t,w) € T x A = (tW)({  P),

where W € £,(X), W > 0 and ¢ is the Lebesgue measure on T. The operator W
is called the covariance operator of the Wiener process w.

A random process £ : T x  — X is said to be Gaussian if the family
{&; : 0 <t < T} of random variables defines a Gaussian system. A Wiener process
is an example of a Gaussian process. This will be considered in greater detail in
the next section.
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4.2 Stochastic Modelling of Real Processes

An adequate modelling of real processes requires a consideration of all influences
on them. These influences can be collected into two separate groups. The first
group contains the deterministic influences that are characterized by the property
that their magnitude at each instant and at each space point can be determined
beforehand. The influences of the second group are called fluctuations. Their ef-
fects on real processes are random and, therefore, cannot be determined exactly.
Often, only the first group of influences is considered and fluctuations are ignored.
This leads to deterministic models of real processes such as ordinary and par-
tial differential equations. In this section we discuss how to use fluctuations in
modelling of real processes.

4.2.1 Brownian Motion

In 1827 the botanist R. Brown observed that a microscopic particle suspended in
liquid makes very strange and highly irregular movements, and he reported the
results of this observation in 1928. The motion of this particle was called Brownian
motion.

Molecular physics explains Brownian motion as a motion of a microscopic
particle determined by its collisions with liquid molecules. Since the mass of a
microscopic particle is small enough, each of these collisions has an effect on its
path.

The state of a particle exhibiting Brownian motion on the surface of a liquid
can be expressed by a vector in R2. Below we consider one-dimensional Brownian
motion. It can be imagined by projection of two-dimensional Brownian motion to
one of the coordinate axes.

A deterministic analysis of Brownian motion cannot be carried out as this
requires full information about molecules of a given liquid at some fixed instant
including their position, velocity etc. N. Wiener suggested a stochastic approach
to Brownian motion. To explain this approach, consider a microscopic particle
suspended in liquid during the time interval T = [0, 7] and let 2 be the collection of
all sample cases which lead to the distinct paths of this particle. Then the position
of this particle can be modelled as a function w; ,, t € T, w € Q, of two variables.
Since the paths of the particle are continuous, one can select Q@ = C(T,R) and
suppose that a sample w € Q@ = C(T,R) leads to the path w,, = w, t € T.
Obviously, distinct groups of paths may occur with distinct probabilities. So, a
posteriori one can suppose that a probability distribution P,, on € is defined
so that P, (A) shows the occurrence probability of a path of the particle in A,
where A C 2. Thus, we conclude that there is a sample space Q2 and a probability
distribution on  for which the motion of the particle may be considered as a
random process w: T x Q@ — R.

To study the properties of this random process, at first, we will consider a
microscopic particle suspended in liquid satisfying the following conditions.
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(a) The liquid is homogeneous and has some fixed viscosity that will be deter-
mined below.

(b) The liquid is not disturbed by any outside influence.

The meaning of the second condition is that the motion of the particle on this
liquid is a result of the collisions of liquid molecules and the particle only. The
random process w has the following properties.

(A) E(w¢—ws) = 0. This follows from the equality of the occurrence probabilities
of the particle at instant ¢ in any two regions on the surface of the liquid,
which are symmetric with respect to the position of the particle at instant
s, since the conditions (a) and (b) hold.

(B) E(w; — w,)? depends only on [t — s|. This is again a consequence of the
conditions (a) and (b). The variance of w; —ws; is independent of the location
of the particle at instant s and, hence, is a function of the time run from s.

Note that in the theory of random processes, the random process w which has the
properties (A) and (B) is said to be stationary in a wide sense.

(C) wy — w,s and w, — w, are independent for all ¢ < r < s < t. This follows
from the fact that the liquid contains a very large number of molecules and,
in fact, in disjoint time intervals (s,t] and (o, r] the particle has collisions
with distinct molecules. So, the increments w; — w, and w, — w, are formed
by independent collisions.

The property (C) will be revised in Section 4.6.1. In the theory of random pro-
cesses, the random process w which has the property (C) is called a process with
independent increments. At this point, we interrupt listing the properties of the
process w to prove the following result.

Lemma 4.11. Let £ be a stationary in a wide sense random process with indepen-
dent increments and let y = E(& — &)%, 0 <t < T. Then ¢y = X\, 0<t < T,
for some A = const. > 0.

Proof. For 0 < s <t <T, we have
U~ =B(& — &+ 8~ &)’ —E(& — &)’ =E(& - &) 20 (42)
Hence, ¢ is a nondecreasing function. Substituting ¢ = s + r in (4.2), we have
Vstr = s + B(Gorr —&)* = ¥s + B(& — )" =¥ +2r, Yo =0.  (43)

Any nondecreasing function on T satisfying (4.3) has the representation ¢ = At,
0 <t <T, with A =T 19y > 0. Indeed, this holds for ¢t = 0. Let 0 < t < T.
Then for a positive integer n with 0 < nt < T, we have ¢,; = niy,. This implies
Ys/m = Ps/n if we substitute s = nt. Thus, for any positive rational number a
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represented as a ratio n/m of two positive integers such that 0 < at < T, we
have Ya: = Y(n/my = (n/m)yy = ayye. If @ is an irrational number satisfying
0 < at < T, then we can take increasing and decreasing, respectively, sequences
{bn} and {c,} of rational numbers such that lim, o b, = lim,_c, = a/2.
Since 9 is nondecreasing, we have

bntt = Yot < Yaty2 < Yept = Catt

for large n. Tending n to co, we obtain 1,; = ai): for every real number a satisfying
0 < at < T. Now %, = tT 14 = At implies the statement for 0 < ¢t < 7. O

Thus, the properties (A)—(C) imply that
E(wt—ws)Qz)\(t—s), A>0,0<s<t<T.

Note that the limit case A = 0 implies w; = const. This holds when the liquid is
so thick that it can be considered as solid. Hence, we can suppose that A > 0 for
the liquid under consideration.

The next property has a connection with the central limit theorem.

(D) w:—w;s is a Gaussian random variable. This is a consequence of Theorem 4.5,
since w; —w, can be considered as the sum of a large number of independent
and equidistributed small increments. Therefore, (w; — w,) ~ N (m, 02)
where m = E(w; — w,) = 0 and 0? = E(w; — w,)? = A|t — 5.

(E) w has continuous paths. This needs no discussion.
Finally, to the properties (A)-(E), we add the following normalizing condition.

(F) wop = 0 and A = 1. The first of these equalities means that the origin is
selected so that it coincides with the position of the particle at ¢ = 0, and
the second equality shows that the liquid has the corresponding viscosity.

The random process w : T x  — R that has the above mentioned properties
(A)—~(F) is called a standard process of Brownian motion on T. The first question
that arises is whether a standard process of Brownian motion exists. The following
theorem answers this question positively.

Theorem 4.12 (Wiener). There exists a unique probability measure P, on the
measurable space (C(T,R), Bc) such that the coordinate process wy, = wy, t € T,
w € C(T,R), is a standard process of Brownian motion on T.

In larger probability spaces than (C(T,R), B¢, Py) it is possible to consider
infinitely many independent standard processes of Brownian motion. Below we
suppose that (2, 7, P) is sufficiently large to introduce the following definition.
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Definition 4.13. A random process

dim X
wy= Y imwie,, 0<t<T, (4.4)
n=1

where {e,} is a basis in X, {w"} is a sequence (finite or infinite depending on
dim X) of independent standard processes of Brownian motion, Z?Linlx P, < 00,

tn > 0 and the convergence in (4.4) is in the norm of Ly(2, X) if dim X = oo, is
called an X-valued process of Brownian motion.

4.2.2 Wiener Process Model of Brownian Motion

The following theorem shows that in fact a process of Brownian motion is a sim-
plest martingale.

Theorem 4.14 (Levi). Fach process of Brownian motion is a Wiener process with
respect to its natural filtration, and vice versa.

In addition note that, if the X-valued Wiener process and the X-valued
process of Brownian motion from Definitions 4.10 and 4.13, respectively, are iden-
tified, then {u,} and {e,} stand for the systems of eigenvalues and corresponding
eigenvectors of the covariance operator W.

Using Theorem 4.14, the following important property of Wiener processes
can be proved.

Proposition 4.15. Any Wiener process is Gaussian.

Proof. Let w be an X-valued Wiener process on T and let {e,} be the system of
eigenvectors of the respective covariance operator. For each n, let

N = {{wy,e,): 0 <t <T}.

Since w has independent increments and

m m
(1w, + -+ + amwy,, en) = ZZaj(wtk — Wiy 1, €n)
k=1j=k
for0=ty <t < - <ty <Tand for a,...,o, € R, we obtain that A" is a

Gaussian system for all n. By Definition 4.13, {NV"} is a sequence of independent

Gaussian systems. Hence,
dim X

N = span U N©
n=1
is also a Gaussian system. Obviously, (w;,h) € N for all h € X and for all
0 <t < T. This means that w is a Gaussian random process. O
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Setting Wiener processes which define a Gaussian system is important in
estimation theory. A simple example of such Wiener processes is a pair of inde-
pendent Wiener processes. Practically, such Wiener processes are generated by
distinct sources. More generally, a pair of Wiener processes w! and w? which
are linear transformations of some third Wiener process w, i.e., w} = ®w; and
w? = VYw,, 0 <t <T, where ® € L(X,Y) and ¥ € £L(X, Z) and w has its values
in X, form a Gaussian system. In this case, cov(w;,w?) = ®W ¥* min(t, s), where
W is the covariance operator of w. If ®W ¥* = 0, then w' and w? are independent.
This means that w! and w? are transformations of independent components of w.
Consequently, the source generating w can be separated into two independent
sources generating w' and w?, respectively. If ®W U* £ 0, then such separation is
impossible. In this case, w! and w? are said to be correlated Wiener processes.

More complicated examples of Wiener processes which define a Gaussian
system can be obtained by special transformations on them. Below we present
two such transformations which express the invariance of Wiener processes under
translations and rotations.

Proposition 4.16. Let w be an X -valued Wiener process on T and let
(a) wl =wyre —we, 0<t <T —¢, where 0 < e < T;

(b) w? = %wct, 0<t<c T, where ¢ > 0.

Then the random processes {wtl,ft“’l} and {wf,]—"t“’g} are Wiener processes on
[0,T —¢] and [0,¢'T), respectively. Furthermore, w, w' and w? have the same
covariance operator and define a Gaussian system.

Proof. This can be proved by direct verification. O

4.2.3 Diffusion Processes

Now we will consider the motion of a suspended microscopic particle in the general

case. Let F(t,z) and g(t, ) be the velocity and the viscosity of the liquid under

consideration at instant ¢ and at the location x = (:vl,zQ) on its surface. Note

that F(t,z) is a two-dimensional vector, but g(¢,x) is a scalar and we denote

e = "7 o)

Then the displacement

1 1 1

Az, — Az; | Ty ny — Ty
tT A2 | T | 22 — 2

i t+AL ¢

of the suspended particle can be approximately written as

A.’Z?t = F(t, .’I,')At + G(t, I)Awt,
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where . . .
=[] o= [ ]
wy Wiyar — Wi
and w! and w? are independent standard processes of Brownian motion related
with the z!- and z2?-components of the suspended particle, respectively. Replacing
increments by differentials, we obtain the equation

diL’t = F(t,l‘t)dt + G(t, xt)dwt, (45)

which can be written in the integral form

¢ t
Ti = Tp +/ F(s,xs)ds +/ G(s,xs) dwg,
0 0

where the first integral is a Lebesgue integral by considering w € €2 as fixed, but
the second is a stochastic integral which will be studied in the next section. If we
suppose that F' and G are functions from T x X to X and £(Z, X), respectively, w
is a Z-valued Wiener process on T and zy € L2(2, X), then we obtain an abstract
version of the equation (4.5). The functions F and G in (4.5) are called drift
and diffusion coefficients, respectively. The equation (4.5) is called a stochastic
differential equation, or an Ito equation, or a diffusion equation. A solution of the
equation (4.5) is called a diffusion process. Recall that the diffusion phenomenon
is a motion of a suspended microscopic particle in liquid or in gas under collisions
with molecules of the medium.

It is known that a solution of the equation (4.5) is an adequate model for
many real processes arising in branches which are far from diffusion, for example,
in electronics, communication, geophysics, economics, finance etc. Nevertheless,
more rigorous criteria imposed by mathematical models of real processes make it
necessary to improve the process of modelling Brownian motion. We will return
to this problem in Section 4.6.

4.3 Stochastic Integration in Hilbert Spaces

In this section we relate a stochastic integral to a Hilbert space-valued square
integrable martingale. We assume always that {m., F;} € My(T, X), P is the o-
algebra of the predictable subsets of T x Q with respect to the filtration {F;}, A is
the Dolean measure of m on P and M is the covariance function of m (see Section
4.1.4). Also, we suppose that (S,X,v) is a separable measure space. Recall that
according to our convention in Section 1.2.6, all measures considered in this book
are positive and finite.

4.3.1 Stochastic Integral

Consider the random function Mtl/ 2, 0 <t £T. According to Theorem 4.9 and

Proposition 2.37, we have M1/2 € Lo.(T x Q,\, L2(X)). Let A2, (T; X, Z) be the
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set of all (in general unbounded) operator-valued functions ® defined on T x Q
and satisfying ® M 1/2 € Ly(T x Q, A, L2(X, Z)). Consider the equivalence relation
in A2 (T; X, Z) defined by calling ®, ¥ € A2 (T; X, Z) equivalent if

oo ai],

=0 for A-a.e. (t,w) € T x Q.

2

Denote the quotient set of A?n(T; X, Z) with respect to this equivalence relation
by A2(T; X, Z).

Theorem 4.17. A2, (T; X, Z) is a Hilbert space with the scalar product
(®,V)pz = / <<I>tMt1/2, \Ifth/2> dA. (4.6)
™ T L2

Proof. In Metivier [77], pp. 142-143, it is shown that the bilinear form (4.6) on
1~\,2n(T; X, Z) satisfies all the axioms of scalar product except the nondegeneracy
axiom. Moreover, it is shown that each Cauchy sequence in 1~\?n(T; X, Z) is con-
vergent, but in general the limit is not unique because (4.6) does not satisfy the
nondegeneracy axiom. Replacing A2, (T; X, Z) by its quotient set A2,(T; X, Z), we
see that (4.6) on A2 (T; X, Z) satisfies all the axioms of scalar product (includ-
ing the nondegeneracy axiom), and, as a consequence, each Cauchy sequence in
A2 (T; X, Z) has a unique limit. So, A2 (T; X, Z) is a Hilbert space. O

Let A(T, £L(X, Z)) be the class of functions of the form

k
U=> Xetxr¥ : T xQ— L(X, 2), (4.7)
i=1

where k € N, ¥ € L(X,Z), (si,t;] x F; are disjoint predictable rectangles for
i=1,...,k

Theorem 4.18. A(T,L(X,Z)) and Lo(T x QA Lo X, Z)) are dense subsets of
A2 (T; X, 2).

Proof. Suppose that ® € A2 (T; X, Z). Let
&7 =o,M2(In" "+ M) teT, n=1,2,....

In Rozovskii [84], pp. 5657, it is shown that ®™ € Lo(T x Q, A, L2(X, Z)) for all n
and [|®" — ®||a2. — 0 as n — oo. On the other hand in Metivier [77], pp. 143-145,
it is proved that each function in Lo(T x Q, A, £2(X, Z)) can be approximated in
the norm of A2,(T; X, Z) by functions from A(T, £(X, Z)). O

For the function ¥ defined by (4.7), the stochastic integral is defined as

k
/ Wy dmy =) xp U (me, —ms,). (4.8)
T

i=1
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Theorem 4.19. The formula (4.8) defines a bounded linear operator from the subset
A(T,L(X, Z)) of the space A2,(T;X,Z) to La(Q, Z) with the properties

2
— (%], (4.9)

E/\I/tdmt:0 andEH/\Iltdmt
T T z

which has a unique extension to A2 (T;X,Z) as a bounded linear operator pre-
serving the properties in (4.9).

Proof. For ¥ € A(T, L(X,Z)), the properties in (4.9) can be easily proved. The
second of these properties implies the boundedness of the stochastic integral (4.8)
on A(T, L(X, Z)). Since, by Theorem 4.18, A(T, L(X, Z)) is dense in A2 (T; X, Z),
the stochastic integral (4.8) has a unique extension to the space A2 (T; X, Z) as
a bounded linear operator preserving the properties in (4.9). (]

Theorem 4.20. Suppose that ® € A% (T;X,Z) and A € L(Z,Y). Then A® €

AZ (T;X,Y) and
A/@tdmt:/Aq)tdmt.
T T

Proof. This is a consequence of the linearity and the boundedness of stochastic
integrals. O

4.3.2 Martingale Property
The stochastic integral of ® € A2 (T; X, Z) on (a,b] C T is defined by

b
/ (bt dmt = / X(a,b] (t)(bt dmt, 0 S a _<_ b < T.
a T

The next theorem states a basic property of stochastic integrals.

Theorem 4.21. Let ® € A2 (T; X, Z) and let
t
nt:/ ®,dm,, 0<t<T. (4.10)
0

Then
(a) {me, Fi} € Mo(T, X) = {n:, F1} € Ma(T, Z);
(b) {my, Fi} € MS(T, X) = {n, Fi} € MS(T, Z).

Proof. First, note that (4.10) defines the random process n up to modification.
At the same time the random processes in My(T, Z) and M$(T, Z) are defined
up to indistinguishability. Therefore, the statement of this theorem should be
interpreted as the existence of a right continuous (continuous) modification of n
in My(T,Z) (in MS(T, Z)). This theorem is obvious for & € A(T,L(X,Z)). Let
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® € A2 (T; X, Z). By definition of stochastic integral, there exists a sequence {<I>k}
in A(T, L(X, Z)) such that for all 0 <t < T,

|@* — ®]|,, — 0 and E ||nf —n||* — 0 as k — oo, (4.11)

where

t
w= [ bdm, 0<e<T k=120
0

Using (4.11), it is easy to show that n is a square integrable martingale. Let
us prove that it has a right continuous (continuous if {m;, F:} € MS(T, X))
modification. For this, we will show that a stronger convergence than (4.11) takes
place. Indeed, using (4.1) and (4.9), we have

2
E (sup Ik ng||) < 4B ||k — nb || = 4]|@* — &%, =0, k1 - co.
teT m

This means that for some subsequence (which for simplicity will be identified with
the original one) of {n*}, there exists Q C  with P(Q2) = 0 such that

sup ||[nf, ~ni || — 0ask,l— oo forallwe Q\Q.
teT

So, there is a random variable 72 such that

sup ||nfw ~figw|| = 0as k— oo forall w e 2\ Q. (4.12)
teT

The uniform convergence in ¢ in (4.12) implies that # has right continuous (con-
tinuous if {my, F;} € MS(T, X)) paths. Finally, comparing (4.11) and (4.12), we
conclude that 7 is a needed modification of n. O

In the sequel, under the process n defined by (4.10) we will always mean its
right continuous (continuous if {m,, F;} € M5(T, X)) modification.

4.3.3 Fubini’s Property

Let (S, X, v) be a (positive, finite and) separable measure space. The Hilbert spaces
A2 (T; X, La(S,v, Z)) and La(S,v, A2 (T; X, Z)) will be considered in this section.
Note that since the measure space (S,3,v) is separable and Z € H, we have
Ly(S,v,Z) € H. Hence, A2 (T; X, La(S, v, Z)) is well defined.

Lemma 4.22. The spaces A2 (T; X, Ly(S,v, Z)) and La(S,v, A2,(T; X, Z)) are iso-
metric under the isometry

A2(T; X, La(S,v,Z)) 2@« J& = @ € Ly(S,v,AZ(T; X, Z)).
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Proof. By Theorem 4.18, Lo(T x Q, ), £2(X, Z)) is dense in A2 (T; X, Z). Hence,
by Proposition 2.20, the space La(S, v, Lo(T xQ, A, L2(X, Z))) is dense in the space
Ly(S,v,A2 (T; X, Z)). On the other hand, by Propositions 2.24 and 2.39(a),

LQ(S, v, LQ(T X Q,/\,,CQ(X, Z))) = LQ(T X Q,)\,[Q(X, LQ(S, v, Z)))

So, La(T x X, L2(X, La(S,v, Z))) is dense in Ly(S,v, A2 (T; X, Z)). Also, the
space Lo(T x Q, X, L2(X, L2(S,v, Z))) is dense in A2,(T; X, La(S, v, Z)) by Theo-
rem 4.18. Thus, to prove this lemma, it is sufficient to show that for any function
® € Lo(TxQ A L2X, La(S,v, Z))), its norms in the spaces A2, (T; X, L2(S, v, Z))
and La(S,v,A2,(T; X, Z)) are same. This follows from

2
)2, . =/ |[@euing”?|
|| ||Agn(T7XvL2(Svaz)) TxQ [ t ] CQ(X,LQ(S,I/,Z))
- ol

TxN LZ(SULQ(XZ))
o]

TxJs it
Y

sdrxall 77

= 12112, (s.0n2 (1:x,2))-

dv dA
L£2(X,Z)

2
d\ dv
L£2(X,2

Thus, the proof is completed. O

The spaces
A2(T; X, Ly(S,v, Z)) and Ly(S,v,A%(T; X, Z))

will be identified and will be denoted by A2 m(S, T; X, Z) . Thus, for any function
® in Agym(S, T; X, Z), the following repeated stochastic 1ntegrals can be defined:

//‘I)stdl/dmt and //@stdmtdl/ (4.13)

Theorem 4.23. For ® € A2, (S5, T; X, Z), the repeated stochastic integrals in (4.13)
are equal w.p.1.

Proof. It is easy to prove that, for & € A(T,L(X, La(S,v,Z))), the repeated
stochastic integrals in (4.13) are equal and

2 2
=E <v(S)|®l3; -

b, ¢ dvdm, &, s dm; dv
S T
Hence, since A(T, L(X, Ly(S,v, Z))) is dense in A2, (S, T;X,Z), the repeated
stochastic integrals in (4.13) define the same bounded linear operator from the
set A(T, L(X,L2(S,v,Z))) to L2(), Z) which can be uniquely extended to the
space Aﬁ’m(S, T; X, Z) as a bounded linear operator. We obtain that the repeated
stochastic integrals in (4.13) are equal w.p.1 for all ® € A2, (S, T; X, Z). O
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Proposition 4.24. The following statements hold.
(a) B(T,L(X,Z)) Cc A2(T; X, Z).
(b) B(SxT,L(X,2)) C Azm(S,T;X, Z) where S = [a,b].
(¢) If® € B(Ar,L(X,Z)) and

t
«pt=/ By, dm,, 0<t<T,
0

then ¢ € Loo(T, Lo(2, Z)).
Proof. Consider predictable rectangles of the form
(5,t] X Q, (5,t] XD, 0<s<t<T; [0,t] xQ, [0,¢] xD, 0<t < T

The smallest o-algebra generated by these predictable rectangles coincides with
Br ® {Q,@}. Therefore, Br ® {Q,@} C P and a Br-measurable nonrandom
function can be considered as a P-measurable function. We see that each ® €
B(T,L(X,Z)) is strongly P-measurable and bounded. By Proposition 2.13(a),
SMY? € Loo (T x Q, A, L2(X, Z)) since MY? € Lo (T x Q, A, L2(X)). Therefore,
B(T,L(X,Z)) ¢ A2(T;X,Z). Part (a) is proved. Part (b) can be proved in a
similar way. To prove part (c¢), denote

é — q)t,87 OSSStSTv
t.s 0, 0<t<s<T.

Obviously, ® € B(TxT, £(X, Z)). By part (b), ® € A7 (T, T; X, Z), and, hence,
® € A2 (T; X, Ly(T, Z)). Therefore, the function

t T

o =/ B, , dm, =/ &y, dm,, 0<t<T,
0 0

belongs to Lo(Q, La(T, Z)) = La(T, L2(2, Z)). Finally, from the boundedness of

®, we obtain ¢ € L(T, L2(Q2, Z)). d

4.3.4 Stochastic Integration with Respect to Wiener Processes

Now let {w;, i} be an X-valued Wiener process on T and let W be the covari-
ance operator of w. By use of the Hilbert space Lw (X, Z) (see Section 1.3.7),
we have A2(T;X,Z) = Lo(T x Q,P,£ ® P, Ly (X, Z)) which is a subspace of
Ly(T x Q, Lw (X, Z)) consisting of all Fi-adapted processes. Using the Hilbertian
summation (see Section 2.4.3), one can write

T
AL(T; X, Z) = / Lo(, 72, P, L (X, 2)) dt.
0
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Proposition 4.25. Let {w;, F;} be an X -valued Wiener process on T. Then

(8) Ba(T,£(X, Z)) C A2(T; X, Z);

(b) Ba(S x T,L(X,Z)) C A} (S, T; X, Z) where S = [a,b].
Proof. In proving Proposition 4.24(a), it was shown that Br ® {Q, @} C P. Since,
for a Wiener process, the Dolean measure is A = ¢({ ® P) where ¢ = const. > 0,
then the Lebesgue extension of Br ® {2, @} with respect to A = c({ ® P) is
equal to By ® {Q, @} where By is the Lebesgue extension of By with respect to .
Hence, a Lebesgue measurable nonrandom function on T can be considered as a
A-measurable function on T x 2. So, in a similar way as in the proof of Proposition

4.24(a), we have

Part (a) is proved. Part (b) can be proved in a similar way. O

In the sequel we will use stochastic integrals of nonrandom functions with
respect to Wiener processes. Below we list some of their useful properties.

Proposition 4.26. Let w and v be X - and Y -valued Wiener processes on T with
covwy = Wit and with cov(wy,v:) = Rt, let ® € Ba(T,L(X,Z)) and let ¥ €
By (T, L(Y,U)). Then

t
(a) / &, dw, is F' — measurable for all 0 <t <T;
0

T
(b) / b, dws is independent of F;* for all 0 <t <T;
t
T T
(¢) if R=0, then / P, dw, and / W, dvs are independent;
0 0

T
(d) {/ b, dws : ® € Bo(T,L(X, 7)), Z € H} is a Gaussian system;
0

t T t
(e) cov(/ D, dwr,/ v, dvr> = / . RV dr, 0<s<t<T;
0 s s
T T T
() tr(cov/ ®, dwr> = tr/ W d, dr = tr/ &0, W dr.
0 0 0

Proof. Part (a) follows from Theorem 4.21. Part (b) is a consequence of inde-
pendence of the increments of w. Part (c¢) is obvious. To prove part (d), con-
sider the Gaussian system N defined in proving Proposition 4.15. Obviously, for
® € By(T,L(X,Z)) and for h € Z,

T
</ <I>sdws,h> eN.
0

This proves part (d). Parts (e) and (f) follow from Propositions 4.2(d) and 4.2(g),
respectively. U
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4.4 Partially Observable Linear Systems

4.4.1 Solution Concepts

Consider the linear stochastic differential equation
dzy = (Azs + or)dt +dmy, 0 <t < T, (4.14)

where we assume that A € £(X), ¢ : T xQ — X, m € My(T, X). A random
process x : T — Ly(Q, X) will be called a solution (in ordinary sense) of the
equation (4.14) for given xy € La(Q, X) if z; € D(A) w.p.1forall 0 <¢ < T and
if x satisfies the integral equation

¢
:ct::c0+/ (Azs + ps)ds+my, 0 <t <T. (4.15)
0

Two solutions of the equation (4.14) will be said to be equal if they are modifica-
tions of each other.

We recall that by Theorem 1.22, with a given closed linear operator A on X,
one can associate the separable Hilbert space D(A) with the scalar product

(z,¥)p(a) = (T, y)x + (Az, Ay) x
such that A € L(D(A), X) and D(A) C X is a natural and tight embedding.

Theorem 4.27. Suppose that A € E(X) generates a strongly continuous semigroup
Uue S(X), T € LQ(Q,D(A)), TS Ll(T,LQ(Q,D(A))) and m € MQ(T,D(A))
Then the random process

t t
T = Uizo +/ L{t_sgos ds + / Ui_sdmg, 0 <t < T, (416)
0 0

s a unique solution of the equation (4.14).

Proof. First note that by Proposition 2.20, the conditions of this theorem on zg,
¢ and m imply zg € L2(Q, X), ¢ € L1(T, L2(), X)) and m € My(T, X). So, the
integrals in (4.16) are Bochner and stochastic integrals of X- and £(X)-valued
functions, respectively. We will show that these integrals can be interpreted in a
stronger sense. Since U is a strongly continuous semigroup, U € B(T, L(X)). Let
us show that U € B(T, L(D(A))). Since A is the infinitesimal generator of U, we
have Uy (D(A)) C D(A) forall0 <t < T.Let 0 <t < T and let h € D(A). We
have

el By = IAURIS + U5 = [UARX + UAI
< ||ut||2a(x)(HAhH§( +IAl%) = ”utH%(X)HthD(A)'
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Therefore, U, € L(D(A)), 0 <t < T, and

sup [[{Utll £(pcayy < sup |[[Usl|g(x) < oo.
teT teT

Since D(A) C X is a natural embedding of separable Hilbert spaces, by Proposi-
tion 1.15(b), we have Bp(4)y C Bx. Hence, the strong Br-measurability of the
function Y : T — L(X) implies the strong Br-measurability of the function
U: T — L(D(A)). Thus, U € B(T,L(D(A))). So, the Bochner and stochastic
integrals in (4.16) can be interpreted as integrals of D(A)- and L£(D(A))-valued
functions, respectively. By Proposition 4.24(c), we obtain that the formula (4.16)
defines the random process z from T to La(€), D(A)). Let us show that this ran-
dom process satisfies the equation (4.15). Fix 0 < t < T and substitute (4.16)
in the right-hand side of (4.15). Applying Theorems 2.18, 2.22, 4.20, 4.23 and
Proposition 4.24(b) and using (3.2), we have

t s s
xo + / (A (usxﬂ + / us—r(Pr dr + / Us_r dmr) + 4.03) ds +my
0 0 0
t t s
= Usxzg + / Prdr + / / Ald; . drds
/ dm, + / / Ald,_ . dm, ds
t t
= Uxg +/ (cpr / Al ds) dr +/ (I +/ AUy, ds) dm,
0 T

t
= Z/{tl'(] + / Ut_rcpr dr + / Ut_r dmr = T¢.
0 0

Therefore, x in (4.16) is a solution of the equation (4.15). If y is also a solution of
the equation (4.15), then for z; = x; — y¢, 0 <t < T, by (3.2), we have

t ¢ t—s
2zt = / Az, ds—/ A(Ut st—/ U, Az, dr) ds
t—r
/ Al szsds—/ / Azgdsdr

:/ Aut_rzrdr—/ Aldrzi_.dr = 0.
0 0

Therefore, (4.16) is a unique solution of the equation (4.14). O

Now consider the random process (4.16) for U € S(X) and for zg, ¢ and m
satisfying the following conditions which are weaker than in Theorem 4.27:

o € Ly(Q, X), ¢ € L1(T, Ly(, X)), m € Ma(T, X). (4.17)
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Obviously, z is still well defined by (4.16), while it may not satisfy the equation
(4.15) since in general z; ¢ D(A). The process z, defined by (4.16) under the above
mentioned weaker conditions, is called a mild solution of the equation (4.14). In
particular, when the conditions of Theorem 4.27 hold, a mild solution becomes a
solution in the ordinary sense.

4.4.2 Linear Stochastic Evolution Systems

Developing the concept of mild solution, consider the random process

t t
Ty = Z/{15,0-73'0 +/ ut,sﬂos ds + / ut,s dmg, 0 <t <T, (418)
Q0 0

where U € E(Ar, £(X)) and (4.17) holds. Generally, (4.18) has no relation with a
differential equation since a mild evolution operator does not have any generator.
But, (4.18) could be considered as a generalization of (4.16) to the case of mild evo-
lution operators. The system (4.18) under the weaker condition U € £(Ar, L(X))
will be called a linear stochastic evolution system.

Some useful properties of linear stochastic evolution systems are given below.

Proposition 4.28. Let zgp € L2(Q, X), letU € E(Ar, L(X)), let N € B (T, L(X)),
let o € L1(T, L2(Q, X)) and let m € M,(T, X). Then the equation

t t
Ty = ut,().’L'o + / Z/{tyr,-(N,,-.’L'r + <pr) dr + / Z/ltyr dmr, 0 S t S T, (419)
0 0

has

t t
2= Viowo + / Virior dr + / Virdme, 0<t<T, (4.20)
0 0

as its solution, where Y = Pn(U). This solution is unique up to modification and
belongs to Lo (T, L2(2, X)).

Proof. By Propositions 3.17(b) and 4.24(c), the formula (4.20) defines a function
z in Loo(T,L2(Q, X)). Substituting (4.20) in the right-hand side of (4.19), we
obtain

t
ut,o-’vo-i—/ Uy v Np Yy oTo dr
0

t t s
+ / ut,rsor dr + / Z/{15,31\]5 / ys,r<pr drds
0 0 0

t t s
+ / ut;,- dmr + / UtYst/ )szr dmr ds.
0 0 0
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By Theorems 2.22 and 4.23, the last expression is equal to

t t
yt,OxO +/ (ut,r +/ ut,styS,T dS) Pr dr
0 T

t t
+ / (utw +/ Utystys’,. dS) dmr.
0 r

Finally, by Y = Py (U) and by (4.20), we obtain that the substitution of z; from
(4.20) into the right-hand side of (4.19) gives the left-hand side of (4.19). Thus, the
function x, defined by (4.20) is a solution of the equation (4.19). The uniqueness
of this solution can be proved via Theorem 2.45. g

Proposition 4.29. Let o€ Lo(Q, X), letU € E(Ap, L(X)), let p€ L1 (T, Ly(2, X)),
let me My (T, X) and let x be defined by (4.18). Then

t t
Ty =Up 5T —|—/ Uy ror dr +/ Ui pdm,, 0 <s<t<T.

Proof. By (4.18),

Iy = ut,s <us,0$() +/ us,’rSOr dr +/ us,r dm1>
0 0

t t
+/ ut,r‘p7'dr+/ ut,rdmr

t t
:ut,sl's“r‘/ ut,rSOTdT"‘r‘/ ut,r dmr.

This proves the proposition. O

Let us introduce the following useful concept. If a random process £ has the
form

t t
§t=§o+/fsds+/@Sdms,ogtST,
0 0

where we suppose £y € L2(92, X), f € Li(T, L2(Q, X)), ® € A2 (T;Z,X) and
m € My(T, Z), then £ is said to have

dgt = ftdt + @tdmt

as its stochastic differential. In this case we use the notation

T T T
/ Kt dft = / tht dt+/ Kt(bt dmt, (421)
0 0 0

where K is an operator valued-function so that the integrals in the right-hand side
of (4.21) are defined.
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4.4.3 Partially Observable Linear Systems

A stochastic equation, when it is used as a mathematical model of some real
process, is called a state or signal system. Respectively, its solution is called a
state or signal process. Since a solution of a stochastic equation (denote it by z)
is a random process (in general), z presents probabilistic distributions of states of
a corresponding real process, but it does not exactly determine them. To improve
information contained in x, another random process z is considered so that z is
related with z and contains partial information about the states of the real process
under consideration, which is not available from z. An equation that relates z and
x is called an observation system and, respectively, z is called an observation
process or, briefly, observations. State (or signal) and observation systems taken
together define a partially observable system. Often, a partially observable system
is called a state-observation or signal-observation system too.

When a state system is deterministic and, consequently, x is nonrandom, the
states of the corresponding real process can be determined exactly by the values
of the function z. In this case there is no need for an observation system and this
reduces the corresponding partially observable system to only a state system.

The main object of our study is a partially observable linear system in which
the state or signal system is a linear stochastic evolution system and the observa-
tion process is a linear transformation of the state process disturbed by a random
process (called a noise process).

4.5 Basic Estimation in Hilbert Spaces

Often, we are faced with a problem to say something about one object while
another object, related with the first one, is observed. The mathematical theory of
studying this problem based on probabilistic methods is called estimation theory.

4.5.1 Estimation of Random Variables

Let n € Ly(2, X) and let £ € Ly(Q2, Z). Denote by P¢ the measure on Bz generated
by &. In estimation theory any function in m(Z, P¢, X) is called an estimator, and
for p € m(Z, P¢, X), the random variable ¢ o is called an estimate of n based on
€. The function ¢ € m(Z,P¢, X) is called an optimal estimator and, respectively,
wo o € is called a best estimate of n based on € if

Eln — (po o )| =ing||77—(<P°§)H27 (4.22)

where the infimum is taken over all estimators ¢ € m(Z,P¢, X) for which (po§) €
Ly(Q, X). In fact, by Proposition 2.27, the infimum in (4.22) is taken over the space
Ly(Z,Pe, X).

A function in the form ¢(z) = Az + b, where A € L{Z,X) and b € X, is
called a linear estimator and, respectively, a random variable p o £ = A£ + b is
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called a linear estimate of n based on £. The function pg(z) = Aoz + by, where
Ao € L(Z,X) and by € X, is called an optimal linear estimator and, respectively,
the random variable @y 0 & = Ag€ + by is called a best linear estimate of n based
on & if

El|n — Ao& — bo||* = inf Elln — A& — b||%,

where the infimum is taken over all A € £(Z,X) and all b € X.

Proposition 4.30. Given n € Ly(Q, X) and £ € Ly(Q, Z), there exists a best esti-
mate of 11 based on & which is unique in Lo(Q,0(€),P, X) and it is equal to the
conditional expectation E(n|€). Furthermore, the corresponding optimal estimator
is unique in Lo(Z,P¢, X).

Proof. By Proposition 2.27, the space {¢ 0 & : ¢ € Ly(Z,P¢, X)} of all estimates
is equal to L2(Q,0(€), P, X). Hence, by (4.22), a best estimate of n based on £ is
a random variable at which the functional J(¢) = [ln — ¢[|7, takes its minimum
value on L2 (92, 0(€), P, X). Since J is a strictly convex functional (see Proposition
1.30(b)), by Proposition 2.3, J takes on minimum value at some unique random
variable (g € L2(Q,0(£),P, X) and by Theorem 2.6,

V¢ e L2(Q,U(§),P,X), <‘],(C0)’ C) = 2E<77 — Co, <> =0.

Hence, (o is the projection of n € L2(£2, X) to L2(Q,0(£), P, X). So, we conclude
that (p is a unique best estimate of 1 based on £ and by Proposition 4.4, (, =
E(n|€). Finally, by Proposition 2.27, E(n|€) can be represented as E(n]§) = @po &
for some unique optimal estimator ¢g € L2(Z,P¢, X). |

Thus, the problem on existence and uniqueness of optimal estimators is pos-
itively solved. But, designing optimal estimators as a function g of £ is a central
problem in estimation theory.

Another situation takes place with optimal linear estimators. The existence
and uniqueness of optimal linear estimators can not always be solved positively.
But, if they exist, then they can be easily designed in the form Ag€ + bo.

Proposition 4.31. If a best linear estimate ) of n € La(2, X) based on € € Ly(2, Z)
exists, then it is unbiased, i.e., BE(n—7) = 0.

Proof. If 7 is the best linear estimate of n based on £, then
VAe L(Z,X)and Vb e X, E{n—17,Af +b) =0.
Taking A = 0 and varying b in X, we obtain E(n — /) = 0. O

By Proposition 4.31, a best linear estimate 7 (if it exists) of n € L2(£2, X)
based on £ € Ly(2, Z) has the form 7 = En + Ag(€ — E£) for some Ag € L(Z, X).
The next proposition determines a condition on Ag.



4.5. Basic Estimation in Hilbert Spaces 119

Proposition 4.32. Suppose that n € L2(Q, X), £ € Ly(Q,Z), P = cov€ and Q =
cov(&,n). Then a random variable 1 = En + Ag(§ — EE) is a best linear estimate
of n based on £ if and only if A = Ag is a solution of the operator equation

AP = Q. (4.23)

Proof. Let Ag € £L(Z,X) be a solution of the equation (4.23). For arbitrary A €
L(Z,X) and b € X, we have
E|n — A& — b||* — Elln — En ~ Ag(§ — EE)||?

= tr(cov(n — A& — b)) — tr(cov(n — En — Ao (€ — EE))) + | E(n — AL — b)|?

= tr(APA* = QA" — AQ — AoPAG + QA5 + AoQ) + ||[E(n — A& = b)|1?

= tr((A — Ao)P(A — Ao)*) + |[E(n — A€~ b)||* > 0,
where we used the fact that Ag is a solution of the equation (4.23). Hence, 1 =
En — Ao(§ — E€) is a best linear estimate of n based on £. Conversely, let 77 =
En — Ao(£ — E£) be a best linear estimate of 1 based on £. We have to show that
Ay satisfies (4.23). For A € R, let

M = En+ (Ao + A(Ao P — Q%)) (€ — ES).

We have

0 <Elln —En— (Ao + A(AoP — Q")) (£ — E§)|1?
— E|ln — En — Ao(€ — E)|?
= tr(cov(n — En — (Ao + A(AoP — Q%)) (€ — E£)))
— tr(cov(n — En — Ao(§ — E)))
= A2tr((AgP — Q*)P(AgP — Q*)*) + 2xtr((AgP — Q*)(AgP — Q™)*).
Since A € R is arbitrary, we obtain tr((AgP — @*)(AgP — Q*)*) = 0. Therefore,
AP = Q"[lc < AP = Qlz, = tr((AoP — Q") (AP — Q7)%) =0,
i.e., Ag is a solution of the equation (4.23). a

The next proposition shows that in the Gaussian case a best linear estimate
coincides with the corresponding best estimate.

Proposition 4.33. Suppose that n € Lo(2, X) and £ € Lo(Q, Z) define a Gaussian
system. If there exists a best linear estimate f) of n based on &, then it is equal to
the best estimate of n based on &.

Proof. In view of Propositions 4.4, 4.30 and 4.32, it is sufficient to show that

VSO € LZ(Zv P§1X)7 E<77 - E77 - AU(& - Eg)v()p © §> = 07 (424)
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where Ag is a solution of the equation (4.23) with P = cov€ and Q = cov(§, 7).
One can compute

cov(n —En — Ao(§ — EE),§) = Q" — AP =0.

Since £ and n define a Gaussian system, by Theorem 4.6, the random variables
n — En — Ao(€ — E£) and £ are independent and, as a consequence, the random
variables n — En — Ao(§ — E£) and ¢ o0& are independent for all ¢ € Ly(Z,P¢, X).
Thus, (4.24) holds. O

4.5.2 Estimation of Random Processes

Often, a random variable is estimated based on a random process. For this case,
the results of Section 4.5.1 can be modified in a respective way.

Let n be a random variable in Ly(Q2, X) and let &, 0 <t < T, be a ran-
dom process in Lq(2, C(T, Z)). Consider £ as a random variable with values in
Lo(T, Z) and denote by o(£) the o-algebra generated by this random variable. By
Proposition 2.30, o(§) = 0(&;0 <t < T). Therefore,

En§) =E0|§;0<t<T).

So, by Proposition 4.30, the best estimate of n based on £, provided that £ is an
Ly(T, Z)-valued random variable, is equal to E(n|&;0 < ¢ < T). Thus, the best
estimate of n) based on the random process &, 0 < t < T, can be defined as the best
estimate of 77 based on the random variable £ and it is equal to E(n|&;0 <t < T).

Now suppose that a random variable 7 in Lo(£2, X) and a random process &,
0<t<T,in Ly(Q,C(T, Z)) define a Gaussian system, i.e.,

N ={{nh),{& 9):heX, geZ 0<t<T}

is a Gaussian system. Obviously,
T
Vo € Lo(T, Z), / (€, 1) dt € span N.
0

Hence, the random variable  and the Lo(T, Z)-valued random variable £ define
a Gaussian system. So, by Proposition 4.33, if there exists a best linear estimate
of 1 based on the random variable £, then it is equal to

E(n|§) = E(n|&,0 <t <T).
Thus, in this case,
EM,0<t<T)=En+Ao(§& —E&,0<t<T)

for some Ap € L(Lo(T, Z), X).
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In estimating a random variable based on a random process, we do not prefer
linear estimates defined as above. Instead, we use estimates in a linear feedback
form. A random variable

T
C=b+ /O K, dé, (4.25)

where b € X and K € Bo(T,L(Z,X)), is called an estimate of n based on &,
0<t<T, in a linear feedback form provided that £ has a stochastic differential
and the stochastic integral in (4.25) is defined. Obviously, a vector b € X and a
function K € By(T, £L(Z, X)) determine a linear feedback estimator. If the paths
of the process & are a.e. differentiable w.p.1 and £ € L(§2, La('T, Z)), then (4.25)
can be written as

T T
g:b+/ K, d&; :b+/ K&, dt.
0 0
In this case, since

T
Jf = /0 K.fodt, f € Ly(T, Z),

defines a bounded linear operator from Ly(T,Z) to X, the estimate (4.25) in a
linear feedback form can be interpreted as a linear estimate of 7 based on the
derivative of £&. But, as it will follow from Theorem 4.35, in most useful cases the
random process £ has nowhere differentiable paths w.p.1, although the estimate
in the linear feedback form (4.25) is well defined when the random process £ has
a stochastic differential.

Proposition 4.34. Let n € Lo(2, X) be a random variable with En = 0 and let £
be a random process which has the stochastic differential

d§t = frdt + ¢dvy, 0 <t < T, & =0,
where f € Ly(T x Q,Z), Efy =0 forae. t € T, ® € Bo(T,L(Y,Z)) and v is a

Y -valued Wiener process on T. Suppose that n and £ define a Gaussian system.
Then there exists a function K € Ba(T, L(Z, X)) such that

T
E(n;0<t<T)= /0 K d& (4.26)
if and only if
T T
VG € By(T, L(Z)), cov(n—/ K, d{t,/ G, d£t> — 0. (4.27)
0 0

Proof. Since n and &, 0 <t < T, define a Gaussian system, then

n—-E0&,0<t<T)and 0(&;0<t<T)
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are independent. So, (4.26) implies (4.27). Let us prove the converse. Selecting the
function G in (4.27) as Go =T if 0 <s<tand G, =01if t < s <T, we see that
(4.27) implies the independence of

T
n—/ K, de;
0

and o(&; 0 <t <T) (see Theorem 4.6). So,

ft;OStST)

T T
E(U'émoﬁtST)—/o thftZE(T]—/O K, d¢;

T

The proof is completed. u

Now consider a partially observable system with a signal process £ and an
observation process 7. The estimation problem of finding the best estimate of
7¢ based on &, 0 < s < 71, is called a filtering problem in case t = 7. When
t < 7 (¢t > 7), this problem is called a smoothing or interpolation (prediction or
extrapolation) problem. Estimators in these problems are called a filter, a smoother
and a predictor, respectively. Among these estimation problems, the important
one is the filtering problem. Smoothing and prediction problems can be reduced
to filtering problems.

4.6 Improving the Brownian Motion Model

In Section 4.2 Wiener processes were presented as a suitable model for Brownian
motion and the equation (4.5) was derived for a diffusion process. In this section
we will continue this discussion.

4.6.1 White, Colored and Wide Band Noise Processes

Let us turn back to Section 4.2 where a Brownian motion was discussed. A micro-
scopic particle suspended in liquid has a finite velocity at each time moment and
covers a finite distance on each finite time interval. Therefore, a Wiener process
that was taken as a mathematical model of a Brownian motion would be expected
to have differentiable paths of finite variation. However, the following takes place
instead.

Theorem 4.35. The paths of a (one-dimensional) Wiener process are nowhere
differentiable w.p.1 and have infinite variation over each finite time interval.

Accordingly, the derivative w’ of a Wiener process w could be understood
only in a generalized sense. In fact, w’ is a generalized Gaussian random process
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(i.e., the paths of w’ are generalized functions) with zero expectation and the
covariance cov(w},w,) = &(t — s) where § is the Dirac delta-function (see Hida
[53] and Krylov [67]). To imagine the Dirac delta function, the reader can suppose
that it is the generalized density function of the probability distribution Ps on R
concentrated at the origin, i.e.,

P;5({0}) =1 and Ps(R\ {0}) = 0.

The generalized derivative of a Wiener process is called a Gaussian white noise
process or a white noise process or, simply, white noise.
Often, in engineering for a Wiener process w, the informal representation

t
wt:/ wl ds
0

is used and, consequently, the equation (4.5) is replaced by
xy = F(t,z¢) + G(t, z¢)wy.

Below sometimes we use this informal representation as well, keeping in mind that
w’ is not a random process in the ordinary sense.

Disagreement between Theorem 4.35 and the real nature of Brownian motion
makes it necessary to revise the properties (A)-(F) of a Brownian motion consid-
ered in Section 4.2. A vulnerable one among them is the property (C). Indeed, when
the disjoint intervals (s,t] and (o, 7] are close to each other (for example, when
s = 1) we could expect (probably weak) dependence of the increments w; —w, and
wy; — W,. Taking this dependence into consideration, we can correct the property
(C) in the following form.

(C’) There is a number £ > 0 such that the increments w; — w, and w, — w, are
independent forall 0 <o <r<r4+e<s<t<T.

Closely related with the modified property (C’), let us introduce the following
definition from Fleming and Rishel [48], p. 126.

Definition 4.36. A random process ¢ : T — X is called an X-valued wide band
noise process or, simply, a wide band noise, if there exists a number ¢ > 0 such

that A
ss 0<t—s<e,
COV(Sota ‘Ps) = {Ot’ t—s>¢ (428)

where A is a nonzero function. If in addition E¢; = 0 and A¢ s = A;_g, then ¢ is
said to be stationary in a wide sense. The function A is called the autocovariance
function of ¢.

For 0 <o <r <s<t<T and for the random process

t
gt:/QOSdsaOStSTa
0
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where ¢ is the wide band noise process from Definition 4.36, one can easily calcu-

late
t T
cov </ Pa da,/ ] dﬁ)
min(t,r+¢) r
/ cov (tpa,/ F dﬁ) da
s g

min(t,r+¢) T
= / / cov(pa, wp) dB da
s I

1ax(o,a—¢)

min(t,r+¢) r
- / / Aa g dBda
s max(o,a—¢)

if s <r+eandcov(§—&s,& —&) =0if s > r+e. So, if in addition ¢ is Gaussian,
then the random process ¢ satisfies the above mentioned condition (C’).

To compare white and wide band noise processes, let w be a standard Wiener
process and define

COV(ét - gs’gr - 50)

w —w
wgz_-_t+€€ LO0O<t<T, e>0.

One can easily compute that E¢f = 0 and

e2(e—(t-s)), 0<t—s<e
— £ £y __ bl bl
At,s _COV(SOtvcps) - {0’ t—s Z .

Hence, the process ¢°, that is an approximation to the physically impossible white
noise process w’, is a stationary in a wide sense, wide band, noise process. Thus,
the white noise process w’ is an ideal case of wide band noise processes ¢° when
¢ is infinitely small making A, . infinitely large.

Note that it is convenient to work with Gaussian white noise (or Wiener)
processes and, therefore, basic mathematical methods of control and estimation
of stochastic systems has been developed for white noise driven systems. At the
same time, the practical problems involve wide band noise.

Note that there are noise processes which are close to wide band noise, while
the estimation results for them are similar to the respective results for white noise.
They are called colored noise processes. A colored noise is an output of a linear
system under an additive white noise disturbance, i.e., it is a solution of the linear
stochastic differential equation

d{t = A{tdt + (btdwt, 50 = O, 0<t < T.

A mild solution of this equation has the form

t
§t = / Z/It,S<I>S dws, 0 S t S T, (429)
0
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where U is the strongly continuous semigroup generated by A. Therefore, in general
by X-valued colored noise we will mean a random process £ in the form (4.29)
where it is assumed that U € E(Ar,L(X)), ® € Bo(T,L(Y, X)) and w is a
Y -valued Wiener process on T.

4.6.2 Integral Representation of Wide Band Noises

There are different approaches to a wide band noise phenomenon. For example,
Kushner in [69] uses an approximative approach. Here we discuss an approach
based on a certain integral representation from Bashirov [9].

Consider the random process

t

Pt = / ‘I)z,o—t d’u)g, 0 <t< T, (430)
max(0,t—¢)

where 0 < e < T,® € By(Tx[—¢,0], L(Y, X)) and w is a Y-valued Wiener process

on T. Obviously,

8

cov(ps, ps) = / @t,gth(I):ﬁ_s do if 0<t—s<e,

max(0,t—¢)

and cov(pt,ps) = 01if t — s > &, where W is the covariance operator of w. Hence,
the random process ¢ defined by (4.30) is a wide band noise process.

In real systems, the presence of the wide band noise process (4.30), which
can also informally be represented as

t ¢ 0
Py = / Dy 9t dws = / D, 91wy df = / D, pw; ¢ db,
— min(e,t)

max(0,t—¢) max(0,t—¢)

can be interpreted by vibration. At moment ¢ a vibration that is formed by the
action of white noise during the time between t —e and ¢ affects the system. Values
of white noise until the moment £ — € do not take part in the formation of the
vibration at the moment ¢, because their weight is sufficiently small and we can
neglect them in the mathematical model (4.30). Consequently, the parameters ®
and ¢ of the wide band noise process (4.30) have the following meaning: ® stands
for the coefficient of relaxing the initial effect of white noise at different time
moments (and, therefore, if X =Y = R, it is natural to assume that under fixed
t the function @ is increasing in 6 and, consequently, it is a.e. differentiable in 6
with ®; _. = 0) and ¢ represents the interval outside of which the consequences
of the disturbing noises are not valid. The function ® will be called a relazing
function. By this interpretation, the wide band noise process (4.30) corresponds
to real cases when a vibration generated by white noise stands to affect the systems
starting at the initial time ¢ = 0 (a reason for this may be switching the systems
on from resting state to dynamic state that changes their sensitivity to random
disturbances) and, hence, when 0 < t < ¢ the wide band noise ¢ is formed by wj,
0<6<t.



126 Chapter 4. Partially Observable Linear Systems

Proposition 4.37. Let 0 < e < T, let W € Ly(Y) with W > 0 and suppose that
® € By(—¢,0; L(Y, X)) is a solution of the equation

/ ByW P, . do = Ay, 0< s <, (4.31)
where A 1 [0,e] — L£1(X) is a given function. Then the random process
t
Yy = / (I)gvt dwg, 0 S 4 S T, (432)
max(0,t—¢)

where w is a Y -valued Wiener process on T and W is its covariance operator, is
a Gaussian wide band noise process. Furthermore, the restriction of ¢ to [e,T) is
stationary in a wide sense and has the autocovariance function A.

Proof. Comparing (4.30) and (4.32), we see that (4.32) is a Gaussian wide band
noise process. For € <t < T and for 0 < s < e, Ep; = 0 and the autocovariance
function of (4.32) is equal to

t

—S8

cov(pirs, Pt) = / Sy WVP;_,dO = / oWy, db,

t+s—e —e
which is independent of ¢. So, since the time moment & the process ¢ defined by
(4.32) is stationary in a wide sense and has A as its autocovariance function. [

Practically, engineers meet the Gaussian stationary in wide sense wide band
noise processes which are observed by their autocovariance functions. Therefore,
given an autocovariance function A,, 0 < s < &, to construct a wide band noise
process in the form (4.32), one must solve the equation (4.31) in ®. In the one-
dimensional case, when X = Y = R and W = 1, the equation (4.31) reduces
to

—8
Podo+sdf = A5, 0 <5 <¢, (4.33)
—E€
where the operator-valued functions ® and A are replaced by the real-valued func-
tions ¢ and A. The following theorem gives a method of construction of infinitely
many relaxing functions ¢ corresponding to a given autocovariance function A.

Theorem 4.38. Let ¢ > 0 and let A € Ly(0,¢;R). Define the function \* as the
even extension of A to the real line vanishing outside of [—¢,¢]. Assume that A*
is positive definite, i.e.,

3

* —
)\ti—tj ZiZj Z O,
1 j=1

n

K3

for all finite collections {t1,...,tn} of real numbers and {z1,...,2,} of complex
numbers, where Z; is the conjugate of the complex number z;, and

/ T FOM dw < oo, (4.34)
0
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where F(X\*) is the Fourier transformation of A\*. Then there exists a solution ¢
of the equation (4.33) in the space La(—¢,0;R). If X is a nonzero function, then
the number of distinct solutions of the equation (4.33) is infinite.

Proof. With each ¢ € La(—¢,0;R) associate two functions ¢* and ¢**. Let ¢* be
the extension of ¢ to the real line vanishing outside of [—¢,0] and define ¢** by

* = ¢*, for —o0o < r < oo. Then the equation (4.33) can be written in the form
A* = ¢**x @™, where ¢*x ¢** is the convolution of ¢* and ¢**. From the properties
of the Fourier integral (see Papoulis [79]), it follows that F(A*) = F(¢*)F(¢**) or

[FO)]w = [F@)[F@]w, —00 < w < 0.

Therefore, if
[f(d)*)}w =, + 1Yo, —00 < w < 00, (435)

where x and y are unknown real-valued functions and 7 is the imaginary unit, then
(FA)]w =22 +y2, —00 <w < 0. (4.36)

Note that F(\*) is a nonnegative even function of a real variable, since A* is even
and positive definite. In order to obtain ¢* to be real-valued, we must find an
even function z and an odd function y satisfying (4.36). This can be done in the
following way. Let 0 < a < 1. Construct a measurable even function z and a
measurable odd function y satisfying

22 = a[F(\)]o and 2 = (1 — a)[F(\)w, —0 < w < 0.

This can be done easily by considering different branches of the square root. By
the condition (4.34), for each such pair (z,y), the inverse Fourier transformation

¢" =F Y (F(¢) = F 'z +iy)

exists and is a real-valued square integrable function vanishing outside of [—¢, 0]
(otherwise, A* will take nonzero values for |s| > €). The restriction of each ¢*,
constructed in the above mentioned way, to [—¢,0] is a solution of the equation
(4.33). From the above construction of ¢*, it is clear that the number of solutions
of the equation (4.33) is infinite if A is a nonzero function. O

Note that the condition on positive definiteness of A* in Theorem 4.38 is or-
dinary since A is an autocovariance function. The condition (4.34) guarantees the
existence of F 1(x + iy) as a square integrable function. The non-uniqueness of
solution of the equation (4.33) demonstrates that the covariance function does not
provide complete information about the respective wide band noise process. Theo-
rem 4.38 implies that among all the wide band noise processes that are stationary
in a wide sense and have the given autocovariance function A (start with a small
time moment ¢), there is a sufficiently wide class of such processes which have the
integral representation in which w is a standard Wiener process and the relaxing
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function ¢ belongs to the space La(g,0;R). In the sequel, we will consider the
Hilbert space-valued wide band noise processes represented in the integral form
for which the respective relaxing functions are differentiable and vanish at —e. By
the above mentioned interpretation, these conditions are reasonable.



Chapter 5

Separation Principle

The main result of this chapter is an extension of the separation principle for linear
quadratic optimal control problems under partial observations to a case when the
noise processes of the state and the observations are dependent.

Convention. In this chapter it is always assumed that (22, F, P) is a complete
probability space, X, Z, Zy, Zo,U,U1,Us, H € H, T > 0, T = [0,T] is a finite time
interval and A; = {(s,7): 0 <r <s <t} for¢ > 0.

5.1 Setting of Control Problem

Setting of each optimal control problem requires a determination of three objects:
a state-observation system, a set of admissible controls and a cost functional. In
this section these three objects are defined for a linear quadratic optimal control
problem under partial observations, which is the main control problem in this
chapter.

5.1.1 State-Observation System

Define a linear state-observation system by

t

¢
xy = Uz ol +/ U; s(Bsus + bs) ds + / U sdmg, 0<t LT, (5.1)
0 0

t
2 = / (Cszy +cs)ds+mng, 0 <t <T, (5.2)
0

where 1 is a control taken from the set of admissible controls U,q which will be
defined below, and z* and z* are the state and observation processes corresponding
to the control u. The following conditions are supposed to hold:

(Cl) Ue S(ATa‘C(X)), B e Boo(Tv‘C(U,X))v Ce Boo(Tv‘C(Xa Z));

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
© Springer Basel AG 2003
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(Ca) 1 € Lo(,X), b€ Ly(T x 0 X), c € Lay(T x 0, Z), m € My(T,X), n €
My(T, 2).

Below we will use the following notation. For h € Ly(T x Q;Z) and for
0 <t < T, we denote by h! and k'™ the L2(0,¢; Z)- and Lo (¢, T; Z)-valued random
variables obtained by restriction of h to [0,¢] x © and to (¢, T} x €, respectively.

Remark 5.1. By Proposition 4.24(c), for given v € Lo(T x Q,U), the state sys-
tem (5.1) defines the random process z* in Lo (T, L2(§2, X)). Hence, the random
process z*, defined by (5.2), belongs to m(2, L2(T, Z)). Moreover, if the stronger
condition n € M5(T, Z) holds, then by Proposition 4.8, z* € m(Q,C(T, Z)).

Remark 5.2. The conditions (C1)-(Cz2) do not contain anything about the relation
between [, b, ¢, m and n. They may be independent as well as dependent. Under
the conditions (C;)-(Cgz), the observations make sense even if C = 0 because
observing only the noise processes ¢ and n, useful information about the state
process can be obtained. Moreover, the conditions (C1)-(Cz) accept the case
when the observations until the current time moment ¢t depend on the future of
the signal noise, i.e., when the o-algebras o (z**) and o (b'",m; —my; t < s < T)
are dependent.

5.1.2 Set of Admissible Controls

Let z* € m(§, Lo(T,Z)) be the random process corresponding to the control
u € Ly(T x Q,U) by (5.1)(5.2) (see Remark 5.1). As above, for 0 < ¢t < T, the
restriction of z* to [0,t] x Q, considered as an Ly(0, t; Z)-valued random variable,
is denoted by z**. Consider

Uy = Lz(Q,o(z“’t),P,U).

We denote 2%t = 2% and UP = U if u = 0. Let
B T
UOZ/ Updt = {u € Ly(T x Q,U) : uy € Uy for ae. t € T},
0

U={ué€Ly(T xQU):u; € U for a.e. t € T},

where the integral means a Hilbertian sum of subspaces (see Section 2.4.3). By
Proposition 2.29(a), for fixed u € L2(T x Q,U), {U{* : 0 < t < T} is a nondecreas-
ing family of subspaces of Lo (2, U). Additionally, by Proposition 2.29(b), U°is a
subspace of Ly(T x €, U). The same can not be said about U.

Since U consists of functions u € Lo(T x Q,U) adapted with respect to
the partial observations, it could be chosen as a set of admissible controls. But,
the complicated structure of U makes it inconvenient in studying optimal control
problems. On the other hand, U0 has an excellent structure, but the choice of Uo
as a set of admissible controls means disregarding the partial observations. Hence,
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following Bensoussan and Viot [33], the set of admissible controls will be defined
by

U =U°NT. (5.3)
Note that U,q # @ since at least it contains the nonrandom controls. The proper-
ties of Us,q, studied below, show that U,q is a good trade-off U against U?.

5.1.3 Quadratic Cost Functional

To complete setting of the main optimal control problem, we also consider the cost

functional
J(u) = B (2%,Q :c">+/T< S N L B R
- T %TeT 0 Ut ’ Lt Gt Ut

+2<q,x’%>+2/0T<[£:],[f}:Ddt) (5.4)

and suppose that the following conditions hold:

(C3) Qr € L(X), Q% = Qr, F € Bo(T,L(X)), G,G™! € B(T,LU)), L €
B (T,L(X,U)), F} = F; and G} = G, for a.e. t € T;

(Cq) g€ L2(, X)), f€ La(Tx 0, X), g€ Lay(T x Q).

Below we will use the Riccati equation (3.9). The above conditions do not
guarantee the existence of a solution of the equation (3.9) (see Theorem 3.22).
Therefore, we will also need the following condition:

(RE) The equation (3.9) has a solution in B(T, £(X)).

Note that if @ € B(T,L(X)) is a solution of the equation (3.9), then in view of
(Cs), QF =Qi, 0<t<T.

Minimizing the cost functional (5.4) over the state-observation system (5.1)—
(5.2) on the set of admissible controls U,q defined by (5.3) is the main optimal
control problem in this chapter. Briefly, this problem will be called the problem
(5.1)-(5.4). A control in U,q, at which the functional (5.4) takes on its minimum
value, is called an optimal control.

5.2 Separation Principle

In this section the separation principle, which is essential in studying optimal
control problems for partially observable systems, is extended to dependent noise
disturbances in the problem (5.1)-(5.4). In this section it is always assumed that
the conditions (Cy), (Cz), (Cj), (C4) and (RE), defined in Section 5.1, hold.
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5.2.1 Properties of Admissible Controls
Lemma 5.3. Ifue U, then UP C U}, 0 <t <T.
Proof. Let u € U. Define

t t
& = / Ui sBsus ds, 0y = / Cs€lds, 0<t<T.
0 0

We have
el =ad e =204, 0<t<T,

where 7 and 2° are the random processes (5.1) and (5.2), respectively, corre-
sponding to u = 0. Fix arbitrary 0 < ¢ < T and define the operator

U, : Ly(0,t;U) — Lo(0,t; Z)
by
V0] = / / Cliy s Bovydodr, 0 < s <t, ve Ly(0,t;U).
o Jo

Obviously, ¥; € L£(L2(0,t;U), L2(0,t; Z)). Using the operator ¥y, one can write
n%t = W,ul. Therefore,

2t =20t Lt 0<t < T (5.5)
On the other hand u € U implies
us, € Ul CUY = LQ(Q,U(z"’t),P,U)
for a.e. s € (0,t]. Therefore,
u' € Ly (Q,a(z“’t),P,Lg(O,t;U)).
By Proposition 2.27, there exists
&, € Lo(Lo(0,t;2), P ou, Lo(0,t;U)),

where P . is the distribution of 2™, such that u! = ®,(z**). So, using (5.5), we
have
29 =1 -0, ®)(z""), 0<t <T.

Thus, by Proposition 2.28(b),

Ly(Q,0(2%),P,U) C Ly(Q,0(z*),P,U),
ie, Ul CU*0<t<T. O
Lemma 5.4. If u € U°, then U CU?,0<t<T.
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Proof. Under notation introduced in proving Lemma 5.3, consider the equality
(5.5). In a similar way as in proving Lemma 5.3 we have u’ = ®,(2%?) for some ®; €
La(L2(0,t; Z), P 0., L2(0,¢;U)), where P o.¢ is the distribution of 20'*. Hence, by
(5.5), )

Zu’t = (I + \IJt(bt) (Zo’t), 0<t S T.

This implies Ut C UP, 0 <t <T. g
Proposition 5.5. If u € Unq, then U =UP, 0 <t < T.
Proof. Since U,y = Uon U, the statement follows from Lemmas 5.3 and 5.4. O

Remark 5.6. In Bensoussan and Viot [33] it is shown that the condition u € U is
not sufficient for U¥ = U, 0 <t < T.

For the further study of admissible controls, we define the Hilbertian sum

5 T
Ug:/ U, dt,
0

where e > 0, u € Loy(T x Q,U) and U, = U if 0 < t < e. If u =0, then we write
00 = U,
Lemma 5.7. If & > 0 and if u € U2, then UP = U for all0 <t < T.

Proof. Suppose u € U?. First, we will show that U? C U for 0 < t < T. Since
Ut =UP =U for —e < t <0, it is sufficient to show that U) C Ut for —e <t < a
implies UY C U} for a <t < a+ ¢, where —¢ < a < T — ¢. Fix ¢ satisfying
a <t < a+ ¢. By this assumption, we have

us € UY_. cUY . CcU¥ CUY, ae. s €0,
Therefore, ut = ®,(z**) for some
P, € LQ(LQ(O, t; Z), P.u:, LQ(O, t; U))

(see proof of Lemma 5.3). Substituting this in (5.5), we have 20 = (I- ¥, ®;) (z*")
which implies UY C Ut foralla <t < a+e¢. So, UP C U forall 0 <t < T. On
the other hand by Lemma 5.4, u € U? C U° implies Ut cUY,0<t<T. Thus,
Ut =U forall0 <t <T. O

Lemma 5.8. If e > 0 and if u € U¥, then U¥ =U? for all0 <t < T.
Proof. This can be proved in a similar way as Lemma 5.7. O

Remark 5.9. By Lemma 5.3 (Lemma 5.4), the condition v € U (u € U°) implies
only one side inclusion U? C U¥ (U# C UP) for 0 < t < T. But, under the
condition of Lemma 5.7 or 5.8, we have the equality U? = U for 0 <t < T.
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Proposition 5.10. U,q is dense in U°.
Proof. Let u € U°. For 0 < ¢ < T, denote

u = Ut—e, €<tST7
t7 10, 0<t<e.

Obviously, u® converges to u in Ly(T x 2,U) and, hence, in U° as € — 0. On the
other hand u € U° implies u¢ € U0 Hence, u¢ € U? C U° and, by Lemma 5.7,
u® EU" c U*". This yields u® GUOI’\U" , 1.e., u® € Uyaq. Thus, U,q is dense in
U°. ]

Proposition 5.11. If¢ > 0 and if u € U“ then u € Uyq

Proof. Let u € U¥. Then, by Lemma 5.8, we have u € U? ¢ U°. Also, u € U* C
U*. Hence, uEUOOU“—Uad O

Thus, by Proposition 5.11, the set of admissible controls U,y contains all
functions in Lo(T x ,U) which are adapted with respect to the partial obser-
vations having a small delay. Since in practice, for physical reasons, designing
controls for current time takes away some time for processing observation data,
the use of U’ NU as a set of admissible controls rather than U is quite reasonable.
The properties of Upyg = U° N U presented in Propositions 5.5 and 5.10 make U,q
convenient in studying optimal control problems.

Remark 5.12. If in the condition (Cz) we take n € MS(T,Z) instead of n €
M3(T, Z), then z* € m{Q,C(T,Z)) (see Remark 5.1). At the same time 2* €
m(Q, Lo(T, Z)). Let 24™t and 2** be random variables with values in the spaces
C(0,t; Z) and Lo(0,t; Z), respectively, obtained by restriction of z* from T x Q
to [0,t] x Q. Similar to the definitions of U, U° and U, one can define

T
Up = L (o () [PLU), 00 = [ Uz,
0

U= {u€ Ly(T x QU) :u; € U™ for ace. t € T}.

In Bensoussan and Viot {33] (as well as in Curtain and Ichikawa [38] and in
Bashirov [7]) the set US, = = U N U® is taken as a set of admissible controls.
By Proposition 2.31(b), we have U$; = U4, i.e., the sets USy and U,q are equal.
But, U$, can be defined only for observations w1th continuous paths, whereas the
deﬁnltlon of U,q does not use the continuity of observation paths. Therefore, we
conclude that U,q is an extension of U, so that this extension allows observations
with continuous as well as discontinuous paths.

Proposition 5.13. infy,, J(u) = inf0 J(u).

Proof. One can observe that (5.1) defines a continuous operator u — z* from U°
to Loo(T, La(€2, X)). So, J is continuous on U. Hence, the statement follows from
Proposition 5.10. O
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5.2.2 Extended Separation Principle

Lemma 5.14. If the functional J takes its minimum value on U° at u* € U°, then
uf = Gy 'E{(Bfy, — Lz} — g1), a.e. t €T, (5.6)

where z* = 2%, EY = E(-[2%¢) and
T
ye = —Us (Qrzr +q) — / Uy (Foxy + Liul + fo)ds, 0<t <T.  (5.7)
t

Proof. Let u € U°. Since U° is a Hilbert space, we have u* + Au € U° for all
A € R. Denote

t
h; = / Uy s Bsusds, 0 <t <T.
0
One can verify that
0 < Ju* + Au) — J(u")

T
= 2/\E/ (Geuy — Biys + Lixy + gi, ue) di
0
T
+ AZE/ (he, (Fy — L;G; L) hy) dt
0
T
+ /\2E/ {(u¢ + Gy ' Lihe, Gy (ue + G ' Lehy) ) dt + NE(hr, Qrhr).
0

Dividing both sides of the above inequality consequently by A > 0 and by A < 0
and then tending A to 0, we obtain

T
E/ (Gyuy — Bys + Lyxy + g, ue) dt = 0.
0

Since u is arbitrary in U, the equality (5.6) holds. O

Now let u* € U,q be an optimal control in the problem (5.1)-(5.4). By
Proposition 5.13, the functional J takes its minimum value on U° at the control
u* € Uag C UP. Hence, by Lemma 5.14, the equalities (5.6) and (5.7) hold. Let
0 < 7 <t < T. Substituting (5.6) in (5.1) and (5.7) and using Proposition 4.29,
we have

t t
zy = U 2 +/ Uy s dms +/ Ut s (BSGS_IES(B;yS — Lsxh —gs) + bs) ds,

T
Yo = —Ur, (Qrer +9) — / Uy (Fol + LiGTTEY(BYys — Lozl — go) + f2) ds.
t
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Since EVEV¢ = EV¢ for 0 < 7 < s < T, we obtain
t
Elz; = E? (ut,x: + / Uy o dms
. T
b [ e (BG7 (Bl ~ L~ ) +02) ds ), (58)
B = - B2 (U (Qroy +0)
.
b [ Uy 4 LG (Bl Lt - 0+ £)ds ). (59)
t

Lemma 5.15. The following equality holds:
El(y + Quz; +04) =0, 0<7<t<T, (5.10)

where Y = P_pg-1(gq+1)(U), Q is a solution of the equation (3.9) and

T
o = Vg + / V2, (@ubs — (@uBu + L)GT ge + f.) ds
t
T
+/ VeiQsdms, 0<t <T. (5.11)
t

Proof. See Section 5.2.4. a

Theorem 5.16 (Extended Separation Principle). Under the conditions (C1), (C2),
(C4), (C4q) and (RE), let u* € Uyq be an optimal control in the problem (5.1)—
(5.4). Denote
z* =z, Ef=E(-[z*"), 0<t<T.
Then u* has the form
ul = -Gy YB!Qu+ L) Bz} — G 'B!E;ay — G, ' Elgt, ae. t €T, (5.12)

where Y = P_pg-1(g-o+1)U), Q is a solution of the equation (3.9) and o is
defined by (5.11). This optimal control is unique if the equation (3.9) has a unique
solution.

Proof. Substituting 7 = ¢ in (5.10), we have
Efy = ~E}(Quaf +ar), 0<t<T.

Since u* € U,q, by Proposition 5.5, Ut“* = U? for all 0 < t < T. This implies
E; = E? for all 0 < t < T. So, from (5.6), we obtain (5.12). Obviously, (5.12)
determines a unique optimal control (if it exists) when @ is a unique solution of
the equation (3.9). O
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Theorem 5.16 expresses the separation principle when the relation between
the noise processes acting on state and observations is arbitrary. By (5.12), de-
signing an optimal control is separated into two steps, the first of them being
computing the conditional expectations Efz}, Efa;, Efg: and the second finding
an optimal control by a deterministic method using the results of the first step.

By (5.12) and (5.11), an optimal control at current time ¢ depends on ran-
dom processes b and m on (¢, T]. This is natural as we consider arbitrarily related
noise processes and, therefore, observations available up to time ¢ may contain
information about the future of signal noise, i.e., the og-algebras a(z”*’t) and
o(b'*,my —my;t < s < T) may be dependent (see Remark 5.2). The formu-
lae (5.12) and (5.11) show how this information must be used in optimal control.

The statement of Theorem 5.16 will be called the extended separation prin-
ciple.

5.2.3 Classical Separation Principle

The following particular case of Theorem 5.16 will be called a classical separation
principle.

Theorem 5.17 (Classical Separation Principle). Under the conditions (C1), (Caz),
(C4), (RE) and

(Cil) q S X; f S LQ(TvX)r g S LQ(T*, U)a

(Cs) a(l,b',ct,ng,ms; 0 < s < t) and o (b'F, my—my; t < s <T) are independent
forall0 <t <T;

let u* € Upq be an optimal control in the problem (5.1)—(5.4). Denote
o =a%, Ef =E(-[2*"), 0<t<T.
Then u* has the form
ul =ud — Gy (B;Qi + L) Ejx}, ae. t €T,

where Y = P_gg-1(p-g+1)(U), Q is a solution of the equation (3.9) and u® is a
function in Lo(T,U) defined by

uw =—G;lg - G7'Bi Vi q
T
— Gt_lB;‘/ y;‘)t(QsEbs —(QsBs + LG lgs + fs)ds, ae teT.
¢

This optimal control is unique if the equation (3.9) has a unique solution.

Proof. By (Cs), we have

T T T
E;( [ viQaas+ | y;:thdms)z [ via.enis
t t t

So, the statement follows from Theorem 5.16. O
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Comparing Theorems 5.16 and 5.17, one can observe that Theorem 5.16
removes the only essential restriction (that is the condition (Cs)) under which
the classical separation principle is true. This weakening completes the form of an
optimal control with additional terms.

5.2.4 Proof of Lemma 5.15

First, we will derive an expression for E2Q,z}. For convenience, let
Fy=F, — (Q:B; + L})G7 (B! Qy + Ly), ae. t€T

and let
hy = B.G; (B} y, — Liz} — g;) + by, ae. t € T.

Then, by (3.9) and (5.8), we have

T
E°Q.z; = EY (U}’tQTL{T,txZ + / U Flls ds)
t

T T
=E7 (U},tQT (x*T - / Ur, dm, — / U by dr)
t t
T . s .
+/ U Fs (a:; —/ Us r dm, —/ U, by dr) ds)
t t ¢

T
=E° (u;thT:c*T+ / Uz Foalds
t
T T ~
_ / uz, (u;,rQTuT,TJr / ur Fu,, ds)me
t T

T T
- / us, (u;,TQTuT,TJr / Uz Flls ds)hr dr>
t Id
T ~
=E? (u;,tQTx*T + / Uz Foxhds
t
T T
-—/ Uz Qs dms—/ Z/I;thhsds>
t t
T
- R (u;,tQTx*T - [ @ dm,
t
T
+/ U (Fs = (QsBs + LG, 'BiQs — LiG,'Ly) xh ds
t

T
+/ Lls*yt(QsBsGS_lgs - Q.B,G;'Bly, — sts)ds). (5.13)
t
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Also, since Y = P_pg-1(p-g+L)(U), by Proposition 4.28, for the random variable
a defined by (5.11), we have

T
o = Up g + / U2 (Qubs — (QuBs + )G s + fo
t
T
— (QuB, + L})G7!Bra,)ds + / U Qs dms. (5.14)
t

Therefore, from (5.9), (5.13) and (5.14), we obtain

T
E(y: + Quzy + o) = / Ur(QsBs + LY)G7' B E2(ys + Qo + a,) ds.
t

If
A = | EQ (e + Quaf + o)),

then

T
Aty < c/ As,r ds, ¢ = const. > 0,
t

which by Theorem 2.45, implies A;, =0, 0 < 7 <t < T. The proof is completed.

5.3 Generalization to a Game Problem

In fact, an optimal control problem is a simple game of one player which tries
to minimize (or maximize) a cost functional. Generally, a game is played by two
or more players each of which has his (her) own profit. In this section a game of
two players will be considered. One of them will try to minimize and the other
to maximize a given functional. Under a linear state-observation system and a
quadratic functional, the results of Section 5.2 will be generalized to this game.

5.3.1 Setting of Game Problem

Consider the state system (5.1), in which the Hilbert space U is decomposed
into the product of two Hilbert spaces U; and Us;. In this case, each function
u € La(T x Q,U) can be represented as a pair of uy € La('T x Q,U1) and ug €
Ly(T x Q,Usz). The functions uy and ug will be considered as control actions of the
first and second players, respectively. In view of decomposition U = U; x Us, the
functions B, L, G and g from (5.1) and (5.4) could be decomposed in a respective
way. Also, it will be supposed that each player has his (her) own observation system
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in the form (5.2). Realizing the above, we obtain the state-observation system

t
ilfgl’uz = Ut’ol +/ thys ([Bl,s BQ,S] [Zl,s] +b5) ds
0

58

t
+ / Ut,s dmsa 0 S t S Ta (515)
0

t
Z;ftl’uz = [) (Ciysl'?l’uz + ci,s)ds + Nit, 0 S t S T, 1= 1,2, (516)

and the quadratic functional

J(uy,uz) = E ( (xg "2, Qragh™?)

T ‘,L.ylv'U'Z Ft L){,t L;,t :L.;n,uz
+/ ue |, Ly Gie Ry Uyt dt
0

Ug ¢ Loy Ry Goy| | w2y
T ft x;tl,uz‘
+2<q,:v“}““2>+2/ gt |, | Ui dt ). (5.17)
0 g2t Uzt |

In this section we suppose that the following conditions hold:
(G1) U e E(AT,L(X)), B; € Bo(T,L(U;, X)), C; € Boo(T,L(X, Z;)),i=1,2;

(G2) I € Ly(,X), b € Lo(T x 0, X), ¢; € Ly(T x 9,Z;), m € My(T, X),
n; € MQ(T,Zi), 1=1,2;

(G3) Qr € L(X), Q% = Qr, F € Boo(T,L(X)), Gi,G;! € Boo(T,L(U,)), R €
BOO(T,E(Ul,Ug)), Ft* = F;, GLt > 0 and Gg,t < 0 for ae. t € T, L; €
Boo(T, L(X,U3)), (G1 = R*G5'R) ™' € Boo(T, L(U})), (G2— RGT'R*) ' €
Boo(T, L(U2)), i = 1,2;

(G4) qc LQ(Q,X), fe LQ(T X Q,X), g; € LQ(T X Q,Ui), 1 =1,2.

As it was mentioned above, we denote U = U; x Uy and
S _ Ly _iGi1 R _ o
u_,:UQ}vB—[BlBﬂ’L_[L2J7G—[R G2:|ag—l:gz .

By Proposition 1.24, the condition (Gj) implies the existence of G; ' for a.e.
t € T and G~! € Boo(T, L(U)). Therefore, we can consider the operator Riccati
equation (3.9). We suppose that

(RE) The equation (3.9) has a solution in B(T, £(X)).
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The set of admissible controls of each player we define as in the problem
(5.1)—(5.4). For u; € Lo(T x Q,U;) and ug € Lo(T x Q,Us), consider

U = Ly(9,0 (21", P,U;), i=1,2, 0<t < T,

where z;' L2t denotes an Ly(0,t; Z;)-valued random variable, obtained by restric-
tion of z;""? from T x 2 to [0,¢] x Q. Let

T

U?,uz :/ U?,’tm dt = {ul € Loy(Tx QUy) tury € U{):t”” fora.e. t € T},
0

B T

U0 :/ Uy dt = {ug € Ly(T x Q,Us) : ugs € Uy for ace. t € T}.
0

Also, define

Up? = {uy € Loy(T x Q,Uy) s uy e € U™ for ae. t € T},
Uzt = {us € Ly(T x Q,Us) : ugy € Uy'}™ for ae. t € T}.

The set of admissible controls in the considered game will be defined as
Uad = {(u1,u2) s uy € (U2 NU2),up € (U0 NUZ) Y, (5.18)

where u; and uy are admissible controls of the first and second players, respectively.
Note that for fixed uy, the cross section U;"O N 0;1 of U,q agrees with the set
of admissible controls defined for the control problem (5.1)~(5.4). The same holds
for the cross sections at fixed us,.

Our aim in this section is to study a saddle point of the functional (5.17) on
U,a- A saddle point is a pair (u},u}) € U,q such that

J(ul,ug) < J(ui,uz) < J(wr,up) (5.19)

for all u; € (Ulo’u; N U;L?) and for all up € (0;1’0 N U;I) Briefly, this problem
will be called the game (5.15)—(5.18). The technique used in studying the control
problem (5.1)—(5.4) will be applied to study the game (5.15)—(5.18). Two cases will
be considered. In the first case the observations of the first player will be observed
by the second player as well. In the second case the players will have the same
observations.

5.3.2 Case 1: The First Player Has Worse Observations

The mathematical condition corresponding to the considered case is formulated
as

(Gg) o (zlul’“”) Co (z;“’“?’t) for all (u1,ug) € Usqg and for all 0 < ¢t < T
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The condition (G§) means that the second player is completely informed about
the observations of the first player, i.e., the first player has worse observations
than the second one.

Consider the game (5.15)—(5.18) under the conditions (G1), (G2), (G%),
(RE), (G4) and (Gg). Suppose (uj,ul) € U,q is a saddle point in the game
(5.15)-(5.18). Denote

*

u Tud . ui,uz,ty

ut = [ui],z*zx“w%, E!}" =B(-[/""), i=1,2, 0<t <T,
2

and consider the random process y defined by (5.7). Since the functional (5.17)
takes its minimum value at

up € (00" nOW) c 00
under fixed ug = u3, then by Lemma 5.14,
uj ;= G;%E?:f;(Bf’tyt ~ Liszi — g1,c — Rfuj,), ae teT. (5.20)
In a similar way, we have
uy, = Gy By (By g — Loya} — goy — Roul,), ace t € T. (5.21)

According to the condition (Gj) and Proposition 5.5,

0,u} ul,ul ul,ul ul,0
Uy ?=U 2 Clyy 2 =Uy, 0<t<T. (5.22)
Hence,
ul,0 « _ qaui,0 0,u3 « _0uy o«
By ur, =By (Ep%ul, ) =B %uy, =up,, ae teT.
So, by (5.21),

* — u'yO * * — *
Ugt = Gz,zEz,lt (Bz,tyt = Loz — g2t) — GQ,%Rtul,tv ae teT.
Using this equality in (5.20), we obtain
* * — -1 ,u * * — *
Uy = (Gl,t - Rt GQ,%Rt) E(l),t 2( (Bl,t - Rt Gz,tlBQ,t) Yt
— (L1 — R{Gy Lay) 77 — g1t + Ri G5 1g24), ae. t € T. (5.23)

Now let 0 < 7 < t < T. Using (5.22) in the formulae (5.20) and (5.21), we
have

0,u; « —14x0,u; * * "
E)uy, = G1,tE1,r2 (B1,tyt —Litxy — g1t — Ry ”2,t)a ae. t €[r,T],

1,7

0,us « —1gn0,u3 * * *
E|?us, = Gy E (B yy — Layx; — g2t — Reug ), ae. t € [1,T],

1,7
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which imply

0, 5 * * ok 0, >
E1,22 (Gl,tul,t + R} U2,t) =E uz(Bf,t?Jt —Lyxy — g1,4), ae t €[1,T],

1,7
0,u3 * * 0,us
El,? (Rlul,t + G2,tu2,t) =E? (BS,tyt — Ly} — g24), ae t € [1,T].

1,7

Using the notation introduced above, we can write

G’tE(l)::Z up = E(l)::z (Biys — Lyzy — gt), ae. t € [1,T),
which implies
| D uf = G;IE?::; (Bfys — Lyxi — g1), ae. t €[1,T). (5.24)

1,7

Similar to the derivation of the formulae (5.8) and (5.9), substituting (5.24) in
(5.15) and (5.7), for all 0 < 7 < t < T, we have

t
0,u; 0,u
E Z:L': = E1,1'2 (L{t’,—x: + / Utys dms
T

1,7

t
+ / Us s(BsG; (Blys — Lzt — g5) + bs)ds), (5.25)
B0y, = —BDY (u%,t(QTx*T L)
T
4 [ U (Rt + 16 (Bl - Lt - 0.) + fs)d8>- (5.26)
t
Applying Lemma 5.15 to (5.25)—(5.26), we obtain

By = —EYS(Quay + ), 0<7<t<T, (5.27)

where Y = P_pg-1(8-@+1)(U), Q is a solution of the equation (3.9) and « is
defined by (5.11). Using (5.27) in (5.23), we have

* * — -1 0,“‘ * * — *
Ure = —(Gl’t — Ry G2,th) L (((Bl,t i GQ,%BQ,t)Qt
+ L1t — R{GyiLas)zr + (B, — RiGo1 B3 ) oy
+ g1t — RiG31g24), ae. t € T. (5.28)
Thus, we can state the following theorem.

Theorem 5.18. Under the conditions (G1), (Gz), (G5), (RE), (G4) and (Gg), let
(uf,ul) € Uag be a saddle point in the game (5.15)—(5.18). Denote

.« P P
* Uy ,Ugy Uy, Uy ( l uj,ugy,t
r =g, By = E( |2 ).
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Then ui has the form
* * — -1 u*,u* * * — *
Uy = _(Gl,t - R} G2,%Rt) El,lt : (((Bl,t — R} G2,%BZ,t)Qt
+ Lyt — R{Gy{Lay)a; + (BY, — RiG51B3 )y
+01,t— R:G;jgg’t), ae teT, (5.29)

where Y = P_pg-1(B~o+1)U), Q is a solution of the equation (3.9) and o is
defined by (5.11).

Proof. By (5.22), EY?2 = E'1™ 0 < ¢ < T. Hence, (5.29) follows from (5.28). O

Theorem 5.18 can be interpreted in the following way: since by (G§), the
second player is completely informed about the observations of the first player, he
(she) can compute the u} component of a saddle point. But, generally, the first
player can not do the same about u} as he (she) has worse observations.

5.3.3 Case 2: The Players Have the Same Observations

The mathematical condition corresponding to this case is formulated as
(Gs) o (zlu"’“’t) =0 (z;"””) for all (uy,us) € Usyg and for all 0 < ¢t < T.
In particular, the condition (Gs) holds if

Zy=2,=2, Cy =Cy=C € B(T,L(X, Z)),
ca=co=c€ Ly(TxNZ), ni =ny=nec M(T, 2Z).
uiug _ guius

Obviously, the condition (Gs) implies E;}™* = E,,

Theorem 5.19. Under the conditions (G1), (Gz2), (Gj), (RE), (G4) and (Gs),
let u* = (uf, u3) € Unq be a saddle point in the game (5.15)—(5.18). Denote

wt = H o =t By = BY - BN
Then u* has the form
uf = -GV (BfQy+ L)Etz} — Gi'B!Efoy — G 'Elg,, ae. t €T, (5.30)
where Y = P_pg-1(p~q+r)(U), Q is a solution of the equation (3.9) and o is

defined by (5.11). A saddle point is unique if the equation (3.9) has a unique
solution.

Proof. By Theorem 5.18, we have (5.29). Under the condition (Gs), Theorem 5.18
can be applied to the second player. Therefore, we also have

upy = —(Gay — RGTIRY) By (((Bs, — RiGyIBL,)Q:

+ Lay — RyGy{L1)z; + (B, — RtG;}B;t)at
+ 924 — ReGi g14), ae. t € T. (5.31)
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Combining (5.29) and (5.31) and using Proposition 1.24, we obtain (5.30). If @
is a unique solution of the equation (3.9), then, obviously, (5.30) defines a unique
saddle point (if it exists). O

Finally, note that in the game considered in this section the noise processes
of the state system (5.15) are arbitrarily related with the noise processes of the
observation systems of the players, which are defined by (5.16). But, relation
between the noise processes of the observation systems of the players is such that
the condition (G%) or (Gs) holds. A general case, when the noise processes of
the observation systems of the players are arbitrarily related, needs a further
investigation.

5.4 Minimizing Sequence

In this section a simple idea of constructing a minimizing sequence in the problem
(5.1)~(5.4) will be realized. In this section it is assumed that the conditions (Cy),
(C2), (C4) and the following hold:

(Cs) Qr € L(X), Qr > 0, F € B(T,L(X)), G,G™! € Bo(T,L(V)), L €
Boo(T,L(X,U)), Gy >0 and Fy — L;G;'L; > 0 for a.e. t € T.

Note that the condition (Cj3) is stronger than the condition (Cj). In particular, by
Theorem 3.22, the conditions (C1) and (Cs) imply the condition (RE), i.e., the
existence and, moreover, the uniqueness of a solution @ of the equation (3.9) in
B(T, L(X)) satisfying Q; > 0, 0 < t < T. In this section the problem (5.1)—(5.4)
will be considered under the conditions (C1)—(Cy).
5.4.1 Properties of Cost Functional
Lemma 5.20. The functional J defined by (5.4) is strictly convex on Uo.
Proof. Suppose v,w € U?, v# w and 0 < A < 1. From (5.1), we have

g HA-Aw — zgv 4 (1—XMz".
Using this equality, one can compute

JOv+ (1 = Nw) =AJ(v) + (1 —N)J(w)
- M1 = NE( (0 - aF, Qr(at ~ )
+/T oy e [F Li] {2y —av ]\ 4
0 Vs — W ’ Lt Gt VUV — Wy
Since Q7 > 0 and F; — L;‘G{lLt > 0 for a.e. t € T, we obtain

Jw+ (1= Nw) :AJ(U)+(1_A)J(w)—A(l~A)E/T<y;““,thf’”>dt, (5.32)
0
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where
Y = v — wy + Gy Ly(a? — £V), ae. t€T.
Let us show that y;"" = 0 for a.e. t € T can not be a case. Suppose the converse.
Then from (5.1), we have
t t
xy -z = / U sBs(vs —ws) ds = —/ U sB,G7 Ly(2? — x¥) ds.

0 0

Therefore, for some ¢ > 0,

t
Efz} - V| < / E|z? — | ds.
0

Applying Theorem 2.45, we obtain z} —z}’ = 0 for all 0 < ¢ < T and consequently,
vt — wy = 0 for a.e. t € T. The last equality is contrary to the assumption v # w.
Hence, v; — w; + Gy 'Ly (z? — ) # 0 on some subset of T which has a positive
measure. Using this conclusion and G; > 0, a.e. t € T, from (5.32), we obtain

JAv+ (1 — NMw) < AJ(v) + (1 = A)J(w),
i.e., J is strictly convex. O

Lemma 5.21. If {u"} is a sequence in U° satisfying ||u™|| 1, — oo as n — oo, then
J(u™) — 00 as n — oo.

Proof. Without loss of generality we will take ¢ = 0, f = 0 and g = 0. First, let
us show that |lu™||L, — oo implies

T
E / [ + G Loz ||*dt — oo, (5.33)
0
Let

R =ul + G Lz, ae t€T.

Substituting this in (5.1), we have
. t ) t
xy =Uol + / Up,s(BshY — BsGy Loz + bs) ds + / Uy s dms.
0 0
Let R = P_pg-1.(U). By Proposition 4.28,
; t t
‘T;‘ = Rt,()l + / Rt,s(Bshg + bs) ds + / Rt,s dms, 0 <t < T. (534)
0 0

(5.34) defines a continuous operator h* — z*" from the space L(T, Lo(,U))
to the space Lo(T, L2(2, X)). Therefore, if a subsequence of {h™} is bounded
in Ly(T, Lo(R,U)), then the corresponding subsequence of {z*"} is bounded in
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Ly(T, Ly(2, X)) too. This means the boundedness of the corresponding subse-
quence of {u™} in La(T, La(Q,U)). This is contrary to ||[u™|p, — oo. Therefore,
(5.33) holds. Now let us write (5.4) in the form

T
J(u)zE((x%,QTm%H/ ({z¥, (F, — L;G{'Ly) x¥) dt
0
T
+/ {u¢ + Gy 'Lz}, G, (ut+Gt_1th}‘)>dt).
0

By the condition (Cg), Qr > 0, F; — LG;'L; > 0, G; > 0 for a.e. t € T and
G,G7! € Bo(T, L(U)). Hence, by Proposition 2.35,

T
J(u™) > k—lE/ [up + Gy Loz | dt,
0

where k = ess sup ||Gt_1|| > 0. This shows that J(u") — co. O

Proposition 5.22. There erists a unique function u* € U° such that the functional
(5.4) takes its minimum value on UY at u* and

uf = -G (B Qi+ L) Bdz; — Gy'Bf By — G Elgy, ae. t €T, (5.35)

where * = %, E? = E(-[2%%), ¥ = P_pg-1(8+@+1)(U), Q is a solution of the
equation (3.9) and « is defined by (5.11).

Proof. Since U? is a subspace of Lo(T,Lo(€2,U)), U° is closed and convex. By
Lemmas 5.20 and 5.21, the functional (5.4) satisfies the conditions of Proposition
2.3. So, there exists a unique u* € U° at which the functional (5.4) takes its
minimum value on U°. The formula (5.35) follows from Lemmas 5.14 and 5.15. O

5.4.2 Minimizing Sequence

Recall that a sequence {u™} in Us,q is called a minimizing sequence in the problem
(5.1)~(5.4) if

Ju"™) — bnf J{u), n — oo.

By definition of infimum, a minimizing sequence exists always and, obviously, is
not unique.

Theorem 5.23. Under the conditions (C1)—(Cy), let
up = — Gy (B; Qi + Li)E]_\z}
—~G'BEY 00 — G7'EY_ g, ae. t €T, A >0, (5.36)

where * = x"A, Y = P_pg-1B+o+1)U), Q is a solution of the equation (3.9),
o is defined by (5.11) and EY_, =E for 0 <t < A. Then {u*»} is a minimizing
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sequence in the problem (5.1)-(5.4) for any sequence {An} of real numbers with
An — 0. If there exists an optimal control u* € U,q in the problem (5.1)—(5.4),
then u® converges to u* in the norm of Lo(T x Q,U) as A — 0.

Proof. By Proposition 5.11, u* € U,q for all 0 < A < T. On the other hand, u*
converges to u* defined by (5.35) in the norm of Lo(T x Q,U) when A — 0. So,
by Propositions 5.13 and 5.22, we have

J(u*) = J(u*) =inf J(u) = inf J(u), A — 0.
o Uaq
If an optimal control u* € U,q in the problem (5.1)-(5.4) exists, then it has

the form (5.12) as well as (5.35). Hence, v — u* as A — 0 in the norm of
Ly(T x Q,U). O

5.5 Linear Regulator Problem

A nonrandom version of the problem (5.1)-(5.4) is called a (deterministic) linear
requlator problem.

5.5.1 Setting of Linear Regulator Problem

One can pass from the problem (5.1)-(5.4) to a linear regulator problem by taking
F = {Q, @}. In this case, all martingales in M3(T, X) reduce to the zero function.
Also, in this case [, b, ¢, q, f, g become nonrandom, the observation system (5.2)
has no meaning since the nonrandom state process need not be estimated and

Ueg = U = U° = Ly(T,U).

Below we consider a linear regulator problem on [r,T], where 0 < 7 < T, instead
of [0, T] and select I, b, ¢, f and g in a special form. Realizing the above, we set a
linear regulator problem in the form

t
zy = Ul +/ Uy sBsusds, 0 <17 <t <T, (5.37)
J(u) = (z7 + pr, Qr(zT + p1))
T
T+ py Fe Ly |z¢ +pe
RS ] , [Lt S e G
Uaa = Lo(7,T; U). (5.39)
In this section it is supposed that the following conditions hold:
(R1) U € E(AT,L(X)), BE Boo(T, LU, X)), l € X,0< 7 < T}

(R2) Qr € L(X), Qr > 0, F € Boo(T,L(X)), G,G™" € Bo(T, L)), L €
Boo(T,L(X,U)), Gy >0and F; — L}G;'L, > 0 for ae. t € T, pr € X,
pEe L2(T7X)
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A linear regulator problem consists of minimizing the functional (5.38) on the
set of admissible controls (5.39) over the state system (5.37). This problem briefly
will be called the problem (5.37)-(5.39). We prefer to call the feedback rule of a
given control u (the function ¢ satisfying u; = ;{x})) a regulator. A regulator is
optimal if the respective control is optimal.

5.5.2 Optimal Regulator
The following theorem completely solves the problem (5.37)—(5.39).

Theorem 5.24. Under the conditions (R1) and (Ra2), there exists a unique optimal
requlator in the problem (5.37)—(5.39) and the respective optimal control has the
form

uf = -Gy YUB!Qy + L)zt — Gy 'Blay — G Lipy, ae. t € [r,T],  (5.40)

where ¢* = 2%, ) = P_pe-1p-@+L)(U), Q is a solution of the equation (3.9)
and

T
a = Vi ,Qrpr +/ y;t(Fs —(QsBs + L;)Gs_lLs)pS ds, T<t<T, (541)
t

t
2} = Vil - / VisBG (Biay + Lyp)ds, T <t<T.  (5.42)

If in addition p =0 and pr = 0, then J(u*) = {{,Q.1).

Proof. Let 7 =0 in the problem (5.37)—(5.39). Also, let F = {2, @} and b=0in
the problem (5.1)—(5.4). Then as it was mentioned above, the sets of admissible
controls in both of these problems are equal to La(T,U). One can observe that
for

q=Qrpr, ft = Fipt, gt = Lipt, ae. t €T, (5.43)
the difference of the functionals (5.38) and (5.4) is equal to

T
<PT-,QTPT>+/O (pt, Fyps) dt

and it is independent of control actions. So, under the above assumptions, Theo-
rem 5.17 could be applied to the problem (5.37)—(5.39). This leads to the formulae
(5.40)—(5.42) for the optimal control (when 7 = 0). The existence and the unique-
ness of the optimal regulator follows from Proposition 5.22 because ¥ = {Q, &}
implies Upyg = U =yl = Ly(T,U). Now let 0 < 7 < T. In this case by an
easy manipulation, the problem (5.37)—(5.39) reduces to the case 7 = 0 and the
formulae (5.40)—(5.42) can be obtained. Finally, if p = 0 and p, = 0, then a = 0.
Substituting them in (5.38), one can obtain J(u*) = (I, Q.1). O
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5.6 Existence of Optimal Control

In this section, using properties of controls in linear feedback form, the existence of
an optimal control in the problem (5.1)—(5.4) will be reduced to a certain filtering
problem. In this section it is supposed that the conditions (C1)—(C3s) and (C})
hold and n is a Wiener martingale, i.e.,

(E1) n has the representation
¢
nt:/ U, dv,, 0<t<T,
0

where ¥ € Bo.(T,£L(Z)) and v is a Z-valued Wiener process on T.

Also, we use the notation of Section 5.1.

5.6.1 Controls in Linear Feedback Form

Consider the stochastic optimal control problem (5.1)-(5.4). A function in the
form

t
up = ud + / M, dzy, ae. t €T, (5.44)
0

where u° € Ly(T,U) and M € By(Ar,L(Z,U)), is called a control in linear
feedback form. Note that by (Eq), the integral in (5.44) is well defined.

Lemma 5.25. If u has the representation (5.44) with u® € Lo(T,U) and with
M € By(Ar,L(Z,U)), then it also has the representation

t
up = uj +/ Ny sd2?, ae teT, (5.45)
0

for some u! € Lo(T,U) and N € By(Ar,L(Z,U)) and vice versa, where z° is the
observation process (5.2) corresponding to zero control.

Proof. Suppose (5.44) holds. By (5.1)—(5.2), we have
t s
zy = z? +/ / CsUs rBrurdrds, 0 <t <T. (5.46)
o Jo
Using (5.46) in (5.44), we obtain
t t s
Uy = u? +/ M, s sz +/ / M, sCsUs rBru,drds, ae. t €'T. (5.47)
0 o Jo

The equation (5.47) is a Volterra integral equation in w. Therefore, by Theorem
2.38, there exists G € By(Ar, L(U)) such that

t t K]
uy =u?+/ Ml,sdzg+/ Gis (u2+/ Ms,rdz‘j) ds, a.e. t €T.
0 0 0
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Hence by Theorem 4.23, for
t
uy = ud +/ Gisulds, ae. t €T,
0

and for

t
Nis = M + / GioMyydr, 0<s<t<T,

we obtain the representation (5.45) for u. In a similar manner, starting from (5.45),
the representation (5.44) can be obtained. O

Proposition 5.26. The set U,q, defined by (5.3), contains all controls which are in
the linear feedback form (5.44) with u® € Lo(T,U) and M € Bo(Ar, L(Z,U)).

Proof. If u has the form (5.44), then u € ~U By Lemma 5.25, u has the form (5.45)
as well. Hence, v € U°. Thus, u € U NU = U,q. O

Proposition 5.27. The set U,q, defined by (5.3), contains all controls in the form
(5.45) where u! € Lo(T,U) and N € Ba(Ar, L(Z,U)).

Proof. This is similar to that of Proposition 5.26. O

5.6.2 Existence of Optimal Control

By Proposition 5.22, the functional (5.4) takes its minimum value on U° at a
unique control u* defined by (5.35). Let us find another representation for this u*.
Denote

t t
Ty = uty()(l - El) +/ L{tys(bs - Ebs) ds +/ Z/{t,s dms, 0 S t S T, (548)
0 0
and
t
N = Z/{t,OEl +/ Ut,s(BSu: + Ebs) dS, 0 <t< T. (549)
0

Then
Elz; = Elz; +n, 0<t<T, (5.50)

where z* = z*". Using (5.50) in (5.35), we have

u* = -Gy (B;Q: + Ly) (Edz, +m) — Gy gy ~ Gy ' BEday, ae. t € T. (5.51)
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Let Y = P_gg-1(B~g+1)(U). By Proposition 4.28,
n = U oEl — /Ot Uy sB,G; (BiQs + Ls)(E?':Ct + TIs)dS
+ /Ot Uy s(Ebs — B;G;'gs — BsG;' B Eda)ds

t
= yt,OEl - / yt,sBngl(B;Qs + LS)E(tJ‘Tt ds
0

t
+ / Y,.o(Eb, — B,G; g, — B,G:'BEa,)ds. (5.52)
0
Let
T
Y = (B:Qi + Lt)xt + B: / y:,th(bs - Ebe) dS
t
T
+ B} / ViQsdmg, 0<t<T, (5.53)
t
and let

uf =— Gyl — Gy B Y5 g — G (B Q: + L) Vi oEl

T
LGB / V? (QuB. + L1)CT g, — QuEb, — £,) ds
t
t
— Gt_l(Bt*Qt + Lt)/ Vi (Ebs — BsGs_lgs) ds
0
t
L CTNBIQ + L) / Vi B.GT BV g ds
0

— G BIQ+ L) /Ot /T Vi.B,GI BIVY,
x ((Q.B, + L:)G;lgr — Q.Eb, — f,)drds, ac.t € T.  (5.54)
Substituting (5.52) and (5.11) in (5.51) and using (5.53) and (5.54), we obtain
ul =ul —G7'EYy, + G7Y(BrQ, + Ly) /Ot V:.:BsG;'E%; ds, ae. t € T. (5.55)
Let z; be defined by
2 = /Ot(Cs:vs +cs — Ec,)ds + /t Usdvs, 0<t<T, (5.56)
0

where z is defined by (5.48). Obviously, the difference 20 — z; is nonrandom for all
0 <t <T.Also by (Ey), z and 2z° have continuous paths. So by Proposition 2.30,
we can write

Edy = B(y:|22, 0< s <t) = E(ylzs; 0 <s<t), 0<t<T. (5.57)
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Below we will refer to the condition:

(E2) For y and z, defined by (5.48), (5.53) and (5.56),
¢
E(yijzs; 0 <s<t) = / Kisdzs, 0<t <T,
0

where K € By(Ar, L(Z,U)).

Theorem 5.28. Under the conditions (C1)—(C3s), (C}) and (E1)—(E3), there exists
a unique optimal control in the stochastic optimal control problem (5.1)—(5.4).

Proof. By (5.57) and (Ez), the formula (5.55) defines a control u* in the form
(5.45) for some u! € Ly(T,U) and N € Ba(Ar,L(Z,U)). Therefore, by Proposi-
tion 5.27, u* belongs to Unq. On the other hand, by Proposition 5.22, the functional
(5.4) takes its minimum value on U® at u*, defined by (5.35), which is equal to u*,
defined by (5.55). Therefore, by Proposition 5.13, u* is an optimal control in the
problem (5.1)-(5.4). The uniqueness of the optimal control follows from Theorem
5.16 because in view of Theorem 3.22, the conditions (Cy) and (C3) imply the

existence of a unique solution of the equation (3.9). O

5.6.3 Application to Existence of Saddle Points

Theorem 5.28 can be used to study the existence of saddle points. To demonstrate
this, in this section we consider two games involving heat and wave equations.

Example 5.29. Assume that a string of unit length is given. Two players have access
to every point on the string at any time moment. For the time period T', the first
player wants to make the temperature of the string close to a certain value, say,
to zero and the other one wants to make it much away from zero, both of them
with minimum effort. At both end points of the string a constant temperature
equal to zero is kept. Obviously, the fluctuation of temperature at points along
the string will be modelled as wide band noise. Both players observe the average
temperature over the string up to the current time moment with measurement
noise that will be modelled as white noise. Mathematically, this “heating-cooling”
game can be formulated as

ém ——8—2——x +u +u + O0<t<T
a1 t,0 = 202 t.0 1,¢,0 2,t,0 T Pt, =4,
m0,9:f9, xt,():xt,].:07 056S17 OStST7 (558)
t 1
zt:/ / Tspdfds+wy, 0 <t ST, (5.59)
o Jo

1 T 1
Turw) =B [ b0+ B [ [ (ko= o (5.60)
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where the function z expresses the temperature of the string, u; and us are controls
of the first and second players, respectively, and z is the common observation
process of the players. Here w is a standard Wiener process and ¢ is a wide band
noise process represented in the form (see Section 4.6.2)

¢

pr = / dyg_tdwg, 0 <t <T, (5.61)
max(0,t—¢)

with 0 <& < T and ¢ € La(—¢,0; R).

Let X = L5(0,1;R). Recall that the second order differential operator d2/d6?
defined on D (d?/d6?) = {h € X : (d?/df?)h € X, hg = hy = O} generates the
strongly continuous semigroup U as defined in Example 3.5 with U, = U, t > 0.
Since Q7 =1, F;, =0, Ly = 0 and

g _ I o][I1]_
B,G;'B: = [I 1][0 —1] [1]‘0’

for the game (5.58)--(5.60), one can easily observe that ) = U;, t > 0, and
the Riccati equation (3.9) is trivial, expressing its solution explicitly in the form
Qt = Uy(r_1)- Hence, by Theorem 5.19, if there exists a saddle point in this game,
then it is unique and has the components

T
u}ﬁt,, = —ug(T_t)E;(E;_ — E:/ UQT-t_SDgOS ds, a.e. t €T, (562)
t
T
ugt =Uyr_pyEfz; + EZ/ Usr_y_sDypsds, ae. t €T, (5.63)
t

where D is defined by [Dhlp = h, —00 < h < 00, 0 <0 < 1. Using (5.62)—(5.63)
in (5.58), we obtain

¢
z. =utf+/ U Dypyds, 0 <t <T. (5.64)
0
Therefore, (5.62)—(5.63) can be rewritten as
T

uIt = —Up_+f — EZ‘/ Usr_y_sDipgds, ae.t €T, (5.65)

0

T
uj,. =Upr o f + E;/ Usr—s Dy ds, ac. t €T. (5.66)

0

In order to show the existence of the saddle point, we will verify it on the
pair (u},u3). At first, note that from the results of Section 8.1 it will follow that
the conditions (E;)—(Ez) for the game (5.58)—(5.60) hold. Hence, (u},u}) € U,g.
From Theorem 5.28, it is clear that

J(ut,ul) < J(ur,ud), (ur,ud) € Una. (5.67)
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Let us show that
J(u){a u2) < J(U*{,u;), (ULUQ) € Uad' (568)

For, take any ug with (u},u3 + uz) € Usq. Then

J(ui’u; + u?) - J(UT,TQ)
T T
= 2E<UTf+/ Ur_s Doy ds,/ uT—tUQ,t,~dt>
0 0 X
T 2 T T
/ Z/IT_t’U/th,‘ dt — 2E/ <u;,ty,, Uth’4>x dt — E/ ||u2,ty. “2X dt
0 0 0

T T
<2E <u2T—tf +/ Upr_s— s Doy dS,U2,t,-> dt
0 0 X

+E|

X

T T
— 2E/ <Z/{2T_tf + E; / Z/{QT_tASDQOS dS, ’U,g’t"> dt
0 0 X

T T
+E [ e ([ 1ol de 1)
0 0
T T
_—.E/O lluge % dt(/o U\ Z x) dt — 1).

Since

T T 1 2
/ ||Ut||%(x) dt = / sup 226_2"2”2t(/ hg sin(nm6) d9) dt
0 0 0

llhll=1

&)
§ —2n%x2t § 1

= /0 € dt < 2n2m?
n=1 n=1

1 <1 1
we obtain that a saddle point in the game (5.58)—(5.60) exists. Thus, the pair

(uy,u3) defined by (5.62)—(5.63) or (5.65)-(5.66) is a unique saddle point and
J(ui,u3) = E|lz}, |[% where z* is defined by (5.64).

Example 5.30. Now consider a game involving a vibrating string of unit length:
let the state system be given by

32 62
a2t = g2

0
f97 Iie -0 geyxt,():xt,lzoa Ogegla OStSTa (569)

5Tt T ULt T U+, 0 <t ST,
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the observation system by

t 1
zt:/ / ZTsodfds+w, 0 <t <T, (5.70)
o Jo
and the functional by

1 9 2 6 2
=5 [ (Bl ) + () )
T 1
+ E/ / (u? 40— us,q)didt. (5.71)
0 0

Here x; ¢ expresses the displacement of the string at the point 6 and at the time
moment t, u; is a control of the first player which tries to minimize the functional
(5.71) and ug is a control of the second player maximizing (5.71). Both players
observe the process z defined by (5.70). We assume that w is a standard Wiener
process and ¢ is a wide band noise process defined by (5.61) with 0 < ¢ < T and
¢ € LQ(—E, 0; R)

Consider the Hilbert space X and the semigroup & on X from Example 3.6.
Recall that U is a contraction semigroup and its natural extension to the real line
forms a group.

Let

T, _|/f
Yt,0 = [(B/Bt)exte} » Yo, = [g} € X.

Since for £ € L(0, 1;R) with (d/d6)¢ € Ly(0,1;R), we have

§o = Z £ V/2sin(nd) = %59 = nz::l nné,v'2 cos(nmb),

n=1

by Parseval identity,

1 00 1 2 00
[go=3¢ m [ (Fea)w=Y nre
0 el 0

n=1

where {fn} is the sequence of Fourier coefficients in the half-range Fourier sine
expansion of £. Therefore, the game (5.69)—(5.71) can be written as

t t
Y, = Z/{ty()y. +/ L{t_slv(ulys,‘ =+ UQYSY‘)dS —‘r/ L{t_stcps dS, 0<t < T, (572)
0 0
t 1
zt=/ / [ O]yspdfds+ws, 0<t<T, (5.73)
0 JO

T
J(uy,ug) = Ellyr, % + E/O (Jlur,e, N7, — lluze, NI7,)dt, (5.74)
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where D is defined in Example 5.29 and

P-= m € £(L2(0,1;R), X).

Since Qr = I, F;, = 0, L, = 0 and B,G;'B} = 0 for the game (5.72)—(5.74), we
obtain Y, =U; and Q; = I, 0 <t < T. Hence, by Theorem 5.19, if there exists a
saddle point in this game, then it is unique and has the components
~ ~ T ~
ui,. = -I"Ejy; — I*EZ/ U—sIDypsds, ae. t €T, (5.75)
t
~ ~ T ~
uy,. = I"Ejyf + I*E:/ U_sIDypsds, ae teT. (5.76)
t

Substituting (5.75)—(5.76) in (5.72), we obtain

t
yr. = Usyo,. +/ U_IDpgds, 0 <t <T. (5.77)
0
Therefore, (5.75)-(5.76) can be rewritten as
-~ T ~ ~
uy .. = —1"Uyo, — E:/ I'Uy_sIDpgds, ae. t €T, (5.78)
0
~ T ~ ~

us . = I'Uyo, + E:/ I'U;_,IDyp,ds, ae. t €T. (5.79)

0

In order to show the existence of the saddle point, we will verify it on the
pair (u},u}). From the results of Section 8.1 it will follow that the conditions
(E1)—(E2) for the game (5.72)—(5.74) hold. Hence, (u},u3) € Uyq. From Theorem
5.28, it is clear that the inequality (5.67) holds. Let us show the inequality (5.68)
for the game (5.72)—(5.74). For, take any ug with (u}, uj + ug) € Uaq. Then

J(ul, ug +ug) — J(u, u3)

T T
= 2E<L{Ty0,. +/ UT_stcps ds,/ uT_tIVUthw. dt>
0 0 X
2

T T T
n E’ / Ur_oFus, dt|| —2E / (g une. )i, di — B / s, |12, dt
4] X 0 4]

T T
<2E / <i*uTu5:_ty0,.+ / I"Ur_ Uy _ IDyp, ds,ug,t,.> dt
0 0 Lo

T T
—2E / <i*uty0,.+E;* / I"U,_ Dy, ds,ug,t,> dt
0 0 Lo

T T "
+E / luzo |2, dt~( / |]UT_tI|]£dt—1) <0
0 0
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if 0 < T < 1. Hence, the inequality (5.68) holds for 0 < T < 1 proving that a
saddle point in the game (5.72)—(5.74) or (5.69)—(5.71) exists if 0 < T' < 1. Thus,
the pair (u},u3) defined by (5.75)—(5.76) or (5.78)—(5.79) is a unique saddle point
and J(u},u}) = E||y}]|§( where y* is defined by (5.77) and 0 < T < 1.

5.7 Concluding Remarks

Let
t t
Ty = ut)oxo + / Ut,5<p§ ds + / L{t,s dmg, 0 <t <T, (580)
0 0
T T
Yt = Mtibt +/ Ns,t(pé ds +/ Ns,t dms, 0 S t S T, (581)
t t
t t
o :/ (Csxs+<p§)ds+/ U, dv,, 0<t<T. (5.82)
0 0

One can observe that the random processes z, y and z defined by (5.80)-(5.82)
are the same as z, y and z defined by the formulae (5.48), (5.53) and (5.56) if

zo=1—El, o} =b;—Eb;, o7 =c; —Ec;, 0<¢t <T,
Nt = B Y: Qs (8,t) € Ap, My =B Q¢+ Ly, 0 <t <T.

Indeed the condition (E2) means finding the best estimate of y; based on
observations z;, 0 < s < ¢, in a linear feedback form for all 0 < ¢t < T. With
the notation introduced above, this problem will be called the filtering problem
(5.80)—(5.82) and will be studied in the following chapters under the condition
that the covariance operator of the Wiener process v is coercive, which in term
implies that Z has a finite dimension, i.e., Z = R™. Also, the processes ! and ?
will be taken to be colored or wide band noise processes.

Two cases in the problem (5.80)—(5.82) must be specified. The first case
assumes that the past of observations and the future of signal noise are indepen-
dent, i.e., 0(zs; 0 < s < t) and o(pl,ms — my; t < s < T) are independent for all
0 <t <T.In this case,

Eiy: = E(yt]25; 0 < s <t) = MiE(24]25; 0 < s < 1), 0<t < T,

and the problem (5.80)-(5.82) reduces to estimating z; based on observations
zg, 0 < s < t. This case includes the Kalman-Bucy filtering for independent or
correlated white noises, discussed in Chapter 6, and the linear filtering problems
when the signal noise anticipates the observation noise.

The second case is more complicated and requires the dependence of the o-
algebras o(z5; 0 < s < t) and o(pl,ms — my; t < s <T) for t in some nontrivial
subinterval of T. In particular, this case includes filtering problems with the signal
noise delaying the observation noise.



Chapter 6

Control and Estimation under
Correlated White Noises

In this chapter the Kalman—Bucy estimation theory concerning correlated white
noise processes and its application to designing optimal stochastic regulators are
considered.

Convention. In this chapter it is always assumed that (2, 7, P) is a complete
probability space, X,U,H € H, T > 0, T = [0,T] is a finite time interval and
Ay ={(s,7):0<r<s<t}fort>0.

6.1 Estimation: Preliminaries
6.1.1 Setting of Estimation Problems
Let (z,z) be a pair of random processes where
t
Ty = ut10330 +/ th,S@s dws, 0 S t S T, (61)
0

is a signal process and

t t
z = / C,z.ds +/ U, dv, 0<t<T, (6.2)
0 0

is an observation process. We will suppose that the following conditions hold:

(EY) U € E(Ar, L£(X)), C € Boo(T, L(X,R™));

(EY) ® € Boo(T, L(H, X)), U, U~} € Loo(T, L(R)), [ﬂ is an H x R"-valued

Wiener process on T with covur > 0, xg is a an X -valued Gaussian random
variable with Exzg = 0, zp and (w,v) are independent.

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
© Springer Basel AG 2003
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Also, throughout this chapter we will denote

Py = covxg, [gi ‘I—E =T 1cov 1:}]; , 6.3)
W, = @th)Z, V, = \I/tV\II;‘, R =®,RY;, 0<t<T.

Let t and 7 be two time moments in T. Since zy, w and v define a Gaussian
system, according to Proposition 4.34, in case 7 > 0 we can expect that the best
estimate ] of x; based on 25, 0 < s < 7, has a linear feedback form, i.e.,

)
@:=E(xt|zs;OSssT>=/ K, dz (6.4)
0

for some K € By(0, 7; L{R™, X)). One can see that (6.4) includes the case 7 =0
as well in view of

t
:i‘g = E(.’Et|Z()) = E:L‘t = ut’()EIL‘() + E/ L(t,sq)s dws = (.
0

Designing the conditional expectation E(x;|zs; 0 < s < 7) in the linear feedback
form (6.4), where z and z are defined by (6.1) and (6.2), respectively, will be
called the estimation problem (6.1)—(6.2). When 0 < t = 7 < T (respectively,
0<7<t<Tor0<t<7<T), the estimation problem (6.1)-(6.2) will be
called the filtering (respectively, prediction or smoothing) problem (6.1)-(6.2). In
(6.4) we write &, = Z] in the case t = 7.

Note that in (6.4) K depends on s as well as on t and 7. For brevity, we
indicate only the dependence of K on s. We say that an optimal linear feedback
estimator in the estimation problem (6.1)—(6.2) is unique if the function K satis-
fying (6.4) is unique a.e. on [0, 7] for ¢ and 7 considered as fixed.

6.1.2 Wiener—Hopf Equation
By use of Proposition 4.34, one can derive an equation for K satisfying (6.4).
Lemma 6.1. For 0 <7 <T and for 0 <t < T, the equality (6.4) holds if and only
if K satisfies
K,V +/ KrAr,s dr = At,sC; + X[O,t](s)ut,sRsa a.e. $€ {077_]’ (65)
0
where A and A are defined by

min(s,r)
Ars = UpoPolso + / U WU, do, 5,7 € T, (6.6)
0

Cilhr Ry, T>5 o
rRuUr.Ccr r<sf ¥TS

r“s,r

Ay =CrA,CF + {
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Proof. First, note that by Proposition 4.26(e),
cov(zy, xs) = cov(Ur0xo,Us 0zo) + cov (/ Ur s Dy dwg,/ Us 0P dwg)
0 0
min(s,r)
= r,OPOI/{;,O + / ur,aWau;,g do = Ar,s-
0
By Proposition 4.34, the equality (6.4) holds if and only if
cov (/ K, dzs,/ Gs dzs) = cov (:ct,/ G, dzs) (6.8)
0 0 0
for all G € B2(0, 7; L(R™)). Computing the left-hand side of (6.8), we obtain
cov (/ K, dzs,/ G, dzs)
0 0
= COV(/ K,C,x,ds —+—/ KW, dvs,/ G,Csxsds +/ G,¥, dvs)
0 0 0 0
/ / K.C/A, ;C;Gydrds —+—/ K, VG ds
o Jo 0
+ cov (/ / K, Clhy @, dws dr,/ G0, dvs)
o Jo 0
+ cov (/ K, U, dvr,/ / G,Cls P, dw, ds)
0 o Jo
T T * Crur,sR57 rT>Ss *
_/0 (KV +/0 K, (CrAmCS +{R:u;,,‘cs*, "2 S}) dr)Gs ds
= / (KSVS + / KA., dr) G* ds.
0 0
Similarly, for the right-hand side of (6.8),
cov (:ct,/ G, dzs> = cov <$t,/ G,Cyz, ds)
0 0
i T
+ cov (/ U D, dws,/ GV, dvs)
0 0

= / (At,sC: + X[O,t](s)ut,sRs) G: ds.
0

Equating the expressions for the two sides of (6.8) and using the arbitrariness of
G, we obtain (6.5). So, (6.8) implies (6.5). Running back in the above calculations,
one can show that (6.5) implies (6.8) too. O

The equation (6.5) for K is called a Wiener-Hopf equation.
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6.2 Filtering

In this section we suppose that the conditions (EY) and (EY’) hold and we let
0<t=7<T.

6.2.1 Dual Linear Regulator Problem

Denote

{R =Dy(U), B= Di(C), F = Dy(W), (6.9)

G = Dt(V)7 L= Dt(R)a Qi = Po,

where the transformations D; and D; are defined in Section 3.2.2. Consider the
linear regulator problem of minimizing the functional

t
J(n) = (&, Q:&f) +/ (€, Fs&d) + (ns, Gsms) + 2(ms, Ls£])) ds, (6.10)
0
where .
£l = —R, ol +/ RsrBrnrdr, 0 < s <t, (6.11)
0

and 7 is an admissible control taken from U,q = L2(0,¢; R™).

Lemma 6.2. Suppose that 0 < ¢ < T andl € X. Then the control n* € Ly(0,t;R™)
is optimal in the linear requlator problem (6.10)—(6.11) if and only if it satisfies

t
Gsnr + / Eg’,.n: dr = B:Zg‘rol + LRy pl, ae. s € [0,t], (6.12)
0
where

t

Zts,r =R;QtRir +/ Ry FoRordo, 8,7 € [0,4], (6.13)
max(s,r)

= LR .B r<s

t _ * gt s s,rry
Y, =DBiX . Br + {B;‘R:,SL:, r> 8} s, € [0,¢]. (6.14)

Proof. Let n* be an optimal control in the problem (6.10)-(6.11) and let
£ =¢", ne Ly(0,;R™), NER, v, = / RsrBemrdr, 0 <s <t
0

We have
0<J(n"+ M) —J(n")

t
= 2)\(<Vt’ Qt&:) +/0 (<Vsan£:> + <77st377;> + <77va3£;> + <77;7le/s>)d8>

t
+ A2 (<Vt7QtVt> =+ /0 ((stFSVS> + <77st3773> + 2<77saLsVS>) ds)'
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Dividing both sides of the obtained inequality consequently by A > 0 and A < 0
and then tending A to 0, we obtain

t
(ve, Qel) +/0 (vs, Fs&5) + (ns, Gsmy) + (nss Lo€5) + (05, Lsvs)) ds = 0.

Substituting v in the obtained equality and using the arbitrariness of n in the
space L2{0,t; R™), we obtain that for a.e. s € [0,1],

t t
ot + BIR} Qi) + / BIRE F,&8dr + L&t + / BIR?, Lt dr = 0.

Now, substituting £* from (6.11) in the obtained equality and using (6.13) and
(6.14), we obtain (6.12). Also, running back in the above calculations, we obtain
that if n* satisfies (6.12), then it is an optimal control in the problem (6.10)-
(6.11). O

Theorem 6.3. Let 0 < t < T. Then under the conditions (EY ), (E¥) and (6.9), the
best estimate 3y of x; based on z5, 0 < s < t, in the filtering problem (6.1)—(6.2)
is equal to (6.4) (when 7 = t) if and only if the function, defined by nt = K} I,
a.e. s € [0,t], is an optimal control in the linear regulator problem (6.10)—(6.11)
forallle X.

Proof. By Lemmas 6.1 and 6.2, it is sufficient to show that K is a solution of the
equation (6.5) (when 7 = t) if and only if ¥ = K} I, a.e. s € [0,1], is a solution of
the equation (6.12). We will use the relation (6.9) between the functions included
in the equations (6.5) and (6.12). First, let us show that

S, = A

t—r,t—s

and &¢, =A_.,_,, (6.15)

where X, 5, A and A are defined by (6.13)-(6.14) and (6.6)—(6.7). These equalities
follow from

t

t * *
Es,r = ut-s,opout—r,o + / ut—sat—UWt*‘U t—rt—0o do

max(s,r)
min(t—s,t—r)
= ut-s,OPOU;—r,O + / ut—s,UW"ut*—ﬂU do
0

= A}

t—r,t—s»
St =B%, B, + {LsRs,er r< 8}
= T
s, s s, B;R;SL:, r Z s
R:——sut*—r,t——scz(—r’ r< S}

= Ci_sA] C;
tmsttomnt=sTtor + Ct——sut—s,t—rRt—m r _>_ S

=Ar

t—7r,t—s"
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Now let 0y = K ., 0 < s <t, be a solution of the equation (6.12). By (6.9) and

t—s™

(6.15), we have
t ~
‘/t*SK:—sl + / A:vr,tszfffrl dr = Ct—SA:,t—sl + R:vsut*,t—sl’
0

Using the arbitrariness of [ and replacing s by £ — s, we obtain

t—r,s

t
V,K? + / A , K; .dr = C,A}, + RU;,
0

or

t
V.K* + / Ar Krdr = CA;, + RIUE,.
0

Taking adjoints of the left- and right-hand sides of the last equality, we conclude
that K is a solution of the equation (6.5) (when 7 = ¢). In a similar way, considering
K as a solution of the equation (6.5) (when 7 = t), one can show that n} = K[,
a.e. s € [0,¢], is a solution of the equation (6.12) for all [ € X. O

Theorem 6.3 expresses the duality between the filtering problem (6.1)-(6.2)
and the linear regulator problem (6.10)—(6.11). According to this duality, the op-
timal filter in the problem (6.1)-(6.2) and the optimal control in the problem
(6.10)—(6.11) are related as the functions used in the setting of these problems.
This relation includes (a) reversing time, (b) taking adjoints and (c¢) corresponding
rearrangement.

6.2.2 Optimal Linear Feedback Filter

Theorems 6.3 and 5.24 lead to the following result.
Theorem 6.4. Under the conditions (EY) and (EY), there exists a unique optimal

linear feedback filter in the filtering problem (6.1)—(6.2) and the best estimate I,
of 4 based on zs, 0 < s < t, is equal to

t
2, :/ Via(PuCr 4 ROV Vdz, 0< 1 < T, (6.16)
0

where Y = P_(pcryryv-1cU) and P is a unique solution of the dual Riccati
equation

Py = Uy 0Pl o + / Uy, (W,
0
— (P.C} + R,)V, Y (Co P + R))UL . dr, 0< s <T. (6.17)
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Proof. The case t = 0 is trivial. Let 0 < t < T. Introduce the notation (6.9) and
consider the linear regulator problem (6.10)—(6.11). We have

F, - L:G;'Ly=W,_, — R,V LR},
=@, W, — &RV (¥, VU ), RO,
= &,_,(W - RV-IR")®;_,
=T '®,_,cov(wr — RV 'vr)®;_,
>0, a.e. s €[0,t].
Also, in view of ¥ > 0 and [|A]% = | @, 22 @;_h|* < |2 2197 _hl2,

(Goh, by = (T VTR

> || Wr_ )% > ||k 7

IR, ae. s €[0,1],

where ¢ > 0 is a constant. Therefore, Theorem 5.24 can be applied to the problem
(6.10)—(6.11) according to which an optimal control in the problem (6.10)—(6.11)
is unique and has the form

nt =G N BiQs + Ls)Ksol, ae. s €0,t], (6.18)

where K = P_pg-1(5+@+1)(R) and Q is a unique solution of the equation

t
Q. =R QRes+ [ RE(F,
- (QTBT + L:)GZI(B:QT + LT))RT,S dr, 0 <s<t. (619)

Let P, = Q;—,. Then by (6.19), we have

t
R:,t—sPORtyt—S + R:,t—s (F’f‘

t—s

Py

~(Po—r By + L})G Y (B Pip + L)) Ry g s dr
R:,t——sPORt,tfs +/ R:—T,t~s(Fi77‘
0

~(PoBi—r + L}, )G (B Pr + Ly—y)) Ri—rt—s dr.

So by (6.9), we obtain that P satisfies the equation (6.17). Note that the equation
(6.17) defines P on T while (6.19) defines Q only on [0,¢]. By Theorem 3.24, P
is a unique solution of the equation (6.17) in B(T, L(X)) satisfying P, > 0 for
0 < s < T. Now consider the mild evolution operator K. It is defined on the
triangular set A; = {(s,7): 0 < r < s < t}. By Proposition 3.18(a) and (6.9), we
have

Di(K) = Dy (P_pg-1(B-@+1)(De(U))) = P_(pc-+ryv-1cU)|a, = Vla.,.
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Therefore, D;(K) is the restriction of Y from Ar to the narrower triangular set
A;. Finally, using (6.9), the relation between (K, @) and (Y, P) and Theorem 6.3,
we conclude that there exists a unique optimal linear feedback filter in the filtering
problem (6.1)-(6.2) and it is determined by

Ks=Kis =YV o(PCI + RV ae. sc0,t]. (6.20)

This implies (6.16). O

6.2.3 Error Process

The difference e = z; — &4, 0 < t < T, is called the error process in the filtering
problem (6.1)-(6.2).

Proposition 6.5. For the error process in the filtering problem (6.1)—(6.2), the
equality covey = Py, 0 <t < T, holds where P is a solution of the equation (6.17).

Proof. Obviously,

coveg = covg = Fp.

Let 0 < ¢ < T. Since & is the projection of x; from Ly (2, X) onto its subspace
Ly(Q,0(z5;0<5<¢),P, X)),

cov(zy, Iy) = covdy + cov(zy — &y, &) = COVy.

Therefore,
covey = cov(xy — Ty) = COVT — COViy. (6.21)

Recall that
t
COVIy = At,t = Z/{t’()P()u;:O +/ LIMW,L{ZT dr. (622)
0

Let us compute cov,. Similar to the proof of Lemma 6.1, we have

t t t
covi; = cov/ K.dz, = / (KSVS +/ Kr]\,.,s dr) K} ds,
0 0 0

where K is defined by (6.20). Since K is a solution of the Wiener—Hopf equation
(6.5) when 7 =1t,

t
COVCﬁt = / (At,sC: —H/{t,SRS)K: ds
0

t s
= / Uy, ((us,opou;o + / Us WU, dr) Cr+ Rs> K ds.
0 0
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By use of (6.17) and (6.20), we have

t
covl; = / Ut’sRs‘/s_l(CsPs + R;)Vf  ds
0
t
+ / Up JP.CIV N (CoPy + RV, ds
0

t S
4 / / Uy (PCE + RV, CoPr + ROUZ,CIV
0 0
X(CsPs + R3)Yf ; dr ds.

Since Y = P_(pc++ryv-1c(U), we obtain

t
covi, — / Us o(P.CE + RV MNCoPy + RV, ds
0
t
+ / Uy o (P.CE + RV, (CoP, + ROWUS, — Vi) dr
0

t
_ / Uy J(P.C: + ROV HCoPs + ROU ds. (6.23)

0
Finally, combining (6.21), (6.22) and (6.23) and using (6.17), we conclude that
cove; = P;. [}

Proposition 6.6. For the error process in the filtering problem (6.1)—(6.2), the
equality
_ yt,sPsv 0<s<t<T,
cov(en€s) = {Pty;,t, 0<t<s<T,
holds, where Y = P_(pc-4+ryv—1c(U) and P is a solution of the equation (6.17).
Proof. Let 0 < s <t < T. Since Y = P_(pc-4+Rr)yv-1¢c(U), by Propositions 4.28
and 4.29,

t t
Ty = yt,s-’lz's + / ytﬂ“(PTc: + Rr)Vr_lcr:Er dr + / yt,rq>r dw,
S k]
and .
Be = Vrada + / Vir(BCE + RV (Coy dr + Uy o).
k]

Therefore,

t t
€t = yt,ses - / yt,r(PrC: + Rr)Vr_l\I’r dvr + / yt,rq)r dwr'
s s

Since o(zg, wr,vr; 0 <1 < s) and o{w, —ws, v, —vs; s < T < T) are independent,
COV(ety es) = COV(yt,sesa es) = yt,sPsa

where Proposition 6.5 is used. If 0 < t < s < T, then in a similar way one can
show that cov{e,es) = Py g
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6.2.4 Innovation Process

The random process
t
Zy =z — / Csi's dS, 0 S t S T, (624)
0

is called the innovation process associated with the estimation problem (6.1)-(6.2).

Proposition 6.7. Let F7 be the natural filtration of z and let Z be the innovation
process defined by (6.24). Then {z;, Ff} € MS(T,R™).

Proof. Obviously, z; € L2(Q2, FZ,P,R™) for all 0 <t < T, z has continuous paths
and Z; = 0. Let us show that Z is a martingale. By (6.2),

t t t
Zt = / C’r:l:’r dT + / \Il'r dv'r - / CT'%T d'f'
0 0

0
t t
= Cr(xr—icr)dr—l—/ U, dv,.
0 0

Hence, for 0 < s <t < T, we have

t t
E(z; — 25| F2) = / C.E(z, — E(z.|F})|FZ)dr — E (/ V.. dv, ff) =0.
This implies z, = E(Z|F?). Thus, {z, F7} € M5(T,R"). O
Proposition 6.8. The innovation process (6.24) has the representation

t
Zy = / WUody,, 0<t<T, (6.25)
0

where {7y, F£} is an R™-valued Wiener process on T with the covariance operator
V.

Proof. Tt is sufficient to show that the random process v, defined by
t
- =/ Uldz, 0<t<T, (6.26)
0

is a Wiener process with respect to the filtration {#7} and its covariance operator
is V. By Proposition 6.7 and Theorem 4.21(b), {v, 77} € M5(T,R™). In order to
study the Dolean measure and the covariance function of v, at first, note that, if
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0 <s<t, then

cov(vg,es) = cov (vt,/ Us Py dw, — / K (Crx,dr+ U, dvr))
0 0

= CcoV <vt,/osus,rq>r dwr> — cov (vt,/os /OT K, Coldr 0P dwy dr)
— cov<vt,/s K, ¥, dvr)

:/ U, dr—/ / R*‘I)ZLI:,QC:K;"Tdadr—/OS VUIK} dr

:/0 R*@*( /u:ac:K* )da—/OSV\I/:K;Tdr,

where e is the error process (see Section 6.2.3) and K is defined by (6.20). From
Y =P_(pc-+ryv-1c(U) and (6.20), we obtain that 0 < s < ¢ implies

covtvie) = [ RV pda— [ 000,79 (OR + 0 R0, dr
0 0
= [(rai - [(wCr v B8y
0 0
2‘/ v 'CPYE, dr. (6.27)
0

Thus, using (6.27) and Proposition 6.6, we can calculate

t t t
covyy = Cov/ \Ils_ldzs = cov (/ \Il;1 dzg —/ \IJS_ICs;iS ds)
0 0 0

t t
= cov (/ w;lwsdvs+/ w;lcs(xs—fcs)ds>
0 0
t
= cov (vt—i—/ \Ils_leesds>
0
t

t
:Vt+/ cov(vt,es)C';‘\II;l*ds+/ U Cycov(es, vs) ds
0 0
t t
+/ / U 1Ccov(e,, e)CrU ™ dsdr
0 0
_ t s
:Vt—// SO PY:Cr T drds
0 JO
t s t T
—/ / \I/;lcsys,rprc:qx;l*drdw/ / UG, PCIU S dsdr
0 JO 0 0

t t
+/ / UC P Y CIU S dsdr = V.
0 T
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Now let us study the Dolean measure A and the covariance function M of ~
(see Section 4.1.4). Let (s,t] x F' be any predictable rectangle with respect to
the filtration {F7}. It is easy to see that v, Z and z define a Gaussian system.
Therefore, E(z; — Z;)|F?) = 0 implies the independence of z; — z; and F7? and,
hence, the independence of y; — v and FZ. Using this fact and Proposition 4.2(f),
we obtain

A((s,t] x F) =E (xrllv — 7%)
=P(F)E[y —l?

So, A = (trV)(P ® £). Respectively, for the covariance function M of v, we have

/ M d = E(r (1 = 75) ® (% — 72)))
(s,t]x F

cov(v: — 75) = P(F)V (¢ — s)

/ /Vdet (tr¥) ™ 1/ VdA.
(s,] (s,t]xF

We conclude that M, , = (trV)_lV, (t,w) € T x Q. Thus, by Definition 4.10,
{7, F#} is an R™-valued Wiener process on T with the covariance operator V. 0O

Theorem 6.9. The best estimate in the filtering problem (6.1)-(6.2) has the follow-
ing representation in the form of a stochastic integral with respect to the innovation
pProcess:

t
&y = / U s(PsCt + RV, dz,, 0<t <T. (6.28)
0

Proof. By Theorem 6.4 and Proposition 4.28, we have
i
b= [ ViuP.CI+ RV,
0
i
=/ utys(PsC: +R5)V8_1dzs
0
¢
— [ thatpic; + RV Cut s
0
i
=/ Uy s(PsCr + RV, 1 dz,,
0

where ) and U are related as in Theorem 6.4. O
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Example 6.10. Let ;, t > 0, be a strongly continuous semigroup (see Examples
3.3-3.9 and 3.42-3.45 for the definitions of useful specific semigroups) and let A be
its infinitesimal generator. Then by Theorem 6.9, the best estimate in the filtering
problem (6.1)—(6.2) is a mild solution of the linear stochastic differential equation

di, = Adydt + (P,C} + RV, Y(dzy — Cidedt), 0 <t < T, o = 0.

6.3 Prediction

In this section we suppose that the conditions (E}) and (E¥) hold and, addition-
ally, 0 <7 <t<T.

6.3.1 Dual Linear Regulator Problem

Introduce the notation (6.9) and consider the linear regulator problem of mini-
mizing the functional

t

J(m) = (&, Q&) +/ (&, Fs&d) + (ns, Goms) + 2(ns, Ls€7)) ds,  (6.29)

t—7

where
S

£ = —Ryol + RewrBrnrdr, t —7 < s < t, (6.30)

t—7
and 7 is an admissible control taken from Uuq = L2(t — 7,¢; R™).
Lemma 6.11. Suppose that 0 < 7 < t < T and l € X. Then a control n* €

La(t — 1,t; R™) is optimal in the linear regulator problem (6.29)—(6.30) if and only
if it satisfies

t
Gsn +/ iz’rn: dr = B;S% ol + LyRsl, a.e. s €[t —r,t, (6.31)
¢

-7

where Xt and ¥t are defined by (6.13) and (6.14).

Proof. Let n* be an optimal control in the problem (6.29)—(6.30) and let

& =€", ne Lyt —1,:RY), v, = RsrBrnedr, t —7 <s<t.  (6.32)

t—71
Similar to the proof of Lemma 6.2, one can obtain
t

(VtaQt§:> +/ ((Vsan§:> + <775,GS’)’):> + <77va5§;> + (ﬂvasl/s)) ds = 0.

t—r
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Substituting v from (6.32) in the obtained equality and using arbitrariness of 7 in
Ls(t — 7,t; R™), we obtain that for a.e. s € [t — 7,¢],

t t

Gl + BR,Qué} + | BRI B dr+ Ll + [ BR: Lyt dr o
E )

Now substituting &* from (6.30) in the obtained equality and using (6.13) and

(6.14), we obtain (6.31). Also, running back in the above calculations, we conclude

that if n* satisfles (6.31), then it is an optimal control in the problem (6.29)-
(6.30). O

Theorem 6.12. Let 0 < 7 < t < T. Then under the conditions (EY), (EY) and
(6.9), the best estimate &] of x4 based on z5, 0 < s < 1, in the prediction problem
(6.1)—(6.2) is equal to (6.4) if and only if the function, defined by n* = K;_/l, a.e.
s € [t—7,t], is an optimal control in the linear requlator problem (6.29)-(6.30) for
alll € X.

Proof. This can be proved in a similar way as Theorem 6.3 by use of Lemmas 6.1
and 6.11. O

By Theorem 6.12, the linear regulator problem (6.29)—(6.30) is dual to the
prediction problem (6.1)—(6.2).

6.3.2 Optimal Linear Feedback Predictor

Theorems 6.12 and 5.24 lead to the following result.

Theorem 6.13. Under the conditions (EY) and (EY ), there exists a unigque optimal
linear feedback predictor in the prediction problem (6.1)—(6.2) and the best estimate
z7 of x4 based on z5, 0 < s < 7, is equal to

BT =Uy i, 0<T<t<T,
where &, is the best estimate in the filtering problem (6.1)—(6.2).

Proof. The case T = 0 is trivial. Let 0 < 7 < ¢ < T'. Introduce the notation (6.9)
and consider the linear regulator problem (6.29)-(6.30). By Theorem 5.24, the
optimal control in the problem (6.29)—(6.30) is unique and has the form

nt =G N BiQs + L)Kst—+Ri—rpl, ae. s €[t — 1,

where K = P_gg-1(5-0+1)(R) and Q is a solution of the equation (6.19) on
interval [t—, £]. In proving Theorem 6.4, it was shown that the function Ps = Q;_s,
0 < s < t, is the unique solution of the Riccati equation (6.17) and D;(K) = Y|a,,
where Y = P_(pc+4+ryv-1c(U). Thus, using the notation (6.9), by Theorem 6.12,
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we easily obtain that there exists a unique optimal linear feedback predictor in
the prediction problem (6.1)—(6.2) which is determined by

Ks = Kt,-r,s :ut,‘ry‘r,s(PsC; + Rs)‘/sAla ae. sc [037-]'

Consequently, the best estimate Z] in the prediction problem (6.1)—(6.2) is equal
to

5 = Uy, / Voo (PC? + RV dzy = Uy s
4]

The proof is completed. O

6.4 Smoothing

In this section we suppose that the conditions (EY) and (EY’) hold and, addition-
ally, 0 <t <7 <T.

6.4.1 Dual Linear Regulator Problem

Introduce the notation (6.9) in which ¢ is replaced by 7, i.e.,

{R:DT(L{), B = D.(C), F =D, (W), (6.33)

G = DT(V)7 L= DT(R)7 QT = FR.

Consider the linear regulator problem of minimizing the functional

J(n) = (€1, Q.€M) + / (€0, Ful) + (13, Gate) + 2nes LMY ds,  (6.34)
where

~Rsrgl, s>7—1t s
n _ 8, T ) - < <
&l { 0. ST —t } +/U RsBrnrdr, 0 <s <, (6.35)

and 7 is an admissible control taken from U,q = Lo(0, 7; R™).

Lemma 6.14. Suppose that 0 < t < 7 < T and [l € X. Then the control n* €
L2(0,7;R™) is optimal in the linear regulator problem (6.34)-(6.35) if and only if
it satisfies

G, +/ 53;,.77: dr = BiY5 . I+ Xjr—t,1(8)LsRs 71l a.e. s €[0,7], (6.36)
0

where X7 and X7 are defined by (6.13) and (6.14).
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Proof. Let n* be an optimal control in the problem (6.34)-(6.35) and let
£ =¢€", neLy0,;RY), vy = / RsrBrnpdr, 0 <s <. (6.37)
0
Similar to the proof of Lemma 6.2, we have

<V77Qr§:> +/O ((stFs§:> + (ns,GsnD + <nsaLs§:> + (TI;,LsVs»dS =0.

Substituting v from (6.37) in the obtained equality and using the arbitrariness of
n in L2(0,7;R™), we obtain that for a.e. s € [0, 7],

Ganf + BIR: QL + / BIRY,F,& dr+ Luée + / BIR:, Lin dr = 0.

8

Now substituting £* from (6.35) in the obtained equality and using (6.13) and
(6.14), we obtain (6.36). Also, running back in the above calculations, we obtain
that if n* satisfies (6.36), then it is an optimal control in the problem (6.34)—
(6.35). O

Theorem 6.15. Let 0 <t < 7 < T. Then under the conditions (EY), (EY) and
(6.33), the best estimate £] of x; based on z,, 0 < s < 7, in the smoothing problem
(6.1)—(6.2) is equal to (6.4) if and only if the function, defined by nt = K*__, a.e.
s € [0,7], is an optimal control in the linear regulator problem (6.34)-(6.35) for
alll e X.

Proof. This can be proved in a similar way as Theorem 6.3 by use of Lemmas 6.1
and 6.14. 0

Thus, the smoothing problem (6.1)—(6.2) and the linear regulator problem
(6.34)—(6.35) are dual.

6.4.2 Optimal Linear Feedback Smoother

To find the formulae for the optimal linear feedback smoother, the problem (6.34)—
(6.35) will be written in the following equivalent form:

J(0) = (€7 = oy Qr (CT — p1) + / T = poy Fo(CT — p2)
+ (s, Gsms) + 2(ns, Ls(¢] — ps))) ds, (6.38)

where s
7= / RsrBrnrdr, 0 <s <, (6.39)
0

7 is an admissible control in U,q = L2(0,7;R™) and

Reril, s>21—1
ps—{o’ S<T_t},0§s§7'. (6.40)
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One can observe that the functionals (6.34) and (6.38) are equal. According to

Theorem 5.24, the optimal control n* in the linear regulator problem (6.38)—

(and (6.34)—(6.35) as well) can be represented as
Nt =— G;l((B;Qs + L) — Bla, — Lsps), a.e. s €[0,7],

where

C=(0 = / KsB.G- (Broy + Lypr)dr, 0 < s <,
0

Qg = ’C:,SQTIDT +/ ’C:’s (Fr - (Q‘I‘BT + L:)Gr_lLr)pr dr, 0 <s<m,

8

K ="P_pe-1(8~@+1)(R) and Q is a solution of the Riccati equation

Qs = R:’SQTRT,S +/ R:,s (Fr
—(QrBr + LGN (B:Qr + L,))Rysdr, 0< s < 7.

Lemma 6.16. Under the above notation,

QsRs T—tlv S Z T—t
= ’ <s<T.
@s {K:_t'SQT_tl, s<T—t]’ Osssr

Proof. By Proposition 3.23, the equation (6.44) is equivalent to

Qs =K ,Q-R-s+ / Kro(Fr—(QrBr + LG Ly )Ry sdr, 0< s < 7.

s

Let 7 — ¢ < s < 7. Using (6.40) and (6.46) in (6.43), we have

oy =K} (Qr Ry ril +/ K (Fr = (QrBr + LY)Gy L) Ry il dr

s

- (/C;SQ,RT,S + / Kiy(Fr = (QrBr + LG L) Ry dr) Regre

S

= QSRS,T——tl'

If 0 < s < 7—t, then in a similar way, we have

T

Qg = ’C:’sQTRT,T—tl +/

T—

—_ * *
- ’C‘r—t,s (KT,T'—tQTRTYT_t

+ / rr—t(Fr = (QrBr + LY)G L) Ry 7 dr)z
T—t
= Ky, Qi

Thus, the proof of the lemma is completed.

’C:;s (FT - (QTBT + L:)G;lLr)Rr,-r—tl dr
t

(6.40)

(6.41)

(6.42)

(6.43)

(6.44)

(6.45)

(6.46)

")
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Lemma 6.17. Under the above notation,

min(s,7—t)
¢ = /0 KsrBrGy'BrKr_, .Qr_4ldr

+ { Rs,T—tl - ,Cs,-r—tly S Z T—t

<s<T. .
0, s<T—t}’0‘s—T (6.47)

Proof. By (6.40) and (6.45), we have

B* T Lr RTT— l, 2 -
Bfa, + Lyp, = {%KQ jQ )_tl’ t :<:_i} ae rel0,7].  (6.48)

Substituting this expression in (6.42), we obtain

min(s,7—t)
¢ :/ KerB.G 'BIK: . Qr—ildr
0

5 T—t,1r

+ / KsrB,G; (BrQr + L)Ry r— il dr.

min(s,7—t)
Since K = P_pg-1(B+g+1)(R), the last equality implies (6.47). a

Theorem 6.18. Under the conditions (EY) and (EY), there exists a unique optimal
linear feedback smoother in the smoothing problem (6.1)-(6.2) and the best estimate
z{ of z: based on zs, 0 < s < 71, is equal to

&7 = iy + Pt/ Vi, CrVoldz,, 0<t <7 <T, (6.49)
t

where Z is the innovation process defined by (6.24), &, is the best estimate in the
filtering problem (6.1)—(6.2), Y = P_(pc++ryv-1c(U) and P is a unique solution
of the equation (6.17).

Proof. Introduce the notation (6.33) and consider the linear regulator problem
(6.34)-(6.35). By (6.41), (6.47) and (6.48), the optimal control in the problem
(6.34)—(6.35) is unique and is equal to

min(s,7—t)
= —GIN(BIQ, + Ls)/ Ko BrGy 1 BIK: Qe il dr
0

1 (BfQs + Ly)Ksr—¢l, s>17—1¢
+ G {B;‘IC* 0.l o q_g (2 2ESE [0, 7],

T—t,8

(6.50)

where K = P_pg-1(g-@+L)(R) and Q is a solution of the equation (6.44). In
proving Theorem 6.4 it was shown that P; = Q,_,, 0 < s < 7, is a unique
solution of the equation (6.17) and D, (K) = Y|a.. Therefore, applying Theorem
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6.15, we conclude that there is a unique optimal linear feedback smoother in the
smoothing problem (6.1)-(6.2) and it is determined by

K= Kipy=— / Py CoV Y, o (BuCE + RV dr

max(s,t)
yt,s(PsC;( + Rs)Vs_l, s<t
+{Pty:’tC;Vs_1’ s>t [’ a.e. s € [O,T].

Finally by Theorem 6.4 and (6.24), we obtain
z :/ K dz,
0
t T
= / Vi,s(PsC + Ro)V, dz, +/ PY;:,CrV dzg
0 t
- / / PY:CrVIC Y, 5 (PC + RV, Nz dr
t Jo
=Ty + Pt/ y:’tC:Vr_l(dzr — Criy dr)
t
=3 + Pt/ Vi, Crvihdz,.
t

Thus, the proof of the theorem is completed. [l

6.5 Stochastic Regulator Problem

In this section the control problem (5.1)—-(5.4) from Chapter 5 will be called a linear
stochastic regulator problem and it will be considered under correlated white noise
processes.

6.5.1 Setting of the Problem

Consider the problem (5.1)—(5.4) in which the state-observation system (5.1)-(5.2)
and the functional (5.4) are defined in the form

t t
z¥ = Uy oo + / Us. . Byuy ds + / Uy o®, dw,, 0<t < T, (6.51)
0 0
t t
2 = / Csztds +/ VU, dvg, 0<t<T, (6.52)
0 0

I = B (et Qrap) + | ' e Gl e) e

and a control u is taken from the set of admissible controls U,q as defined by
(5.3) in Section 5.1.2. This problem will be called the linear stochastic regulator
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problem (6.51)—(6.53). The deterministic function ¢ is called a stochastic requlator
if ur = @i(z}), a.e. t € T, belongs to U,sq. A stochastic regulator is optimal if the
respective control is optimal.

In this section the following conditions are supposed to hold:

(RY) U e E(Ar,L(X)), Be Boo(T,L(U, X)), C € Boo(T, L(X,R™));

(RY) ® € Boo(T, L(H, X)), ¥, ¥ € Loo(T,L(R)), [‘5] is an H x R-valued

Wiener process on T with covor > 0, z¢p is an X-valued Gaussian random
variable with Exg = 0, z¢ and (w,v) are independent;

(RY) QT € L(X ) Qr > 0, F € Boo(T,L(X)), G,G™! € Boo(T,L(V)), L €
Boo (T, L(X,U)), Gy >0 and F; — L*G;'L; > 0 for a.e. t € T.
)

Note that (RY') is the same as (EY') completed with the condition about B, and
(RY) and (RY') are the same as (EY) and (Cs), respectively.

In this section we will use the operators W, V, R and P,, as well as the
functions W, V and R defined by (6.3). Also, for given u € U,q, we denote

Ef =E(-|zf,0<s<¢t)and Zy = Efz}, 0<t <T.
If u, = uf, then 2} = ¥, 2f = 2%, Ef = E* and %} = :z«t", 0<t<T.

Similarly, we use the notation z? = z¥, 20 = 2%, EY = E? and 3} = :1:" when

ft

6.5.2 Optimal Stochastic Regulator
The following results completely solve the problem (6.51)—(6.53).

Proposition 6.19. For the system (5.51)—(5.52), the error process
ee=zp — 2, 0<t<T, u€ U,
and the innovation process
t
thzf‘—/ Cszyds, 0 <t <T, u€ Uy,
0
are independent of selection of u € Uyq. Furthermore,

¢
cove; = P, and z; = / W, dy,, 0<t<T, (6.54)
0

where P is a unique solution of the equation (6.17), {%,.7-'2 } 18 an R™-valued
Wiener process on T with the covariance operator V
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Proof. For u € Uyg,

t ¢
i? = E'g (ut’ol'o +/ Ut,SCDS dws> +/ Mt,sBsus ds.
0 0
Therefore, by Proposition 5.5,
e =l — 3¢ =10 — E¥2? = 20 — E%2) = 20 — 20,

i.e., the error process e is independent of selection of u € U,4. Thus, we have
¢
Zt = Z;I' —/ Cssﬁ’s‘ds
0
t t
= / Co(xy —£3)ds +/ ¥, dv,
0 0
t t
=/ Cs (22 —:ig)ds+/ T, d,
0 0
t
=20 —/ C.#%ds,
0

i.e., the innovation process Z is independent of selection of u € U,y too. Finally,
(6.54) follows from Propositions 6.5 and 6.8. O

Theorem 6.20. Under the conditions (RY)—(RY), there exists a unique optimal
stochastic requlator in the problem (6.51)—(6.53) and the respective optimal control
has the form

ul = — Gy (B Q: + Ly)d}, ae teT, (6.55)

where
t
:z;*:/ Rus(PCt + ROV dz”
0
t
_ / Vi o(PoCE+ RV dz,,
0
t
:/ Vis(PsCr + RV, "Wody,, 0<t<T, (6.56)
4]

R = P_pe-1B~@+L)—(Pc~+r)yv-1cU), ¥ = P_pa-1(B-@+L)(U), Q and P are

0
unique solutions of the Riccati equations (3.9) and (6.17), respectively, {v¢, F{ }
is an R™-valued Wiener process on T with the covariance operator V.
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Proof. The existence and the uniqueness of an optimal stochastic regulator in the
problem (6.51)—(6.53) follow from Theorems 5.28 and 6.4. Moreover, by Theorem
5.17, the representation (6.55) holds for u*. Using this in (6.51), we obtain

t t
xF = U oo — / U B,G;H(BIQ, + L3t ds +/ Uy @ dw,.
0 0
By Proposition 5.5, E} = E?. Therefore, applying Theorem 6.9,
t t
i: = E’; (Z/{t,[).’b'() + / Z/{t,sq)s dws> - / Z/{t’sBsGs_l(B;Qs + Ls)ﬁ'): ds
0 0
t t
= E‘t) (ut’0m0 + / U D dws) — / Ut,sBngl(B;‘Qs + L)zt ds
0 0
t t
= / Uy (PsCr+ R,V 1 (d2 — Cs29 ds) —/ Uy s BsGTH(BIQs+ L)% ds.
0 0
Hence, by Proposition 6.19,
t t
& :/ Uy s(PsCr + RV, Hdzl — Csd? ds) —/ Uy sB,G, (BIQs + L,)3t ds.
0 0

Thus, using Propositions 4.28 and 6.19, we obtain the equations in (6.56) too. []

Lemma 6.21. For the functional

. T fu F, L Fu
— fu su t t t
) = E(@T’ Qrit) +/0 <[“t } , [Lt GzJ [Ut }>dt) (6:57)
subjected to the system (6.51)—(6.52),

T
Ju*) = tr/ VI N C P + R)Q(P.Cr + R)W; 1 dt,
0

where u* is an optimal control in the problem (6.51)—(6.53) and @ and P are
unique solutions of the Riccati equations (3.9) and (6.17), respectively.

Proof. Using (6.55) and Proposition 4.2(f), we obtain
J(u*) = E(@, Qray)
+ E/OT (&7, (Fy — L{G; 'Ly + Q:B,G; ' Bf Q1) &7 ) dit
= tr(cov( lT/zi'})>

T
4 tr/ cov((Ft - L;G7'L + QtBtG;lBt*Qt)l/Qi';‘) dt.
0
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We will use the representation (6.56) for £*. By Proposition 4.26(f) and Theorem
3.22,

T
Jt) =t [V CLR + RV Qe YO+ RV ds
0
T t
+ tr/ / VI Y C P + RV FDh s (PCE + Ro) U, dsdt
0 0
T t
- tr/ / VTN O P + RV, LG LYy
0 0
x (P,C? 4+ R,) U7 * dsdt

T t
b tr / / VITY(CLP, + R)V; s QeBiGT B Qi s
0 0
x (PsC*+ Rg) U " dsdt

T
- tr/ V101 (O, P, + R)Qy(PyCT + Ry)UT ™ ds.
0

The proof is completed. O

Proposition 6.22. The minimum of the functional J in the problem (6.51)—(6.53)
s equal to

T
J(u*) = tr(QrPr) +tr/ F,P,dt
0
T —
+ tr/ V_l\Il;l(CtPt+R;k)Qt(PtC: +Rt)l1’t_1* dt,
0

where Q and P are unique solutions of the Riccati equations (3.9) and (6.17),
respectively.

Proof. Let es =z} — 2}, 0 <t < T, be the error process. We have

E(er,Qrer) = E(x}, Qray) — 2E(zT, Qrit) + E(2T, QriT)
= E(z7, Qrzy) — E(2T, QriT).

Similarly,

T T T
E/ (et,Ftet)dt:Ef (mI,th;‘)dt—E/ (G Rt dt.
0 0 0

Also,

T T T
E/ (uf,Lﬂ:Z‘)dt:E/ <uf,LtE:z;‘)dt=E/ (uy, Le&}) dt.
0 0 0
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Therefore, by Proposition 6.5,
T
5 = B( (b Qrai) + [ (o7, Feat) + 2(ui. L) + {u, Grui) e
0
T
—B((erQram) + [ (@1 Fitd) + 2000, L) + G, Ora)
0
T
+E(<9TaQTeT> +/ <et7Ftet>dt>
0

Ju*) + tr(cov (QIT/QeT)) + tr /T cov (Ftl/Qet) dt

0

T
0

Thus, by Lemma 6.21, the statement is obtained. O

Example 6.23. In order to present the optimal stochastic regulator in differential
form, assume that the conditions (RY)—(RY) hold so that &Y € S(X) and A is
the infinitesimal generator of Y. Then the state-observation system (6.51)—(6.52)
under u = u* can be written in the differential form

(6.58)

dry = (Ax; + Bruf)dt + &rdwy, 0 <t < T, zf = zo,
dzf = Crxidt + Widvy, 0 <t <T, 27 =0.

By (6.55), the optimal control u* in the problem (6.51)-(6.53) has the form
uf = -Gy Y(BfQ, + L,)i}, ae. te€T, (6.59)
where £* is a mild solution of the linear stochastic differential equation
d#; = (A%} + Byu))dt + (P.C; + &, RY¥;)
x (U, VU Ydz} — Ciirdt), 0<t <T, 2% =0, (6.60)

with P and @ being, respectively, unique scalar product solutions of the differential
Riccati equations

d _ _
=P~ PA — AP, — 2, W®; + (P.C] + @.RV})

x (U, V) (C,P, + U, R*®;) =0, 0<t<T, Py=covzy, (6.61)

d
EQt + QA+ A*Q: + Fy
— (QB: +L})G7 (B Qi + L)) =0, 0<t <T, Qr is given.  (6.62)



Chapter 7

Control and Estimation under
Colored Noises

In this chapter the control and estimation results of Chapter 6 are modified to the
colored noise processes.

Convention. In this chapter it is always assumed that (2, F, P) is a complete
probability space, X,U,H € H, T > 0, T = [0,T] is a finite time interval and
Ay ={(s,r):0<r<s<t}fort>0.

7.1 Estimation

7.1.1 Setting of Estimation Problems

Let (z, z) be a partially observable system so that

t t
Ty = Ut,oxo +/ Ut,scpi ds + / Ut,SCDS dws, 0 <t< T, (71)
0 0
t t
2t = / (Csars + goi) ds +/ V. dvs, 0<t<T, (7.2)
0 0
where . .
ol = / U @} dws, o7 = / UE @2 dws, 0<t<T, (7.3)
0 0

Suppose that the following conditions hold:

(ES) U € E(A7, L(X)), C € Boo(T, L(X,R™));

(ES) U € E(Ar, L(X)), U € E(Ar, L(R™)), @,9' € Boo(T,L(H, X)), ®* €
Boo(T, L(H,R™)), U, U1 € Loo (T, L(R™)), [ﬂ is an H x R"-valued Wiener

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
© Springer Basel AG 2003
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process on T with covur > 0, zg is a an X-valued Gaussian random variable
with Exg =0, 29 and (w,v) are independent.

Also, we will use the notation

Py =covzg, | 2. o | =T ‘cov wr , Vi=0, VU, 0<t<T, 7.4
‘/ t
R vr

and the decompositions

W, W w2 Wer O,Wo* o,Wo
W= | WO Wit wi2| = |elWwer Welr SIWe |, (7.5)
Wiz Wiz w22 D2WD; DWWl B
R, RV
Ri=|R'|=|®RUI|, 0<t<T. (7.6)
R? ®2RT*

One can observe that the difference between the signal-observation systems
(6.1)-(6.2) and (7.1)—(7.2) is the presence of the colored noise processes ¢* and 2
in (7.1)—(7.2). We will study the estimation problem of estimating x,; based on z,
0 < s <7, where t,7 € T and (z, z) is defined by (7.1)—(7.3). This problem will
be called the estimation (filtering, prediction, smoothing) problem (7.1)—(7.3).

7.1.2 Reduction
Let

010
U=PpUoU' oU?), D= |0 0 0| e L(X x X xR").
000

Using Theorem 3.13, one can obtain that

. ut,s gt,s 0
Us=| 0 U, 0 |, 0<s<t<T, (7.7)
0 0 Uﬁs
where .
Ers = / U Uy gdr, 0<s<t<T. (7.8)
8
Also, let
~ iiJ
O = |®'| € Boo(T,L(H,X x X x R")). (7.9)
‘I’2

With this notation, the evolution of the process
T
= ol |,0<t<T, (7.10)
¢
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can be expressed as
t
&= UOU OU?)oZo + / UU oU?); Disds
0
t
+/ UOU ©U?); @, dws, 0 <t < T,
0
or as (see Proposition 4.28)
o~ t o~ ~
iit = Ut70i0 +/ ut"g@s dws, 0 S t S T. (711)
0
Similarly, for the observation system (7.2), we have

t t
zt:/ Csissds+/ U, dv,, 0<t<T, (7.12)
0 0

where ~
C=[C 0 I] € B.(T,L(X x X x R*,R™)). (7.13)

Thus, we can state the following result.

Lemma 7.1. The best estimates in the estimation problems (7.1)-(7.3) and (7.11)—
(7.12) are related as in

E(zi|25;0< s <7) =[E(&4]25;0<s<7), t,7€T,

where ~
I=[I 0 0e (X xX xR" X). (7.14)

Proof. This follows from the equality z; = fjt, 0<t<T. O
Thus, the estimation problem (7.1)—(7.3) is reduced to the estimation prob-
lem (7.11)-(7.12).

7.1.3 Optimal Linear Feedback Estimators
Theorem 7.2. Suppose the conditions (ES) and (E§) hold, let

T ¢t .
Iy = |} =/ Vis(PsCr + Rs)Vy 1 dzs, 0 <t < T,
U 0

and let

t t
Zt:zt—/CS:%Sds:zt—/ (Csis+wg)ds,0_<_t§T,
0 0
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where u,c, e, w andf% are defined by (7.7)-(7.8), (7.13), (7.9), (7.5) and (7.6),
Y= 'P_(pé*+é)v_1é(l/{), and P is a unique solution of the Riccati equation
-~ o~ ~ ~ t ~ ~
Py = Uy o Polly + / Uy o (W,
0
— (PCr + RV, M (CoPs + RY) Uy o ds, 0<t < T, (7.15)

with Py = coviy. Then there exists a unique optimal linear feedback filter (predictor
and smoother) in the estimation problem (7.1)-(7.3) and depending on t and T,
the best estimate T of x, based on zs, 0 < s < 7, in the estimation problem
(7.1)—(7.3) is equal to
t ~ o~ ~ ~ -~
& =3t = / IV, o (PsCr + R)Vy M dz,, 0<t<T,
0
BT = Iy r T = Uy nir + Es7), 0< T <t < T,

&y = & +j15t/ Vi Crvildz, 0<t<T<T,
t

where I and £ are as defined by (7.14) and (7.8), respectively.

Proof. This is a consequence of Theorems 6.4, 6.13, 6.18 and Lemma 7.1. O

7.1.4 About the Riccati Equation (7.15)

The solution P of the Riccati equation (7.15) can be decomposed as

) PtOO PiOI Pt02
Po=|P" PN PPlel(XxXxR"),0<t<T (7.16)
Pt02 * Ptl 2% Pt22

Below we derive an equation for each component of P in this decomposition.

Proposition 7.3. Suppose the conditions (ES) and (ES) hold, let the solution P of
the equation (7.15) be decomposed as (7.16) and let

M, = PPC} + P? + Ry, 0< ¢t <T,
M} =PCr + P2+ R}, 0<t<T, (7.17)
M2 = PY*C; + P2+ R} 0<t<T.

Then (P9, PO, P02 Pl P12 P2%) 45 q unique solution of the following system of
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equations:

t
Ptoo = Z/It,OPOth*’O +/ Z/{t,s (Ws + ]DS01 + Psol*
0

~ MV, ' MU ds, 0<t <T, (7.18)
t
PO = / Ups(W' + P} — MV TMI U b ds, 0<t <T, (7.19)
0
i
= / Up,s(WP + P} — MV M2 WUt ds, 0 <t <T, (7.20)
0
t
PM :/ U (Wit = MV, MUl vds, 0<t<T, (7.21)
0
t
Ptl2 — / utl,s (Wslz _ Mslvs—le*)uz; ds, 0<t<T, (7.22)
0
i
P? = / UL (WP — MV MU eds, 0<t<T. (7.23)
0
Proof. Using (7.5)-(7.7), (7.13) and
) P00
Po=]0 0 0| el(XxXxR" (7.24)
0 00

in the equation (7.15), one can easily verify that the components P'!, P'? and
P?2 of P satisfy the equations (7.21)—(7.23). For the component P%!,

P! = ]O tut,s (W — MV MUY ds
+ /Ot Ers(Wal = MJVIMI™)U, % ds. (7.25)
By (7.8) and (7.21),
PN = /tuts(WO - MV, MU ds
/ / U Uy (W = MV IMIYUNUL S dr ds
/ Uy, ( W' — MV, MU L ds

/ Uy, ( / JW = MIVIMI ) UY, ds>ut{: dr

:/ Uy (WO + P — MV, MU ds.
0
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This proves (7.19). For the component P% of 15,
i
PtOO = Ut’()P()u;:O + / Utys (Ws — MSVS_IM;)Z/{:S ds
0
t
+/ Uy, (W — MV M )ES  ds
0
t
+/ Es (W™ — MYV TMUS  ds
0

t
+/O £ (W — MMV, MI)E?, ds.
Note that, if 0 < s <r <t < T, then

t T t
gt,s = / Z/{t’(,u;)s do = / Ut)ol/l;)s do +/ ut’ou;)s do
s s r
= ut,rgr,s + gt,rz/{,{s- (726)
Hence, by (7.26), (7.25), (7.21), (7.19) and (7.8),

t
PP =Uy o Pty +/ Up,s(Ws — M,V MU ds
0
t t
+ / / Us ol s (W' — MVTIMI)USSUY . dr ds
0 s
t
+/ Es (W™ = MMV MU ds
0
t t
+ / / Us v s (W — MYV MIUSUS, dr ds
0 s
t t
+ / / Eeold) (W = MIVTIMIVUNUL, drds
0 5
t
= Z/{t,oPoZ/{l;o + / Ut)S(VVs — MSV,:IM:)U;S ds
0
t t
+ / Uy - PIUS, dr + / E o PIUL, dr
0 0
t
+/ Es (W2 — MIV,IMIUL  ds
0
t
= Uy o Py + / Up,s(Ws + PY — MV, ' MU ds
0
t t
+ / / U UL (W™ + P — MIVIMIUE UL, dr ds
0 s

t
= Us 0 Pt +/ U s(Wo + P14+ POV — MV MU ds.
0
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This proves (7.18). Finally, for the component P%2
t
P = / Uy, s(W? — MV M2 ) U ds
0
t
+ / Es (W2 — MV I M2 YU ds.
0
By (7.8) and (7.22),
t
PP = [t (WS MLV MY ds
1]
t t
+ / / Uy UL (WEE = MIVTIMZVURUE T dr ds
0 s
t
= / Ups (WP + PP — MV M2 )US ds.
1]

This proves (7.20). The uniqueness of solution of the system (7.18)—(7.23) follows
from the uniqueness of solution of the equation (7.15). O

Proposition 7.4. Suppose the conditions (ES) and (E$) hold. Then for the error
process e = xy — Ty, 0 < t < T, in the filtering problem (7.1)-(7.3), the equality
cove, = P, 0 <t < T, holds where P% is defined by (7.18)—(7.23).

Proof. This follows from Proposition 6.5. O

7.1.5 Example: Optimal Filter in Differential Form

Example 7.5. In order to obtain the equations of the best estimate in the filtering
problem (7.1)—(7.3) in differential form, assume that the conditions (E$)-(E$)
hold so that U, U € S(X), U? € S(R™) and A, A; and A, are the infinitesimal
generators of U, U' and U?, respectively. Then the best estimate & in the filtering
problem (7.1)-(7.3) together with 1! and %? is a mild solution of the simultaneous
linear stochastic differential equations
(di, = A#dt + idt + (POCy + P22 + &, R¥}) (W, Vw;) ™!
X (dzy — Cydedt — p2dt), 0<t < T, o =0,
dp} = Aryldt + (PP Cr + P}? + ®RY}) (U, V7))
X (dzy — Cydydt — p2dt), 0<t < T, 9§ =0,
dy? = Agp2dt + (PO2*C; + P22 + ®2RU;) (U, 7¥;) ™
X (dzy — Cy@ydt — pdt), 0<t < T, 9§ =0,

1 (7.27)

\
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where (P00, P01 P02 pll pl2 p22) is a unique scalar product solution of the
system of differential equations

%PPO — POA* — AP _ POl _ pOl* _ o, Wd;

+ M (O VU) M =0, 0<t <T, PP =P, (7.28)
%P{“ — P AT — AP — P11 _ 3, WOl

+ M (U, V)T M =0, 0<t<T, P =0, (7.29)
%Pt‘” — P24y — AP? — P2 — o, WO

+ M, (U, V)T MZ* =0, 0<t<T, P)?=0, (7.30)
%Pt“ - PHA; - A PY -3 WOl

+M,(O V) T TM =0, 0<t<T, P =0, (7.31)
%PP — P24} — A P2 - W o

+ M, (W, V)M =0,0<t<T, P2=0, (7.32)
%PtQQ _ PtQQA; — A, P22 @?W@f*

+ M, (¥, VI M =0, 0<t<T, P2 =0, (7.33)

with the functions M, M! and M? as defined by (7.17). Indeed, under the above
conditions, we have
UoU oU? € S(X x X x R™).

Since U is the perturbation of the semigroup U ®U' ®U? by the bounded operator

01 0
D=1{0 0 0],
000

by Theorem 3.15, we conclude that & € S(X x X x R?) and its infinitesimal
generator is

S [Aa 1 o0
A=|0 4, 0. (7.34)
0 0 A

Thus, applying the results of Example 6.10 to the filtering problem (7.11)—(7.12),
we obtain the system (7.27) for the optimal filter. The equations (7.28)—(7.33) are
exactly the equations (7.18)—(7.23) written in differential form which follow from
Theorem 3.28 and (7.15).
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7.2 Stochastic Regulator Problem

7.2.1 Setting of the Problem

Consider the problem (5.1)—(5.4) in which the state-observation system (5.1)—(5.2)
and the functional (5.4) are defined in the form

t
$7; = Ut,oxo + / Ut,sBsus ds
0
t t
+/ ut,s(p; ds +/ ut,s(ps dw57 0 S t S T7 (735)
0 0

t t
z = /0 (Csz¥ + ¢?)ds +/0 V,dv,, 0<t < T, (7.36)

J(u)zE((mlT‘,QTx%)+/OT<[i] , [ﬁ étt] [i]>dt) (7.37)

where ¢! and ¢? are defined by (7.3) and a control u is taken from the set of
admissible controls U,q as defined by (5.3) in Section 5.1.2. This problem will be
called the linear stochastic regulator problem (7.35)—(7.37).

In this section the following conditions are supposed to hold:

(R(Ii) Ue g(ATv‘C(X))a Be Boo(Ta‘C(UvX))v Ce Boo(Ta‘c(Xa Rn))v
(RS) U! € E(AT,L(X)), U? € E(AT, L(R™)), &, € B(T,L(H, X)), % €
Boo (T, L(H,R™)), ¥, ¥~ € L (T, L(R")), [l;;] is an H x R™-valued Wiener

process on T with covur > 0, xg is a an X-valued Gaussian random variable
with Ezg = 0, zg and (w, v) are independent;

(R3) Qr € L(X), Qr > 0, F € Boo(T,L(X)), G,G™" € B(T,L(V)), L €
Boo(T, L(X,U)), Gy >0 and F; — L;G; 'L, > 0 for a.e. t € T.

Note that (R$) is the same as (E§) completed with the condition about B, and
(RS) and (R§) are the same as (E§) and (Cs), respectively.

7.2.2 Reduction
Let

=i |, 0<t<T. (7.38)

Similar to Section 7.1.2, for U, C and ®, defined by (7.7)—(7.8), (7.13) and (7.9),
and for

B=|0| € B(T, LU, X x X xR"), (7.39)
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the processes T* and z" can be expressed by

T t
HN?? = at70£0 + / Z:{t,sésus dS + / Z/?t,si)s dw57 0 S t S T7 (740)
0 0
t t
z;‘:/ Cs;ftgds—i-/ U, dv,,, 0 <t <T. (7.41)
0 0

Also, the functional (7.37) can be written as

J(u):E((i%,QT:i%>+/OT<[:Z€] : [Lﬁi ci;ﬂ [i€]>dt) (7.42)

where

. [Qr oo

Qr=1]0 0 0| eL(XxXxR"), (7.43)
[ 0 00

[F oo

F=10 0 0| €Byo(T,L(X x X xRY)), (7.44)
(0 00

L=[L 0 0] € Bo(T,L(X x X xR",U)). (7.45)

Lemma 7.6. The functional (7.37), subject to (7.35)—(7.36), and the functional
(7.42), subject to (7.40)—(7.41), are the same on U as defined by (5.3).

Proof. This follows from (7.38). O

Thus, the problem (7.35)—(7.37) is reduced to the linear stochastic regulator
problem (7.40)—(7.42).

7.2.3 Optimal Stochastic Regulator

Theorem 7.7. Under the conditions (R§)—(R§), there exists a unique optimal
stochastic regulator in the problem (7.35)—(7.37) and the respective optimal control

has the form o o
u; = — Gy (Bf Qi + L)z}, ae teT, (7.46)

where .
T :/ Res(PCr + RV, Mde:, 0<t<T, (7.47)
0

P is a unique solution of the Riccati equation (7.15), Q is a unique solution of the
Riccati equation

T
G = Uy, Orlir, + / i, (F,
t
—(QsBs + L3) G (BiQs + L) )Uspds, 0<t<T, (7.48)
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®, Qr, F and L are defined by (7.7)~(7.8), (7.39), (7.13), (7.9) and
(743)~(7.45) and R = P_5g1(5+a+1)— (e +R)v-16U)-

N
‘wl
\-Ql

Proof. This follows from Theorem 6.20 and Lemma 7.6. 0

7.2.4 About the Riccati Equation (7.48)

Proposition 7.8. Suppose the conditions (RS) and (RS) hold. Then the solution Q
of the equation (7.48) can be decomposed as

00 01
5 Q" Q@ 0
Q=@M Q' 0] eL(XxXxR"), 0<t<T, (7.49)
0 0 0

where (Q%, Q%', Q') is a unique solution of the system of equations

T
0O =Uz ,Qrir, +/ U (Fs — NG;'NH Uy e ds, 0 <t <T, (7.50)
i
T
QU = / Uz (Q% — NG BIQ™M UL ds, 0<t<T, (7.51)
t
T
o U@+ QU - QU BGT BIQNUL ds, 0SS T, (152)
i

and N = Q"B + L*.
Proof. Using (7.7), (7.39), (7.43)—(7.45) and writing
QY QY QF
Go=|Q Qi QP
Qi Qp
in the equation (7.48), one can easily verify that

92-0,Q?=0and Q#? =0

and the component Q° satisfies the equation (7.50). For the component Q°!,

T
00 = U3 Qrrs + / Ut (Fy — N.GTINY)E,  ds
t

T
- / U NG, B:QYU, , ds. (7.53)
t
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By (7.8) and (7.50),
/ U*tuT TQTL{Trulyt dr
/ /u* U; . (Fs — NG;'N)U U, dr ds
— / U N,G;'B:QYIU, , ds
t
T
= / Uz (QF — NG;'B:QOMU, , ds.
t
This proves (7.51). For the component Q! of Q,
T
V= &5,Qréry: + / £ (Fs — N,GJIN)E, 1 ds
t
T T
— / EX NG 'BiQY U,  ds — / Ui QY B,GINE, 1 ds
t t
T
- [ uQn b6 QL ds
t
Using (7.8), (7.26), (7.50), (7.51) and (7.53),
n_ / UL Qr (Ur oy + Ep UL, dr
/ / o (Fs = NoG;'N}) (Us v&r i + €5 ,UL ) dr ds
- / [ e NG B QU dr s
t t
T T
- [ une B N ds - [ UBQNBGBQNU ds
t
= / Uyt QP E dr + / Uurvu; , dr
/ QY B.G; Ny Estds—/ QU B.GI'B:QY'U; , ds
/ / USU(QY — QY B,G NI U ;U dr ds
+ / U QY — QY B,G; ' B:QY Ul , ds
t

T
= [ U@ Q2 - QU BG B UL i

t
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This proves (7.51). The uniqueness of solution of the system (7.50)—(7.52) follows
from the uniqueness of solution of the equation (7.48). O

Proposition 7.9. Suppose the conditions (R$) and (R§) hold. Then the solution
Q! of the equation (7.51) has the representation

T
QM = / Vi QU ds, 0<t<T, (7.54)
t

where y = ,P—BG‘l(B*QOO{»L) (U)
Proof. Let N = Q"B + L. Then we have

Vi =Uuy, - / VNG BiUS  dr, 0 <t <s<T.
t
Using this in (7.51), we obtain
T
o [V - NG BIQE U s
t
T s
[0 PG B QI - V.G B QR U dr ds
t t
T
— [ V@0 - NGB U, ds
t
T T
4 / / VNGB, (QY — N.GIUBIQO)UL UL, ds dr
t T
T
= / y;,thousl,t ds.
t

The proof is completed. O

Proposition 7.10. Suppose the conditions (RS)—(RS§) hold. Then the minimum of
the functional J in the problem (7.35)-(7.37) is equal to

T
J(u*) = tr(QrPr) +tr / F,PXdt
0

T *
_ oM Q¥ QU [M, ], _
+tr Vl\pl[ t][t* t U, g,
/0 b MY QY™ QY| [ M

where (P, PO, PU2, P11 P12 P22} s o solution of the system of equations (7.18)—
(7.23), (Q",Q", Q") is a solution of the system of equations (7.50)~(7.52) and
M and M! are defined by (7.17).

Proof. This follows from Proposition 6.22. O
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7.2.5 Example: Optimal Stochastic Regulator in Differential Form

Example 7.11. Assume that the conditions (R§)-(R§) hold so that U,U! € S(X),
U? € S(R*) and A, A; and A, are the infinitesimal generators of U, ! and U2,
respectively. Then the system (7.35)—(7.36), under u = u*, can be written as

dry = (Az} +¢; + Byug)di + &dwy, 0 <t <T, x5 = o,

de? = Asp?dt + ®2dwy, 0 <t < T, @2 =0, (7.55)
dzf = (Cyx; + @3)dt + ¥edvy, 0 <t <T, 25 =0.
By (7.46), the optimal control «* has the form
uj =~ G (Br QY + L)@ - G 'B; QYY) , ae. teT. (7.56)

Note that by Proposition 7.9, u* can also be represented in the form
T
up = -GN (BrQY + Ly) &y — G;IB;/ Vi, QPU, b ds, ae. t €T, (7.57)
¢

where J = P_pg-1(p-guo4)(U), which agrees with the extended separation prin-
ciple (see Theorem 5.16). Here, (£*,%!,%?) is a mild solution of the system of
linear stochastic differential equations (see Example 7.5)

((di; = (A&} + o} + Bu})dt + (POCT + PP + &, RU7) (¥, V7)™
x (dz; — Cidrdt — ¢2dt), 0 <t <T, &% =0,
dy} = Avpldt + (PO C; + P2 + 1 RYT) (W, Vw;) ™ (7.58)
X (dzf — Cidpdt — ¢2dt), 0 <t <T, ¢} =0, '
Y} = Agidt + (PP C; + P22 + OFRY;) (W, V7)™
x (dz; — Ceydt —¢2dt), 0<t <T, ¢ =0,

with (P9, P01, po2 pll pl2 p22) satisfying (7.28)—(7.33) in the scalar product
sense. Also, using Theorem 3.27, one can show that (Q%,Q", Q') is a unique
scalar product solution of the system of differential equations

04 QYA+ A* QY + F,

- (@B + )G (BIQY + L) =0, 0< 1 < T. QF = Qr,
LN QP AL+ QY 4 QY
— (@B + L{)G ' BiQ) =0, 0<t<T, Qp =0,

dt

d * *
Q"+ QA+ AT + QY + QY
- QM BGIBIQY =0, 0<t < T, QF =0.



Chapter 8

Control and Estimation under
Wide Band Noises

In this chapter the control and estimation results of Chapter 6 are modified to the
wide band noise processes.

Convention. In this chapter it is always assumed that (2, F, P) is a complete
probability space, X, U H € H, T > 0, T = [0,7] is a finite time interval and
Ar={(s,r):0<r<s<t}fort>0.

8.1 Estimation

8.1.1 Setting of Estimation Problems

In this section we will study the estimation problems for the partially observable
system (7.1)-(7.2) in which ¢! and (? are wide band noise processes. So, let

t t
Tt = Uz 020 +/ Uy sipy ds +/ Uy ;s dws, 0 <t KT, (8.1)
0 0

t t
zZy = / (Cs:rs + ‘P%) dS +/ \IJS d'Us, 0 S t S T, (82)

0 0

where
¢ t
<Pt1 = / ‘I’tl,e—t dwg, W? = / @fﬁa_tdwa, 0<t<T. (8.3)
max(0,t—e) max(0,t—8)

Recall that the integral representation for wide band noise processes was discussed
in Section 4.6.2 according to which (8.3) defines a pair of wide band noise processes
! and 2.

Assume that the following conditions hold:

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
© Springer Basel AG 2003
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(E}) U € E(Ar, L(X)), C € Boo(T, L(X,R™));

r
(EB) @ € Boo(T,L(H, X)), ®' € Loo(T, Ba(~¢,0; L(H, X))),0<e < T, ®? €
Loo(T, B2(=8,0; L(H,R"))), 0 < § < T, ¥, ¥ € L (T, L(RY)), [1:] is
an H x R™-valued Wiener process on T with covur > 0, g is a an X-valued
Gaussian random variable with Ezg = 0, ¢ and (w,v) are independent.

The problem of estimating x; based on the observations z,, 0 < s < 7, where
t,7 € T and (z, z) is defined by (8.1)—(8.3), will be called the estimation (filtering,
prediction, smoothing) problem (8.1)—(8.3). This problem will be solved by use of
the product space method, successfully applied in Chapter 7 dealing with colored
noises.

In this section we will use the notation Py, W, R, V and V from (7.4). Also,
we will denote

X’:’ = Lz(—570§X)7 R"L: L2(_-(57 07 Rn)v (8 4)
X =Wh%(—¢,0; X), R* = WbH2(-4,0;R™), ’
and consider the semigroups of right translation 7! and 72, defined by
1 _ Jfot, O0—-t2—-€] o
[zf]g_{(L 0_t<_6}7 ESGSO,tZO,fEX, (85)
2 _J9a—t, a—-t=>-0 mn
T2, = {8 212 scasoizogeR @0)
8.1.2 The First Reduction
Define the linear operators I'! and I'2 by
Mel(X,X): I'f=fo, feX, (8.7)
I? e £(R*,R"): I%g = go, g € R™. (8.8)
Recall that I'! and I'? are unbounded operators from X and R™ to X and R”,
respectively. '
Let
Iy R ~
Fr= |or | EX XX xR* 0<t<T, (8.9)
22
Pt

where z is the random process, defined by (8.1), and @' and ¢? are the X- and
R"™-valued random processes defined by
t
[®i], = / Pl _pdw,, —e<0<0,0<t<T, (8.10)

max(0,t—=—86)

t
(0], = / 2, iadw,, 6<a<0,0<t<T, (8.11)

max(0,t—5—a)
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with
_ 1 _g<
#o={oir (T4IT) eso<o0<isT 1)
- 2 —a<
¢f,a={§)t’°"“’ z_g;;},—fsSaS0,0StST. (8.13)

In this section we will derive equations for the processes Z and z, defined by (8.9)
and (8.2) that will use the unbounded operators I'! and I'2.

Lemma 8.1. For ' and @2, defined by (8.10) and (8.11), respectively,
t
or :/ T ®ldw,, 0<t<T, (8.14)
0
t ~
2 =/ T2 ®2dw,, 0<t<T, (8.15)
0

where T! and T? are the semigroups of right translation defined by (8.5) and (8.6),
¢! € BOO(T,[Z(H,X)) and % € BOO(T,E(H,]R")) are defined by
[®1h], = Bioh, —e<0<0,0<t<T, heH, (8.16)
[®7h] =B h, 6<a<0,0<t<T, heH, (8.17)
with ®' and ®? from (8.12)-(8.13).

Proof. Clearly, ®! € By, (T,E(H,X)) and ®2 € B, (T,E(H, ]R”)) Let us prove
the representation (8.14) for ¢'. By (8.5) and (8.16), for h € H, we have

1 s1p1 [@;h]s_ g S—t+0>—¢
[Tt—sq)sh]o_{o, T e t4b<—e

_ Bl ih s—t+0>—¢
0, s—t+0<—¢e|["

Therefore, by (8.10),

t t
I:“)bg]g = / ¢;,s—-t+9 dws = |:/ ’Ttl_s(bé dws:|
max(0,t—e—6) 0 P

and, consequently, (8.14) holds. In a similar way the representation (8.15) for ¢?
can be proved. O

Lemma 8.2. Let

K«
Il
&

€ Boo (T, L(H, X x X x R™)), (8.18)
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where the functions ®' and &2 are defined by (8.16) and (8.17), respectively, and
let

. Z/{t,s gt,s O - ~
Us=|0 TL, 0 |eL(XxXxR"),0<s<t<T, (8.19)
0 0 T2,
where 0
Ersf = / Upoerfrdr, 0<s<t<T, feX. (8.20)
max(—e,s—1t)
Then the random process &, defined by (8.9), has the representation
~ t ~ ~
& =Upodo+ | Upo®sdws, 0<t<T. (8.21)
0
Furthermore, the observation system (8.2) can be written in the form
t t
2 =/ ngzsds+/ U, dv,, 0<t<T, (8.22)
0 0
where § 5 o
C=[C 0 I'?|] € Bo(T,L(X x X x R*,R")). (8.23)

Proof. First, note that by Example 3.12, the function I/, defined by (8.19)—(8.20),
belongs to 5(AT,£(X x X x R")) Since [gbf]o = ¢?, 0 <t < T, the formula
(8.22) is obvious. Let us prove the representation (8.21). For the random process
z, defined by (8.1) and (8.3), we have

t s t
= U, ozo+/ / Uy s 9 sdwgds+/ Uy sPs dws
0

max(0,s—¢)
min(r+e,t) t
= L{t 0Ty + / / th s _s ds dwr + / Z/{tYSq)S d'ws.
0

Since for h € H,

min(r+e,t) min(r+e,t)
(/ L{ts sr s )h / Uts hdS

min(r+e,t)
/ Z/Its rr— shds

min(r+e,t)
/ Uy, [1h] _ ds

0
= / Upr—s[®rh] ds = & ,D}h,
e,r—t)

max(—



8.1. Estimation 201

where (8.12), (8.16) and (8.20) are used, we obtain
t ¢
Ty = Uy g +/ & r @) dw, +/ U » @, dwy, 0 <t <T.
0 0

Combining this equality with (8.14) and (8.15) and using (8.19), we obtain the
representation (8.21). O

Lemma 8.3. The best estimates in the estimation problems (8.1)—(8.3) and (8.21)—
(8.22) are related as in

E(zi)z5;0<s < 1) = I:E(;i“t|zs; 0<s<7), t,TeT,

where
I=[I 0 0]eL(XxXxR"X). (8.24)

Proof. This follows from the equality x; = I F, 0<t<T. O

Thus, the estimation problem (8.1)—(8.3) is reduced to the estimation prob-
lem (8.21)—(8.22), where in the latter the noise disturbances are white noises.

8.1.3 The Second Reduction

Although the partially observable system (8.21)-(8.22) is driven only by white
noise, the estimation results stated in Chapter 6 can be directly applied to this
system only if ®2 = 0 which compensates for the unboundedness of I'? (as an op-
erator from R™ to R™). This in turn means that in the original estimation problem
(8.1)-(8.3) the observation system (8.2) must be free of wide band noise distur-
bance. If 2 £ 0, then to handle the unboundedness of I'?, one can approximate
I'2 by bounded operators. This approach is used by Bashirov [9] under an addi-
tional condition of continuity on ®2 and it is closely related with a linear regulator
problem under delays in control studied by Ichikawa [55]. The realization of this
approach meets many difficulties and requires routine calculations. Instead, under
some more restrictive conditions of differentiability on ®2, the difficulties of the
above mentioned approach can be easily avoided and a reduced filtering problem
can be obtained in terms of only bounded linear operators.

Additionally, note that the operator I'!, defined by (8.7), is implicitly involved
in the system (8.21)-(8.22) such that the unboundedness of I'! (as an operator
from X to X) is absorbed by &, defined by (8.20). In studying the components of
the Riccati equation associated with the system (8.21)—(8.22) this unboundedness
creates difficulties. To avoid them, we will impose a differentiability condition on
®! too.

Thus, we will suppose that the conditions (E}) and (E}) hold and
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(E%) the operator-valued functions ®', ®!*, 2 and ®2* are strongly differentiable
in each of the variables with

0 0

—®! — ! e L (T, Ba(—¢,0; L(H, X
ot 3 90 € ( 3 2( 5505 ( 3 )))’
0 d
—®% — &% € L (T, Ba(—6,0; L(H,R"
ot 78(1 € ( B2( 6503£( 7R )))
and ®; . =0 and <I>f’_5 =0forall0<t<T.

Note that by Proposition 2.8(d), (E§) implies

a 1% a 1* .

52 72 € Loo(T, Ba(—¢,0; L(X, H))),

0 1o}

— % — 9% ¢ L (T -5,0; L(R™, H

ot ' Ha € ( aBQ( 65 s ( )))’
<I>%’*_€ =0 and <I>fy*_5 =0forall0<t<T.

Remark 8.4. By the physical interpretation of wide band noises discussed in Sec-
tion 4.6.2, the functions ®! and ®2 are coefficients of relaxing. Therefore, in the
one-dimensional case, they are naturally expected to be increasing (and, hence, a.e.
differentiable) functions of the second variable satisfying ®; _. = 0 and (b?,— s =0.

Let
Tt ~ 5
Ty = gZJtl EXXX xR, 0<t<T, (8.25)
=2
2

where z is defined by (8.1) and (8.3) and ¢! and @? are defined by

t
o -
(@i, :/ =& iedws, —e<H<0,0<t<T, (8.26)
max(0,t—e—6) 06 >
t o -
(7], :/ —® _adws, 6<a<0,0<t<T, (8.27)
max(0,t—d—a) da >

with ®! and ®? from (8.12)-(8.13).

Lemma 8.5. For ¢! and @2, defined by (8.26) and (8.27), respectively,
t ~
o1 =/ 7L . ®ldw,, 0<t<T, (8.28)
0

t
@2 :/ T2 B2 dw,, 0<t < T, (8.29)
0
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where T' and T? are defined by (8.5) and (8.6) and &' € Bo(T,L(H,X)) and
®2 € Bo(T, L(H,R")) are defined by

[®:h], = (%@teh ~£<0<0,0<t<T, heH, (8.30)
[®7h] ;@fah, —§<a<0,0<t<T, heH, (8.31)

with ® and ®?2 from (8.12)—(8.13).
Proof. By the condition (E},’), we have
$' € Boo(T,L(H, X)) and @2 € B (T, L(H,R™)).

Let us prove the representation (8.28) for ¢'. By (8.5) and (8.30), for h € H, we
have

'h] s—t+6>—¢

1 1 s’V g— ’ =

E e
_[(8/06)®) ok, s—t+02>—¢
10, s—t+6< —¢

Therefore, by (8.26),

t 3
21— B, pdw, = [/ 7! 8! dws}
[(pt]g /max(O,t—e—O) o0 o .

and, consequently, (8.28) holds. In a similar way the representation (8.29) for @2
can be proved. (]

Let T'!' and I'? be the integral operators from X and R™ to X and R",
respectively, defined by

0
Mf= [ fedd, feX, (8.32)

—&

0

g = / goda, g € R™. (8.33)
-6

In the following lemma we will use the mild evolution operator &/ which we define

by

1

0 It o
U=PpUOT'®T?), D=0 0 0| cL(XxXxR").
00 0

Using Theorem 3.13, one can obtain
Z/{t,s gi,s 0

U,=| 0 T, 0 |,0<s<t<T, (8.34)
0 0 T2,
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where ,
Eto = / U T dr, 0<s<t<T. (8.35)
Lemma 8.6. Let
]
o= |! EBOO(T,L(H,XXXXR")), (8.36)
[I")2

where the functions ®' and 2 are defined by (8.30)—(8.31). Then the random
process & defined by (8.25) has the representation

t
By = Uy oo +/ Uy 5@, dws, 0<t <T, (8.37)
0

where U is defined by (8.34)—(8.35).

Proof. Let h € H andlet 0 < r < s <t <T. Using the expression for [’];I_T&)ih]a,
obtained in proving Lemma 8.5, we have

Q0
- .
7l elp = / — ! hde.
e min{0,s—r—¢) 80 mresto

Hence, by (Eg),

t ~ t 1] 8 _
/ut,srlT;_,.cbihds=/ ut,s/' ) %Qﬂ._swhdeds

min(0,s—r—¢)

min(t,r+e€) 0 b )
:/T ut’s/s_r g Phrmsrahddds

min(t,r+¢)
=/ uts( rr—s (I)i—e)hds

min(t,r+e¢)
- / U, 9!, hds.

Using this equality and (8.35), for the random process z defined by (8.1) and (8.3),
we obtain

t s t
Ty = uty(].’l,‘(] + / / L{t,S@; o—s dwg ds + / Ut18<1>s dw,
0 Jmax(0,s—¢) ' 0

t  pmin(r+e,t) t
= U oo + / / Ut,sq);y,._s dsdw, + / Uy P dw,
0

t
—Utoxo+/ / Uy ST B dsdw, + /ut,scbsdws
0

—Ut10x0+‘/ gt 1"@ dwr /L{t,rér dwr.
0
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Combining the last equality together with the equalities (8.28) and (8.29), we
obtain (8.37). O

Lemma 8.7. The observation process z, defined by (8.2) and (8.3), has the repre-
sentation

ztz/otészisds-l-/otlllsdvs, 0<t<T, (8.38)

where & is defined by (8.25),
C=[C 0 I'’] € B(T,L(X x X x R",R")), (8.39)

and I'? is defined by (8.33).

Proof. It must be shown that
QI =T%@}, 0<t<T,

where ? and @2 are defined by (8.3) and (8.27), respectively. This follows from

0
r2g? = /6 [@f]ada
0 pt
o -
= _@2 d Sd
/_5/‘“6X(0,t—5ua) oy ss—t+a GWs X
¢ 0
o -
/max(o,t_(;) [—5_5 Ja s,5—t+a GX AWy

t
[ @),
max(0,t—6)

2
/ q)t,s—t
max(0,t—4)

Thus, (8.38) is proved. O

-

dw, = 2.

Lemma 8.8. The best estimates in the estimation problems (8.1)—(8.3) and (8.37)—
(8.38) are related as in

E(z|2s; 0 < 8 < 7) = TE(&4]2,,0 < s < 7), t,7 € T,
where I is defined by (8.24).

Proof. In fact, this is Lemma 8.3 in which the system (8.21)—(8.22) is replaced by
the system (8.37)—(8.38). O

Thus, the estimation problem (8.1)—(8.3) is reduced to the estimation prob-
lem (8.37)—(8.38) in which the noise disturbances are white noises and all operators
are bounded.
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8.1.4 Optimal Linear Feedback Estimators

The theorem, stated below, formally looks similar to Theorem 7.2, but the same
symbols used in these theorems may have different meanings.

Theorem 8.9. Suppose the conditions (EY)-(ES) hold, let

:%t t
b= 9} = [ Fua(PCI+ @ RY)V, dzy, 02T,
0

2
t

and let
t A t ~
Zt = 2t — / CsTsds = 2z — / (Csis + F21/)§)ds, 0<t<T,
0 0
where U, T, T2, C, ®, V, W and R are defined by (8.34)—(8.35), (8.32)-(8.33),

(8.39), (8.36), (8.30)—(8.31) and (74), Y = PA(PC~+&>R\I/*)V—10'(Z/{) and P is a
unique solution of the Riccati equation

t
By = Uy o Poll? o + / tho (9,7%;
0

— (BC: + &R0V, (CoPy + W, R'®;) ) Uy ds, 0 S S T, (8.40)

with
To P() 0 0 B
Po=cov| 0| =[0 0 0f€eL(XxXxR"). (8.41)
0 0 0 0

Then there exists a unique optimal linear feedback filter (predictor, smoother) in
the estimation problem (8.1)—(8.3) and depending on t and 7, the best estimate &]
of z; based on z,, 0 < s < 7, in the estimation problem (8.1)—(8.3) is equal to

t
B =2t = / IV o(PsCr + ®,RY:)V, M d2y, 0<t LT,
0
& = IUy 1 &r = Uy o7 + E 7, 0S T <t < T,

jz-:Q%i'|'h€)t/ j:,tés*vs_ldzs, 0<t< 1<,
¢

where I and £ are as defined by (8.24) and (8.35).

Proof. This is a consequence of Theorems 6.4, 6.13, 6.18 and Lemma 8.8. O
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8.1.5 About the Riccati Equation (8.40)

The solution P of the Riccati equation (8.40) can be decomposed as
po ot po?

P =P plt P2|lecf(XxXxR"),0<t<T. (8.42)
PO+ plex p22

The following proposition presents a system of equations for the components of P
in this decomposition.

Proposition 8.10. Suppose the conditions (E‘l’)f(Eg) hold, let the solution P of
the equation (8.40) be decomposed as (8.42) and let

M, = PY°C; + P°T** + &,R¥;, 0<t < T,
Mtl — }?tOI*Ct* +}~3t12r2* + ?%R\pt*’ 0<t < T7 (843)
M? = P??*Cr + P?2I'?* + ®?RU?, 0<t < T.

Then (POO, por po2 pli pi2 ]322) is a unique solution of the system of equations

t
PP = Uy o Pllh; o + / Up s (D W O}
0
+ POTY™ 4 TP — MV, MU ds, 0<t<T,  (8.44)

t
PO = / Uy s (WO + T PN — MV, IMP?)T 1 ds, 0<t<T, (8.45)
0

t
P = / U s (W2 + TP — MVIMZ) T ds, 0<t < T, (8.46)
0

= LB — IVCNYT ds, 0< ¢ < T, (8.47)
P2 = /Ot TL(@IWe2 — MV, M) T2 ds, 0<t<T, (8.48)
= T2 (BT IRV TR ds, 0< ¢ < T. (8.49)
Proof. This can be proved in a similar way as Proposition 7.3. O

Proposition 8.11. Suppose the conditions (E?)—(Eg) hold. Then for the error
process eg = xy — &, 0 <t < T, in the filtering problem (8.1)—(8.3), the equality
cove; = P, 0 < t < T, holds where P is defined by the system of equations
(8.44)~(8.49).

Proof. This follows from Proposition 6.5. O
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8.1.6 Example: Optimal Filter in Differential Form

The following example concerning the filtering problem (8.1)—(8.3) is similar to
Example 7.5.

Example 8.12. Assume that the conditions (E¥)-(E) hold so that U € S(X)
and A is the infinitesimal generator of ¢. Then the best estimate & in the filtering
problem (8.1)~(8.3) together with ¢! and %2 is a mild solution of the system of
equations
(42, = Azedt + T rdt + (PPOC; + PO 4 @tR\Il;‘)

MUAZ TN (dzt — Cyiydt - r%ﬁfdt) L0<t<T, & =0,
d} = (~d/doypidt + (PO*Cy + PRI + BLR;)

x (07 9;) " (dz0 - Cotndt ~T*}dt) , 0 <t < T, G =0,
4} = (—d/da)dt + (PP Cf + PPT* + &2RY; )

x (W VW)™ (dz - Cdudt ~ T2dt) , 0 <t < T, G =0,

(8.50)

\

where (Poo’f)01’p02’151171312’1522) is a unique scalar product solution of the
system of differential equations

d - _ :
TP - POAT — AP - PYITT TP — o W)

+ M, (U, VE) T M; =0,0<t<T, F® =P, (851)

9 por_ gL 40T DI g, Wl

dt* dé

+ M, (U, V) TIM =0,0<t<T, P'=0, (852
d - d ~ . - -
E‘F)toz Pt02£ _ AF)tOQ _ FIPtl2 _ @tW@?*

+ M, (W V)M =0,0<t<T, P>=0, (853)
d - d d o
Eptll Ptlldo ( dg) Pll @%W‘I)%*
+ MO V)M =0,0<t<T, PI'=0, (8.54)
d 12 12 d d 12 1 X7 &2
Spr_pr o P2+
T O il G R
+ M (W V) TIM2 =0, 0<t<T, P2=0, (855)
d d d I
P22 P22__ _ 22 2 (D2*
dt b do T da P - W
+ M2(W, V)T ME =0,0<t<T, P2=0, (856)
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d/df is a differential operator from
D(d/df) = {f € X : fo =0}
to X and —d/d# is its adjoint from
D(—d/df) = {f € X : f_- =0}
to X, d/da is a differential operator from
D(d/da) = {g € R : gg = 0}
to R” and —d/da is its adjoint from
D(—d/da) = {g € R": g_s = 0}

to R”, M, M and M? are defined by (8.43).
Indeed, by Theorem 3.15,

L?ES(XXXXR").

Since the infinitesimal generators of 7' and T2 are —d/df and —d/da, we obtain
that the infinitesimal generator of U is

) A It 0
A=|0 —d/ids 0o |. (8.57)
0 0 —d/do
Also,
B A* 0 0
A*= T d/dd 0 . (8.58)

0 0 d/da

Thus, applying the results of Example 6.10 to the filtering problem (8.37)—(8.38),
we obtain the system (8.50) for the optimal filter in the filtering problem (8.1)-
(8.3). The equations (8.51)—(8.56) are exactly the equations (8.44)—(8.49) written
in differential form which follow from Theorem 3.28 and (8.40).

8.2 More About the Optimal Filter

In this section we develop the results from Example 8.12 and find more convenient
equations for the optimal filter than in (8.50)—(8.56) .
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8.2.1 More About the Riccati Equation (8.40)

By Proposition 3.26, the solution P of the Riccati equation (8.40) belongs to the
space Lo (T, L1(X x X x R™)) and, hence, to Loo (T, L2(X x X x R™)). Thus,
each component of P in the decomposition (8.42) is an Lo-valued function. By
Proposition 2.39, we can represent these components (except P%) in the form:

POy = Opt%fgd& 0<t<T, feX,
—e
[P1*h], = PY§*h, £ <60<0,0<t<T, heX,
Ptozg:/épgigada, 0<t<T, gER",
[PP?*h] :ngi*h, ~6<a<0,0<t<T, heX,

0
[Ptuf]ez/ teTfTT_5<0<O O<t<Tf6X

€

0
[Pg], /613;3@9& da, £ <6<0,0<t<T, gcR",

0
[P f], :/ P2 fodf, -6 <a<0,0<t<T, feX,
—&
~ 0 ~
[PP4], :/ P2 ,gsdo, -6 <a<0,0<t<T, geR",
where PO € Loo(T, Ly(—¢,0; £2(X))), P°2 € Loo(T, La(=6,0; Lo(R™, X))), Pl e

LOO(T7 L2([_57 0] X [_57 0]7 [’Q(X)))’ P12 GLOO(T, LQ([_Ea 0] X [—65 0]7 ﬁZ(an X)))
and P?2 € Lo (T, L2([—4,0] x [=6,0], L2(R™))). We define the functions:

6
Ptg—/ t91d91, ESQS0,0StST,
—€
Pfi:/ P2 day, -6<a<0,0<t<T,
-5
7] T
Pl = //Pt{;h,ldndel, —£<60<0, £<7<0,0<t<T,
—€& —€&
Pl = // P} . daydf;, —e<60<0, 6<a<0,0<t<T,
—€

P2 = /6/ P2 doyday, -6 <0 <0, -6<0<0,0<t<T.

Note that the above integrals are in the strong sense for operator-valued functions
(see Section 2.4.4). Also, since P! > 0 and P?? > 0, one can show that Ptlé =

L 22 _ p22x 1 11 22 _ p22x
P and P72 , = P?2%,, and, consequently, P} 6.r = Piopand P o = P,
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In this section we will derive equations for the operator-valued functions P,
POl, P02, Pll, P12 and P22.
Lemma 8.13. With the above notation,
P h=PY*h, 0<t<T, heX,
PT™h = P)h, 0<t<T, heX,

I2P)**h = PP3*h, 0<t<T, he X,
P*T?*h = P%h, 0<t<T, heR"

Proof. The first equality follows from
B 0 0 p)
P h = / Plg*hdf = / g oo hdd = Pig"h — PYUh = Pig"h.
—€ —&

In a similar way the third equality can be proved. The second and fourth equalities
are consequences of the first and third equalities. O

Lemma 8.14. With the above notation,

[PHTh], = ;gpg(goh —£<60<0,0<t<T, he X,
[P}#*T'*R] = aiﬂfgj‘ah, -6<a<0,0<t<T, he X,
[PT%*h], = ;oPtlgoh -£<6<0,0<t<T, heR",
[PPT%*h] | = B%Pf’i,oh, ~6<a<0,0<t<T, heR"

Proof. We have

vrrs= [ [ Rtenasar= [ (Zr) o,

where f € X. Therefore, by Proposition 2.8(d), for h € X, we obtain

~ . 0 * o 0
[Pturl h]az (aQPme) h = agptl(l) h = (%Ptléoh

which proves the first equality. Similarly, the other equalities can be proved. O

Lemma 8.15. Let
M, = PX°C; + PP+ ®RV;, 0<t<T,
Mtle_PtOg*C*+Pt1§0+<I> GRY;, —e<60<0,0<t<T, (8.59)
MZ, —P§2*C*+Pfgo+q>$amq, —§<a<0,0<t<T.
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Then M} _. =0 and M?_5=0 for0<t<T, and

Mh = M;h, ae. t €T, h e R",
. d
[Mtlh]e = —6‘_0Mt1’0h’ ae. 0¢€[—¢0], ae. teT, heR",
[M?R] = 5a Miah, a.e. a€ (=50, ae teT, heR"

Proof. The first two equalities are clear. The third equality follows from (8.43)
and Lemma 8.13. For the fourth equality, from (8.43), (8.30) and Lemma 8.14,

[M}R], = [(P{”*C; + P14 &»gm;) h]
= % (P3Ct 4+ P} o+ @, 4RY;) h = %Mt{eh.

In a similar way the fifth equality can be proved. (i

Theorem 8.16. Assume that the conditions (EY)—(EY) hold so that U € S(X) and

A is the infinitesimal generator of U. Let M, M! and M? be defined by (8.59).

Then (P, P91, P92 P11 P12 P22} is q unique solution of the system of equations
d 00 OOA* A 00 01 01 % d T d*
Ept “Pt - Pt _Pt,O_Pt,O - tWt

+ M (U V) M =0, P° =Py, 0<t<T,

(8.60)
0 0 01 01 11 T 1* FASEAR IS
Fr 20 Ply — AP}y — Py g — O Wd 5 + M (U,VE]) M5 =0,
Ply=P.=0, —e<0<0,0<t<T, (8.61)
9 0 T H2* Crqp k) — 1 *
5+ 5 P2 — AP - P}%, — o WOY, + M, (T, VY;) M, =0,
P2, =P2;=0, -6<a<0,0<t<T, (8.62)
0 0 1%} N S
8—t + % + 5) Ptl,é,‘r - Q%,qu)tl,‘r + Mtl,e (‘I/tv\pt) Mtlﬂ- - O,
P(]l,IO,‘r = Ptl,l—s,‘r

0 0
St

:Ptl,é,—e:07 —£<0<0, e<7<0,0<t<T, (8.63)
B 17 &H2* o xy —1 x
6t 89 %) Ptl,g,a - (I)%,GW@?VQ + Mtl’g (\I’tV‘I’t) Mt2a = 0,

’ e =Pl5 5=0 —e<0<0, -6<a<0,0<t<T, (8.64)
0 0 0 P ~ -
5 et g ) Pl — BV, + M2 (1) ME o

P

=PPs,=PR ;=0 —6<a<0, 6<0<0,0<t<T, (8.65)
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in the following sense: P is a solution of the equation (8.60) in the scalar product
sense; for all h* € D(A*), P! and P%? satisfy, respectively,

8 8 * 7 % * * * *
(— + %) PGt h* — PG A*R* — PLg%h

— B WEIR* + Mt{G(\I/tV\I/;)‘lM;h* =0, YL =P, =0,
for a.e. 8 € [—¢,0] and a.e. t € (0,T], and
8 6 * 7% * * % * *
(at + a_> P2 h* — P3Y AR — B3 h
— &2 WIh* + M? (U, VW) MR =0, P2 = P, =0,

for a.e a € [=6,0] and a.e. t € (0,T); P!, P12 and P?? satisfy (8.63), (8.64) and
(8.65), respectively, for a.e. 8,7 € [—£,0], a.e. a,0 € [-4,0] and a.e. t € (0,T].

Proof. We will use the brief notation V; = ¥,V ¥}. Derivation of the equations
(8.63), (8.64) and (8.65) are similar. So, we will derive one of them, say, (8.64).
For that, consider the equation (8.55). P'? is a scalar product solution of this
equation. Let f € D(d/df) and let g € D(d/da). This means that f € X with
fo =0 and g € R* with gy = 0. Using Lemma 8.15, Propositions 2.8(d), 2.43
and (8.30)—(8.31), one can evaluate each term in (8.55) in the scalar product and
obtain for the first term,

(o) = [ (], gdaf> v
) = a. 6,09 7]
dt™* % ot X

P';
0
8
[ o] (ar-)oum)
X
o [° 0
RGN teagada,fe> a0
X
/0
= —P} aga,f’> da db;
/—e/—5<8t b0, ¢ X
for the second term,
. d 0 0
~(Prgas) == [ ([ Phuddase) a
o X —e \J— X

’ ’ 82 12 /
:_/ / 80 Ha Pigo)90:fo) dadd
e ;
’ ° 6 12
_ Kl o |
_/_E _6<(6apt’9’a) ga7f9>x da db;

Il
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for the third term,
B d 0 (U )
_<Ptl29’a—9f>- :_/ </ pt{(,’agada,fg> do
—€ X
o ga,f> do dé
=[] (i) ss)

/ / <89 t9aga7f0> dadaa
for the fourth term,

—<<§}W‘i>f*g,f>xz—/ <a2 W/ ( @2*)gada,f9> df
X

/ / (B} W gl £3), dev db;

H

and, finally, for the last term,

iy 172 /8 7o
<Mt V Mt g’f>)_( == / <86Mt 0‘/; [6 (%Mt,a> ga da,f9>X d0
=[] ontov Mz 1) e

Substltutlng these expressions in the equation (8.55) and using the arbitrariness of
h' and ¢’ in X and R”, respectively, we obtain that P2 satisfies the equation (8.64)
for a.e. 8,7 € [—¢,0] and for a.e. t € (0,7]. The initial and boundary conditions
for the equation (8.64) follow from the initial condition for the equation (8.55) and
the definition of P2,

The equations (8.61) and (8.62) can be derived in a similar manner as well
and, hence, we will derive one of them, say, the equation (8.61). PO is a scalar
product solution of the equation (8.52). Let h* € D(A*) and f € X with fo = 0.
Using Lemmas 8.14 and 8.15, Propositions 2.8(d) and 2.43 and (8.30), one can
evaluate each term in (8.52) in the scalar product and obtain for the first term,

d g . ) .
<Ept01fah > = <&/ PPy fo do, h>

52 .
:/ <(6t60 )f(”h> 4
:/0<6P£;f9,h*\d9

ot

=~ [ (s gy



8.2. More About the Optimal Filter 215

for the second term,

4., ..

H

PP f4do, h*>

<
[ (3

/ <f9, w50 h >d0;
for the third term,

0
_ <13§1f, A*h*> - </ Pg},fgda,A*h*>

—&

[ ()

= <f9, POYr A* ™) df;

II

for the fourth term,

)] () )

]
= (fo, PLosh™) db;

for the fifth term,

4} *
- <q>Wci>‘*f, h*> = </ W (6%433,9) f2d6, h*>

£

il

0
(fo, @4 W®TH*) df
and, finally, for the last term,
_ - 0 b
(MY, AR £ ) = < MV ( agMée) fo de,h*>

0
[ oV ey do.

~—

]

Substituting the obtained expressions in the equation (8.52) and using the ar-
bitrariness of f’ in X, we obtain that the equation (8.61) is satisfied by P°! in
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the above mentioned sense. The initial and boundary conditions for the equation
(8.61) follow from the initial condition for the equation (8.52) and the definition
of P01,

Finally, the equation (8.60) follows from the equation (8.51) and Lemmas
8.13 and 8.15. The uniqueness of a solution of the system (8.60)—(8.65) follows
from the uniqueness of a solution of the system (8.51)—(8.56). g

8.2.2 Equations for the Optimal Filter

Below we present the equations for the optimal filter in the problem (8.1)-(8.3) in
practically useful form.

Theorem 8.17. Assume that the conditions (E})-(EY) hold so that U € S(X)
and A is the infinitesimal generator of U. Let (P%, POl p02 pll p12 p22) pe
the solution (in the sense that is defined in Theorem 8.16) of the system (8.60)-
(8.65) and let ' and ®2 be defined by (8.12)-(8.13). Then the best estimate & in
the filtering problem (8.1)—(8.3) together with ¥! and v? is a unique solution of
the system of equations

i, = Agdt + b} odt + (POC; + PO% + ®,RY;) (U, V¥;) ™

X (dzy — Cy&ydt — 3 odt), 80 =10, 0<t <T,
(0/0t +0/00); pdt = (PL3*Cy + P[5 o+ By gRYF) (W, V7).
x (dz; — Cidpdt — P2odt), Y4 o=11_.=0, —e<0<0, 0<t<T,
(8/8t + 0/0a)y? Jdt = (PO2*C; + P22 o + 82 ,RU;) (¥, V7)™
| X(dzy — Cedtedt — 97 odt), W3 =97 _5=0, =0<a<0, 0<t<T,

1 (8.66)

in the following sense: 2 is a mild solution of the first equation in (8.66) and ¢! and
Y? are ordinary solutions of the second and third equations in (8.66), respectively.

Proof. We will derive the equations in (8.66) from the equations in (8.50). For
this, we define the random processes
0
Ui =/ [¢¢],dr, 6€[-€0], 0<t<T,
—€
2. :/ [92) do, a € [~6,0, 0<t<T,
-5

where 1;1 and 1]}2 are solutions of the second and third equations in (8.50), and
show that (&,9!,9?) is a solution of the system (8.66) in the above mentioned
sense. It is clear that
- 05
Iy, = %%1,9 df =)o — P _. =g

In a similar way, Pzzj;tz = ¢t2,0~ So, using Lemma 8.13, we obtain the first equation
in (8.66) from the first equation in (8.50). Derivation of the second and third
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equations in (8.66) are similar and we will derive only one of them, say, the second
equation in (8.66). For brevity, we will use the innovation process z, defined in
Theorem 8.9, and M!, defined by (8.43). By (8.5) and Lemma 8.15, for h € R,

- M!h s—t+0>—¢
1 s s— 3 et
S s
(0/0O)M], \ ph, s—1t+02>—¢
0, s—t+0<—¢

Since 1[11 is a mild solution of the second equation in (8.50),
9, = [ [ 7 e ]

t

8 o

=/ oo 5 M i (L)) "z,
max £

[

Hence,

1
Yio

[ t
8 o
/ 1] dT—/ / M (W, V) dz, dr
—e Jmax(0,t—e—7) or ’

/(Ot 0)/t ;TM:’S_t*’T(\IISV\Ij:)_ldeZS

:/ Ms,s—t+9(\IlSV\II:)_1 dz
max(0,t—e—8)

[/ TL, [M}] (U, V7))~ ldzs} ,
7}

where we refer to Remark 2.21 for the notation [M}]. We see that ¢! is a mild
solution of the equation

d [¢}] = (~d/do) [}] dt + [M}] (R.V9]) " dz, (8.67)

which in turn is the same as the second equation in (8.66). Also, one can see that for
the equation (8.67), the conditions of Theorem 4.27 hold. Indeed, by Lemma 8.15,
M} _, =0and (8/00)M},h = [M}h], for all h € R™. So, [M ] 0<t<T,isa
D(—d/d6)-valued function (the space D(—d/df) is defined in Theorem 1.22). Using
Proposition 1.15(a), one can obtain that M € B, (T, L(R™, D(—d/d6))). Thus,
by Theorem 4.27, the equation (8.67) (and, respectively, the second equation in
(8.66)) has ! as its unique ordinary solution. The initial and boundary conditions
in (8.66) follow from the initial conditions in (8.50) and the definitions of ¢! and
P2, d

Remark 8.18. If A is taken from L£(X), then one can easily show that all the
solutions of the equations (8.60)—(8.65) and (8.66) are in the ordinary sense.

i
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8.3 Stochastic Regulator Problem

8.3.1 Setting of the Problem

Consider the problem (5.1)-(5.4) in which the state-observation system (5.1)—(5.2)
and the functional (5.4) are defined in the form

t

t
xy = U oz + / Uy s (Bsus + cpi)ds + / U P dws, 0<t<T, (8.68)
0 0

t t
2¥ = /O (Csz + 2)ds +/0 U, dv,, 0<t<T, (8.69)

() =E<(x%,QTm%>+/OT<[zﬂ , [fi étt] [ff:bdt) (8.70)

where ¢! and ? are defined by (8.3) and a control u is taken from the set of
admissible controls U,q as defined by (5.3) in Section 5.1.2. This problem will be
called the linear stochastic regulator problem (8.68)—(8.70). The problem (8.68)—
(8.70) differs from the similar problems (6.51)—(6.53) and (7.35)—(7.37) because
the noise processes ¢! and ¢? are wide band.

In this section the following conditions are supposed to hold:

(R}) U € E(Ar,L(X)), C € Boo(T, L(X,R™)), B € Boo(T, L(U, X));

(RB) @ € Boo(T,L(H, X)), ®' € Loo(T,Ba(—¢,0;L(H, X))), 0 < e < T, o2 ¢
Loo(T, Bo(—6,0; L(H,R™))), 0 < § < T, the operator-valued functions ®!,
®1* &2 and ®?* are strongly differentiable in each of the variables with

0 0
! =
ot ' 00
92 Qg2 (T, B2(—46,0; L(H,R™)))
6t ’aa o] s D2 s Uy )

®' € Lo(T, By(—¢,0; L(H, X))),

and ®; _, = 0 and <I>t27_5 =0forall0 <t <T, ¥V ! e L(T,LR")),
[?})] is an H x R™-valued Wiener process on T with covor > 0, z¢ is a

an X-valued Gaussian random variable with Exp = 0, ¢ and {w,v) are
independent;

(RY) @r € L(X), Qr > 0, F € Bo(T,L(X)), G,G™! € Bo(T,L(V)), L €
Boo(T,L(X,U)), Gy >0 and F; — L;G; 'L, > 0 for a.e. t € T.

Note that (R?) is the same as (E®) completed with the condition about B,
(RY) is the combination of (ES) and (EY), and (R}) is the same as (C3z). We
will also use the notation of Sections 8.1 and 8.2.
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8.3.2 Reduction
Let

=@ |, 0<t<T, (8.71)

where ¢! and @? are defined by (8.26) and (8.27), respectively. Similar to Section
8.1.3, for U, ®, C defined by (8.30)—(8.36), (8.39), and for

3 B
B=10

0

€ Boo (T, L(U, X x X x R™)), (8.72)

where X and R™ are defined by (8.4), the processes £* and z* can be represented
as

T t
577 et I/N{t,OjO +/ Z:{t,sésus dS + / I/N{t,s(i:‘s dw37 0 S t S Tv (873)
0 0
o t
zé‘:/ Cs:if;ds—i-/ V,dvg, 0 <t <T. (8.74)
0 0

Also, the functional (8.70) can be written as

J(u):E((:Z%,QT:E%>+/OT<[‘Zﬂ , [2 ét] [ ]>dt) (8.75)

where

~ [er 00 L

Qr=1{0 0 0| cL(XxXxR"), (8.76)
0 00

i F 00

F=]0 0 0| €Bxo(T,L(X x X xR")), (8.77)
0 00

L:[L 0 0] € Boo(T,L(X x X x R™,U)). (8.78)

Thus, the problem (8.68)—(8.70) is reduced to the linear stochastic regulator prob-
lem (8.73)—(8.75). This we state in the following form.

Lemma 8.19. The functional (8.70), subject to (8.68)—(8.69), and the functional
(8.75), subject to (8.73)—(8.74), are the same on U,q as defined by (5.3).

Proof. This follows from (8.71). O
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8.3.3 Optimal Stochastic Regulator
b

Theorem 8.20. Under the conditions (RY)-(RY), there exists a unique optimal
stochastic regqulator in the problem (8.73)—(8.75) and the respective optimal control
has the form

uf = — GyY(BrQi + L), ae teT, (8.79)
where
t
Fr=| Rio(P.C:+®,RU) (T, VW) del, 0<t<T, (8.80)
0
R = fP—BG*(B*Q+E)—(15(7*+<i>R\1/*)(\1/\7\I/*)”C‘(u)’ P is a unique solution of the

Riccati equation (8.40), Q is a unique solution of the Riccati equation
~ -~ ~ -~ T -~ ~
Qe = U Qe+ [ U, (F.
t
— (@B + 1) GV (BiQ + L) ) Us s, 0t ST, (8.81)

U, B,C, ®, Qr, F and L are defined by (8.30)-(8.36), (8.72), (8.39) and (8.76)-
(8.78).

Proof. This follows from Theorem 6.20 and Lemma 8.19. O

8.3.4 About the Riccati Equation (8.81)

Proposition 8.21. Suppose the conditions (RY) and (RY) hold. Then the solution
Q of the equation (8.81) can be decomposed as

Qo
Q= QY Q' 0|eL(XxXxR"),0<t<T, (8.82)
0o 0 0

where (QOO,QM, Q”) is a unique solution of the system of equations

T
?Ozuj*‘,tQTuT,t +/ u:,t (Fs
t

—(QYBs + L) G (B:QY + Lo)Us  ds, 0<t <T, (8.83)

T
W= / U (QUTT — (QLB, + L2) Gy BIQY) T} ds, 0<t <T,  (8.84)

t

T
}“:/ T2, (T Q0 + Q01T — QO B,GT B QO TL , ds, 0<t <T. (8.85)
t

Proof. This can be proved in a similar way as Proposition 7.8. O
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It turns out that the solutions Q%! and Q" of the equations (8.84) and (8.85)
can be explicitly expressed through the solution Q% of the equation (8.83). This
is shown in the following two propositions.

Proposition 8.22. Suppose the conditions (R?) and (Rg) hold. Then the compo-
nent Q! of Q in the decomposition (8.82) has the representation

0
Q%f= [ Q¥%fsdo, 0<t<T, feX,
—E&
where
B min(T,t—8)
to = / V5@ ds, —e<0<0,0<t<T. (8.86)
t
Furthermore,
0 = _
55@t0 = —Qbh and QP =0, —e <0 <0, 0<t<T,
where
* 00
01 __ yt—o,tQt—o’ 0>t—-T e<p< <t<

Y =P_pe-1(-uir)U) and Q% is a solution of the equation (8.83).

Proof. In a similar way as in the proof of Proposition 7.9 one can obtain
~ T
@ = [ viQeriTl,as
t
If f € X, then
~ T
Qs = [ v.QrriT sas
¢

T 0
- / V1,Q / fo—ese dbds
t min(0,s—t—¢)
T t—s
- / :,Q% / fod6 ds
t

min(—¢,t—s)

0 min(T,t—8)
_ / ( / V7 ,QY ds) fod8,
—€ t

which implies the conclusions of the proposition. O
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Proposition 8.23. Suppose the conditions (RE’) and (Rg) hold. Then the compo-
nent Q' of Q in the decomposition (8.82) has the representation

0
[Q1'f], = | Qlofrdr, —e<0<0,0<t<T, feX,

—€

where

min(T,t—0,t—T1) o1 o1 .
A11 01 * ~01%
tﬁ,‘r:/ ( 8, T+8— t+ s,0+s—t ~ ¥s,045— tB G B; Qs THs5— t)ds
t
—e<0<0, —£<7<0,0<t<T,
and Q°! is as defined by (8.86). Furthermore,

82
W tGT_QtB‘ranthGO_ tO‘r_O _5<0S07 —-e<7<0, OStSTv
T

where

01 9 > min(t-0,t—71)

1 t—0,7—8° 2T 01 1

t,0,7 _{ 01x* 0 < T} —_/ s,0+s5— tB G B; Qs ,T+s— tds
t—T1,0—T1" t

—£<0<0, —£<7<0,0<t<T, (8.88)
and Q! is defined by (8.87).
Proof. Using Proposition 8.22, for f € X, we obtain

0
Q0T ], = [ QLT ar
O —
:/ Q(s),lrff—s+t dr
min(0,s—-t—¢)

t—s

— ~01

—/ §,T+s—t TdT'
min(—g,t—s)

Hence,

T B min(T,t—60) pt—s B
[/ 'gljtrl*le;rsl_tfdsJ =/ / s 0L, frdrds
t min(—e,t—s

min(T,t—0,t— ‘r)
/ / s, ‘r+s th dsdr.
—€
In a similar way one can obtain

T ~ 0 min(T,t—6,t—7)
[ / T;:tQSI*FIT;_tfds} -/ O frdsdr
t ] t

—€
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and

T
[ T ne BT S
t

[4
0 min(T,t—6,t—7)

— 01 x 1

_/ / s,0+s— tB G By QS \T+s—t TdeT'
—eJt

Thus, using these equalities in (8.85), we obtain the mtegral representation for
Q' with Q! as defined in the proposition. Clearly, tho = Qib, = 0. By
Propositions 2.41 and 2.42, we have

9 . min(T,t—8,t—71) 9 o1 .
an :/t an 3,9*+s-t (I B G B3 Qs T+s— t) ds

06 0T 90
_ 7?19)T_9, 0>7and0>t-T
0, otherwise
and
o2 _ min(T,t—6,t—7) 9 - . . § _
MQ%,IQ,T :_/t % 2,10+s tB G lBsa s‘r+s tds
(8/01)Q0 g,y 0>7and 02t -T
- (8/60) ?l‘;)eq <tandT>t-T
0, otherwise
Finally, by Proposition 8.22, we obtain that (9%/8007)Qt} . = Q1) .- 3

Proposition 8.24. Suppose the conditions (R?)—(RY) hold. Then the minimum of
the functional J in the problem (8.68)—(8.70) is equal to

T
J) = tr(QF POOH“/ (F,PY0 + V10 M QUM Y, M) dt
0]
Hr/ VN (M QT My + M 5Q7% M) Wyt d dt
—€
+tr/ / VT M Q1 MY dr dd dt,
.

where P% is defined by (8.51)—(8.56), Q%, Q! and Q! are defined by (8.83),
(8.87) and (8.88), respectively, and M and M*' are defined by (8.59).
Proof. From Proposition 6.22, one can obtain

T
J(u*) = tr(QP PY) +tr/ F, PP dt
0

T ~ *
e [ ] (G G (]
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In view of Propositions 8.22, 8.23, 2.39 and 2.43 and Lemma 8.15, the above
equality implies the required expression for J(u*). g

8.3.5 Example: Optimal Stochastic Regulator in Differential Form

Example 8.25. Assume that the conditions (R¥)-(R%) hold so that U/ € S(X) and
A is the infinitesimal generator of /. Then the state-observation system (8.68)-
(8.69), under u = u*, can be written in the differential form

dzi = (Az; + @i + Byuf)dt + ®rdwy, x5 =120, 0 <t < T,
dzz( = (Cll': + Qp?)dt + \Iltd’(}t, 26 = 0, 0<t S T.

Denote
{wt{g: [¢i],, —€<0<0,0<t<T,

Ol o= |07, 0<a<0,0<t<T,

where ¢! and @? are defined by (8.10) and (8.11), respectively. Then by Lemmas
8.1 and 8.2, this system can be written as

dz} = (Az} + o} o + Byuf)dt + ®dwy, 2 =120, 0<t < T,

dzf = (Coz} + p2o)dt + Wydvy, 25 =0, 0<t<T,
(0/0t+0/00)p; gdt =®; gdwy, 0§ 9=t _.=0, —e<0<0, 0<t<T,
(8/0t+0/0a)g; ,dt=BE dwy, @& =pl _s=0, —6<a<0, 0<t<T,

(8.89)

where ®! and ®? are defined by (8.12)-(8.13). By Theorem 8.20, the optimal
control v* in the problem (8.68)—(8.70) has the form

up = =Gy (B;QYP + Li) iy — Gy By QM yl, ae t € T. (8.90)
Note that, by Proposition 8.22,
-~ -~ 0 — -~
Gt = / ot o

9

(e

0
= / Vi 9.Q g1 ¢ d8,

max(—e,t—T)

where Y = P_gg-1(p-goo4.r)(U). So, (8.90) can also be written in the form
up == G (Br QY + L)}

0
—G;lB;/ Vi 6.:Q010d0, ae teT, (8.91)

max(—e,t—T)
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which agrees with the extended separation principle (see Theorem 5.16). Here
(2*,4',4?) is a solution of the system of linear stochastic differential equations

(2} = (A} +¥Lo + Buup)dt + (PP°Cy + PP + &,RU}) (W, V7)™

x (dzf — Cidjdt — p2odt), 35 =0, 0<t < T,
(8/0t + 8/80)y; ydt = (PLG*Ct + P} o + @, RV} (¥, VE})
X (dzf — Cigfdt — 47 odt), ¥ o=t =0, —e<0<0, 0<t<T,
(0/0t +0/00)yR gt = (PERICT + PER o + B2, RY7) (L.VY; 5!
x (dzf — Cyzydt —d)tyodt) 1{10(1_1/)t 6-0 —5<a<0 0<t<T

- (8.92)

\

in the sense as defined in Theorem 8.17 with (P, P01, P02 pll pi2 p22) heing
a unique solution of the system (8.60)—(8.65) in the sense defined in Theorem
8.16. Also, using Theorem 3.27, one can show that Q% is a unique scalar product
solution of the differential equation

d
QP+ QA+ QO+ F,
—(QPB+ L})G7 M (B QP + L) =0, 0<t<T, Q¥ =Qr. (8.93)

We point out the similarity of the equations obtained for the optimal stochastic
regulators in the problems (8.68)—(8.70) and (7.35)—(7.37). The formulae (8.89)
and (8.92) include the functions ®! and ®! defined by (8.12) and (8.13), respec-
tively. We can give the following partial differential equations for them together
with the final and boundary conditions that can be easily verified:

0 a\ = 0
(gﬁag)@,g S Bl Bhy= Bl =0, c<0<0,0<t<T, (894)

0 0\ = 0 _
— 4+ = |®? —? P2 =@ =0, —§<a< < T. (8.
<8t + 80() ta — o2 t—o, T, t,—6 ’ 4 S0 07 0 — t < (8 95)

Here (8/02)®] 4 and (0/02)®7 , mean the partial differentiation with respect to
the second variable.
8.4 Concluding Remarks

The wide band noises ¢! and ¢?, defined by (8.3) and used in the estimation and
stochastic regulator problems (8.1)-(8.3) and (8.68)—(8.70), respectively, are in the
form of (4.30). A slight modification of this form may be

t
/ ®rg_ydwg, 0<t <T, (8.96)
t—e

where w is a Wiener process with the time variable varying in [~¢,T] instead
of T = [0,7] and ® is a deterministic operator-valued function on T x [—¢,0].
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The problems (8.1)—(8.3) and (8.68)—(8.70) with the wide band noises ¢! and (?,
defined in the form of (8.96), can be solved in a similar way that was demonstrated
in this chapter by making slight changes.

The idea of the formulae (4.30) and (8.96) is that they define a wide band
noise as a distributed left translation of a white noise. One can try a distributed
right translation and define a wide band noise in the form

t+e
/ D, 9 1 dwg, 0 <t <T, (8.97)
t

or, more generally,

t+e
/ Dy 9t dwg,dd, 0<t <T, (8.98)
t—e
where w is again a Wiener process and ® is a deterministic operator-valued func-
tion. The wide band noise (8.97) (or (8.98)) could be rewritten in the form of
(8.96) by considering the shifted (translated) Wiener process w; = w;,. — w. (see
Proposition 4.16(a)). Therefore, the problems (8.1)—(8.2) and (8.68)—(8.70) with
the wide band noises ¢! and 2, given in the form of (8.97) (or (8.98)), can be
reduced to the respective problems with the shifted Wiener processes.

Another interesting problem, originally stated in [16, 26], is as follows. In
applications a wide band noise is given by its autocovariance function. By Theorem
4.38, each autocovariance function generates an infinite collection of wide band
noise processes represented in the integral form (4.30). Consequently, the error
of estimation (see Proposition 8.11) and the minimum of the cost functional (see
Proposition 8.24) are for the sample wide band noises ¢! and ¢? corresponding
to the given relaxing functions ®! and ®2. Generally, we must talk about their
distributions. What are the least upper bounds and the greatest lower bounds of
these distributions? Which ¢! and ¢? are the most preferable samples for these
distributions? What are the shapes of the relaxing functions of most preferable ¢!
and (??

One can try an analytic method to study this problem. Another way may
be developing numerical methods for the respective Riccati equations and using
simulations.



Chapter 9

Control and Estimation under
Shifted White Noises

In this chapter the control and estimation results of Chapter 6 are modified to
the shifted white noise processes in case of the state or signal noise delaying the
observation noise. As a method of study we use the duality principle for estimation
problems and the extended separation principle for control problem.

Convention. In this chapter it is always assumed that (2, F, P) is a complete
probability space, X,U,H € H, T > 0, T = [0,T] is a finite time interval and
Ay ={(s,r):0<r<s<t}fort>0.

9.1 Preliminaries

Chapters 7 and 8 contain the control and estimation results for the two specific
kinds of dependence of noise processes acting on state and observation systems.
The method of study used in these chapters is based on a reduction of the originally
given system to a system with correlated white noises. This reduction allows us to
extend (in a certain way) the control and estimation results of Chapter 6 to the
colored and wide band noise driven systems. Even, in Chapters 7 and 8 we did
not refer to the extended separation principle stated in Theorem 5.16 since it was
sufficient to use its particular case from Theorem 6.20.

Another kind of dependence of noise processes can be exposed if one of two
correlated white noise processes is a pointwise delay of the other one. We regard
such noise processes as shifted white noises. Especially, the case when the state or
signal noise is a delay of the observation noise can have significant implications in
engineering. Here are some illustrations.

Mapping the ocean floor. Getting a correct map of the ocean floor is important
for installation of fixed mobile drilling platforms, locating pipelines in the ocean

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
© Springer Basel AG 2003
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etc. This job is assisted by a device called a sonar. A sound signal radiates into
the water through the sonar transducer that normally is mounted near the keel
of a surface ship. Echoes are reflected from the ocean bottom to the sonar which
detects them and determines water depth. However, the ocean waves affect the
calculated water depth. If ¢ is the difference of the detecting and radiating times
of the sound signal and y is the actual water depth (corresponding to the ocean
level), then the water depth is
z=1y+w

at the detecting time moment ¢ of the sound signal and it is
T=yY+w_,

at the radiating time moment ¢ — € of the same sound signal. Here w; is the
displacement in a surface wave at the time ¢ and can be characterized as the sum
of wind-generated waves at previous times over a large area in conjunction with
the Earth’s gravity. Considering w’ as a white noise, we see that x and 2 are
random perturbations of y by shifted white noises.

Space navigation and guidance. In the previous illustration, ¢ is negligible. For
instant, if a sound propagates in water at a speed about 1500 m/s, for an ordinary
water depth of 750 m, one can calculate ¢ = 1 s. The change w'(¢) — w'(t — ¢€)
of the ocean-wave height for the time of 1 s is much smaller than the depth of
750 m. But, the previous illustration exposes well a mechanism that forms shifted
white noises. Should the ocean bottom be replaced with a spacecraft, a sonar with
a ground radar, a sound signal with an electromagnetic signal and a white noise
caused by ocean waves with a white noise caused by atmospheric propagation,
then the corresponding value of £ would be significant. It is nearly constant for
Earth orbiting satellites and time dependent for space probes having interplanetary
missions.

To understand the nature of the shift arising in space navigation, fix some
time moment t and let £ be the time needed for electromagnetic signals to run the
distance from the ground radar to the spacecraft and then to turn back. Assume
that the control action u changes the position x of the spacecraft in accordance
with the linear equation

z' = Az + Bu

if noise effects and the distance to the spacecraft are neglected. Then at the time
t the ground radar detects the signal

/
Zt = Ty_gj2 T Wi

consisting of the useful information z;_. /5 about the position of the spacecraft at
t — /2 corrupted by white noise w} caused by atmospheric propagation. Further-
more, the position of the spacecraft at t —e/2 is changed by the control action u;_.
that is sent by the ground radar at the time moment ¢ — £. This control passing
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through the atmosphere is corrupted by the noise w;_,. Hence, the equation for
the position of the spacecraft must be written as

.’1:2_6/2 = Al‘t—s/2 + B(Ut_s + w;_,s).
Substituting I; = z;_. /7 and 4; = u;_., we obtain the partially observable system

Z; = AZ; + By + Bw,__,
2t = :i't + ’UJ;,

or, if W, = w;__,

2y = fit —+ ’lf);_,_e,
disturbed by shifted white noises with the state noise delaying the observation
noise.

In this chapter we will discuss linear stochastic regulator and estimation
problems for partially observable linear systems under shifted noises with the
state (signal) noise delaying the observation noise. As a method of study we use
the duality principle for estimation problems and the extended separation principle
for the stochastic regulator problem. For this, we will assume that 0 < ¢ < T and
will consider two correlated Wiener processes w and v on the interval [0,T + €]
and the function u € W1*°(T,R) satisfying

t<pu <t+e 0<t<T, and ps < ¢, 0<s <t <T.

Since u is increasing and continuous, its inverse p~! exists on [ug,ur| and it

is increasing and continuous as well. The noises of the state (signal) and the
observations will be formed by the random processes w; and v,,, 0 < ¢t < T,
respectively. Thus, the state (signal) noise will be a delay of the observation noise
in time.

Three particular cases of the function u are as follows:

(a) pt =t (identity);
(b) pe =t + ¢ with € > 0 (right translation);
(¢) pt = ct with ¢ > 1 (rotation).

These cases will form our examples to demonstrate the theory in this and suc-
ceeding chapters. Note that the case (a) means there is no shift, and in fact it was
discussed in Chapter 6. The case (b) describes the shift arising in navigation of
Earth orbiting satellites since they have nearly constant distance from the Earth,
but the case (c) describes the shift arising in navigation of space probes flying
away from the Earth since their distance from the Earth increases with nearly
constant rate of change.
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9.2 State Noise Delaying Observation Noise: Filtering
9.2.1 Setting of the Problem

As it was mentioned above, we are going to apply the extended separation principle
to study the control problem for the partially observable linear system under the
state noise delaying the observation noise. Therefore, the related filtering problem
will be set in the form mentioned in Section 5.7.

Let
t
Ty = ut10$0 +/ Z/{t,s@S d’lUS, 0 <t<L T, (91)
0
T
Y = Mz, +/ N1 ®sdws, 0<t < T, (9.2)
t
t t
ztz/ Csxsds+/ Vodv,,, 0<t<T. (9.3)
0 0

Assume that the following conditions hold:

(E3) U € E(Ar, L(X)), C € Boo(T, L(X,R™));

(E3) @ € Boo(T,L(H, X)), U, U~} € Lo(T,L(R™)), [ﬂ is an H x R"-valued

Wiener process on [0,7 + €] with covor > 0,0<e < T, p € WH°(T,R) is
a function satisfying ¢t < y; <t4+efor0<t<T,ps < for0<s<t<T
and p; > ¢ for a.e. t € T and for some ¢ > 0, zg is a an X-valued Gaussian
random variable with Exy = 0, 2y and (w, v) are independent;

(E§) M € B (T,L(X,U)), N € Boo(Ar, L(X,U)).
We will use the operators Py, W, V and R as defined by

1—%] =T lcov [wT] ,

w
Py = covxg, [R* v .

and always assume that Ny, = 0if ¢t > T. For brevity, we will also use the notation

&, RY;u;, pe <T
0

Wt:(btw(b?v ‘/t :\Ilt‘_/\pzl“l/;7 Rt:{ s /J,t>T

}, ae.t€T. (9.4)

Obviously,
W € Boo(T,L(X)), V,V! € Loo (T, L(R™)) and R € Bo(T, L(R", X)).

Since zg, w and v define a Gaussian system, according to Proposition 4.34,
we can expect that

¢
;l)tzE(yt|zs;0§s§t):/ K,dz,, 0<t<T, (9.5)
0
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for some function K € By(0,t; L(R™,U)). Estimating the random variable y; based
on the observations z;, 0 < s < ¢, in the linear feedback form (9.5), where z, y
and z are defined by (9.1)—(9.3), will be called the filtering problem (9.1)—-(9.3).

9.2.2 Dual Linear Regulator Problem
Lemma 9.1. For 0 <t < T, the equality (9.5) holds if and only if K satisfies

Mtuta/»’fs’ t Z Hs

t
KV, +/0 ‘K'TA,.’S dr = MtAt,sCs + { Nus,ty t < g

}RS, a.e. s € [0,t],
where A and A are defined by

min(s,r)
Ars = UrpPolds +/ Ur s WU, do, s,7 € T,
0

N Crur,us RS7 T > Us
Ar,s = C’I‘AT,SC: + RIU; C.:v 52 Hr y §,T € T.

s, pr
0, otherwise

Proof. This can by proved in a similar way as Lemma 6.1 by use of Proposition
4.34. O

Now fix 0 < t < T and denote

{R =Dy(U), B=Dy(C), F = D(W), (9.6)

G = Dy(V), L = Di(R), Q¢ =Py, v = D¢(u),

where the transformations D; and D; are defined in Section 3.2.2. Consider the
linear regulator problem of minimizing the functional

t
T(m) = (€1, Quel) + / (€2, Fo€T) + (e, Gams)) ds
t
&l vs >0
+2/0 <ns,Ls { _Nt*—us,tl, v, < 0}>d5, (97)

s
€l = -~ R, oM —+—/ RsrBrnedr, 0 < s <t (9.8)
0

where

I € U and 5 is a control from the set of admissible controls L2(0,¢; R™).

Lemma 9.2. Suppose that 0 <t < T andl € U. Then a control n* € Ly(0,t; R™)
is optimal in the linear regulator problem (9.7)—(9.8) if and only if it satisfies

t
* : * * * RUS,OM*l, Vg 2> 0
Gqm; —I—/O St ,mpdr = BiX, (M1 + L, {Ng_%t;’ V. <0 } , a.e. s €[0,t],
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where
i
X, =R QiR r +/ R, FoRordo, s,1 € [0,t],
max(s,r)
. LR, By, 1 <V,
S, =BiYL, B, +{ BiR; L, s<u, . s, e [0,4].
0, otherwise
Proof. This can by proved in a similar way as Lemma 6.2. O

Theorem 9.3. Let 0 < t < T. Then under the conditions (E)—(E3) and (9.6), the
best estimate §; of y; based on z,, 0 < s < t, in the filtering problem (9.1)-(9.3)
is equal to (9.5) if and only if the function, defined by ¥ = K;_,, a.e. s € [0,1],
is an optimal control in the linear requlator problem (9.7)-(9.8) for alll € U.

Proof. This can by proved in a similar way as Theorem 6.3 by use of Lemmas 9.1
and 9.2. a

By Theorem 9.3, the linear regulator problem (9.7)-(9.8) is dual to the fil-
tering problem (9.1)-(9.3).

9.2.3 Optimal Linear Feedback Filter
We will write a control n € Ly(0,¢;R™) in the problem (9.7)-(9.8) in the form

_ _ -1 61757 Vg >0
Ns =Cs — G, Ls { UNp i ve <0 }, a.e. s € [0,t], (9.9)

where ¢ € Ly(0,t;R™). Substituting (9.9) in (9.7)—(9.8), we obtain that the func-
tion 7 = n* is an optimal control in the problem (9.7)—(9.8) if and only if the

function ¢ = ¢*, which is related with 7 = n* as in (9.9), is an optimal control in
the linear regulator problem of minimizing the functional

t
Ji(C) = (08, Qept) + /0 ({05, Fopl) + (Cs, GsCs)) ds (9.10)
with
pg = ——Rs’oMt*l +/ Rs,rBrCr dr
0

" RarB.GoL { P ve> 0l G o<s<t (9.11
— A s, rOrI, r _Nt*—ur,tl’ V’I‘SO T, S SS T, . )

where p¢ = &7 if ¢ and 7 are related as in (9.9) and

s =

— _ !
R R
F37 SZVt

}, ae. s € [0,]. (9.12)
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Note that, since s < y, < s+ ¢, we have s —e < vy < s. Hence, (9.11) is a delay
equation. Using Proposition 3.18(f), one can compute that

_1 * _1v/
Fs — Wt_s o Rt'l’s_l‘/t-us'lRt—us_l (V )s’ s<
Wt—s7 S Z vt

{ths ~R, VAR (0N t—s> po }

Poos pe s Mg

Wi_s, t—s< o
W-—RVIIRYW ., (u) ., t—s>
=&, ,{ " Hurt, Cap Ho o,
) t—s< o
T-ICOV(’LUT - RV‘lvT) t—8> Uug *
= ’ >
s {T‘lcov wr, t—s < u &5 20

Thus, F is a function the values of which are nonnegative operators.

Let X = Ly(—¢,0; X) and let X = W12(—¢,0; X). Define the semigroup of
right translation 7 and the linear operator T' as in (3.4) and (3.23), respectively.
Let p¢ and ¢ be defined by

S

¢ N
[)E:[Zf]eXxX,Ogsgt,

¢
1 _ J Poyes s+6>0 _ < o<
(751, {_Nt*—s—o,u s18<0( ae 0¢[-0,0<s<t.

According to the definitions of Sections 3.4.2, p¢ and p¢ are the tilde and bar
functions over p¢ with the initial distribution

Ao = —N{_g,l, ae 0 ¢€[—¢0]

Using the results of Section 3.4.2, the linear regulator problem (9.10)—(9.11) can
be written in terms of the process 5¢ in the following form:

t
Q) = .Gy + [ (5 Fudf) + (6 Cuta)) s, (9.13)
pS = Rs0fo + / RorBrGrdr, 0< s <t (9.14)
0
where R i

R:’P.X*(—BGflL,V)(RGT*) Eg(At,E(XXX)), (915)

= F o - ~ 0 ~
F= {0 0] € B (0, L(X x X)), Q¢ = [ o 0] €L(X xX), (9.16)

B= [ﬂ € Boo (0, L(R™, X x X)). (9.17)
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Since F, > 0, a.e. s € [0,t], Theorem 5.24 can be applied to the problem (9.13)-
(9.14). Accordingly, there exists a unique optimal control in the problem (9.13)-
(9.14) (and, respectively, in the problem (9.10)—(9.11)) and it has the form

Y= _G7IBrQ.pt, ae. se[0,t]; pt = Ksopo, 0<s<t, 9.18
S S S S s )

where p* = p¢, 3 3
K=7P_gg-15-6(R) (9.19)

and Q is a unique solution of the Riccati equation
t
Q, = R QitRt s + / Ry s (Fr - QTBrGr'lB,’fQT)Rr,s dr, 0<s<t, (9.20)
with Qs >0,0< s < ¢. Expressing pg by [, we obtain

Po = [pg] €XxX, pp=-Ml, [ﬁo]g = =N/ 4., ae. 0 € [—¢,0].

Denote

0
M, =[M; N)eL(XxX,U), Nth= | Ni_gshodf, he X.  (9.21)

—€

Then 3
po=—-Ml lel. (9.22)

Thus, we obtain the following result.

Lemma 9.4. There exists a unique optimal control in the linear requlator problem
(9.7)-(9.8) and it has the form

s = Gy BIQuK, oMyl

. IK,, oM}, v,>0
+ G, L, { Ny, vo<of 0e s € [0,t], (9.23)
where 3 3
I=[I 0]eL(XxX,X). (9.24)
Proof. This follows from (9.9) by use of (9.18) and (9.22). O

Theorem 9.5. Under the conditions (E5)—(E§), there exists a unique optimal linear
feedback filter in the filtering problem (9.1)—(9.3) and the best estimate §; of y;
based on zs, 0 < s < 't, is equal to (9.5) with

Ks = Kt,s = Mtj}t,spsé;‘/s_l

Mtj}tyusi*, t> Hs 1
i {Nus,ty t < s RV, ae se0,t], (9.25)
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where ~ L

V=P_psey-16U), U=Pr_rv-10,yUOT), (9.26)
P is a solution of the Riccati equation

Py =Us o Pl o + /usr (W, — P,CV'C P U pdr, 0< s < T, (9.27)

with P, >0,0<s<T,

W [We—R VAR, (1), s> po
° Wsa s < Ho

}, 0<s<T, (9.28)

= [W o SNy B Py 0
W:[O O]GBOO(T;C(XXX)), Poz[oo 0

] €eL(X xX), (9.29)
C=[C 0] €Bo(T;L(X x X,R")), (9.30)
I is defined by (9.24), W, V and R are defined by (9.4) and M is defined by (9.21).
Proof. Using Proposition 3.18, one can easily verify that
F=D{(W), B=D,(C) and Q, = Py,

where F', Q; and B are defined by (9.16)-(9.17). By Propositions 3.41(a) and
3.18(a), 3 B
K= Dt (y)v

where K is defined by (9.19) and (9.15). Using these relations and (9.6), one can
show that

Q~ = Dt (p)7
where Q is a solution of the equation (9.20). Thus, all these relations together
with Theorem 9.3 imply the statement. O

9.2.4 About the Riccati Equation (9.27)
The solution P of the Riccati equation (9.27) can be decomposed in the form

. POO POl
s = [ Y

PoL* P“] €L(XxX),0<s<T. (9.31)

Our aim in this section is a derivation of the equations for the components po0
and P% of P in (9.31).
At first, recall that the mild evolution operator

U=Pr_pv-1cyUOT)



236 Chapter 9. Control and Estimation under Shifted White Noises

can also be decomposed in the form

usr:

)

700 7701
Z/{s,'r u._s_,r
710 11
us,r us,r

}eﬁ(XxX’),Ogrgng, (9.32)

where, according to the results of Section 3.4.3, U is a solution of the equivalent
equations

_ max(u;l,r) N
us =u,, - / US, RV 'Colly s do, (9.33)
and
N max(p, *r) .
us =u,, - / Us i, RV ' CoUY, do, (9.34)
U and U are defined by
oL = / 4 1T, _, do, (9.35)
and 5
ao = — / T: "R,V 'C,U% do, (9.36)
' max(ugl,r) ’

and Y is defined by either

Uy, =T+ / U TT,_, do, (9.37)
or s
U =T, - / ( T: _ TR,V 'C,UY. do. (9.38)
' max ;l,s_l,r) 7 ’

Note that in (9.35)—(9.38) the integrals of the integrands containing I'T and T*I'™*
must be understood in the senses defined in Section 3.4.1.

Proposition 9.6. Under the conditions (E§)—(E3), the pair (P, POYY satisfies the
equations

s
00 __ 4700 ~00% ~00 1i7 77700%
Ps _us,OPOL{s,O +/ Z/{s,rVVT‘Z/{s,'r dr
0

s,rtr s,rtr

- / (@PY 12708 BO)CrVAC, (PO + BOO ) dr,  (9.39)
0

P = - [ R OV O P T
0

- / UL P + U PO CrV, I RITT,, s dr, (9.40)

1 s,rtr s,rtr
max(us ,O)

where 0 < s < T.
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Proof. From (9.27), one can obtain the equation (9.39). In a similar way, we have
PO USRS + [ WU dr
- [ @R @ P Cv OB+ P ) ar (941
Substitution of (9.36) and (9.38) in (9.41) yields

e [T DRV USRS do
max (s ,0)

_ / / T _ TR,V CU W, % do dr
0 max(,us_l,r)
+ / / T JT* RV 'C.UX PYCrV,  Cr UL I dodr
0 max(,us_l,r)
+ / / T _ TRV CUN P CrV, Co PU; I7 do dr
0 max(,u;1 7‘)
- / T, PO CrV1GBar I dr,
0
where for brevity we used the equality
G, Bz, = Cp (POUO% 4 POLOLY).
The semigroup property and changing the order of integration yield

P [ T Vi T PSS 4 UG d
max{ s

)
- / ) / T2 TR,V CodO W, (00T + 02000 dr do
0

max(us"l,O

8 a
+ / 0 /0 Tr _JT*R,V, ' C.UX PYCV, ' C PU UL I* dr do

max(u;

artr

+ / (i) /0 T _T* R,V ' CU PY*Crv O U UYL I dr do
max( s

- / T, PO CiV\C B I dr.
0

* Tx _ 00 (7 /00%7 ,00% 10%9 ,01% p01 01%7 ,00% 11x7 /01%
s,aI - CTPT (ua,r us,a + uo‘,r us,o‘ ) + CT‘PT‘ (uo,r us,o‘ + ua,r us,o‘ )7
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from (9.39) and (9.41), we obtain

s
P = — / T _T* R,V Co (PRUNY + PYUYY) do

max(,ugl,O) oo
- / T, PP CrV, 71 C (PPULT + PPUCY) dr,
0
which implies (9.40). O

9.2.5 About the Optimal Filter

In this section we will derive more detailed formulae for the best estimate ¢; than
in Theorem 9.5.

Theorem 9.7. Under the conditions (E3)—(E3), the best estimate §; of y; based on
the observations zs, 0 < s < t, in the filtering problem (9.1)—(9.3) has the form

¢
§: = Myzs + Ny +/ NusthsVs_l dz,, 0 <t <T, (9.42)

max(u: ! ,0)

where & and ¥ are defined by
t N t
By = / Uy T, ds + / U, POCV dz,
0 0
max(u: 0)
+/ U u RV dzg, 0<t LT, (9.43)
0
t
o :/ T, PVl dz,, 0<t<T, (9.44)
0

Z is the innovation process defined by

dzg = dzg — Cygds, 0 <s<T, z5 =0, (9.45)
P% and P% gre defined by (9.39)—(9.40) and s = [1;8]0.
Proof. By Theorem 9.5,

t
o= [ Keada,
0
_ t o max(ut_ ,0) _ _
= Mt( / Vi o PC2V  dzg + / yt,#SI*RsVs_ldzs)
0 0

t
+ / Ny RsV dzs.

max(,ut_l,O
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Denote

i‘t t o X max(u; ,0) 5 5 1
Z = [fi ] :/ Vi s PsCXV 1 dzg +/ Vi "RV dzs. (9.46)
t 0 0

t
gy = MyZy + Nydy + / Nus,tRsVs_1 dzs. (9.47)

ma.x(p.; to

The equality

and (9.46) yield
. t o max(p.; ,0) N -
5:,5:/ ut,sPscs*Vs—ldszr/ U T* RV dzg
0 0
t t~ oo oo o
- / / U P.C:VIC Y, P,CIV,  drdz,
0 s
max(ut_ 0) t o o N
- / / U+ P.CIVIC Y, TRV dr dzg
0 8
t B o max(p.t_l,()) 5 5
=/ ut’sPsC:Vs_ldzs—r/ Uy, I* RV, dz,
0 0
t T
- / / U B.CIV A T PGV dzy dr
0 JO
t max(u:l,O) - o o .
- / / U+ P.CrVICo Y,y T RV Vs dr
0 JO
t N o t N o
= / U JPCIV  dzg — / U, . P.CrV1Coz, dr
0 0
max(p.t_l,()) B B
+ / U T* RV, dzg
0
t B o max(p.;l,()) . .
:/ ut’sPsC;Vs_ldzs—r/ Ui T* RV dzs.
0 0
Writing this in componentwise form, we obtain

71.0)

t 5 B max(u N
it — / (uOOPOO +ut0’;P£1*)C:Vs_1 dZ_’s +/ uOO Rs‘/sﬁl dZs, (948)
0 0

t,s* s tus

N t 5 . N max(u;l,o) .
¢r = / UROPY + U P CrV T dE + / U, RV, dzs. (9.49)
0 0
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Substituting (9.36) and (9.38) in (9.49) and using (9.48), we obtain
b= / L PVl ds,
1t

/ / Ty TR VIC (U P + UYL PO Cr VT dr dz,

max(ui 1’0) ‘ T * —1,v 7700 -1
/ / 7; TRV, CU,., RV, drdzs
max us

= / 7;,515;“*0;1/;—1 dzs
0

t
_/ / T! T*R.V,IC, (U0 PY + U0 PO OV dz, dr

max

m

t max(; - 7(J) _
- T _T*R.VC.U® R,V 'dz,dr
pr—t r Tsls s
ax(u 0) 0 )

t
= / T;_ PO Crv, 1 dz,
0

t
_/ Tr _T*R.V,'Cyi, dr.
max(p.t_l,O)
Denote .
e :¢§t+/ - T _JT*RV,'Cidpdr, 0<t<T. (9.50)
max(p, 0

Then, for 1/;, we obtain
¢
by = / T, POV CIVV dz,
0
proving (9.44). Also, by (9.35),
t ot
/ ez, = | / UNTT,_ PO OV, dr dz,
0 Js
t T
=/ / ULTT, _ PO Crv, L dz, dr
oJo
t,.., ~
= / UNTY, dr.
o b
Using this in (9.48), we obtain

t _ max(u: ,0) .
3 — /0 GO, ds-+ / A° POCTV dz, + /0 U RV, dz,. (9.51)
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Thus, from (9.34) and (9.51),
t _ t
&y = / Uy sTps ds + / U JPCVL dz,
0 0
max(u; ,O)
+ / Up u, RV dzg
0
i max(,ut ,s) N N
- / / Uy, RV, ICUN T, dr ds
0 s
t max(u;l,s) N
- / / Uy RV ICUS POCH YV dr dz,
0 s

rs s

max(ut_l,o) max(u;l,,us) B
- / / Uy, RVICUY, RV drdzg
0

s

t B t max(ut_l,o)
:/ Ut,stsds—F/ Ut’sP‘SOC‘;Vsﬁl d23+/ ut,,usRsVs_l dzs
0 0 0
max(ut_l,o) T B B
- / / Uy, RV, TCUNT s ds dr
0 0
max(ut‘l,o) r N
- / / Uy, RV CUNPYOCIV,  dz, dr
0 0
max(p,t_l,O) max(ur_l,O) -
- / / Uy, RV, CUY, RV dzg dr
0 0
t 5 t max(u; ,0)
:/ ut,srwsdw/ ut,sPSf’OC;‘Vs_ldzs+/ Up o RV, dz
0 0 0
max(u:l,o)
- / Uy R VICH 2, dr
0

t 5 t max(ufl,o)
_ / U, T, ds + / U, ,POCV 1 dz, + / U, RV dz,.
0 0 0

Thus, the expression (9.43) for &, is obtained. For the further calculations, recall
the following modification of the formula (3.27):

t
[/ —1 ﬁr—tr*gr dr:|
max(ut ,0) [

pe—t
—1\/ * Tk
= 1% T’Z;'F g, -1 dT]
|:/max(0,uo—t) ( )H_ Hedr ]
:{(Nq);eguf_le’ t— e <0 <min(0,t - o)

) ,a.e. 0 € [—¢,0], (9.52)
0, otherwise
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where g € Ls(0,T; X). Then

t
Nt/ T; T*RV'Crdydr
max(ut_l,O)

min(0,t—po) ,
:/ (u_l)t GNt gtR o V_lc—l.’ll~1 de
t

He_o Hi_pg
—Ht

t
= / N/Ls,tRSVg_ICS"f:S ds.

max(p.t— 1 ,0)

By (9.47) and (9.50), this implies

t
= Mt-,it + Ntwt + / Nps,tRsVs_l (dZs — Cs:f?sds)
max(u[l,o)
t

= M;%; + Ntlzlt + / NHS,tRSVS_l dz,,

max(,u;l,O)
proving (9.42). O

Example 9.8. If M; = I and N,, = 0 (assuming that X = U), then the filtering
problem (9.1)-(9.3) is reduced to the filtering problem of finding the best estimate
Z; of z; based on the observations z;, 0 < s < t, where

t
Ty = ut’()(]','() +/ Utqu)S d’l.Us7 0 S t S T, (953)
0

t t
zZ = C.z,ds —l—/ U,dv,,, 0<t<T. (9.54)
0 0

%) the best esti-

From Theorem 9.7, it follows that under the conditions (E3)-(E e
(9.44) and (P, PO1)

mate Z has the representation (9.43) where v is defined by
is a solution of (9.39)—(9.40).

Example 9.9 (Navigation of Earth orbiting satellites). Assume that the conditions
(E3)—(E3) hold so that ¢ € S(X) and A is the infinitesimal generator of ¢ and
let

pe=1t+e 0<t<T.

In Section 9.1 it was shown that this function p describes the shift arising in
navigation of Earth orbiting satellites. Then from Theorem 9.7 it follows that the
best estimate z; of x; based on the observations z;, 0 < s < t, in the filtering
problem (9.53)—(9.54) is a mild solution of the equation

d#;, = (A#, + D) dt + POCy (U, V7)) " dz,

PJE T
+{§)th Yoo ii?}%a, B =0,0<t<T,
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where ’t; is a mild solution of the equation
- d - . _ _ N
dijy = — =it + PPV CH UV ) Ydz, 9o =0,0<t<T.

_ An application of Proposition 3.26 to the Riccati equation (9.27) yields
PO ¢ L (T7 Lo (X, X)) Hence, by Proposition 2.39,

[PM*h), = PY4*h, ae. 0 € [—¢€,0], 0<t<T, heX,

where P! € Lo (T, La(—¢,0; L2(X))). Also, from (9.44), it follows that

t
[04], = [ T PO Cr (0,7 w?) ! dzs}
0 )
t
=/ PO O (U, V) dz,.
max(0,t—e—8) '
Hence, if W’t]e = 4,9, then 9, _. = 0.
Resuming and using (9.4), we obtain the following equations for the best
estimate I:

&, = (A%, + Py 0)dt + POC; (U, V) dz, + ®,RV 10, L dz,_,,
(88t + 8/80)yy pdt = POY*Cy (0. VE;) ™ ' dz,, (9.55)
20=0, Yoo =%:,-.=0, Zg=0, —e<0<0, 0<t<T.

In order to complete the equations (9.55) for the optimal filter, the respective
differential equations for the components of the Riccati equation (9.27) must be
derived. This will be done in the next section where we will employ another method
of study.

9.3 State Noise Delaying Observation Noise: Prediction

The prediction problem under shifted white noises will be discussed for the par-
tially observable linear system (9.53)—(9.54) rather than the system (9.1)-(9.3)
that was used in case of the filtering problem from Section 9.2.1. We will assume
that the conditions (E3)—(E$) hold and use the notation from (9.4). Also, we will
assume that 0 <7 <t <T.

Introduce the notation from (9.6) and consider the linear regulator problem
of minimizing the functional

t
T = (€@ + [ (ELFED + e Gune)) ds

¢ n
+2/ <ns,Ls {gusa Zs zg}>ds, (9.56)
t—T ) s =



244 Chapter 9. Control and Estimation under Shifted White Noises

where
max(s,t—1)

€1 = —Rool+ / RorBynpdr, 0 <5 <t, (9.57)
t

—_T

and 7 is an admissible control taken from U,q = Lo(t — 7,¢;R"™).

Theorem 9.10. Let 0 < 7 < t < T. Then under the conditions (E5)-(E3) and
(9.6), the best estimate & of x: based on zs, 0 < s < T, in the prediction problem

(9.53)—(9.54) is equal to
37 = / K, dz,,
0

where K € By(0,7; L(R™, X)), if and only if the function defined by nt = K{_ I,
a.e. s € [t—7,t], is an optimal control in the linear regulator problem (9.56)—(9.57)
foralll € X.

Proof. This can be proved in a similar way as Theorem 6.3 comparing the respec-
tive Wiener—-Hopf equations. O

By Theorem 9.10, the linear regulator problem (9.56)—(9.57) is dual to the
prediction problem (9.53)—(9.54). To find an optimal control in the linear regulator
problem (9.56)-(9.57), write a control n € La(t — 7,¢; R™) in the form

n
ns:CS—GglLs{gusv Zsig},a.e.se[t—‘r,t], (958)

where ¢ € Ly(t — 7,t;R™). Substituting (9.58) in (9.56)-(9.57), we obtain that the
function n = n* is an optimal control in the problem (9.56)—(9.57) if and only if
the function ¢ = ¢*, which is related with n = n* as in (9.58), is an optimal control
in the linear regulator problem of minimizing the functional

t
BQ) = (6 @)+ [ (R + (GGl ds (959)
t—1
with
max(s,t—7)
pg = - Rs’ol + / RS,TBTC’I‘ dr
t—T1
max(s,t—T1) ¢
_ -1 pyT7 Vr > 0
/H RerBrGI'L, { 0 2 } dr, 0<s<t,  (9.60)

where p¢ = €7 if ¢ and 7 are related as in (9.58) and F is defined by (9.12). Note
that, the values of the function F' are nonnegative operators (see Section 9.2.1).

Let X = Ly(—¢,0; X) and let X = W12(—¢,0; X). Define 7 and T by (3.4)
and (3.23), respectively. Let g¢ and p¢ be the tilde and bar functions on [t — T,
over p¢ with the initial distribution

— Rt—T+0,0l7 QZT_t _
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(see Section 3.4.2), i.e.,

~C pC > . ~C ~
p; = ﬁz eXxX,t—1<s5<t withp;_, =pt—r = —

S

Rt—‘r,Ol
A )

e
<1 _ ) Psrgr s+0>0 _ Cr g
(P51, {0’ 51 0<0 ,ae 0€[—e0,t—7<s<t
Using the results of Section 3.4.2, the linear regulator problem (9.59)-(9.60) can
be written in terms of the process ¢ in the following form:

t

J1(Q) = (5%, Qept ) + / ((BS, FupS) + (Cs, GsCs))ds, (9.61)

t—1
ﬁg = ﬁs,t—‘rﬁt—‘r + ks,rBrCr d’f‘, t—r1 S S S t7 (962)
t—r

where R, F, Q; and B are defined by (9.15)-(9.17). Theorem 5.24 can be applied
to the problem (9.61)—(9.62). Accordingly, there exists a unique optimal control
in the problem (9.61)—(9.62) (and, respectively, in the problem (9.59)—(9.60)) and

it has the form o
C; = st_lB;Qsﬁzv a.e. s € [t -7, t]a

ﬁ; = ’Cs,t—‘rﬁt—fy t—7<s< t, (963)

where g* = ¢, K = P-BG*IB*Q(Q) and Q is a unique solution of the Riccati
equation (9.20). Thus, there exists a unique optimal control in the problem (9.56)—
(9.57) too, and it has the form

¥ _ =1 pxA § ~x =1 j’&us,t—rﬁ){_‘rv Ve >t —T
ny = -G, B;QsKst—rp;—r — G5 L {/\us—m, vt (9.64)

In order to express g;_, in terms of [, define the operator &; ; € E(X, X) by
0 ~
6t77-f = ut77_9f9 d9, f e X. (965)

max(—e,7—t)

One can easily compute that the adjoint £ € ﬁ(X, X) of & - is

* . U;T_gh, 0>1—t
[&,.,h]o— {O, QST—t}
:{Z)%_He,oh, zz::i}, -e<60<0, he X.

Hence, A = —&/,l and p;_, = —ét’:Tl where

£, = [Rgt‘”’] € L(X,X x X).
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Consequently, we obtain that there exists a unique optimal control in the linear
regulator problem (9.56)—(9.57) and it has the form

77; = Gs—lé:Qs’es,t—-ré;Tl
IRy, —r&8,0, ve>t—T
+ G7'Ls{ Ry, 0l, 0<vy,<t—-T1p,aesclt—rt], (9.66)
0’ vy < 0

where I is defined by (9.24). Thus, we can state the following theorem.

Theorem 9.11. Let 0 < 7 < t < T. Then under the conditions (E5)—(E3) there
exist a unique optimal linear feedback predictor in the prediction problem (9.53)—
(9.54) and the best estimate ] of xy based on zs, 0 < s < T, is equal to

- min(ut_l,”r) u £ >
‘/i"t = ut,‘rj-r + gt,'r'lp-r + / { tkso Z Mo
max(p:l,o)

where &, ¥ and z are defined by (9.43)(9.45).

Proof. Let Y, U, P, C and I be defined by (9.26), (9.27), (9.30) and (9.24). Then
using (9.66) and Theorem 9.10, in a similar way as in the proof of Theorem 9.5,
one can obtain

—1 =
0 t<HO}RsVS dz,,  (9.67)

~ T . max(u: ,O) B B
o :st,T< / Vs B,CIV, Vdzg + / yT,HsI*RsV;Idzs>
0 0

. -1
+/mm(lh ,"') {Ut,usa t Z Mo } R V_l da..
max(uZI,O) 0, t < po s

Hence, using (9.46) and (9.50), we obtain

N min(ut_l,-r) U £ >
~T —Uu TAT £ by + t s 2 Ho RSV_ld
Ty t, Tr+ t, ¢ [nax(u:l,o) {0’ t< Lo s Zs
=U T + gt,Td;T —&r / ﬁr—-rF*RrVr—lcrjr dr
max(u:l,O)
min(ut_l,-r) >
+ / {u‘““s’ b2 po } R,V 1 dz,. (9.68)
max(p,r_l,O) 0, t < uo
In a similar way as in the proof of Theorem 9.7, one can show that
Eir / T, _T*R.V'Cripdr
max(u:l,(])
min(/_tt_l,-r) >
_ / {(L)’tvﬂs’ L2t } R,V LC, s ds.
max(u:l,O) ’ < Ho

Using this equality in (9.68), we obtain (9.67). d
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9.4 State Noise Delaying Observation Noise: Smoothing

Similar to the prediction problem from Section 9.2.2; the smoothing problem under
shifted white noises will be discussed for the system (9.53)—(9.54). We will assume
that the conditions (E§)-(E$) hold and use the notation from (9.4). Also, we will
assume that 0 <t <7 <T.

Introduce the notation

{R:DT(U), B:DT(C)’ F=DT(W)$

G=D,(V), L=D.(R), Qr =Py, v=D.(p), (9.69)

which is very similar to the notation from (9.6) and consider the linear regulator
problem of minimizing the functional

() = (€, Q,€7) + / (€1, FL€T) + (na, Gamy)) ds

T 7
+2/0 (<ns,Ls{ng Zig}» ds, (9.70)

> _ E]
€ =— { gis,ml, z g : B i} +/ RsrBrmrdr, 0 < s <7, (9.71)
’ 0

where

and 7 is an admissible control taken from U,gq = L2(0, 7; R™).

Theorem 9.12. Let 0 < t < 7 < T. Then under the conditions (E5)-(E3) and
(9.69), the best estimate £] of z; based on zs, 0 < s < 7, in the smoothing problem

(9.53)—(9.54) is equal to
Iy :/ K dzg,
0

where K € By(0,7; L(R™, X)), if and only if the function defined by n* = K*__I,
a.e. s € [0,7], is an optimal control in the linear regulator problem (9.70)—(9.71)
foralll e X.

Proof. This can be proved in a similar way as Theorem 6.3 comparing the respec-
tive Wiener-Hopf equations. O

Thus, the smoothing problem (9.53)—(9.54) and the linear regulator problem
(9.70)—(9.71) are dual. To find an optimal control in the linear regulator problem
(9.70)—(9.71), write a control n € Ly(0, 7; R™) in the form

n
ns = (s — G L {gf Zj z 8} , a.e. s €[0,7], (9.72)

where ¢ € L2(0,7;R™). Substituting (9.72) in (9.70)—(9.71), we obtain that the
function n = n* is an optimal control in the problem (9.70)—(9.71) if and only if
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the function ¢ = ¢*, which is related with n = n* as in (9.72), is an optimal control
in the linear regulator problem of minimizing the functional

J1(Q) = {pS, Q-pS) + /0 ({05, Fopl) + (G5, GoCs)) ds (9.73)
with

> s
ps=- { Lot S2T t} +/O RorByGr dr

s<T—1
S q
_1 Py, Vr>0
_/0 N : Nex LT{OZ’ Vrgo}dr, 0O<s<7  (9.74)

where p¢ = €7 if ¢ and 7 are related as in (9.72) and F is defined by
p n

_ _ !
b [P LG, o<
° F., s>y

}, a.e. s € [0,7].

Note that the values of the function F' are nonnegative operators (see Section
9.2.3).

Now let U = Pa(-rv-1c,)(U © T) be decomposed in the form of (9.32)
with the components 2%, %1, 1'° and U!! as defined by (9.33)-(9.38). Define

R =D, (U) and decompose it in the form

~ 00 301 } .
Rs’:[ﬁ)’“ STl e L(X xX), 0<r<s<T.
"= &I Rl L)
Consider
¢ P T* _ s .
5= | Pl =_{Rs,7_t1 l, s>7 t}+/ RurBoGodr, 0< s <7 (9.75)
[ 0, s<T—1 0

where T is defined by (9.24) and

B= [13] € B (0,75 L(R™, X x X)).

Lemma 9.13. Under the above conditions, the upper component p§ of p¢, defined
by (9.75), is equal to the state process pS, defined by (9.74).

Proof. From R = D, (Z:{) and from (9.34),

Ror =R + / ReoBoGy LoRy, rdo, 0< T < s <.

min(u:1 ,s)
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Using this equality and (9.74), we obtain

RO I, s>T—t
p—p“—pﬁ{o"'” SQT_t} /ROOBCrdr

s . ¢
_ 00 1 P,y Vo >0
/O R® B,G3'L, { o 2y } do

/s {ﬁooaBaGglLaRuv retl, s>T— t}
_ ) ; do
1 s) 0, s<T~—1

mm IJ

/ / Rg?a BUG;ILGRIJGYT BTCT do dr

<
—// ’ROOBGlLR,, B,GL, L P e > Ol g gy
0 min V,-_l,s T 0’ Uy SO

s
__ / R® B,GLosS, do
min(l/al,s
E} N > _
— R® B,G;'L, { Rygraly Vo 27 t}do
min(uo_l,s) ’ 0, Ve <T—1

S

+

/ R B,G, L, R,, By drdo

min(

/ / R, B,G,;'L,R,, »B.G; ' LypS drdo = 0.
min uO ,s)

Thus, p§ = p{,, 0< s < 7. 0O

Remark 9.14. In fact 3¢ and p¢ = p§ from (9.75) are the tilde and bar functions
on [0, 7] over p¢ with the initial distribution A = 0 (see Section 3.4.2). In the rest
of this section this fact will not be used.

By Lemma 9.13, the functional (9.73) can be rewritten in the form

1O = (5,0, 75) + / (55 B + (G GaGa))ds, (9.76)

where j¢ is the state process defined by (9.75), ( is a control in L2(0,7; R™) and

P= %)), 0, = [% 8] e £(X x X).

F o
0 0

} IS BOO(O,T;E(X X
Let

” 713 —,—_ti*l, s>T17—1 ~C ~C > <
_ ) = <. .
BS_{O, s < t},as ps—i-ﬁs,()_s_ (977)
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Then the linear regulator problem (9.75)—(9.76) can be reduced to the problem of
minimizing

RQ) = (& ~ By, Gr (35— B)
+f0 ((&S = Bar Fu (85 — Ba) ) + (G, GsCa))ds, (9.78)

where .
dg = / ﬁS,TBTCT dr, 0<s<T (9.79)

0

Applying Theorem 5.24 to the problem (9.78)—(9.79), we obtain that there exists a
unique optimal control ¢* in the problem (9.78)—(9.79) (and (9.75)—(9.76) as well)
and it has the form:

(1 =—G;'B;(Qsaf +7.), 0< s <7, (9.80)

&l :/ KerB:-G'B}3, dr, 0 <s <, (9.81)
0

:YS = - K:,sQTBT - / K:,SFTBT d'f', 0 S S S Ta (982)

where &* = a¢", K = Phéa—lé*é(k) and Q is a unique solution of the Riccati
equation

Qu = R2,0. R + / R: (Fy = 0vB.G B0 ) Ryndr, 0< s <7. (983)

Lemma 9.15. Under the above notation,

~ Qs 8, T— tIl SZT—t
= — ,0<s<T.
K { Ki_y(Qroel®l, s<7—1t =8=T

Proof. By Proposition 3.23, the equation (9.83) is equivalent to
Qp = K20 R + / "R ERendr, 0<s <.
Therefore, if 7 — ¢ < s < 7, then by (9.82) and (9.77), we have
Yo = = K3 QR = [ Ko B I
(2@ R+ [ KPR Rl

= sts,r—tj*L
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If 0 < s <7 —t, then in a similar way, we have

Ys = — ﬁ:’,SQTﬁT,T—tl - / ’é:ysﬁ’rﬁr,‘r—ti*l dr
T—1

_ _;e;_tys(za;ﬁ_t@mm_t + / ICFRd)Il
T—t

= —Ki_, Qe

Thus, the proof is completed. O

Lemma 9.16. Under the above notation,

min(s,7—t) 5 B o N N
a- [ RorBeG BiK ), Gr o I Ldr
4]

+ { (ks,r—t - ﬁs,‘r——t)j*lv S Z T—t

<s<T.
; et TR

Proof. By (9.81) and by Lemma 9.15, we have

min(s,7—t) _ R o
ar :/ Ks.B.G 'B:K:
0

Qe I*ldr

+ / KorB.G B0 Ros— I dr.
min(s,7—t)

Since K = P_ BG-1B~ Q('l@), the last equality implies the statement. O

From Lemmas 9.15 and 9.16,

5 min(s,7—t) ~ o R R
Qs&: + ’?s = / QSKS,'I‘B'I‘G;1B:’C:—t77‘QT—tI*l dr
0

B { QsKsrotd*l,  s>7—1t

2 <s<T.
Kr1sQr oI, s<r—t}’ Ose=7

Also, from (9.77) and Lemma 9.16,

. B min(s,7—t) 5 _ o R 5
ﬁg = d: o '83 = / ’CS,TBTG:IB:,C:ft,rQT—tI*ld'f'
4]
—{’CS’T“I*I’ SZT_t}, 0<s<T.
0, s<T—1

Using the last two equalities and (9.80) in (9.72), we obtain that there exists a
unique optimal control in the linear regulator problem (9.70)—(9.71) and it has the
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form
o min(s,7—t) B ~ B
0= G BIQ. / Ko Bo G BIRE Qe Il dr
0

_ pmin(ys,7— t) B
- G;lLsI/ Ky BrG'BiKr_y 1 Qr—i Il dr

nin(us,O)

- Il s>1—t
ng* Qs 5, T—t =
+ G B TtsQT I, s<T—t

’Cus,r~t1 la Vs ZT—t

<s<T. .
0. us<7—t}’0 s<T (9.84)

+ G;ILJ{

This leads to the following.

Theorem 9.17. Let 0 < t < 7 < T. Then under the conditions (E3)—(E3), there
exists a unique optimal linear feedback smoother in the smoothing problem (9.53)—
(9.54) and the best estimate Z] of x; based on z;, 0 < s < 7, is equal to

&7 = &0+ IP, / Vi,V dz,, (9.85)
t

where &, and z; are defined by (9.43) and (9.45), P is a solution of the Riccati
equation (9.27) and C, Y and I are defined by (9.30), (9.26) and (9.24), respec-
tively.

Proof. Using the relations in (9.69), one can show that Y =D, (IC), P=D, (Q)
and C = D, (B), where K, Q and B are the operator-valued functions from the
right-hand side of (9.84). Hence, from Theorem 9.12 and from the formula (9.84),
we have

5 t B oo B max(ut ,0) N B
57 =1 [ DB OV e+ [ Vi I RV de,
0 0
ny / BY:,Crv dz,
t
_ i / / BY:,CrV G D POV dr dz,
max(t,s)
max(ps,T)
— 1/ / PY:CIVIIC Y, IRV dr d,.

ax(ps,t)

Letting ¢ = 7 in the last equality, we observe that the optimal estimate &;, defined
by (9.43), can be represented in the form

B t oo _ max(p.t ,0) B 5
&y =2l = 1/ Vi sPsC2V  dz + 1/ Vi 'RV, Vdzs, 0<t < T.
0 0
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Hence,
~ T ~ -~ ~
3 =& + I/ PY; Crv ! dz,
t
i / ptjz:,tém—lc,f( / 3, PGV de,
t 0
max(u;l,o) B B
+/ Veu 'RV dzs)dr
0
~ T ~ ~ ~ ~ U o~ o~ o~
=2 + I/ PY; CiV N dz, ~ I/ PY: CrVICody dr
) t-r o ) t
=a+1 / PY; CrV 1 dz,
t
proving the theorem. O

Remark 9.18. The form of the optimal predictor under shifted white noises from
Theorem 9.11 differs from that under correlated white noises from Theorem 6.13.
This is because the observations on [0, 7] are related with the signal process z;
on 7 <t <7+ ¢ in case of the signal noise delaying the observation noise while
they are independent in case of correlated white noises. But the optimal smoothers
from Theorems 6.18 and 9.17 are very similar to each other.

9.5 State Noise Delaying Observation Noise: Stochastic
Regulator Problem

Consider the problem (5.1)—(5.4) in which the state-observation system (5.1)—(5.2)
and the functional (5.4) are defined in the form

t t
i = U oo +/ Uy sBsusds + / U sPsdws, 0 <t LT, (9.86)
0 0

t t
2 = / Csztds +/ V,dv,, 0<t<T, (9.87)
0 0

J(u)zE(<m%,QTx%>+/OT<[Zﬂ , {2 étt] {Zﬂ>dt) (9.88)

and a control u is taken from the set of admissible controls U,y as defined by
(5.3) in Section 5.1.2. This problem will be called the linear stochastic regulator
problem (9.86)—(9.88).

In this section we assume that the following conditions hold:

(R5) U € E(Ar,L(X)), B € Boo(T,L(U, X)), C € Boo(T, L(X,R™));
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(R$) ® € Boo(T,L(H, X)), ¥, ¥ € L (T, L(R")), [7:}] is an H x R™-valued

Wiener process on [0,T + €] with covor >0,0<e < T, p € WL>(T,R) is
a function satisfying t < py <t4+efor0 <t <T,pus<pfor0<s<t<T
and pi > ¢ for a.e. t € T and for some ¢ > 0, xg is a an X-valued Gaussian
random variable with Ezg = 0, z¢ and (w, v) are independent;

(R3) Qr € L(X), Qr > 0, F € Bo(T,L(X)), G,G™! € Bu(T,L(V)), L €
Boo(T,L(X,U)), Gy >0and Fy — L¥G, 'L, > 0 for a.e. t € T.
Note that (R}) is the same as (E5) completed with the condition about B, and
(R5) and (R) are the same as (E3) and (Cs), respectively.
In this section we will use the operator-valued functions W, R and V defined
by (9.4).
Theorem 9.19. Under the conditions (R}
)=(

stochastic regulator in the problem (9.86
has the form

)—-(R%), there erists a unique optimal
9.88) and the respective optimal control

min(T,t+¢) _
=— G, Y (B Qi+ L&} — G;lB;/ ViQs [wt]Hds
t

mm(t,uT )
- G;lB;/ ) Vi 1Qu RV, dz,, ae. t €T, (9.89)
max((),;zt"l ’

where

t t
Ti = /O Uy s (Ts + Bsuy) ds +/0 U POCIV 1 dz,
max(O,p.t )
+/ utvl‘s RS‘/S_1 dzs’ 0 S t S T7 (990)
0

t
Uy :/ T PO*CrV Y dz, 0<t<T, (9.91)
0

Y = P_ga-yp-q+)(U), Q is a solution of the Riccati equation (3.9), the pair
(POO,P(”) is a solution of the system of equations (9.39)-(9.40) and Z is the
innovation process defined by

with z* = 2%

Proof. Let My = BfQ; + L; and N,; = B}V ,Qs in Theorem 9.7. Then from
Theorems 5.28 and 9.7, it is easily seen that there exists a unique optimal stochas-
tic regulator in the problem (9.86)—(9.88) and, by Theorem 5.16, the respective
optimal control has the form

T
up = - G, H(B; Qi+ L)Ejx; — G;lB:E;’;/ ViQs®,dw,, ae t €T, (9.93)
t
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where ¥ = 2% and Ef = E(-|2};0 < s < t). Since u* € Uaq, by Proposition 5.5,
E;=E{= E( ‘zg; 0<s< t), where z¥ is the observation process corresponding
to zero control v = 0. Similar to the proof of Proposition 6.19, one can show
that in the definition (9.92) of the innovation process z, the processes z* and z*
can be replaced by z* and z*, respectively, for any u € U,q. Hence, (9.92) and
(9.45) define the same process z. Thus, using (9.42)—(9.44) in (9.93), we obtain the
formulae (9.89)-(9.91) for the optimal control «4* in the problem (9.86)—(9.88). O

Example 9.20 (Navigation of Earth orbiting satellites). Consider a linear regula-
tor version of the filtering problem from Example 9.9. For this assume that the
conditions (R} )—(R$) hold so that & € S(X) and A is the infinitesimal generator
of i and let uy =t+¢,0 <t <7T. Then from Theorem 9.19 and Example 9.9, it
follows that the optimal control u* in the problem (9.86)-(9.88) has the form

min(T,t+e€)
uy = — Gy Y (B Q1 + Ly)d; — Glet*/ Vst Qs t—s ds
t

min(T,t+€) e
_ Gt_lBt*/ ViQs® RV dz,_., 0<t<T,

max(e,t)

where £* satisfies (in the mild sense)

2} = (A&} + o + Beu?)dt + POCT (W, VW;) 'dz, + &RV, dz, .,
(8/8t + 8/06)by odt = Py Cy (W, V7)™ dz,,
25 =0, Y09 =11 =0,2g =0,a.e. 0 €[~-¢0], 0<t<T,

Q is a solution of the equation (3.9) and P°! is as defined in Example 9.9.

9.6 Concluding Remarks

After hard calculations in this section we obtained the formulae (9.89)-(9.91) for
the optimal control and for the optimal filter in the linear stochastic regulator and
filtering problems determined by (9.86)—(9.88). The application of these formulae
to navigation of Earth orbiting satellites was considered in Example 9.20. A dis-
advantage of the method applied in this section is that it requires a routine of
calculations. More malleable and promising method of study will be presented in
the next section.

Finalizing this section, note that the formulae (9.89)-(9.91) as well as (9.67)
can be written in more convenient form. To demonstrate, let us use the informal
equality

dz; = z,dt.

Introduce a new function ¢ by

t
bt =Yy +/ (o )le‘r_tF*R,.V,.—lz; dr, 0 <t <T,
max({p, ~,0
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where 1) is defined by (9.91). Similar to (9.52), we can write

t
[/ T: _T" RV, V2l dr

max{u; ',0) 0

pe—t
— T* * _ 1 = N
[/r (™ )t‘” R V“t_+1r “uid. dr] 0

max(0,po—t)

_{(‘u—l);_eR L VL i t—ut§9_<_min(0,t—,u0)}

Heo py_g Hie
0, otherwise

Using this equality one can derive

min(T,t+e) min(T,t+¢) 5
/ ViQulpdi-vds = [ V24 Qulibli-s ds
t i

mm(t,uT )
+/ Vo tQu, RV Ldz,, ae. te T,
ax(O,ut_]) '

t t 5 max(O,;L;])
/ut,sws ds:/ Uy T, ds+/ Us . RV, dz,.
0 0 0

Hence, the equations (9.89)—(9.91) can be written as
min(T,t+e)
uy = — G, (B Qi + L&} — G;IB;/ V: Qsl@tli-sds, ae. t €T,
¢
¢ t
& :/ Uy, (T@s + Bsul) ds +/ U JPPCIV Nz, 0<t<T,
0 0

t t
By :/ Ti_ PO Crv 1 dz, +/ T JI*RV, 'dz, 0<t<T.
0 max(y,;l,O) °

Also, one can derive

. min(ut_],r) >
St,‘rSaT = gt,rw‘r + / \ {Zalt,usa z 2 Ho } Rsv;_l dzsa
ax(u: ,0) ’ Ho

implying a more simple equation
52: = ut,'r-'i'r + St,'r‘;bra 0<7<t<T,

for the optimal predictor than in (9.67).



Chapter 10

Control and Estimation under
Shifted White Noises (Revised)

In this chapter we apply a method, based on the convergence of wide band noise
processes to white noise, to derive differential equations for the optimal controls
and the optimal filters in the linear stochastic requlator and estimation problems
under shifted white noises. This chapter is a logical continuation of the previous
one but it can be read independently. The reader is recommended to read Section
9.1 for preliminary discussion of shifted white noises.

Convention. In this chapter it is always assumed that (2, F, P) is a complete
probability space, T > 0 and T = [0, T.

10.1 Preliminaries

In Chapter 9 the linear stochastic regulator and estimation problems under shifted
white noises with the state noise delaying the observation noise were studied via
the duality principle and the extended separation principle. Some formulae in the
integral form were obtained for the respective best estimates and the optimal
control. The method of study used in Chapter 9 does not allow further develop-
ments in the theory and getting more delicate results. Therefore, in this chapter
we change the method of study.

In this chapter we will assume that 0 < € < T and consider the function
A € WE(T,R) satisfying

t—e< A<t 0<t<T and A\, <A, 0<s<t<T. (10.1)

Since A is increasing and continuous, its inverse A~! exists on [Ag, Ar| and it is
continuous.

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
© Springer Basel AG 2003
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We will consider two different partially observable systems under shifted
noises. For this, we will consider a Wiener process w on the interval [—¢, T|. In the
first system the noises of the state (signal) and the observations will be formed by
the random processes

wy, and wy, 0 <t < T,

respectively. Thus, the noise process of the state (signal) will be a pointwise delay
of the noise process acting on the observations. This is similar to the system
studied in Chapter 9 where the state (signal) and observation noises were formed
by the Wiener processes w; and v,,,, respectively, with the function p satisfying
the conditions in (E$) or in (R3). In this chapter we prefer to consider a left
translation of w instead of the right translation of v that was used in Chapter 9.
One can observe that both these translations lead to the same case when the state
(signal) noise is a delay of the observation noise.

In the second system the noises of the state and the observations will be
formed by the random processes

wy and (ve, wy,), 0 <t < T,

respectively, where v is a nondegenerate Wiener process independent of w. Thus,
the second component of the noise process of the observations will be a pointwise
delay of the noise process acting on the signal. Consequently, both the state (signal)
noise delaying and anticipating the observation noise will be covered.

Three particular cases of the function A, which are symmetric to the respec-
tive cases of the function p mentioned in Chapter 9, are as follows:

(a) A¢ =t (identity);
(b) At =t — e with £ > 0 (left translation);
(¢) At = ct with 0 < ¢ < 1 (rotation).

These cases will form our examples to demonstrate the theory. Note that in ac-
cordance to the discussion given in Section 9.1, the cases (b) and (c¢) form shifts
arising in navigation of spacecraft.

Our main aim in this chapter is to derive the formulae for the optimal filters
and optimal controls in differential form. For this, we will try two methods. At first,
in Section 10.2 we discuss the reduction method, successfully used in Chapters 7
and 8, and show that this method meets a lot of difficulties as applied to shifted
noises. Then in succeeding sections of this chapter we create a new promising
method that is based on the convergence of wide band noise processes to white
noise. We use the control and filtering results from Chapter 8 tending the wide
band noise processes in these problems to white noises in a certain way.

For simplicity the underlying state, control and observation spaces will be
considered as finite dimensional Euclidean spaces. But, the results can be extended
to infinite dimensional spaces as well.
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10.2 Shifted White Noises and Boundary Noises

Let us investigate if the reduction method, successfully used in Chapters 7 and 8,
could be useful in this chapter. For this consider the first order partial differential
equation

9/t +8/0)p1.5 = 0,

wop =0, —Xg' <0 <0,

(pt,t—)\t_ldt = )\i\;l@)\;ldwt, 0<t< A,

ot =0, Ar <t < T,

(10.2)

This is a kind of stochastic partial differential equation disturbed by white noise
along the boundary curve

f=t—XN1 0<t<Ar

Similar to the terminology used for the systems with boundary control and bound-
ary observations, we will refer to the equation (10.2) as a stochastic equation with
boundary noise.

Obviously, the solution of the equation (10.2) has the form ;9 = fi_g for
some random process f. Hence, the zero initial condition in (10.2) implies ;o =
wo,-t =0for 0 <t < )\61. Furthermore, substituting s = /\t_1 in the boundary
condition, we obtain

Pagho—sApds = No@ dwy,, Ag' <s<T.

Since w50 = fs = ©x,,x,—s>
s,0ds = ®sdwy _, /\51 <s<T.

Thus, the differential ®,dw,, that forms a shifted noise can be replaced by ¢, ¢ds
where ¢ is the solution of the equation (10.2). Joining the equation (10.2) to the
state (signal) system and enlarging the state (signal) space, we can thus reduce
the partially observable system under shifted white noises to the system with
correlated or independent white noises.

A disadvantage of this reduction is that the equation (10.2) contains a bound-
ary noise. Respectively, the diffusion coefficient of the equation (10.2) is a function
with unbounded operator values. Consequently, the control and filtering results
from Chapter 6 can not be directly used for the reduced system. This means that
the reduction method used in Chapters 7 and 8 is useless in this chapter. On
the other hand, the limited nature of the duality principle as applied to problems
with shifted noises was discussed in Chapter 9. Therefore, we need a more handle
method for such problems. In the rest of this chapter we develop such a method
that is based on approximations of white noises by wide band noises. This method
is especially useful to derive optimal controls and optimal filters in differential
form. It will be applied to the partially observable linear systems with the state
(signal) noise delaying or anticipating the observation noise.
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10.3 Convergence of Wide Band Noise Processes

10.3.1 Approximation of White Noises

Let 0 < € < T and denote ¢ = 2¢ and ¢, = 27 "¢. Consider the sequence of the
deterministic real-valued functions f, ¢, —o <8 < 0:

07 -0 < 0 <eén
fne =1 46720 +4e,, —e, <0< —ep11 ¢, n=12,.... (10.3)
—4¢,20, —En11 <0<0
The function f, has the properties: it vanishes on [—o,—¢,] and at § = 0,

but on the interval (~¢,,0) it has a single peak 2¢,! that corresponds to 6§ =
—€&ny1- Moreover, f, linearly increases on (—e,, —€,41) and linearly decreases on
(—€n+1,0) so that the triangle formed by the graph of this function and the 6-axis

has a unit area, i.e.,
0 0

fnodf = fnodd =1.

—0 —€&n
Since fn0 = 0 and the length of the intervals (—e,,0) goes to 0 as n — o0, the
pointwise limit of the functions f,, is the zero function on [—g,0]. But a uniform
limit of the functions f,, does not exist since the interchange of the limit (as
n — o0) and the integral does not hold for this sequence of functions:

0 0
lim fn9d9—17é0—/ Hm f,.0do.

n—0oo

One can also calculate

0 9 4
df=—,n=12,...
/_Ufn,e 35n7n IRl )

that will be used later for technical purposes.
Now let ® € C (T7 E(R", Rk)) and define the sequence of relaxing functions

@29=‘I’tfn,0, _050S070§t§T3n:1727 (104)

Construct the sequence of wide band noise processes ¢™ in the form

t
©on :/ PPy tdwg, 0<t<T, n=12,..., (10.5)

max(0,t—0)
where w is an R™-valued Wiener process.
Theorem 10.1. Let @ € C(T, [Z(R”,Rk)) and let w be an R™-valued Wiener pro-
cess on T with the unit covariance matriz. Then for every N € C’(T7 E(Rk)), the
limit
lim Ncpsds—/Nq) dw,

n-—oo
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holds uniformly fort € T in the mean square sense, where ¢" is defined by (10.3)—
(10.5).

Proof. The convergence holds trivially for t = 0. Let 0 < ¢t < T. For sufficiently
large n, we have t > £,,. For these values of n,

2

¢
spr ds — N,®, dw,
0

t
Nobofno-adwods — [ N, du,
0

max(0,s—€,)

t pmin(0+en,t) t
/ / No®, fop—s ds dup / No®p dws
0 0 0

2
df

2
:E’

t
J
t—en
<
0
t
+2 /
t—e

The first term in the right-hand side of (10.6) can be estimated as

/t—sn
0 6

t—en O+en
_ / / (Ny®y — No®g) fro_s ds
0 /]

t—en O-+en O+ey,
g/ (/ |N,®, —N9<1>9||2ds-/ 3’9_Sds>da
0 2 2
O+,
<3 / / IN,®s — No®g||? ds db

4T
< — NotsPors — No®o|?.
S el i Mo Bove = Mool

min(6-+e,,t)
/ N; @, frn9—sds — Nog®Pg
[

B+en 2
/ Ny, frg—sds — No®y| db
[}

t 2 t
/ N®, fro—sds d9+2/ | Ng @y ||2d. (10.6)
0 t—en

2
db

O+ten
qu)sfn,O—s ds — Ng®g

2
do

Since N® is continuous on T, it is uniformly continuous on T. Hence,

max  max |NgysPoys — No®gl|2 — 0, n — oo, uniformly in ¢t € T,
9e[0,t—en] s€[0,e,])

proving that the uniform (for ¢ € T) limit of the first term in the right-hand side
of (10.6) is 0. To estimate the second term in the right-hand side of (10.6) let

K= maXith¢t|| < 0.
teT
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Clearly, 0 < K < oo since N® is continuous on the compact set T. Then

t t
2 / / Ny® fros ds
t—en [’
t t O+,
§2/ (/ ||Ns<z>s||2ds-/ fﬁ,egsd3>d9
t—en t—en [’

2.2
<8K5

n

2
do

— 0, n — oo, uniformly in ¢t € T.

3e,

And, finally, for the last term in the right-hand side of (10.6), we have
t
2/ | Ng®p||2d0 < 2K?e,, — 0, n — oo, uniformly in t € T.
t—en

Thus, the limit holds uniformly in ¢t € T. 0

Theorem 10.1 demonstrates that a white noise process can be approximated
by wide noise processes in a certain way. It has the following deterministic analog
as well.

Corollary 10.2. Let ® € C(— 0,0; L(R",R¥)). Then the following limit holds:
0
lim [ ®ofnedd =B

n—oo
—a

Proof. This can be proved in the same manner as Theorem 10.1. ]

10.3.2 Approximation of Shifted White Noises

Now let A € W1:°°(T, R) satisfy the conditions in (10.1). Substituting the relaxing
functions from (10.4) by

n_  Pifniro-aA A —en StHO <N
6o~ {0, otherwise ,05t<T, —o <60, (107)
we obtain the following modification of Theorem 10.1:

Theorem 10.3. Let A € W1>°(T,R) satisfy the conditions in (10.1), let ® €
C(T,E(R”,Rk)) and let w be an R™-valued Wiener process on T with the unit
covariance matriz. Then for every N € C’(T,E(Rk)), the limit

t t
lim Nyl ds = / Ns®, dwy,
n—oo Jo min(t, A1)

holds uniformly for t € T in the mean square sense, where " is defined by (10.3),
(10.5) and (10.7).
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Proof. This can be done in a similar way as the proof of Theorem 10.1. Assume
that 0 <t < A;'. Then
¢
/ Nsptds =0
0

and, hence, the limit holds trivially. Let Ay ! <t < T. For sufficiently large n, we
have g, < A;. For these values of n,

t t 2
E ’ / Ny ds — N;®, dw,,
P
t 2
qu)sfn,e—)\s)\,s dwg ds — NP, dw)\s
ax(O As ~z-:ﬂ) /\51
At mm Ag et e 2
1
qu)sfnyg_)\s)\s ds dwg - A N)‘e—l (I’)‘evl d’u)o
min (>‘8+5n t) 2

df

:/o

At—€n
< /
0
NS I S.) n,B—/\s)\s ds

At
vz |
Ae—enll JA51

The first term in the right-hand side of (10.8) can be estimated as

At—€n
/0
/0
At—En
/0

N (I’an,g_)\s)\; ds — N)\;l ¢)>\8—1

2
df

-1
A8+zn ’
. Ns(I)sfnﬁ—)\s)‘s ds_N/\;l(pAg—l
3

t 2
d0+2/ Ny 1,126 (10.8)
At—€n

2

Aoten /
/_1 qu)sfnyg_)\s)\s dS—N)\e—1®>\g1 do
e

2
df

At—€n

O+en
/ NA—l(pA—lfng Sds )‘—1(1>>\ 1
6

2

O+en
/ (N)\;lq))‘s—l —N)‘G—IQ)‘B—I)fn’e_sds dé
6

At—en O+en 2 O+en
g/ (/ |[Ny-1®@y-1 — Ny—1®, | ds-/ fﬁg_sds)do
0 0 y : o o 0 ’

4 At—ep O+e,, ,
< o / INy1 1 = Ny 1@, |2 dsds
4T )
< ?06[0 )\txsn]sg[loa‘fn] ”N)‘eigq))\_l — N)‘ 1(1))‘_ ” .

Since the composition of the functions N® and A~! is continuous on the closed
interval [0, Ar], it is uniformly continuous on [0, Ar]. Hence,

2 . . —1
max max [[N,-1®,-1 —N,_1®,-1||"— 0, n — oo, uniformly inte {Ag",T
0€[0,7s . ]5€[0em ]” At Aot ot || ) y [ 0 > ]a



264 Chapter 10. Control and Estimation under Shifted White Noises (Revised)

proving that the uniform limit of the first term in the right-hand side of (10.8) is
equal to 0. To estimate the second term in the right-hand side of (10.8) let

K = max [[N®y.
te[rg 1,7
Then

2
do

t
Ne®,frno-r N ds

At
g
A—en IINT
At
At—€n 6
At At 9 O+¢n
< 2/ (/ [Ny-1 @y ]| ds./ fro_s ds)da
At—En At—€n ¢}

8K?%e2
<
- 3e,

2
dé

At

N)\;l‘b)\;l fn,B—s dS

— 0, n — oo, uniformly in t € [/\al,T].

And, finally, for the last term in the right-hand side of (10.8), we have

At
2/ Y ;1<I>/\;1||2d0 < 2K?%¢, —» 0, n — oo, uniformly in ¢ € [)\El,T].
A

t—€n
Thus, the limit holds uniformly for t € T. O

Theorem 10.3 demonstrates how to approximate a shifted white noise process
by wide band noise processes.

10.4 State Noise Delaying Observation Noise

10.4.1 Setting of the Problem

Consider the problem (9.86)—(9.88) from Section 9.5 which we write in the follow-
ing differential form:

dzy = (Az; + Byug)dt + ®idw,,, o is given , 0 <t < T, (10.9)
dzt = Cixydt + Uydwy, 20 =0, 0 <t <T, (1010)

J(u) =E<(xT,QTwT>+/OT<[zzJ , {ﬁ étt} {22J>dt) (10.11)

In this section A € L(R¥), B € Loo(T,L(R™ RF)), C € Loo(T,L(R*,R")),
® € WH(T,L(R™,R¥)), ¥, 07! € Loo(T,L(R")), w is an R™-valued Wiener
process on [—¢,T] with the covariance matrix I, 0 < e < T, A € WL°(T,R) is a
function satisfying the conditions in (10.1), z¢ is an R*-valued Gaussian random
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variable with Exy = 0, o and w are independent, Qr € E(Rk), Qr >0, F e
LOO(T,E(R’“)), G,G™! € Loo(T,L(R™)), L € Lo (T, L(R*,R™)), G; > 0 and
Fi - L:G;'Ly >0 forae. t € T.

These conditions are the same as the conditions (R§)—(R§) under X = R¥,
U =R™, H = R", fortified with the smoothness condition on ®. For simplicity,
we let v = w. Note that we take A as independent of the time variable, since we
will refer to the results from Section 8.3.5. In general the results presented below
are valid if, say, A € C’(T, £(Rk)). We will denote

Py = covxg, 0 = 2¢ and ¢,, = 27 "¢.

10.4.2 Approximating Problems

One can observe that in the problem (10.9)—(10.11) the noise processes of the
state and the observations are independent of the interval [0,Ay"']. Starting at
time moment Ay ! the state noise is a pointwise delay of the observation noise.
Hence, we can keep the state noise up to time moment Ay ! and then approximate
it by wide band noise processes in accordance with Theorem 10.3. Then we obtain
the following sequence of state-observation systems:

dxy = (Azy + Byuy + @7 )dt + @tX[O,A()_1)(t)det, xg is given, 0 <t < T, (10.12)

dzy = Cixdt + \I/tdwt, Zo = O, O0<t< T, (1013)
where " is defined by (10.3), (10.5) and (10.7).

Note that while w;, —¢ <t < T is assumed to be a Wiener process, wy,,

0 <t < T, may not be a Wiener process. In two particular cases when \; =t —¢

and A\; = ct with 0 < ¢ < 1 it can be considered as a Wiener process. Indeed, in

the first case, w;-. is clearly a Wiener process on [0,T]. In the second case, by
Proposition 4.16, the random process

= %(wct ~wp), 0 <t < T,
is a Wiener process with the covariance matrix I. So, we can replace the term
(th[o)\gl)(t)dwct in (10.12) by \/Eq:.tX[(),)\al)(t)dwtl'

In the general case of function A satisfying the conditions in (10.1), following
from

t s At As
cov(/ b, dw)\T,/ b, dw)\r> :cov(/ D, dwr,/ D, dwr)
0 0 Ao " Ao i

min(A¢,As)
- / B, &%, dr
N r

0

min(t,s)
:/ (VL) (VAL®,)" dr,
0
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we can replace the term ®¢x, Ag_l)(t)dw)\t in (10.12) by /A;®:x)o Agl)(t)dwtl as-
suming that w! is an R"-valued Wiener process on [0,T] that is independent of
(zg,w) and has the covariance matrix I.

This enables us to write the following formulae from Example 8.25 for the

optimal control 4™ and for the best estimate £™ in the linear stochastic regulator
and filtering problems determined by (10.11)—(10.13):

up = —G(B{Q° + L)}

0
~G'B; / Vi 6.4Q60r0do, ae. t €T, (10.14)
max(—o,t—T)
dip = (A&} 4+ Py + Beul)dt + PRGCH (W, ¥7) 7!
x(dzp — Cy2Pdt), 32 =0, 0<t <T,
(0/0t + 0/30)y7pdt = (PY5CE + 7 W5 ) (¥, 07)
x(dzp — Codpdt), Y3 =97 _,=0, —0<0<0,0<t<T,

(10.15)

where (P2%, PO, P11} is a solution of the system of equations

dOO

apn,t - Pr?gA* - APS% - Pr?,lt,O - P'r?,ltTO - ‘I)t‘I):X[o,)‘gl)(t))‘;

+ PRCH (9, ¥;) 1O PY, =0, Py =Py, 0<t<T, (10.16)

8 8 * *\—
(& + %) P”?}t,e - APr?,lt,G - Prtﬁlt’()’g + PT(L),OtCt (\Ilt\Ilt) 1
X (Gl + WB15) =0, b= P, =0,

~0<60<0,0<t<T, (10.17)

8 8 8 FT FTL* * * F * *\—
< + 5+ —) Prtlt,ﬂ,r — B pPFT + (Pr(L),lt,GCt + ‘pt,e‘l’t)(‘l’t‘l’t) !

ot 89 ' or
x (CPY, , + 0, @72) =0, Phog,=Pr, _, =P, _,=0,
~0<60<0, =6<7<0,0<t<T, (10.18)

Q™" is a solution of
d
O QA+ A+ B
—(QFB:+ L})G; ' (B;Q® + L) =0, QP =Qr, 0<t<T, (10.19)
Q% and Q! are defined by

01 __ yt*—a,tQ?ga’ 6=>2t-T _o<B@< <t <
tv"—'{O, 0<t—T(° 0<0<0,0<t<T, (10.20)

01 9> r min(t—6,t—7)

11 t—0,7— 2 01+ —1 %01

t.0,r — { 01= g < T} - / s,9+s—tBsGs Bs Qs,”r-l-s—t dsv
t—7,0~7) t

—0<0<0, 0<7<0,0<t<T, (10.21)
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Y is the fundamental matrix of A — B,G; (B} Q% + L,) and ®" is defined by

(10.22)

=n _ Qi _gfnt—r_oAi_g, mMin ()\t_l,T) <t—60 < min ()\;_lsn,T),
t6 0, otherwise,

for 0 < t < T. The covariance of the error of estimation and the minimum of the
functional are given by

cov(zy —&7) = PY, 0<t<T, (10.23)
and
T
J(u*) = tr(QPPY) + tr/o (F.PY, + ‘I’t_ICtPSgQ?OP,?,OtC:\I’t_I*)dt

T 0

+tr / / UG PY,QYy (PYeCr + 7oy ) Uy 1" db dt
0 —-o
T 0 B

+tr / / U (C Py g+ 0,075 QY PYCr iy 1™ do dt
0 —a

T 0 0 B
v [ wrar, s vama,
0 —oJ-o

x (PO .Cr + &7 U} )W, dr dé dt. (10.24)

n,t, 7

Note that since the underlying spaces are finite dimensional, the solutions
of the equations in (10.15)—(10.19) are in the ordinary sense and the integrals in
(10.21) and (10.24) are uniform Bochner integrals.

10.4.3 Optimal Control and Optimal Filter

The results presented in this section are not yet mathematically strictly proved,
but they are evident. The starting point in this section is as follows. Let u* be the
optimal control, z* and z* be the state and observation processes, respectively,
corresponding to the optimal control and £} be the best estimate of z} based on 2},
0 < s <'t, in the linear stochastic regulator and filtering problems determined by
(10.9)—(10.11). From the results of Chapter 9, it follows that the processes u*, z*,
z* and * exist and they are unique. Denote by u™, ™, z™ and £™ the respective
processes in the linear stochastic regulator and filtering problems determined by
(10.11)—(10.13). From the results of Chapter 8, they exist and are unique as well.
The formulae for them are given by (10.14)—(10.22) and (10.3). Assume that

t t
a‘cf:/o K;  dz; and 5:?:/0 Ki,dzg, 0<t<T.

We assert that if K. — K. as n — 00 in the mean square sense, then

n * n * n * N Fol
uy — Uy, Ty — Ty, 2y — 2; and £} — &} as n — oo.
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in the mean square sense. Indeed, at first one can show that, if the systems (10.9)—
(10.10) and (10.12) -(10.13) are considered under the zero control v = 0, then the
convergence of the signal, observation and best estimate processes in the above
mentioned sense, is assured. Then write the optimal controls in terms of differen-
tials of the respective observation processes corresponding to the zero control (see
Lemma, 5.25) and show the convergence of the respective kernel functions. In this
step the convergence properties of Volterra integral equations must be used. As
far as the convergence of optimal controls is proved, one can easily go on to prove
the convergence of the sequences of the other related processes.

Thus, we conclude that if we move n to oo in the formulae (10.14)—(10.21),
then in the limit we obtain the equations for the optimal control and for the
optimal filter in the linear stochastic regulator and filtering problems determined
by (10.9)—(10.11). For this, note that by Corollary 10.2,

0 t—x;t
/ ngB:/ Dy _9fnt-r_ori_gdb
¢

—1
—0 —/\H_En

0
Z/ @/\—1 fn,gda —>¢‘)\—1 asn—o0if 0<t<Ap,
t-8 t

—En

and 0
/ ®)'pdd =0 if \p<t<T.
So,
0
=0 D,-1, 0<t< Ay
/_U<I>t,9d9—>{0’)‘t /\T<tST} as n — oo. (10.25)

Now denote by P%, P9 and P! the limits of P2, PO and P!! assuming

n n

that they exist. Then the equation (10.16) in the limit produces

d

P = POAT — AP — P — Pg" = 219X 55 (DX,

+ POCr (W) 1C P =0, P =P, 0<t <T. (10.26)
To study the limits in equations (10.17) and (10.18), define the function

_ )1
ut:{t MY, 0<t<Ap, (10.27)

t—T, Ar <t <T,
and let

S ={(t,0): —0 <O <p, 0<t<T}
Sy ={(t,0,7): (t,0) € Sy or (t,7) € S1}.
Since ‘i’?,e — 0 as n — oo for (¢,60) € S, in the limit the equations (10.17) and

(10.18) produce homogenous equations on S; and Ss, respectively, with the zero
initial and boundary conditions. Hence, Pg =0 on S; and P}'j . =0 on S;.
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Furthermore, taking limits as n — oo in (10.17)—(10.18) and using (10.25),
at the value 8 = 7 = p;, we obtain

—POCH*®*_ | 0<t<Ap,
Pl . =0and POL =q¢ TF PR AT =7
ek i 0, Ap <t <T.

If 6 = p; and py < 7 < 0, then the limit in (10.18) produces

o 0 o, 07'C P 0<t<Ar
.9 pu ATt Mther = =0.
[(at+aT) t"”TL:er{o, Ar<t<T 0

Similarly, if 7 = p; and py < 0 <0, then

[(Q N g) Pl T] . PO CRU @5y, 0<t<Ar | _ N
B PSP R Ar <t<T

For p; < 6 <0, the limit in (10.17) produces

0 0 N *y—
(E + 5-5) Py — AP — PL o + P°Cy (0, 97) ' C PY§ = 0,

and for py < 8 <0 and py < 7 <0, the limit in (10.18) produces
d 0 0
(5% 5 + 57 ) Plbo + PRECLORUD) 0P =0

Combining these conditions, we obtain for P!:

(0/0t + 8/00) P25 — APPY — PlL o + POCH (W, W)~ 1C PO} =0,
ue <8<0, 0<t<T,
Py =0, —A\;' <0 <0; (10.28)
PO =—PPCrU; 0, 0<t <A
PO =0, Adp<t<T.

Also combining the above mentioned conditions for P! and using the symmetry
in P!, we obtain

((0/0t +0/06 + 8/9T)Ply . + PAy*Cr (¥, 97)~'C, P} =0,
w<0<0, iy <7<0,0<t<T;
Pib,.=0, =Ag' <0<0, —A;' <7 <0;

[(8/6t+0/06)PL} ] rmast T ng*ct*\p;l*(b;;l =0, (10.29)
t—2A1<6<0 0<t< A

[(8/0t+0/00)P}y ] _, »=0,t-T<0<0, A\p <t<T;

Pl =0,0<t<T.

typie,phe
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A similar argument, as applied to (10.15), yields

= (AL} + Pi o + Beul)dt + POCr (0, 0}) !
x(dzf — Cyirdt), 35 =0, 0<t <T;
(8/0t + 000y gdt = PLY*CH(¥,¥}) " (dz} — Cidi}dt),
we<0<0,0<t<T; (10.30)
Po,0 =0, —Ag' <0 <0;
Py poayrdt = @y W (dzf — Cidpdt), 0 <t < A
\ 'd}t,t—T = 0, )\T <t S T.

The second equation in (10.30) is significant because it is a stochastic partial
differential equation with the boundary condition that is again determined by a
stochastic differential equation. Also, in the limit, (10.14) yields

c (B QY + Ly)d;

0
-G 'B; / 1 Vi 0 Q ot odl, ae teT. (10.31)
max(t—/\; ,t—T)

The equations (10.26)—(10.31) together with (10.19)—(10.21) represent the opti-
mal control and the optimal filter in the linear stochastic regulator and filtering
problems determined by (10.9)—(10.11). We add two more formulae for the covari-
ance of the error and for the minimum of the functional which easily follow from
(10.23)-(10.24):

cov(z; — &) = P2, 0<t < T, (10.32)

and

T
J(w) = tr(QPP") + tr / (FP® + 7 CPOQPPOCT Y ) dt

+ tr/ / \Ijt lct (POOQ Pt()é* QOI*POO)C* 140 dt
max t ALt )
0
" tr/ / _/ UG PQL POV Cr Yy dr df dt
max t AT Lt~ T) max(t AL T) )

+tr/0 (B CPROQY i, + B0 QD PG ™) de

0

+tr ;G PQM M)\;IQAgl df dt

t,60,t

.
o)

/\T 0
* 01* * 1%
tr /_cp Pioant g PRt CIY T do dt
0 t—A

At
+ tr/ ‘th A t—)flq))\*l dt. (10.33)
0 ¢ ¢
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Finally, note that by the zero initial condition in (10.28), we have P)§ =
for0<t< Ay !. Hence, (10.26) becomes an ordinary Riccati equation on [0, Ay 1]
that is natural since on [0, ;'] the noises of the state and the observations are
independent.

10.4.4 Application to Space Navigation and Guidance

Linear stochastic regulator and filtering theories have significant applications in
space navigation and guidance. In fact, up to now these applications use only the
results concerning independent and correlated white noise disturbances. In Section
9.1 it was illustrated that the noise processes arising in space navigation and
guidance can be more adequately modelled by shifted white noises. The function
At = t — e with € > 0 in the state-observation system (10.9)—(10.10) describes
the shift arising in navigation of Earth orbiting satellites since they have nearly
constant distance from the Earth. But the case A\; = ¢t with 0 < ¢ < 1 describes
the shift arising in navigation of space probes flying away from the Earth, since
their distance from the Earth increases with nearly constant rate of change. Note
that in this case it is reasonable to take € = (1 —¢)T that is the maximum of ¢t — A,
on [0,T]. One can deduce that for navigation of space probes flying toward the
Earth the function A must be taken as Ay = —at + b, where a and b are positive
constants, that is the combination of the previous two cases.

Example 10.4 (No shift). Let A\; = ¢ in the system (10.9)—(10.10). How does this
effect the equations (10.26)-(10.33) and (10.19)-(10.21)? The equation (10.28)

reduces to
P = —PXC o7 0}, 0 <t <T.

Substituting this in (10.26), we obtain the familiar Riccati equation

d
apfo — PA* — AP — 9,9} + (P)°C; + &, V7)
x (U, 07)"H(C P + ¥, @7) =0, 0< t < T, Py = covzo. (10.34)
From (10.30), we obtain
Vi odt = .U (dz) — Cyztdt), 0 <t < T,

and, consequently,

dz; = (A2} + Byup)dt + (P°CF + @,77)
x (U, 7) " Ndzf — Cyirdt), 3o =0, 0 <t <T. (10.35)

Also, (10.31) produces

uf = -Gy (Bf QY + Ly)#;, ae. t €T, (10.36)
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where Q satisfies (10.19). For the covariance of the error process we have the
equality in (10.32) without any modification. For the minimum of the functional,
note that Qo = Q% = QY6 = QY° by (10.20)-(10.21). Hence, from (10.33),

T
J(u*) = tr(QP P°) + tr/ F,P dt
0
T
+tr/ U, (C P + 0, 8})Q° (P°CT + @,97) T, " dt. (10.37)
0

The equations (10.34)—(10.37) together with (10.19) and (10.32) are well-known
equations describing the optimal control and the optimal filter for the correlated
white noise disturbances of the state-observation system (cf. Example 6.23).

Example 10.5 (Navigation of Earth orbiting satellites). Now let A; = ¢ — ¢ in the
system (10.9)-(10.10). Then A\;! = t + . Consequently, the equations (10.26),
(10.28) and (10.29) produce

d * * *
00— PPPAT — AP — Py — Pio” — @27 x(0.¢)(t)

+ POCH (Y, )PP =0, P =Py, 0<t < T, (10.38)

(80t +0/00)PYy — APYy — PJj o + PYOCH (¥, ¥7)'Ci Py = 0,
max(—e,t —T) <6 <0, 0<t<T;

Py =0, —e <0 <0; (10.39)

P = -—POCrU; %, 0<t<T —¢;

P =0, T-e<t<T,

((0/3t+0/06 +8/0T)PLy . + Py Cy (9,97)7C, Py} = 0,
max(—e,t —T) <8 <0, max(—e,t —T)<7<0, 0<t<T;

Pipr=0, —£<6<0, —e<7<0;

(8/0t +8/00)PL} _, + Py Cr O @7, =0,

—£<60<0,0<t<T—c¢; (10.40)

[/t +8/00)P}y ] _, p=0,t-T<0<0, T-e<t<T;
P, . =0,0<t<T—¢

P, 7=0T-e<t<T.
Similarly, (10.30) yields

((dif = (AT} + i 0 + Byul)dt + PXOCH (¥, ¥7)~!
x(dzf — Cyatdt), 35 =0, 0<t <T;
(8/0t + 8/00)y pdt = PLY*Cr (W, 7))~ (dz; — Cypdt),
max(—e,t —T) <6 <0, 0<t<T; (10.41)
Yo, =0, —e <0 <0;
Py _edt = &4y U7 Hd2p — Cydpdt), 0<t < T —¢;
\wt,t*T:Oa T—-e<t<T.
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Note that by substitution the equations in (10.41) can be reduced to the respective
equations in Example 9.20. Furthermore, from (10.31), for the optimal control we
have

P (B + L3

0

-G !'B; / Vi 01QP o1 0d8, ae. teT. (10.42)
max(—e,t—T) '

The formula (10.32) remains valid for the covariance of the error process and, from

(10.33), we obtain a formula for the minimum of the functional:

T
Iw') = w(QFPY) +tr [ (FP® 4+ U7 CPRQR RO Yt
0

UG (PQU P + PLoQYy PO)Cr v 1 df dt
ax(—e,t—T)

+tr/ / / U CPYGQL Y PO Cr U dr df dt
max( e,t—T) Jmax(—e,t— T)
+tr/

(OGP Py + ®;_ QY POCTE ) dt
T—€
/ /\ptlct 5@t _cPiie didt

—€

T—e
+tr/ / @7, QL. PG Cr 1 df dt
0 —€

+ tr / 7, Qi _ Diycdt. (10.43)
0

The equations (10.38)—(10.43) together with (10.19)—(10.21) and (10.32) represent
the complete set of formulae for the optimal control and the optimal filter in the
linear stochastic regulator and filtering problems determined by (10.9)—(10.11)
under A\; =t — €. Note that in Example 9.20 we could derive only the equations
(10.41) and (10.42) (in a slightly different form).

Example 10.6 (Navigation of space probes). Let A\; = ct in the system (10.9)-
(10.10) assuming 0 < ¢ < 1. Then /\t'l = ¢~ !t. Consequently, the equations
(10.26), (10.28) and (10.29) produce

%PPO - P°A* — AP — P}y — PY§*

+ POCH (0, ) ICP =0, P =P, 0<t < T, (10.44)

(0/0t +8/00) P — AP — Py + POC; (W, 97)~1C P = 0,
max(t —c 1t —-T) <0 <0, 0<t<T;
POy =0; PYj_ 1, =—PXCrU 01, 0<t<cT;

Pg}_T—O T <t<T,

(10.45)
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((8/0t+0/06+8/0r) P} + PIYCF (V7)) CPOL = 0,
max(t —c 't —T) <0 <0, max(t —c t,t —T) <7 <0,

0<t<T,

[(0/0t +0/00)PL} ], _, s, + PG CHE; @Y, =0, (10.46)
t—c1<6<0,0<t<cl;

[0/t +0/00)P}§ ) _, . =0,t—-T <0<0, cT<t<T;

ettt =0, 0t < T Pl gy =0, T <t<T.
Similarly, (10.30) and (10.31) yield

dit = (A&} + Yo + Boul)dt + POC) (U, 0F) "1
x(dzy — Cyardt), 33 =0, 0 <t < T;
(8/0t + 8/08) by pdt = POY*CF (¥, ¥}) 1 (dz} — Cidydt),

max(t —c 1t -T)<0<0,0<t<T; (10.47)
Y00 = 0; Yrp—c11dt = -1,y (dz — Cudpdt), 0 <t < cT;
Y7 =0, T <t <T,
~G (BrQY + L) &}
0
- Gt—lBt*/ Vi 0.QPe10d0, ae. teT. (10.48)
max(t—c—1t,t~T) ’

The formula (10.32) remains valid for the covariance of the error process and, from
(10.33), we obtain a formula for the minimum of the functional:

T
J(u*) = tI’(Q(%OP%O) + tI’/ (FtPtOO + ‘I/;ICtPtOO ?OPtOOCt*\IIt-l*)dt
0

0
+tr / / UIC(POQYG P + PRy PO Cr oy 1 do dt
max(t—c~1t,t—T)

0
+tr// / UICPQL, PO Cr YT dr do dt
max(t—c~1t,t—T)J/ max(t—c~1t,t— T)

cT
+ tr/ (lIlt 1CtP00Qt -1 P11 + ‘I’(*:-th?,ltic—uPtOOC{‘\Ilt_“) di
0
cT p0O
+ tr/ / ICtPtO;Qt b.1—c-1:Pc-1, dOdt
0 t—c—1¢
cT
+ tr/ / q:‘:’thg,lt~c“1t,0})t?é*C:\I’t_l* do dt
0 t—c— 1t

+tr/ ¢*'thtt C'ltt C"lt c—1¢ dt (1049)
0

The equations (10.44)—(10.49) together with (10.19)-(10.21) and (10.32) represent
the complete set of formulae for the optimal control and the optimal filter in the
linear stochastic regulator and filtering problems determined by (10.9)—(10.11)
under \; = ct with 0 < ¢ < 1.
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10.5 State Noise Anticipating Observation Noise

10.5.1 Setting of the Problem

Consider the problem (10.9)—(10.11) in which the state noise anticipates the ob-
servation noise:

dz; = (Azy + Biuy)dt + Tidwy, xo is given , 0 <t < T, (10.50)
dzy = Comydt + Bex(y-1 gy (t)dws, + Tydvy, 20=0, 0<t<T,  (10.51)

J(u)zE((xT,QTxT)+/OT<[2Z] , [2 étt] [Z;]>dt> (10.52)

In this section A € L(RF), B € Loo(T,L(R™ R¥)), C € Lo (T, L(RF,R")),
® c WI’Q(T,L‘(R’,R")), T € Loo (T, L(RLRF)), ¥, ¥~ € Loo(T, L(R™)), w is
an Rl-valued Wiener process on T with the covariance matrix I, 0 < ¢ < T,
A € WH(T,R) is a function satisfying the conditions in (10.1), v is an R"-
valued Wiener process on T with the covariance matrix I, xo is an RF-valued
Gaussian random variable with Exg = 0, z9, w and v are mutually indepen-
dent, Q7 € L(R¥), Qr > 0, F € Loo(T,L(R¥)), G,G™! € Loo(T, L(R™)),
L e LOO(T,E(R’“,R"‘)), Gy > 0 and F; — L{G[lLt > 0 for a.e. t € T. We will
denote
Py = covzg, 0 = 2¢ and ¢, = 27 .

The role of the function X(/\O—I’Tl(t) in (10.51) is as follows: write
®dwy, = ¢iX(O’A()_1](t)dw/\t + @tx(/\alyT](t)det,

assuming that w is a Wiener process on [—¢,T]. Here the first term in the right-
hand side is independent of the state noise in (10.50). Hence, in the setting of the
problem we can assume that ‘I’tX(g, Aal](t)dw)‘t is contained in W.dw;.

10.5.2 Approximating Problems

Similar to Section 10.4.2, we will approximate part of the observation noise, that
is a pointwise delay of the state noise, by wide band noise processes in accordance
with Theorem 10.3. Then we obtain the following sequence of state-observation
systems:

dr; = (Al‘i + Biut)dt + Ttdwt, g is given, 0<t< T, (1053)
dzy = (Ctl't + QO?)dt + \I/tdwi, zo0=0,0<t< T, (1054)

where " is defined by (10.3), (10.5) and (10.7).
We can write the following formulae from Example 8.25 for the optimal

control ™ and for the best estimate 2" in the linear stochastic regulator and
filtering problems determined by (10.52)—(10.54):

ul = -Gy (BfQ{° + L;)2}, ae. t €T, (10.55)
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di} = (A2} 4+ Buup)dt + (PSCE + P4 o) (9, 97) !
x(dz — Cy@pdt — Podt), 25 =0, 0 <t < T,
(8/0t + 0/00)Y7gdt = (PR%yCr + P2, 5 ) (¥, ¥7) 7!
x(dzft — Crpdt — Yfodt), ¥ ,=vF_,=0, —0<0<0, 0<t<T,

(10.56)

where (P, P22, P2?) is a solution of the system of equations

iPOO

P PRA* — APY, — Y, X7 + (PY.CY + P )
x (U 07) " (CPY, + P%,) =0, PYy =P, 0<t<T, (10.57)
8 8 7L * *
(5% 39 ) o = APy = 85+ (PACE + P2)

x (W 07)~! (CtPS?t,O + PQ?tfo,o) =0, Pg?o,o = Pg?t,—a =0,

n

~0<60<0,0<t<T, (10.58)

0 0 1o} o Ena . vx *y—
(52 + % + E) Prg?t,e,r - q)t,eq)t,‘r + (Pg?t,ect + Prg?tﬂ,o)(\l’l‘l/t) !

X (CtP’I??t,T + Pﬁ?tt‘r,O) = 07 Pg?o,e; = Pé,lt,—v,'r = Pr%?t,@,—v = O’
—0<0<0, —0<7<0,0<t<T, (10.59)

Q" is a solution of
d
—Q°+ QA+ AQE +
— (@B + L7)Gy (BI QP + L) =0, QF =Qr, 0< ¢t <T, (10.60)

and ®" is defined by (10.22). The covariance of the error of estimation and the
minimum of the functional are given by

cov(zl —&M) =P 0<t<T, (10.61)

and
T
J(w*) = tr(QPPYp) +tr / F,PY dt
r 0
ttr /0 UL (C P+ PO QP (PYNC; + P2 )0 de. (10.62)

10.5.3 Optimal Control and Optimal Filter

The arguments used in Section 10.4.3 are applicable to the linear stochastic reg-
ulator and filtering problems determined by (10.50)—(10.52). Hence, moving n to
oo in the formulae (10.55)—(10.62), we will derive the formulae for the optimal
control and for the optimal filter in the linear stochastic regulator and filtering
problems for (10.50)—(10.52). For this, we will use the limit in (10.25).
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Denote by P%, P%2 and P?? the limits of P2°, P%2 and P22 assuming that
they exist. Then the equation (10.57) in the limit produces

d

TP = PPAT = AP = T3 + (POCE + PG)

x (U, 07) (O PP + PE*) =0, P{® =Py, 0<t<T. (10.63)

Let u be defined by (10.27). Similar to the derivation of the equations (10.28)—
(10.30), from (10.58)—(10.59) and (10.56), by using (10.25), we obtain the equation

(0/0t +0/060)PY5 — AP} + (PP°Cy + PP3) (¥, 07) !
x(CePY + P23%) =0, puy <6 <0, 0<t <T;

PY% =0, -\t <6 <0; (10.64)
P% L =T®_., 0<t<Ar

P2 =0, \p <t<T,
for P2,

(9/0t +8/30 + 8/d7)P22 _ + (PP3*Cy + P23 ) (W, 07)
X(CoPP22 + P?25) =0, 14 <0 <0, p, <7<0, 0<t <T;
P# =0, -\1<0<0, —X\' <7<0;
[(6/6t +8/060)PF5 ], _, =0, y<6<0,0<t<T;
t2,t2—A;‘,t—,\;‘ = <I>/\:1<I>f\t_l, 0<t< Ar;
P2 p, =0, M <t<T,

(10.65)

\

for P22 and the system

diy = (A} + Byug)dt + (PtOOCt* + Pt?g)(\llt\Il;‘)’l
x(dz; — Cyifdt — deodt), 35 =0, 0 <t < T;
(0/0t + 8/08)s odt = (P%*Ct* + wagyo)(\llt\I/;‘)’l
X (dzf — Cpgrdt — Py odt), pe <0 <0, 0<t <T;
Yoo =0, X5 <0 <0
e =0, 0<t<T.

(10.66)

for the best estimate. Also, in the limit, (10.55) yields
uf = -Gy Y (Bf QY + L;)#}, ae, t € T. (10.67)

The equations (10.63)—(10.67) together with (10.60) and (10.27) represent the op-
timal control and the optimal filter in the linear stochastic regulator and filtering
problems determined by (10.50)—(10.52). We add two more formulae for the co-
variance of the error and for the minimum of the functional which easily follow
from (10.61)—(10.62):

cov(z, —2;) =PX, 0<t<T, (10.68)
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and
T
J(u*) = tr(QP PY°) + tr / F,PX®at
0

T
+ / U7 (PP + PBNQYP(POCT + PRR) T dt. (10.69)
0



Chapter 11

Duality

In this chapter the distinction between the classical and extended forms of the sep-
aration principle is explained by use of duality between the control and estimation
problems.

Convention. In this chapter it is always assumed that (Q, F, P) is a complete
probability space, X,Z € H, T > 0, T = [0,T] is a finite time interval and
Ar={(t,s):0<s<t<T}.

11.1 Classical Separation Principle and Duality

In Sections 6.2-6.4 and 9.2-9.4 the duality principle was used to reduce estimation
problems to linear regulator problems. In this section we try to substitute a linear
regulator problem by a linear stochastic optimal control problem in this duality.
Under the conditions (EY¥)-(EY ), consider the filtering problem (6.1)—(6.2).
By Theorem 6.4, the best estimate in this problem has the linear feedback form
(6.16) with Y and P as defined in Theorem 6.4.
Introduce the functions W, V', R and the operator Py from (6.3) and let

(D1) R=DpU), B=Dr(C), F = Dr(W), G = Dp(V), L = Dr(R), Qr = Fo;

(D2) b € La(T x 2, X), ¢ € Ly(T x Q,Z), Eby = 0 for ae. t € T, D €
Boo(T, L(X, Z)), m € My(T, X), n € My(T, Z).

Under (D7) and (D2), consider the partially observable linear quadratic optimal
control problem of minimizing the functional

T
J(u) = E(w,cm% + [ (ot Rt + 2, Lt + <ut,Gtut>>dt), (11.1)

0
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where
t t
xy = / Ris(Bsus + bs) ds +/ Risdmg, 0<t <T, (11.2)
0 0
t
zfz/o (Dsxy +cs)ds+ng, 0<t<T, (11.3)

and

u € Uy = {u S LQ(T,L2(Q,R”)) :
us € Lo (Q,U(z“’t) ﬂa(zo’t),P,R"), for a.e. t € T}. (11.4)

Assume

(D3) o(bt,ct,ng,my; 0 < s <t)and (b, ms; — my; t < s < T) are independent
forall0 <t <T;

where the symbols b and b'* are introduced in Section 5.1.1. Then by the classical
separation principle (see Theorem 5.17), if there exists an optimal control u* in
the problem (11.1)—(11.4), then it has the form

uf = -Gy (B Qi + L;)E}z}, ae t €T, (11.5)

where z* = 7", Ef = E(-|2%7;0 < s < t) and Q is a solution of the Riccati
equation

T
Qi =R QrRr: +/ R (Fs
t
- (QsBs + L:)Gs_l(B;Qs + Ls))Rs,t ds, 0<t<T. (116)

Let K = P—BG‘I(B*Q+L)(R) and let

t
’Ili = U,; +G;1(B;Qt + Lt)/ ’CtysBsGs_l
0

X (B:Qs+ L) (Ejzt —Elz})ds, ae. t € T. (11.7)

8

To find another expression for @, substitute (11.5) in (11.2). Then using Proposi-
tion 4.28, we obtain

t t
z = —/0 ResB,GT (B:Q, + L,)E’z" ds-l—/o Ri.s(bs ds + dm,)

t t
=/ )ct,sBst(B;QﬁLs)(x;—E;z;)ds+/ Ki,s(bs ds 4 dm),
0 0
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and hence,
t
Eiz; - E; / Kt s(bsds + dmy)
0
t
=/ Kt sB.G;H(B:Qs + L) (BEfz: — Elxt)ds. (11.8)
0
Thus, the substitution of (11.5) and (11.8) in (11.7) yields
t
Uy = —E:‘/ Gy (B Qi+ LKt s(bsds + dm,), ae. t € T. (11.9)
0

Using (D), in a similar way as in the proof of Theorem 6.4, one can show that @ =
Dr(P) and K = Dp()), where P and Y are defined in Theorem 6.4. Therefore,
comparing (6.16) and (11.9), we conclude that if K is defined by (6.20), then

t t
it:A Kt,sdzs and ﬁt:—E:‘/O K}_S’T_t(bsds%—dms). (1110)

Thus, we can state the following result.

Theorem 11.1. Under the conditions (EY)—(EY) and (D1)—(Ds3), the filtering
problem (6.1)—(6.2) and the partially observable linear quadratic optimal control
problem (11.1)-(11.4) are dual in the sense that if the operator-valued functions
used in setting of these problems are related as in (D1), then the best estimate &
and the process 4, defined by (11.7), are related in the same form.

Proof. This follows from (11.10). O

One may think that the above duality is artificial and refer to the process %
which is used in this duality instead of the optimal control u*. The result of the
next section shows that Theorem 11.1 should be considered more seriously than
the initial impression.

11.2 Extended Separation Principle and Duality

In this section Theorem 11.1 will be generalized to the case of the extended sepa-
ration principle.

Under the conditions (EY)-(E¥) and the notation in (6.3), consider the
smoothing problem (6.1)-(6.2). By Theorem 6.18, the best estimate % in this
problem has the form

t T
&l =/ Vis(PsC? +Rs)Vs_ldzs+/ PY;CiV7 dz, 0<t<T, (11.11)
0 t

where ), P and Z are defined in Theorem 6.18.
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Let (D7) and (D2) hold and consider the partially observable linear quadratic
optimal control problem (11.1)—(11.4). Since we are not restricted by the condition
(D3), the extended separation principle (see Theorem 5.16) must be applied to
the problem (11.1)—(11.4). Consequently, we obtain that if there exists an optimal
control ©* in this problem, then it has the form

uf = — G (B{Q + L)}

- Gy 1B*E*/ K% ,Qs(bsds + dm,), ae. t €T, (11.12)

where z* = 2%, Ef = E(-[2%";0 < s < t), Q is the solution of the Riccati
equation (11.6) and K = P_pg-1(g-0+1)(R)-
Let

t t
mtzmt—i-/ bsds + Bsigds, 0<t<T, (11.13)
0 0
T
Uy = —G;lB:EI/ K :Qs(bsds +dmys), ae. t €T, (11.14)
t

and define the process @ by (11.7). To find another expression for 4, substitute
(11.12) in (11.2). Then by (11.13)—(11.14) and by Proposition 4.28, we obtain

t t
—/ RtysBsGs_l(B;Qs+LS)E;:c;‘ds+/ Ri.s(bs ds + dmy)
0 0
t T
—/ Rt,sBsGs_lB:E:/ K} sQr(bydr + dm;)ds
0 s
t
=_/ R:sB,G;H(BIQs + L E*:c*ds+/ Ri,s dmg
:/ K:.B,GI (B*Q, + Lo) (z" — E'z *)ds+/ K., dms,

0

and hence,
¢ t
Ejz} — E;/ Kiodm, = / K:sB.G; (BXQ. + L,) (Efzt — Etz,)ds. (11.15)
0 0
Substituting (11.12) and (11.15) in (11.7), we obtain
t
iy = —E;/ Gy (Bf Qi + Ly)Ky, s dig
0

T
- E:/ G[lB:lC;th(bs ds + dmyg), ae. t € T.
¢
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By (D1), we have Q = D (P) and K = Dy (Y), where P and Y are as defined
in Theorem 6.18. Therefore, if K is defined by (6.20) and

Gis=PY;,Cr(U,VU5) ™, 0<s<t<T, (11.16)
then

t T

:%tT = / Kt,s dzg +/ Gt,s dzg, (1117)
0 t
t T
i =B [ Kiyrdm.—B; [ Gi_rdm.. (11.18)
0 t

Theorem 11.2. Under the conditions (EY)—(EY) and (D1)-(D2), the smoothing
problem (6.1)—(6.2) and the partially observable linear quadratic optimal control
problem (11.1)—(11.4) are dual in the sense that if the operator-valued functions
used in setting of these problems are related as in (Dy), then the best estimate
process &1 in the smoothing problem (6.1)—(6.2) and the process i, defined by
(11.7), are related in the same form.

Proof. This follows from (11.17) and (11.18). O

Summarizing Theorems 11.1 and 11.2, one can observe that the distinction
between the classical and extended forms of the separation principle is the same
as the distinction between optimal filter and optimal smoother for the system
(6.1)-(6.2).

11.3 Innovation Process for Control Actions

By the duality stated in Theorem 11.2, the innovation process Z for the smoothing
problem (6.1)—(6.2) corresponds to the process 7 for the control problem (11.1)-
(11.4). Therefore, the process m, defined by (11.13)—(11.14), will be called a dual
analogue of the innovation process for control actions. Innovation processes play
a significant role in studying estimation problems; especially they are helpful in
derivation of nonlinear filtering equations. Hence, we can expect the same from
their dual analogue for control actions. In particular, if the process 4 is given
beforehand, then substituting v = 7 + @, the state-observation system (11.2)—
(11.3) can be reduced to

t t
CE? = 1:? = / Rt,sBsns ds +/ Rt,s dmsa 0<t< T7
0 0

¢
zt":z}‘:/o (Dsz? +c5)ds+ng, 0<t<T.

If we write the functional (11.1) in terms of the new control action 7, then the
optimal control n* in the reduced control problem is

nf=ul — 4 = -G YBQ; + L,)E} 2}, ae. t € T.
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Thus, for the reduced control problem, which is set in terms of the new noise
process m, the classical separation principle holds instead of the extended one
that holds for the original control problem.

Example 11.3. To illustrate the ideas mentioned in this section, consider the linear
stochastic regulator problem (8.68)—(8.70) under the conditions of Example 8.25
assuming xg = 0. The optimal control ©* in this problem was found as a function of
three random processes 2*, 1! and 2. Here 2* is the basic best estimate process,
but ¢! and v? are two associated random processes. From the equations in (8.92)
it is clear that the process ¥? plays a role in forming the innovation process z for
estimation problems:

dzy = dz} + (Cedi; + 97 )dt, Zo = 0.

The role of the process ! becomes clear due to the dual analogue of the innovation
process for control actions. The process ¢! forms the process # and, hence, the
process m defined by (11.13)—(11.14) for the linear stochastic regulator problem
from Example 8.25.

It is useful to mention the following: the reduction method used in Chapter 8
is in fact an application of the dual analogue of the innovation process for control
actions. Exactly this was the reason for obtaining the formulae for the optimal
control in Chapter 8 without referring to the extended separation principle.

The arguments mentioned in this example are applicable to the linear stochas-
tic regulator problem from Chapter 7 and they can be used to analyze the linear
stochastic regulator problem from Chapter 9.



Chapter 12

Controllability

In this chapter the concepts of controllability for the deterministic and stochastic
systems are discussed.

12.1 Preliminaries

12.1.1 Definitions

Let T > 0 and consider a deterministic or stochastic control system on the time

interval [0, T]. Let % be its (random or not) state value at time T corresponding

to the control u taken from the set of admissible controls U,q. If the control

system under consideration is stochastic, then by F} we denote the smallest o-

algebra generated by the observations on the time interval [0,T] corresponding

to the control u. If the considered control system is deterministic, then simply
+ = {@,Q}. Suppose that X is the state space. Introduce the set

D(T) = {z% : u € Upy}. (12.1)
Definition 12.1. Given T > 0, a deterministic control system will be called

(a) D%-controllable if D(T) = X,

(b) D%-controllable if D(T) = X.

It is clear that the D%-controllability is the well-known complete controllabil-
ity and the D%-controllability is the approximate controllability for the time T’ for
deterministic control systems. Originally, the D%-controllability was introduced
in Kalman [61] as a concept for finite dimensional deterministic control systems.
The natural extension of this concept to infinite dimensional control systems is
too strong for many of them. Therefore, the D%-controllability was introduced as
a weakened version of the DS.-controllability.

A. E. Bashirov, Partially Observable Linear Systems Under Dependent Noises
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The natural extension of the complete and approximate controllability con-
cepts to stochastic control systems is meaningless since now a terminal value is
a random variable. Therefore, there is a need for further weakening of these con-
cepts in order to extend them to stochastic control systems. The two different
interconnections of controllability and randomness define the two principally dif-
ferent methods of extending the controllability concepts to stochastic systems.
In the first method the state space in the definition of controllability concepts is
replaced by a suitable space of random variables, say, the space of square inte-
grable random variables. Thus, attaining random variables, even those with large
entropy, is necessary to be controllable in this sense. In this chapter we will follow
the second method that is more practical: it assumes attaining only those random
variables that have small entropy, excluding the needless random variables with
large entropy.

Given T > 0,0 <e < oo and 0 < p < 1, introduce the sets

S(T,e,p) = {h € X : Ju € U,q such that

P(|E(z}|F3) — > > ) <1-p}, (12.2)
C(T,e,p) = {h € X : 3u € Uyq such that h = Ez} and
P(|[E(z}|FF) — hl]* > ¢) <1-p}. (12.3)

The following definitions will be used as a step in discussing the main concepts of
controllability for stochastic systems. A stochastic control system will be called

(a) S%. -controllable if S(T,e,p) = X;

T,e,p
(b) St p-controllable if S(T,e,p) = X;
(c) Ct . p-controllable if C(T,e,p) = X;

(d) C% . p-controllable if C(T,e,p) = X;
(e) S%E’p-controllable if 0 € S(T,¢,p).

Geometrically, the S7. . p-controllability (ST.e p -controllability) can be inter-
preted as follows. If a control system with the initial state o is St . p-controllable
(S% ep -controllable), then with probability not less than p it can pass from zo for
the time T into the y/z-neighborhood of an arbitrary point in the state space (in a
set that is dense in the state space). The interpretation of the C% . - and C¢. . -
controllability differs from the same of the S7._ - and S7.,. -controllability since
among the controls, with the help of which the /e-neighborhood of any point 4 is
achieved, there exists one with the property that the expectation of the state at
the time T', corresponding to this control, coincides with h. One can easily observe
that a Cf. . -controllable (C%., -controllable) control system is Sf. . -controllable

(STep controllable) but the converse is not true.
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The smaller € is and the larger p is for a control system, the more controllable
it is, i.e., it is possible to hit into a smaller neighborhood with a higher probability.
One can observe that for all T > 0, all control systems are S%,E,p s STepm CT ep”
and Cg,, -controllable with € > 0 and p =0 ore =coand 0 < p <1 if we
admit oo as a value for €. At the same time it is clear that a Df-controllable (D%-
controllable) deterministic system is 5%, - and Cf -controllable (S% - and
C#% ,.1-controllable) with parameters € = 0 and p = 1, since for deterministic sys-
ten’ls’, D(T)=S(T,0,1) = C(T,0,1). Also, each kind of controllability, introduced
above, with a smaller € and a greater p implies the same kind of controllability
with a greater € and a smaller p.

Summarizing, we can give the following easy necessary and sufficient condi-

tions for the D%- and D%-controllability.

Proposition 12.2. Given T' > 0, for a deterministic control system the following
three conditions are equivalent:

(a) the D%.-controllability;
(b) the St . ,-controllability for alle > 0 and for all 0 <p < 1;
(c) the C% . ,-controllability for alle > 0 and for all 0 <p < L.

Proposition 12.3. Given T > 0, for a deterministic control system the following
three conditions are equivalent:

(a) the D%.-controllability;

(b) the S2

T e p-controllability for alle > 0 and for all 0 <p < 1;

¢) the C%._ _-controllability for all € > 0 and for all 0 <p < 1.
T,e,p

Excepting the limit values ¢ = 0 and p = 1 from the above mentioned
necessary and sufficient conditions of the complete and approximate controllability,
one can obtain the weakened versions of these concepts. For a moment call a given
stochastic system

(a) St-controllable if it is Sf . ,-controllable for all € > 0 and for all 0 < p < 1,

(b) S%-controllable if it is S% _ -controllable for all € > 0 and for all 0 < p < 1;

T,e,p
(c) Cf-controllable if it is Cf. . ,-controllable for all € > 0 and for all 0 < p < 1;
(d) C%-controllable if it is C%’E’p—controllable foralle >0 and forall 0 < p < 1.

These concepts of controllability can be easily described in terms of the sets

=(S(T,¢,p) and C(T ﬂC(T £,p), (12.4)

&,p

where the intersections are taken over all e > 0 and all 0 < p < 1.
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Proposition 12.4. For a given stochastic system and for T > 0, let S(T) and C(T)
be defined by (12.4) and let X be the state space. Then this stochastic system is

(a) S5-controllable if and only if S(T') = X;;
(b) S%-controllable if and only if S(T) = X;
(¢} C%-controllable if and only if C(T) = X;
(d) C%-controllable if and only if C(T) = X.

In the next result we establish that S%-controllability and S%-controllability
are equivalent concepts for every stochastic system.

Proposition 12.5. For a given stochastic system and for a given T > 0, let S(T') be
the set defined by (12.4) and let X be the respective state space. Then the following
statements hold.

(a) S(T) is a closed set in X.
(b) The stochastic system is S%-controllable if and only if it is S%-controllable.

Proof. Part (b) easily follows from part (a) and from Propositions 12.4(a) and
12.4(b). Hence, it suffices to prove only part (a). Let h € S(T). Fix arbitrary
€ >0 and 0 <p < 1. Then from

h e S(T) C S(Ta 5/47p)7

it follows that there exists hg € S(T,&/4,p) such that ||ho — h||? < /4. At the
same time, hyo € S(T,e/4,p) implies that there exists u € U,q with

P{|[E(z%|F#) — holl* > e/4} <1-p.
Hence, for this u € U,q, we have
P{|E(z}|FF) — hl* > e} < P{|E(=%|FF) — holl + [[ho ~ hl| > ve}
< P{||E(27|F7) — holl + VE/2 > e}

= P{|E(z}|F}) — hol® > e/4}
<1-p.

This implies h € S(T,¢e,p). Since € > 0 and 0 < p < 1 are arbitrary, we obtain
h € S(T), proving that S(T) C S(T), i.e., S(T) is closed. d

Also, it will be shown that for every partially observable linear station-
ary control system with an additive Gaussian white noise disturbance, the C%-
controllability is equivalent to the S%-controllability and the S%-controllability
(see Proposition 12.32). So, we can define two basic and one additional concepts
of controllability for stochastic systems.
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Definition 12.6. For a given stochastic system and for T > 0, let S(T') and C(T)
be the sets defined by (12.4) and let X be the respective state space. Then this
stochastic control system will be called

(a) St-controllable if S(T) = X;
(b) Cr-controllable if C(T) = X;
(c) S%-controllable if 0 € S(T).

Geometrically, the Sp-controllability can be interpreted as follows: an Sp-
controllable control system can attain for the time T an arbitrarily small neigh-
borhood of each point in the state space with a probability that is arbitrarily near
to 1. The Cr-controllability is the Sy-controllability fortified with some uniformity.
The S2-controllability is useful in discussing St- and Cp-controllability.

Finally, notice that the abbreviations D, S, C, ¢ and a in the previously intro-
duced controllability concepts mean deterministic, stochastic, combined, complete
and approximate, respectively.

12.1.2 Description of the System

We will examine the S7- and Cr-controllability of the partially observable linear
system

{dm?:(A:v?-l—But-l—ft)dt-l—dcpt, 0<t<T, z¢ =z, (12.5)

gt = Capdt +diy, 0<t <T, & =0,

where z, u and £ are the state, control and observation processes. Under the set
U,q of admissible controls we consider the set of all controls u in the linear feedback
form

t
U = Uy +/ Kt,s dsg, a.e.t € [O,T], (126)
0

with @ € L2(0,T;U) and K € By(Ar, L(R™,U)).
Throughout this chapter it is assumed that

(C) X,U € H, T > 0, A is the infinitesimal generator of Y € S(X), B € L(U, X),
C € L(X,R"), f € L2(0,T; X), zo is an X-valued Gaussian random vari-

able, “1is an X x R"-valued Wiener process on [0,T], the covariance

Y

operator of ¥ is I, o and (p, ) are independent.

Also, we use the notation

® R _
Py = covzy and [R* I] =T cov [i;] . (12.7)



290 Chapter 12. Controllability

Note that for the Wiener processes under consideration we use the symbols ¢ and
¥, reserving their traditional symbols w and v for the control actions as defined
below.

One can associate two systems with the system (12.5). The first of them is
the deterministic system

d
d—t?/f = Ay, + Bui+ fi, 0 <t < T, y5 = yo = Exo, (12.8)

with the admissible controls v taken from V,q = L2(0,T;U). The second one is
the partially observable stochastic system

{dz{“ = (A2} + Bwy)dt +dpy, 0<t <T, 2¥ = 29 = 9 — Exg, (12.9)

dn? =Czdt +dipy, 0 <t <T, n¥ =0,

where w is a control from the set of admissible controls W,q consisting of all
controls in the form

t
wy = / Kt,s dn;u, a.e. t € {O,T], (1210)
0

where K € BQ(AT,[:(R”, U))

12.2 Controllability: Deterministic Systems

In this section the D%- and D%-controllability of the deterministic control system
(12.8) will be discussed.

12.2.1 CCC, ACC and Rank Condition

With the deterministic control system (12.8), one can associate the operator-valued
function

Qr = /TUSBB*L{; ds, T >0, (12.11)
which is called a controllability o(;emtor.
Theorem 12.7. The control system (12.8) on V,q is
(a) D%-controllable if and only if Qr > 0;
(b) D%-controllable if and only if B*Uixz =0 for all 0 <t < T implies z = 0.

Proof. This theorem is proved in various books, for example in Curtain and
Pritchard [40]. O

The condition in Theorem 12.7(a) is called the complete controllability con-
dition (CCC) and in Theorem 12.7(b) the approrimate controllability condition
(ACC). These conditions are demonstrated in the following example.
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Example 12.8. Let X = U = I, (see Example 1.10 for this space), let A = 0 and
let

By Example 3.3, the semigroup generated by A = 0 is Uy = I. Consider the
standard basis

€1 :(1,0,0,...), €3 —= (0,1,0,...), 63:(0,0,1,...),

in . Since
o o0 1
S (e e =3 L <
n=1 n=1

B is a Hilbert—Schmidt operator on la (B € L3(l2)) and, therefore, B € L(l5).
Obviously, B = B*. Therefore, B*Uz = 0 implies Bz = 0 and, hence, z = 0. So,
by Theorem 12.7(b), for each T > 0, the control system (12.8) with the operators
A and B as defined above is D%-controllable. But by Theorem 12.7(a), there is no
T > 0 for which it is D%-controllable since

||BQe,L||l2 = % — 0asn— 00,

and, therefore,
T
Qr = / U,BB*U? ds = T B>
0
is not a coercive operator.

If the state space X and the control space U are finite dimensional Euclidean
spaces, say X = R" and U = R™ for n,m € N, then the operators A and B in
the control system (12.8) are simply (n x n)- and (n x m)-matrices. Therefore, we
can form the (n X nm)-matrix

[B,AB,..., A" 'B] (12.12)
consisting of the columns of the matrices B, AB,..., A" 1 B.

Theorem 12.9. Assume X = R™ and U = R™ for n,m € N. Then the following
statements are equivalent:

(a) the control system (12.8) on V,q is D$.-controllable;
(b) the control system (12.8) on V,q is D%-controllable;

(c) the rank of the matriz (12.12) is equal to n.
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Proof. This theorem is proved in various books, for example in Curtain and
Pritchard [40]. a

The condition in part (c) of Theorem 12.9 is called the Kalman rank condi-
tion.

12.2.2 Resolvent Conditions

In this section the necessary and sufficient conditions in terms of convergence of
operators will be obtained for the control system (12.8) on Va4 to be D%- and
D%-controllable.

Consider the controllability operator Qr of the control system (12.8) defined
by (12.11). For T > 0, the operator Qr is nonnegative (Qr > 0) and, hence,
R()\,—Q7) = (M + Qr)~! is a well-defined bounded linear operator for all A > 0
and for all T > 0. If Q7 > 0, then R(\, —Qr) is defined for A = 0 as well. The
operator R(A, —Qr) is called the resolvent of —Qr. This resolvent will be used
to represent the optimal control in the linear regulator problem of minimizing the
functional

T
J(v) = [l — A2 + A / lonll? e, (12.13)
0

where y¥ is defined by (12.8), v is a control taken from Lo2(0,7;U), h € X and
A > 0 are parameters.

Lemma 12.10. Given h € X and A > 0, there exists a unique optimal control
v* € Ly(0,T;U) at which the functional (12.13) takes its minimum value on
Ly(0,T;U). Furthermore,

v} = —B*Ur_ R\, —Qr)Uryo — h + g), a.e. t €[0,T], (12.14)
and
vy —h= AR\, —Or)Uryo — h + g), (12.15)

where R(\, —-Qr) is the resolvent of —Qr and

T
g = / uT—tft dt.
0

Proof. By Theorem 5.24, there exists a unique optimal control v* in the above
mentioned linear regulator problem. Computing the variation of the functional
(12.13), one can easily obtain

v = —A—lB*u;_t(y;* — h), ae. teo,T). (12.16)
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Substituting this in (12.8) and using (12.11), we obtain
A T A
yr :LlTyo+/ UT_t(B’Ut +ft)dt
0

T
=Uryo+g—- 2" / UT—tlﬂ?*Ll}_t(y%A - h)dt
0
=Uryo+9—2""'Qr (ﬁA - h)-
Hence,
v v
Mr = MUryo +9) — Qr (yT - h),

which implies
(M +Qr)ys = MUryo +9) + Qrh

and, consequently,

y¥ = MM + Q)" Uryo + g) + (M + Qr) (A + Qp — M)k
= AR\, -Q7)Uryo + g — h) + h.

Thus, (12.15) holds. Substituting (12.15) in (12.16), we obtain (12.14). O

Theorem 12.11. The following statements are equivalent:
(a) the control system (12.8) on V,q is DS.-controllable;
(b) Qr > 0;
(¢) R(\,—Qr) converges uniformly as A — 0;
(d) R(\,—Qr) converges strongly as A — 0;
(e) R(\,—Qr) converges weakly as A — 0;
(f) AR(\, —Qr) converges uniformly to the zero operator as A — 0;

Proof. The equivalence {a) < (b) is well-known and it is already stated in Theorem
12.7(a). For the implication (b) = (c), let Qr > 0. Then for all z € X and for all
A>0,

(@, (M + Qr)z) 2 (A + k) llz)?,

where k£ > 0 is a constant. Therefore, for all A > 0,

_ 1

ol i
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We obtain that |R()\, —Qr)| is bounded with respect to A > 0. This implies

IR\ —0r) = Q7' || = (M + Q@) ™! - 97|
=|Q71(Qr — M — Qr)(M + Q1) 7|
<M HIAT + )~
< A2

So, R(\,—Qr) converges uniformly to Q7' as A — 0. The implications (c) =
(d) = (e) are obvious. The implication (e) = (f) follows from the boundedness
of a weakly convergent sequence of operators (see Proposition 1.32(a)). For the
implication (f) = (b), suppose

MEBO, =Qr)| =AM+ Q7)Y — 0, x> 0.
Then AY2||(A + Qr)~'/2|| — 0 as A — 0. For sufficiently small Ao > 0, we can

write

1

4 four + 7] < 1y

So, for all x € X, we have

el = | (/2007 + 20)772) (32T + @002 |

IA

2
it ]
1
= 5 <)\al()\0[ + QT)CL‘,.’L‘> s

which implies
(A5 (NI + Q7)z, ) > 2||z|?

and, consequently,
(Qrz,z) > Aoflx]|?.

Thus, Qr > 0. O
Theorem 12.12. The following statements are equivalent:

(a) the control system (12.8) on Vg is D%-controllable;

(b) if B*Ufx =0 for all0 <t < T, then x = 0

(c) AR(A, —Qr) converges strongly to the zero operator as A — 0;

(d) AR(M, —Qr) converges weakly to the zero operator as A — 0.
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Proof. The equivalence (a) < (b) is well-known and it is already stated in Theorem
12.7(b). For the implication (c) = (a), let AR(\, —Qr) be strongly convergent to
the zero operator as A — 0. Consider an arbitrary A € X and the functional
(12.13) with this h. By Lemma 12.10, there is a control v* € L2(0,T; U) such that
(12.15) holds. Hence, selecting A sufficiently small, we can make yl_,iA to be close
to h, proving that the control system (12.8) on V,q is D%-controllable. For the
implication (a) = (c), let the control system (12.8) on V,q be D%-controllable.
Then for arbitrary h € X, there exists a sequence {¢"} in L2{(0,T;U) such that
|lv3" = h|| — 0 as n — co. We have

2
vt =4 <]

T
yg_hW+A/ o2 dt
0]

i 2 T 2
<[l —# [ rlae
0

where v* is the control at which the functional (12.13) takes on its minimum value.
If € > 0 is given, then we can make

=

for some sufficiently large n and then we can select § > 0 to be sufficiently small

so that for all 0 < A < §,
T 9 &_2
A/HWH&<?.
0

Thus, ”y%A —h” <eforall0 < A< d,ie., ylF converges to h as A\ — 0. By (12.15)
and by the arbitrariness of h, this implies the strong convergence of AR(A, —Q7)
to the zero operator as A — 0. Finally, the equivalence (c) < (d) is a consequence
of AR(X\,—Qr) > 0. O

lyz" =l <

The conditions (f) in Theorem 12.11 and (¢) in Theorem 12.12 clearly dis-
tinguish the D%-controllability and the D%-controllability of the control system
(12.8) showing that the distinction between them is in a kind of convergence of the
operator AR(A, —Qr) to the zero operator as A — 0. We call these conditions the
resolvent conditions for the control system (12.8) to be D$- and D%-controllable,
respectively.

12.2.3 Applications of Resolvent Conditions

An application of the resolvent conditions to a concrete control system requires
a computation of the respective resolvent and then a verification of the respec-
tive convergence. These are illustrated below in the examples of controlled one-
dimensional heat and wave equations.
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Example 12.13. Consider the controlled one-dimensional heat equation from Ex-
ample 3.5:

0 o2
Y0 = 892yt,0+11t,9, 0<6<1, 0<t<T, (12.17)
with the initial and boundary conditions
y0,0=f97 0S0S17
{yt,o =y1=0,0<t<T. (12.18)

Let X =U = Ly(0,1;R) and let f € X. In the system (12.17)-(12.18), the second
order differential operator d?/d6? stands for the operator A with the domain

D(A) ={h e W**(0,;R) : hg = by =0}

and it generates the strongly continuous semigroup U defined by
oo 1
[Uh] Z i tsm(mré))/ hosin(nma)da, 0<6 <1, t>0, he X.
1 0

If v is considered as a control action taken from the set of admissible controls
Vad = L2(0,T; L(0,1;R)), then it is easily seen that B = B* = I and, since U; is
self-adjoint (see Example 3.5),

T T
Or = U;BB*U; ds = / Us, ds.
0 0

Therefore, for h € X,

T
[QTh]g = |:/ UQShd$:|
0 6
o T _ 1
= Z/ 2e~ 2 ssin(n7r9)/ hqo sin(nra) do ds
0
1
sm(mn‘))/ hq sin(nma) de.
0

The half-range Fourier sine expansion of h € X is

o) 1
hg = Z 2sin(n7r0)/ hq sin(nma) do, 0 <6 < 1.
0

n=1

Using this, we obtain

Z 27’L27T2/\ +1-— —2n21r2T

(A + Qr)h e

1
sin(mr@)/ hq sin(nma) do.
0

n=1
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Let (A + Q7)h = g. If we use the half-range Fourier sine expansion of g € X,
then

1
0

Z 2sin(nm0) / Jo sin(nma) da
n=1

> omnia4+1— e—2n T
- Z n2x2
n=1

1
sin(mr@)/ hq sin(nma) da,
0

which for all n € N implies

1 on2r2 1
hq si do = i da.
/o sin(nma) do G S —L /o Jo sSin(nma) da

Therefore,

ho = [(AI + Q1) *g], = [R(A\, —Qr)gle

- 4An2n? 1
- i ¢ in(nra) do.
7; 2272\ + 1 — e—2n?nT sin(nm )/O go Sin(nm ) da

If go = 1, then by Parseval identity,

2

5S (4n?n2)? L
R(\, — 2 _ 1L d
IR(A, = Qr)gllx 2,; (2n272)\ + 1 — e~ 227?72 /0 sin(nma) a)
_ i 8n27r2(1 _ (_l)n)Q
= ] (277,271'2/\ +1-— e—2n271'2T)2
S 8n27r2(1 - (_1)")2 39n212
>3 S

(2n272X +1)2 (2n2m2X +1)2°

1

3
il

One can verify that the inequality

n S n+1
2n2m2A+1 7 2(n+1)272A +1

holds whenever n is an integer that is greater than the number 1/v/2A7w. Let N
be the smallest odd integer that is greater than 1/v/2Aw. Then the sequence

{n27r2/(2n27r2)\ + 1)2}71:1 5

is decreasing for n > N,. The following limits are obvious:

Ny — 0o and AN? — as A — 0.

272
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Using these, for g, = 1, we obtain

oo

16n272 o0 1672t2
IR\, —Q7)gll% > ————— 2/ — _dt
X Z;W (2n272\ + 1)2 N, (2m2At2 +1)2

n=

S /°° 4m?t ’ 1 ~
= —
~ Iy, (272Xe2 4 1)2 A(2m2ANZ +1)
as A — 0. So, by (a) & (d) in Theorem 12.11, there is no T > 0 for which the
system (12.17)—(12.18) is D4-controllable. At the same time, for all g € X,

= 8nimi? : 2
AR(A, o S1 d 0
AR, —Q1)9gll% Z @nen?A+ 1 = 2P T2 (/0 Jo Sin(nmwa) a) N

n=1

as A — 0 and, hence, by (a) < (¢) in Theorem 12.12, for each T > 0, the system
(12.17)-(12.18) is D%-controllable.

Example 12.14. Consider the controlled wave equation from Example 3.6:

o? o2
6—t2ut,0 602ut9+bgvt, 0<9<1 0<t<T (1219)
with the initial and boundary conditions
Uop,0 = fga (a/at)utﬁ'tzo = 4o, 0 S 0 S ]-;
{Ut,o =u1=0,0<t<T. (12:20)

We assume that f, g and b are functions in L2(0,1;R) and with these functions
we associate the respective sequences { fn}, {gn} and { bn} of Fourier coefficients
in the half-range Fourier sine expansions

Jo = Z fn\/_sm nmf), go = Zgn 2sin(nn6), Z bn V2 sin (nm0)

n=1

and suppose that
oo
> n?f? < oo
n=1

Let X be the Hilbert space introduced in Example 3.6 and let U = R. Then the
set of admissible controls v is V4 = L2(0,T;R). For the operator

0 1
A= [dQ /d6? 0] ’
where I is the identity operator on W22(0, 1;R) and d?/df? has the domain

D(d?/d6*) = {&€ € W2%(0,1;R) : & = & =0},
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and for B € L(R, X) defined by
0
[B’U]g_ ':bev:I ) OSGSI, 'UER,
the system (12.19)—(12.20) can be formulated in the abstract form
d
=4t = Aye + Bug, £ >0, (12.21)

where

[ys]o = [(a/g‘t’fut’o], 0<9<1, t>0; yo= [g]

By Example 3.6, the operator A generates a strongly continuous semigroup U as
defined by

—n7sin n7rt) cos(nmt) n

Lhlo = i[ cos(nmt) (nm)7! Sin('ﬂﬂ't)] I:gn] V2sin(nnh), 0<6<1, t>0,

n=1

(g ex

and &, and 7, are Fourier coefficients of ¢ and 7, respectively. It was mentioned
in Example 3.6 that the natural extension of U to R is a group. Therefore, the
controllability operator Q7 of the system (12.21) is

T T
Qrh :/ UBB*U; hdt :/ UBB*U_.hdt, h e X.
0 0
We have
o9} < —1
U hls Z [gn cos{nmt) — M, (nm) sm(nﬂ't)] V2 sin(nrb).

Ean sin(nmt) + 1y, cos(nmt)

One can calculate that -
B*h= bniim, h€ X.

n=1

Hence,

B*'U_h = Z by (Enn sin(nmt) 4 i, cos(nmt))
and, consequently,

ad B sin(nmt .
[UBB*U_;h]g Z [ b cos( mrst) ) V2 sin(nn6)
n=1

X Z br, (Exker sin(kt) + 7 cos(kmt)).
=1
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|

(AT + Q2)h i A+ 02) [f?"] V2sin(n8),
n=1 m

Thus, for T = 2,

2 b2, .
[Qah]s = / [y BB*U_sh)g dt = Z B }\/ism(nm‘)).
0 T

n=1

‘We obtain that

which implies

RO\~ @o)ls = [V + @) A, = Y

n=1

iR [f}:] V2sin(nré).

Finally, for all h € X,
2 i A2 ( 2272 2)
[AR(A, —=Q2)h|" = )  ——=(n"n", +1,) — 0
n=1 ()‘ + b%)Q

as A — 0 if b, # 0 for all n € N. Thus, by (a) & (¢) in Theorem 12.12, we
obtain the following sufficient condition for the D%-controllability of the system
(12.19)-(12.20) which agrees with Theorem 2.10 (p. 219) in Zabczyk [95]: if T > 2
and b is so that

1
Vn € N, / be sin(nm@) df +# 0,
0

then the system (12.19)—(12.20) is D%-controllable.

12.3 Controllability: Stochastic Systems

To study the Sp- and Cr-controllability of the control system (12.5), we will use
the results about the D%~ and D%-controllability of the control system (12.8) from
the previous section and the results about the S%-controllability of the control
system (12.9) given below.

12.3.1 S?2-Controllability

Consider the Riccati equations

d
EQt + QA+ A*Q: — A\'Q:BB*Q; = 0,
0<t<T, Qr=1, A>0, (12.22)

d
—P,— AP, — PA* - &+ (P,C* + R)(CP, + R*) =

dt
0<t<T, Py=-covz. (12.23)
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Recall that by Theorems 3.27 and 3.28, there exist unique solutions (in the scalar
product sense) Q* and P of these equations, respectively, and Q3 > 0 and P, > 0
for all 0 < t < T. Moreover, by Theorem 3.29, the solution Q* of equation (12.22)
has the explicit form

Q = MUj_ R\, —Qr_)Up_;, 0<t<T, A>0. (12.24)

Lemma 12.15. There ezists the finite limit

T

ar = lim tr((CPs + R*)Q2(PsC* + R)) ds, (12.25)
—YJo

where Q* and P are the solutions of the equations (12.22) and (12.23).

Proof. Consider the family of the stochastic optimal control problems on W,4 with
the state-observation system (12.9) and the functional

JMw) = E(Hz$||’~’ + A/OT ||th2dt), A >0, (12.26)

to be minimized. By Theorem 6.20, the functional J* takes its minimum value at
some control w* € W,q4 and, by Proposition 6.22,

T
J*(wt) = trPr +/ tr((CPs + R*)Q)(P:C* + R)) ds.
0

Therefore, to prove the lemma it suffices to show that the sequence {J A (w’\)} has
a finite limit. Let 0 < v < A. Then

I () = E(”z;e"“? 4 V/OT ||wg||2dt)
SE( '2+V/()T||w;\||2dt)
<[ on [ bl ar) = .

We conclude that J*(w”) is a nonnegative and nondecreasing function of A > 0.
Hence, there exists a finite limit of J*(w*) as A — 0 proving the lemma. O

A

Lemma 12.16. Let ar be defined by (12.25) and let Q* and P be the solutions of
the equations (12.22) and (12.23), respectively. Then

inf BB 72" = ar. (12.27)
ad
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Proof. We will compare the functional (12.26) and

T
A w) = E(IIE(Z’#IF}’J’")IIQ =y ||wt||2dt),
]

where w € W,4 and 2" is the state of the system (12.9). By Proposition 6.19, Pr
is the covariance of the error 2% — E(2¥|F}"") independently of w € Waq. Hence,

trPr = E|l2f — E(z3|F7")|I° = Ell22(” - E|E(¢| 7)1,
and, consequently,
~ T
JMwr) = JM(w) — trPr = / tr((CPs + R*)Q2(P,C* + R)) ds.
0
If we denote by {@w"} any minimizing sequence of the functional
Jo(w) = E|E(=|F£ )2,
then
- nt om 2 T
inf BIB(IFR M2 < ) (w) < E(IlE(z% ) e ||w?||2dt).
ad 0

Consequently, taking the limit as A — 0 and n — 0o, we obtain the statement of
the lemma. 0

Theorem 12.17. Given € > 0 and 0 < p < 1, the control system (12.9) on W,q is

89 . p-controllable if

ar < (1 - p), (12.28)
where ar is defined by (12.25).

Proof. By Lemma 12.16, we have

inf E|E(z7|F7DI” = ar <e(1—p).
Therefore, there exists w® € W4 such that
E”E(z%0 |.7~':1;’0’T’) “2 < e(1—p).
Using Chebyshev’s inequality, we obtain
P (s )| > <) < Lol ) [ <0

Thus, the control system (12.9) on Waq is 7., -controllable. O
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It should be noted that the condition (12.28) being a sufficient condition for
S%E’p—controllability is not necessary in general. In view of this we present the
following arguments. For a given control system, define the functions

ap = inf T, T, = {e: the system is S%E’p—controllable}, (12.29)
B. =supll,, II, = {p : the system is S%’E’p—controllable}. (12.30)
Obviously, a and 3 are nondecreasing functions with ap = 0 and lim._ o, G = 1.

It follows from the definitions that the necessary and sufficient condition for the
system to be S%E,p—controllable is

ap < € if inf T} is not achieved, (12.31)

op < e if inf T}, is achieved, ’
which can also be written in the following equivalent form:

Be > p if supll, is not achieved, (12.32)

Be > p if supll, is achieved. '

Using (12.28), define the functions

S aT(l_p)_17 0§p< 17 2
a”_{oo, p=1 pe

1—are™l, ar <e < oo,
0, 0<e<ar.

By (12.29), (12.30) and Theorem 12.17, it follows that
o <Gp, 0<p<1, and B 2 f:, 0<e<oo,

i.e., in the case of the control system (12.9) the functions & and B, defined with
the help of (12.28), give only approximations of the functions o and 3 and may
not be equal to them. In case a, < @&, or f, > B, the inequality in (12.28) cannot
be a necessary condition for S%E,p—controllability of the system (12.9).

Theorem 12.18. The control system (12.9) on Waq is S$-controllable if ar = 0.

Proof. By Theorem 12.17, ay = 0 implies that the control system (12.9) is S%&p—
controllable for all € and for all p satisfying £(1 —p) > 0. This condition includes all
pairs (e,p) with € > 0 and 0 < p < 1. So, the system (12.9) is S%E,p-controllable
foralle >0 and for all 0 < p < 1. O

Theorem 12.19. The control system (12.9) on W,q is S>-controllable if the system
(12.8) is D¢-controllable for each 0 <t <T.

Proof. From (a) = (¢) in Theorem 12.12, we obtain that AR(\, —Qr_;) strongly
converges to the zero operator as A — 0 for all 0 < ¢t < T. Hence, by (12.24), Q}
strongly converges to the zero operator as A — 0 for all 0 < ¢t < T, where Q™ is
the solution of the equation (12.22). Furthermore, substituting

h= A2+ Qr_y) V2%
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in

(ATNAI + Qr_y)h,h) > (h,h),
we obtain

(AT + Qr—¢) 'z, z) < ||z||%.
So,

AR\, —Qr_y) < T

and, by (12.24),
Q) <Up Ur_y

for all A > 0 and for all 0 <t < T. Hence, we can change the places of the limit,
the integral and the trace in (12.25) to obtain ar = 0. Thus by Theorem 12.18,
we obtain the S2-controllability of the control system (12.9). a

Theorem 12.20. The control system (12.9) on Wy is S%-controllable for each
T > 0 if the control system (12.8) on Vg is D§.-controllable for each T > 0.

Proof. This is a direct consequence from Theorem 12.19. O

12.3.2 (Cp-Controllability

In this section the Cp-controllability of the control system (12.5) on U,q will be
studied. We will use the results about the D%.-controllability of the control system
(12.8) on V,q4 from Section 12.2.2 and about the S%-controllability of the control
system (12.9) on W,q4 from Section 12.3.1.

Lemma 12.21. U,yq = Vaq + Waq4, where + is the sign of the sum of sets.

Proof. Let u € Uyq be of the form (12.5) with K € Bo(Ar, L(R™,U)) and @ €
Ly(0,T;U). Then Eu = @ € V,4 and, if w = u — 4, then

t t
w, = / K. .C(a* — Ex¥)ds + / Ky, dy
0 0

¢ ¢ ¢
:/ Kt,sC'z;”ds+/ K, s dps =/ K, dny.
0 0 0

Thus, w = u — 4 € Wa,g and, consequently, u € V,q + W,4q. On the other hand, if
v € V,q and w € W,4 where w has the form of (12.10) with K € By(Ar, L(R",U)),
then

t t
Uy = v + / KtYSCZ;U ds + / Kt,s d(ﬂs
0 0

t t t
= v -/ K; ;Cy, ds+/ K; Cx} ds+/ K sdps.
0 0 0
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Denote ;
'ﬁt = UVt —/ Kt,SCy: ds. (1233)
0

Then u has the form of (12.6) with @ as in (12.33), i.e., u € Uyq. Thus, Upq =
Vad + Wad- O

Lemma 12.22. If u = v+ w where v € Vyq and w € Wyy, then the o-algebras .7:;’5
and F7'", generated by €¥, 0 < s < T, and n¥, 0 < s < T, respectively, are equal.

Proof. It is easy to show that
t
£?=172”+C/ ysds, 0<t<T. (12.34)
0

Since the second term in the right-hand side of (12.34) is nonrandom, we conclude
that ‘7-'2,'?5 and F7'" are equal. O

Lemma 12.23. Given € > 0 and 0 < p < 1, the control system (12.5) on Uaq is
C%. . ,-controllable if and only if the control system (12.8) on Vaq is D%.-controllable

and the control system (12.9) on Wyq is S%e’p—controllable.

Proof. Let C(T,e,p) be the set (12.3) corresponding to the control system (12.5).
Similarly, let D(T) be the set (12.1) corresponding to the control system (12.8).
Assume that the control system (12.5) is Cf. . -controllable. Then from the inclu-
sion C(T,e,p) C D(T), it follows that the control system (12.8) is D$-controllable.
Let h € C(T,¢,p). Then there exists u € U,q such that h = Ex%} and

P{|B(4FeS) —h|* >e} <1-p
Consider w = v — Eu € W,4. By Lemma, 12.22, .7-';’5 = F7'". Therefore,
P {1722 > e} = P{|[B(at|F44) Bkl >} <1-p,

i.e., the control system (12.9) is ST e p-controllable. So, the necessity is proved. To
prove the sufficiency, let h € D(T) Then there exists v € V,q such that h = y7.
Also, from the S%syp—controllabihty of the control system (12.9), we conclude that
there exists w € Wyq with

P {|[EGzR|FF > > e} <1-p
Consider u = v + w. By Lemma 12.21, u € Uyq = Vaq + Waq. Moreover,
P{||E(«I73¢) —h||* > e} = P {IIBGEEIFFMI? > e} <1-p,

i.e., h € C(T,e,p). Therefore, D(T) C C(T,e,p). Since D(T) = X, we obtain
C(T,e,p) = X. Thus, the control system (12.5) is Cf. . ,-controllable. O
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Theorem 12.24. The control system (12.5) on Uyq is Cr-controllable if and only if
the control system (12.8) on V,q is D%-controllable and the control system (12.9)
on W,y is S%-controllable.

Proof. This is a direct consequence from Lemma 12.23. t

Theorem 12.25. The control system (12.5) on Uyaq is Cr-controllable for each T > 0
if and only if the control system (12.8) on V,q is D5.-controllable for each T > 0.

Proof. The necessity follows from Theorem 12.24. For sufficiency, note that by
Theorem 12.20, the D%-controllability of the control system (12.8) for each T' > 0
implies the S%-controllability of the control system (12.9) for each T > 0. Thus, by
Theorem 12.24, the control system (12.5) is Cr-controllable for each T'> 0. O

Example 12.26. Consider the control system (12.5) with X = R™ and U = R™.
Then the operators A and B are (n x n)- and (n X m)-matrices. By Theorem 12.9,
the deterministic part of this system is D$-controllable for each T > 0 if the rank
condition holds, i.e., if the rank of the matrix (12.12) is n. Hence, by Theorem
12.25, this rank condition implies the Cp-controllability of this system for each
T > 0.

Example 12.27. Consider the control system (12.5) with the operators A and B
as defined in Example 12.13. It was shown in Example 12.13 that there is no
T > 0 such that the deterministic part of this system is D%-controllable. Thus,
by Theorem 12.24, we conclude that there is no T" > 0 such that this system is
Cr-controllable.

12.3.3 Sp-Controllability

In this section the Sp-controllability of the control system (12.5) on U,q will be
studied. At first we present the results about the C%-controllability which are
similar to those of the Cr-controllability from Section 12.3.2.

Lemma 12.28. Given € > 0 and 0 < p < 1, the control system (12.5) on U,q is
C#% . p-controllable if and only if the control system (12.8) on Vaq is D%.-controllable
and the control system (12.9) on W,g is S%E’p-contmllable.

Proof. This can be proved in a similar way as Lemma 12.23. O

Theorem 12.29. The control system (12.5) on U,y is C$.-controllable if and only if
the control system (12.8) on V,4 is D%-controllable and the control system (12.9)
on Waq is S%-controllable.

Proof. This is a direct consequence from Lemma 12.28. U

It turns out that Theorem 12.29 is true if the C%-controllability in it is
replaced by the Sp-controllability. To prove this result, we will use the following
fact.
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Lemma 12.30. U,q is a convex set.

Proof. By Lemma 5.25, if the control w € Wyq is of the form (12.10) with K €
By(Ar, L(R™,U)), then there exists M € Ba(Ar, L{R™,U)) such that

t
wtz/ M, dn), 0<t<T,
0

and vice versa, where 1° is the observation process of the system (12.9) corre-
sponding to the zero control. Therefore, if u!,u? € U,q, then by Lemma 12.21,

t
e+ Mg 0<i<T io12
0

for some v!,v% € Ly(0,T;U) and M, M? € By(Ar,L(R™,U)). Let oy > 0 and
ap > 0 be such that oy + g = 1. Then for v = ayv! + av? and for M =
a1 M + ayM?, we have

t
ut=a1u%+a2uf:vt+/ Mt,sdng, 0<t<T,
0

with v € L(0, T; U) and with M € By(Ar, L(R™,U)). Thus, u € Upq. O

Theorem 12.31. The control system (12.5) on U,q is St-controllable if and only if
the control system (12.8) on V,q is D%-controllable and the control system (12.9)
on Wyy is S%-controllable.

Proof. If the control system (12.8) is D%-controllable and the control system
(12.9) is S2-controllable, then by Theorem 12.29, the control system (12.5) is C&-
controllable which implies its Sp-controllability since C(T, €,p) C S(T, ¢, p). Suffi-
ciency is proved. For the necessity, let the control system (12.5) be St-controllable.
Take an arbitrary h € X and consider the sequences {¢,} and {p,} with

En>0,0<p,<lande, —0, p, =1 asn— oo.

From S%, ., -controllability of the system (12.5), we obtain the existence of the
sequence {u™} in U,q such that

P{|E(4 |F2 ) = h|> > e} <1-pa.

The obtained inequality implies the convergence in probability of the sequence of
random variables E(xl‘,‘«"|.7-'¥ ’5) to h as n — oo. Indeed, for € > 0, we can find a
number N such that 0 < &, < €2 for all n > N. Therefore, for n > N,

P{|B(f"|7¢) — b > e} <P {|B(f"177¢) — b > e}
<1l-p,—0, n— oo
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Hence, E(cc%n |f;n’§) converges to h in probability. Since for all n, E(m’f"|f¥n’5)
is a Gaussian random variable, by Theorem 4.7, its characteristic function has the
form

Yo (z) = exp (i(mn,x> - %(An:v,:v)> L zex,

where

n

my, = E(E(z% |75 %)) = Ealf

and .
A, = covE(z¥ |FE%)

and ¢ is the imaginary unit. Also, the vector h € X is considered as a degenerate
Gaussian random variable with the characteristic function

x(z) =exp(i{h,z)), =€ X.
By Theorem 4.1. the convergence of E(cc’fn |.7-";n ’5) to h in probability implies
xn(x) = x(z) for all x € X.
The last convergence is possible when for all z € X,
(M, x) = <Ecc7j«",:c> — (h,z) and (A,z,2) — 0 as n — oo. (12.35)

The first convergence in (12.35) means the convergence of Ezlj«" to h in the weak
topology of the Hilbert space X. By Theorem 1.29(a), we can construct the se-
quence

n

n
k
hn:§ ciExy, cp >0, E =1, k
k=1 k=1

Il
“P-‘
~
S
3

I
4)-—‘
N

of convex combinations of Ex%" such that h, converges to h in the strong topology
of X. Denote

n
" = 5 Auk n=1,2....
k=1

By Lemma 12.30, 4™ € U,q for all n. Moreover, in view of the affineness of the
system (12.5), h, = Ez%". In terms of the system (12.8) this means that for the
sequence of controls 4™ = E&™ in V,q, the sequence of vectors h, = Ez% =y
converges to h in the strong topology of X. Since h is an arbitrary point of X, we
conclude that the set D(T') defined by (12.1) for the control system (12.8) is dense
in X, i.e., the control system (12.8) is D%-controllable. Now consider the second
convergence in (12.35). Let {ex} be a basis in X . We can select a subsequence {n., }
of {n} so that the sequence {<An3n e1,e1)} decreases and goes to 0. Then we can
select a subsequence {nZ } of {n},} so that the sequence {(A,z2 e2,€2)} decreases
and goes to 0. Continuing this procedure for all ex and taking the diagonal sequence
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{n™}, we obtain that for all ex, the sequence {(Anm €k, ek>} decreases and goes
to 0. Thus, in

dim X
lim trAnn = lim ; (Anmex, ex) (12.36)

the series is such that for all m and for all &,
(Anmek, ex) < <An}6kaek>-

So, we can interchange the places of the limit and the sum in (12.36) and obtain
that
lim trA,m = 0.

m—o0

Hence, without loss of generality, assume that lim,,_, o, trA,, = 0. By Lemma 12.21
and Lemma 12.22, if w™ = ™ — Eu™, then w™ € W,4 and

A, = covE(z¥ |FE ) = covE (22" [F2™T).

Therefore,
lim E|E(zf"|FM)|[° = lim trA, = 0.

By Lemma 12.16, this implies a7 = 0. Finally from Theorem 12.18, we obtain that
the control system (12.9) is S2-controllable. O

Proposition 12.32. The control system (12.5) on Uaq is St-controllable if and only
if it is C'%-controllable.

Proof. This follows from Theorems 12.29 and 12.31. a

Theorem 12.33. The control system (12.5) on Uaq is St-controllable for each T > 0
if and only if the control system (12.8) on V,q is D%.-controllable for each T > 0.

Proof. The necessity follows from Theorem 12.31. For sufficiency, note that by
Theorem 12.20, the D&%-controllability of the control system (12.8) for each T' > 0
implies the S%-controllability of the control system (12.9) for each T > 0. Thus,
by Theorem 12.31, the control system (12.5) is Sy-controllable for each T > 0. O

Example 12.34. Consider the control system (12.5) with A = 0 and with the
operator B as defined in Example 12.8. As it was shown in Example 12.8, the
deterministic part of this system is D%-controllable for each T' > 0. Hence, by
Theorem 12.33, this system is Sp-controllable for each T' > 0.

Example 12.35. Consider the control system (12.5) with the operators A and B as
defined in Example 12.13. It was shown in Example 12.13 that the deterministic
part of this system is D%-controllable for each T' > 0. Hence, by Theorem 12.33,
this system is St-controllable for each T > 0.
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Example 12.36. Consider the control system (12.5) with the operators A and B as
defined in Example 12.14. It was shown in Example 12.14 that the deterministic
part of this system is D$.-controllable for each T > 2 if some additional condition
holds. However, Theorem 12.33 does not guarantee the Sp-controllability of this
system for any T > 0.
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Chapter 1. The reader can use any textbook on functional analysis to study this
chapter in more detail.

Chapter 2. The recommended books are Hille and Phillips [54], Dunford and
Schwartz [45], Warga [89], Yosida [94], Kato [63], Balakrishnan [4], etc.

Chapter 3. Theory of semigroups is presented in a number of books including Bal-
akrishnan [4], Bensoussan et al. [31, 32], Curtain and Zwart [41] etc. The concept
of mild evolution operator was introduced by Curtain and Pritchard [39].

Chapter 4. Section 4.1. Random variables and processes in Hilbert spaces are con-
sidered in Curtain and Pritchard [40], Metivier [77] and Rozovskii [84]. Recom-
mended book on Gaussian systems is Shiryaev [86]. Section 4.2. Physical Brownian
motion was first observed in 1827 by the botanist Brown [34]. Many distinguished
scientists such as Einstein, Smolukhovskii and Bachelier studied this phenomenon.
Wiener [90] initiated the approach of looking at a physical Brownian motion as a
path of a specific random process. We recommend the books of Davis [43], Hida
[63], Krylov [67] and Gihman and Skorohod [50] to study this section in greater
detail. Section 4.3. An early stochastic integral was considered in [83] for non-
random functions and it is called a Wiener integral. For nonanticipative random
functions it was defined by Ito [56] and it is called an Ito integral. Afterwards
the Tto integral was an object of intensive study and generalizations. There are
a number of sources on stochastic integration, for example, Liptser and Shiryaev
[70, 72], Gihman and Skorohod [50, 51], Kallianpur [59], Elliot [46] etc. We follow
Metivier [77] with some supplements from Rozovskii [84]. The set AO,T; X, Z) is
introduced in [77]. To make it a Hilbert space, we consider its quotient set. The
next step in developing stochastic integration is a Skorohod integral [87] defined
for anticipative random functions that is intensively used to construct a general
theory of stochastic calculus. Section 4.4. An intensive study of stochastic differen-
tial equations became possible since the Ito integral was discovered [57]. There are
a number of sources on stochastic differential equations, for example, Liptser and
Shiryaev [70, 72], Gihman and Skorohod [50, 51], Tkeda and Watanabe [58] etc.
In infinite dimensional spaces this subject was studied in Rozovskii [84], Da Prato
and Zabczyk [42] for nonlinear and in Curtain and Pritchard [40] for linear cases.
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Section 4.5. We recommend the books Curtain and Pritchard [40] and Shiryaev
[86]. Section 4.6. White noise is a stationary random process having constant spec-
tral density and it does not exist in an ordinary sense. Therefore, theory of white
noise is rather advanced and uses generalized random processes (see Hida [53]).
Mathematically, a white noise driven system is simply an Ito stochastic differential
equation. Colored noise is introduced in Bucy and Joseph [35]. The importance of
wide band noise driven systems is mentioned in Fleming and Rishel [48]. There
are different approaches to handle wide band noises. In Kushner [69] an approach
based on approximations is developed. We follow another approach that is based
on a certain integral representation. This was first suggested in Bashirov [9]. The
theorem about existence of infinitely many different integral representations under
given autocovariance function is proved in Bashirov and Ugural [26, 27].

Chapter 5. Section 5.1. We use the ideas from Bensoussan and Viot [33] and
Curtain and Ichikawa [38] to set a linear quadratic optimal control problem for
partially observable systems. Section 5.2. There are two basic approaches to op-
timal control problems. One of them concerns necessary conditions of optimality
and it is called Pontryagin’s maximum principle (see Pontryagin et al. [82]). The
first result concerning the maximum principle for stochastic systems was obtained
by Kushner [68] in the case of noncontrolled diffusion. Afterwards this result was
extended to different stochastic systems, even for those with controlled diffusion,
but it was mentioned in Arkin and Saksonov [3] that the stochastic maximum prin-
ciple of Pontryagin’s form is not true for general controlled diffusion. The general
stochastic maximum principle, that fundamentally differs from Pontryagin’s for
deterministic systems covering both controlled drift and controlled diffusion, was
obtained independently by Mahmudov [73] and Peng [81]. Later, Cadenillas and
Karatzas [36] extended this result to systems with random coefficients, Elliot and
Kohlmann [47] studied the subject employing stochastic flows and Mahmudov and
Bashirov [76] proved this result for constrained stochastic control problems. The
discussion of the general stochastic maximum principle is given in Yong and Zhou
[93]. The other approach to optimal control problems, giving sufficient conditions
of optimality, is Bellman’s dynamic programming (see Bellman [28]). For stochas-
tic systems this approach is discussed in Krylov [66], Fleming and Rishel [48],
Fleming and Soner [49] etc. The recent book of Yong and Zhou [93] establishes
relations between stochastic maximum principle and dynamic programming and
many other issues concerning stochastic optimal control. For linear quadratic opti-
mal control problems under partial observations both these approaches, maximum
principle and dynamic programming, lead to the same result called the separation
principle. In the continuous time case the separation principle was stated and
studied in Wonham [92]. This result in Hilbert spaces was considered in a number
of works, for example, Bensoussan and Viot [33], Curtain and Ichikawa [38] etc.
The extended form of the separation principle was first mentioned in Bashirov [5]
and afterwards it was studied in Bashirov (7, 14] which we follow in this section.
Section 5.3. This section is written on the basis of Bashirov [8, 14]. Section 5.4.
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The idea of minimizing sequence considered in this section belongs to Bensous-
san and Viot [33]. Section 5.5. In infinite dimensional spaces the linear regulator
problem is studied in a number of works, for example, Curtain and Pritchard [39].
Section 5.6. Generally, the results on existence of optimal control are based on
weak convergence and weak compactness. In the linear quadratic case it is possi-
ble to reduce the existence of optimal control to a certain linear filtering problem
when the observations are incomplete.

Chapter 6. The first estimation problems were independently studied by Kol-
mogorov [64] and Wiener [91] on the basis of the spectral expansion of stationary
random processes. A significant stage in developing of estimation theory was the
famous works by Kalman [61] and Kalman and Bucy [62]. For complete discussion
of estimation problems, see Liptser and Shiryaev [70, 71], Kallianpur [59], Elliot
[46] etc. In infinite dimensional spaces linear estimation problems are discussed in
Curtain and Pritchard [40].

Chapter 7. Colored noise in estimation problems was used in Bucy and Joseph
[35]. In general, in Arato [2] it is proved that in the one-dimensional case any
stationary random process with the rational spectral density can be shown as a
solution of linear stochastic differential equations with white noise disturbance,
i.e., it is a colored noise.

Chapter 8. Estimation and control of wide band noise driven systems is actual in
engineering. The results of this chapter are obtained in the works of the author
and his colleagues. In the early papers [9, 11, 19] the duality principle was used
to investigate the estimation problems for wide band noise driven systems. In the
recent papers [13, 26, 27] a more flexible method based on a reduction was devel-
oped. The basic differential equations in (8.60)—(8.65) and in (8.92) are derived in
[15]. Applications to space engineering and geophysics are discussed in [10, 18].

Chapter 9. This chapter is written on the basis of the early papers [6, 7, 11, 25] of
the author and his colleagues, completed with some new progress in the theory not
published previously. The reduction method faces difficulties when it is applied to
the control and estimation problems under shifted noises. Therefore, the duality
principle and the extended separation principle are used as methods of study in
this chapter.

Chapter 10. The results of this chapter are most recent and they are reflected
in [17] only. The method of approximations discussed in this chapter is promis-
ing but the control and estimation results are not yet proved precisely. The basic
differential equations in (10.26),(10.28)~(10.30) and (10.63)—(10.66) as well as the
other formulae for the optimal controls and optimal filters are derived intuitively
and all of them can be considered as conjectures. The discussion of possible ap-
plications of control and filtering under shifted white noises in space navigation
and guidance, given in this and previous chapters, is an illustrative but significant
argument toward engineering.
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Chapter 11. There is a remarkable relation between the control and estimation
problems. This relation was discovered by Kalman [60] between the linear regulator
and linear filtering problems and stated as the principle of duality. In Allahverdiev
and Bashirov [1] this duality is extended to linear stochastic optimal control and
estimation problems. Later this subject was developed in Bashirov [7] where the
dual analogue of the innovation process was introduced.

Chapter 12. Theory of controllability originates from the famous work of Kalman
[61] where the concept of complete controllability was defined. Later it was clear
that the natural extension of this concept to infinite dimensional systems is too
strong for many of them. Therefore, the approximate controllability was defined
as a weakened version of the complete controllability in the early works of Trig-
giani, Fattorini, Russel etc. The significant achievements in controllability theory
for deterministic linear systems are the Kalman rank condition, the complete con-
trollability condition and the approximate controllability condition and they are
well discussed in a number of books, for example, Balakrishnan [4], Curtain and
Pritchard [40], Curtain and Zwart [41], Bensoussan et al. [32], Zabczyk [95] etc.
Afterwards the resolvent conditions for complete and approximate controllability
were discovered in Bashirov and Mahmudov [23]. Both the concepts of complete
and approximate controllability lose sense for stochastic systems since now a ter-
minal value is a random variable. The two different interconnections of controlla-
bility and randomness define the two principally different methods of extending
the controllability concepts to stochastic systems. In the first method the state
space in the definitions of controllability concepts is replaced by a suitable space
of random variables, for example, the space of square integrable random variables.
Thus, attaining random variables, even those with large entropy, is necessary to
be controllable in this sense. This direction is employed by Mahmudov [74, 75].
The second method is more practical: it assumes attaining only those random
variables which have small entropy excluding the needless random variables with
large entropy. In this chapter we follow the second method. The concepts of C- and
S-controllability for stochastic systems are studied in the works of the author and
his colleagues [20, 21, 22, 23, 12, 24]. In the early papers [20, 21] these concepts
are not yet formulated but significant progress has been made. The papers [22, 23]
are basic for the C- and S-controllability and their conditions.
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Symbol

reA Adzx

zg A

{z: R(z)}

ACB, BDOA

A=B
AUB

-

R
h
g

DI
—R D
2

amezg | W<

Meaning

empty set

z is an element of A

x is not an element of A
set of all « for which R(x) is true
A is a subset of B

A and B are equal sets
union of A and B

union of the sets A,
intersection of A and B
intersection of the sets A,
difference of the sets A and B
universal quantifier
existential quantifier
implication

logical equivalence

system of counting numbers
system of rational numbers
system of real numbers
system of complex numbers
i1eN

ie{1,2,...,n}

least upper bound of A
greatest lower bound of A
maximum of A

minimum of A
{r:a<z<b}
{r:a<2z<b}
{r:a<z<b}
{z:a<z<b}
{z:a<z<o0}

{x:a <z <00}
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fog

XA

fla

f—l

{zn}
dim X
spanG

Rk

loo

d(z,y)
lim, oo Tn ==
T, — T
7(X)

G

GO

Iz
Dt Tn
lp

(z,9)
spanG
HJ_

H

(5,%)
Bx

a(f)
o(f%ae€ A)
(5,%5,v)
/
(Q,F,P)
P(A)
XxY
LxT

{z:—0c0o<z<b}

{z:—00 <z < b}

0, 7]

{(t,s):0<s<t<T}
smallest o-algebra generated by X
symbols for the function f
symbols for the value of f at z
domain of f

range of f

image of A under f

inverse image of B under f
composition of f and g
characteristic function of the set A
restriction of f to A

inverse of the function f
symbol for a sequence
dimension of X

linear subspace spanned by G
k-dimensional Euclidean space
space of bounded sequences
distance between z and y
{z.} converges to x

{z,} converges to x

metric topology of X

closure of G

interior of G

norm of z

sum of a series

space of pth order summable sequences

scalar product of z and y

subspace spanned by G

orthogonal complement of H

class of all separable Hilbert spaces
measurable space

Borel o-algebra of subsets of X

o-algebra generated by the function f
o-algebra generated by the functions f,

measure space
Lebesgue measure

probability space

probability of the event A

product of sets (or spaces) X and Y
{AxB:A€X, BeTl}
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Index of Notation

el
reu
F(S,X)
L(X,Y)
L(X)

I

0

X*

A—l

L(X,Y)
L£(X)

A*

A>B
A>B
A1/2
Loo(X,Y)
Loo(X)
trA
E?(Xv Y)
L2(X)

‘Cl (X7 Y)
£(X)
uQu
w-limy, L0 T, = T
Tn — T
C(S,X)
C(a,b; X)

FG, F*, F~', |F|

F', (d/dz)F
F", (d?/dz?)F
(0/0x)F
(0%/0z8y) F
m(S, %, X)
m(S, 2, v, X)
m(S, v, X)

Vg

Js fdv
LP(S,E,V,X)
L,(S,v,X)
€855UDPgeg ”fs“
LW(S7 27 1/7 X)
Loo(S,v, X)

product of o-algebras ¥ and T’
product of measures v and v
space of all functions from S to X
space of bounded linear operators
L(X,X)

identity operator

number zero, zero vector, zero operator
dual space

inverse of the operator A

class of closed operators

L(X,X)

adjoint of A

A — B is a nonnegative operator
A — B is a coercive operator
square root of the operator A
space of compact operators
Loo(X, X)

trace of A

space of Hilbert—Schmidt operators
£2 (X7 X)

space of nuclear operators

‘Cl (Xv X)

space {A: AM'/? € L(X,Y)}

a specific nuclear operator

{z,} weakly converges to x

{z,} weakly converges to x

space of continuous functions
space C (S, X) if S = [a, b]
different operator-valued functions
derivative of F’

second derivative of F'

partial derivative of F'

second order partial derivative of F
space of -measurable functions

a space of v-measurable functions
m(S, 2, v, X)

measure generated by f

Bochner integral

space of pth order integrable functions
L,(S,%,v, X)

inf, (a)=0 SuPscs\ 4 [l fs]]

space of v-a.e. bounded functions
Lo(S,%,v,X)
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14
14
14
16
16
16
16
16
17
19
19
19
21
21
21
22
22
23
23
23
23
23
24
24
27
27
32
32
34
34
35
35
35
37
38
38
38
42
42
42
42
42
42
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Ly(Q, X) Ly(Q, F, P, X) 45
I? fods Jiay T ¢ 45
L,(a,b; X) L,([a,b],¢, X) 45
[fs]r for 45
[fS] fs,' 45
fab H,;dt Hilbertian sum of subspaces 48
B,(S,Z,v,L(X,Y)) space of pth order strongly v-integrable

operator-valued functions 49
B,(S,v,L(X,Y)) B,(S,%,v,L(X,Y)) 49
Bo.(S,Z,v,L(X,Y)) space of strongly v-measurable and v-a.e.

bounded operator-valued functions 49
B (S, v, L(X,Y)) B, (S,%,v,L(X,Y)) 49
B,(S, L(X,Y)) B,(S,Bs, ¢, L(X,Y)) 50
By(a,b; L(X,Y)) B,(S,L(X,Y)) if S = [a, ] 50
Js Fsdv strong Bochner integral 50
B(S,L(X,Y)) class of bounded and strongly measurable

operator-valued functions 51
Bla,b; L(X,Y)) B(S, L(X,Y)) if S = [a,b] 51
WmP(a,b; X) space of functions with the nth derivative

in Ly(a,b; X) 55
S(X) class of strongly continuous semigroups 59
u* adjoint of the semigroup U 61
T semigroup of right translation 63
T* semigroup of left translation 63
E(Ar, L(X)) class of mild evolution operators 64
Pn(U) bounded perturbation of 4 by N 68
Ula, restriction of U to A 70
UOR combination of mild evolution operators 70
D:(U) dual of the mild evolution operator U 70
D(N) dual of the function N 70
D (v) dual of the function v 70
AX(N,v) specific unbounded operator-valued function 82
Pre(N.w) (RoT™) dual unbounded perturbation 85
Ar(M, ) specific unbounded operator-valued function 86
Pam,yUU O T) unbounded perturbation 87
Pe distribution of the random variable § 93
E¢ expectation of £ 93
Pe characteristic function of & 94
cov(&,n) covariance of £ and n 94
covg cov(&, §) 94
E(¢|F) conditional expectation 95
E(Elna;0 € A) E(Elo (a0 € A)) 95

€~ N(m,a?) £ is Gaussian 97
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Ne

{Fi}

{7}

{7}

M(T, X)
Mg(T, X)

P

A2 (T; X, Z)
A(T, L(X, Z))
f \Ift dmt
A2,..(S,T; X, 2)
Uad

D(T)
S(T,¢,p)

C(T,e,p)

system associated with the random variable &
filtration
Mecocr{Fs}
natural filtration of n
class of square integrable martingales
{m € M2(T, X) : m has continuous paths}
o-algebra of predictable sets
space {® : @M% € Ly(T x Q, A, L2(X,Y))}
class of simple functions
stochastic integral
A2 (T; X, L2(S,v, Z)) or La(S,v,A2,(T; X, Z))
set of admissible controls
{2} 1 u € Upg}
{h € X : Ju € Uaq such that
P(|E(z|F$) — b|* > ) < 1-p}
{h € X : Ju € U,q such that h = Ex%
and P(|E(z}|F}) — hl|* > €) <1-p}
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98
99
99
99
99
99
100
107
107
107
110
131
285

286

286



Index

A (EB), 198
absolute value, 3 (E‘z:’)7 198
a.e., 45 (EB), 202

B (ES), 183
ball, 7 (E5), 183

N (E3), 230
basis, 9 . (E3), 230
bounded perturbation, 68 (E3), 230
Brownian motion, 101 (E“’)’ 159

1/
standard, 103 (EY), 159

C (G1), 140
cardinality, 3 gg,zg’ }ig
Cauchy-Schwarz inequality, 18, 43 30
central limit theorem, 97 (Ga), 140
class, 1 (G,5)’ 144
closure, 7 (Gs), 141
collection, 1 (Ry), 148
complement, 2 (Ri)’ 148
composition, 4 (Rl)’ 218
conditional expectation, 95 (RIZ))7 218
condition (Rg)a 218

(C), 289 (R1), 191
(Cy), 129 (R3), 191
(Cs), 130 (R3), 191
(Cs), 145 (R3), 253
(Ch), 131 (R3), 254
(Cy), 131 (R3), 254
(CY), 137 (RY), 178
(Cs), 137 (RY), 178
(D1), 279 (RY), 178
(D2), 279 (RE), 131, 140
(D3), 280 contraction mapping, 58
(Eq), 150 control

(E2), 153 admissible, 131
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optimal, 131

controllability, 285

approximate (D%-), 285
condition (ACC), 290
resolvent condition, 295

complete (D5-), 285
condition (CCC), 290
rank condition, 292
resolvent condition, 295

Cr-, 289
Ca.-, 287
C.. - 286
CS-, 287
C§. o o 286
Sr-, 289
S4.-, 287
5%« o= 286
Se.-, 287
S5 . o= 286
S5.-, 289
SF c pm 286

convergence, 7, 8

everywhere, 37
in measure, 38

in norm, 8

in probability, 94
mean, 44

mean square, 44
v-a.e., 37

v-a.e. uniform, 44
pointwise, 37
strong, 8

strong operator, 28
uniform, 32

uniform operator, 28
weak, 26

weak operator, 28

convex combination, 27

correlated Wiener processes, 105

correspondence, 4
covariance, 94

D

derivative, 34

difference of sets, 2
diffusion coefficient, 106
diffusion equation, 106
diffusion process, 106
dimension, 6

disjoint sets, 1
distribution, 93
domain, 4

Doob inequality, 99
Doob’s theorem, 39
drift coefficient, 106

duality principle, 164, 232, 279

E
eigenvalue, 22
eigenvector, 22
element, 1
embedding, 16
equivalence class, 2
equivalence relation, 2
equivalent elements, 2
error process, 166
estimate, 117
best, 117, 120
best linear, 118

Index

in a linear feedback form, 121

linear, 118
estimator, 117

linear, 117

linear feedback, 121

optimal, 117

optimal linear, 118
event, 13
existential quantifier, 2
expectation, 93

F
family, 1
filter, 122

filtration, 99
complete, 99
right continuous, 99
natural, 99
fluctuation, 101
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Fubini’s theorem, 45
for stochastic integrals, 110
function, 4

autocovariance, 123

bar, 82, 233, 244, 249

characteristic, 4, 94

continuous, 31

covariance, 100

inverse, 4

left continuous, 32

of bounded variation, 12

one-one, 4

onto, 4

operator-valued, 31
strongly continuous, 33
strongly differentiable, 36
strongly v-integrable, 50
strongly v-measurable, 39
strongly Y-measurable, 39
uniformly continuous, 33
uniformly differentiable, 36
uniformly v-integrable, 49
uniformly v-measurable, 39
uniformly ¥-measurable 39
weakly continuous, 33
weakly v-measurable 39
weakly Y-measurable 39

real-valued, 4

relaxing, 125

right continuous, 32

(%, T')-measurable, 37

v-measurable, 38

Y.-measurable, 37

Y-simple, 37

tilde, 82, 233, 244, 249

vector-valued, 31
v-integrable, 42
strongly continuous, 31
strongly differentiable, 34
strongly v-measurable, 38
strongly ¥-measurable, 37
uniformly continuous, 32
weakly continuous, 31
weakly v-measurable, 38
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weakly ¥-measurable, 37
functional, 4, 15
convex, 28
strictly convex, 28
weakly lower semicontinuous, 32

G
greatest lower bound, 3
Gronwall’s inequality, 58

H
Hilbertian sum, 48
Hoélder inequality, 18, 43

I

image, 4

implication, 2

independence, 6, 96

indistinguishability, 98

infinitesimal generator, 60

innovation process, 168
dual analogue, 283

integral
Bochner, 42
Lebesgue, 45
Lebesgue-Stieltjes, 45
stochastic, 106
strong Bochner, 50

interior, 7

intersection, 1

interval, 3

inverse image, 4

isometric spaces, 17

isometry, 17

isomorphic spaces, 17

Ito equation, 106

L
least upper bound, 3
Lebesgue extension, 12
Levi’s theorem, 104
limit, 7
limit point, 7
linear combination, 6
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local minimum point, 35
logical equivalence, 2

M

mapping, 4

martingale, 99

Mazur’s theorem, 28

mean value, 93

measure, 11
complete, 12
Dolean, 100
generated by a function, 38
Lebesgue, 12, 15
Lebesgue—Stieltjes, 12
positive and finite, 11
probability, 13

metric, 6

metric topology, 7

mild solution, 115

Minkowski inequality, 8, 43

modification, 38, 98

N
noise, 117
colored, 125, 183
white, 123, 159, 227, 257
wide band, 123, 197

norm, 8, 16
v-a.e., 11
(0]

observation process, 117

operator, 15
adjoint, 19
bounded, 15
closed, 19
coercive, 21
compact, 22
controllability, 290
covariance, 100
differentiable, 34
differential, 55
embedding, 16
Hilbert—Schmidt, 23

Index

identity, 16
inverse, 17
linear, 15
linear integral, 52
mild evolution, 64
dual, 70
nonnegative, 21
nuclear, 23
projection, 20
self-adjoint, 21
square root, 21
strong evolution, 66
zero, 16
orthogonal complement, 9
orthogonal vectors, 9

|
Parseval identity, 10
path, 98
Pettis’ theorem, 37
point, 7

predictable rectangle, 100
predictor, 122
probability, 13
problem
control, 129
extrapolation, 122
filtering, 122
game, 139
interpolation, 122
linear regulator, 148
dual, 162, 171, 173, 231
prediction, 122
smoothing, 122
product, 13, 14

Pythagorean theorem, generalized, 9

R
radius, 7
random process, 98
adapted, 99
Gaussian, 100
stationary in wide sense, 102
independent increments, 102
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random variable, 93
degenerate, 97
Gaussian, normal, 97

range, 4

real line, 2

regulator, 149, 178

resolvent, 292

restriction, 4, 12, 70

Riccati equation, 71
explicit solution, 79
dual, 76

Riesz theorem, 18

S
saddle point, 141
sample, 13

scalar product, 9
semialgebra, 4
semigroup, 59
dual, 61
of left translation, 63
of right translation, 63
strongly continuous, 59
separation principle,
classical, 137
extended, 137
sequence, 5
Cauchy, 7
convergent, 7
minimizing, 147
strongly Cauchy, 28
weakly Cauchy, 27, 28
series, 8
absolutely convergent, 8
convergent, 8
Fourier, 10
set, 1
at most countable, 3
Borel measurable, 11
bounded, 7
closed, 7
convex, 27
countable, 3
dense, 7

empty, 1
finite, 3
infinite, 3

of admissible controls, 130

open, 7

quotient, 2

uncountable, 3

weakly closed, 27
o-algebra, 3

Borel, 11

generated by a system, 4
generated by a function, 11

of predictable sets, 100
signal process, 117
smoother, 122

solution in ordinary sense, 113
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solution in scalar product sense, 78

space, 5
abstract, 5
Banach, 8
Borel, 11
compact, 7
complete, 7, 12
dual, 16
Euclidean, 10
Hilbert, 9
linear (or vector), 5
infinite dimensional, 6
k-dimensional, 6
measurable, 10
measure, 11
metric, 6
normed, 8
probability, 13
sample, 13
scalar product, 9
separable, 7, 12
strongly complete, 29
weakly complete, 27, 29
state process, 117
stochastic differential, 116

stochastic differential equation, 106

subclass, 1
subset, 1
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sub-o-algebra, 4

subspace, 6, 7, 9

subsystem, 1

sum of a series, 8

support, 32

system, 1
Gaussian, 97
linear stochastic evolution, 115
observation, 117
of complex numbers, 2
of counting numbers, 2
of rational numbers, 2
of real numbers, 2
orthogonal, 9

complete, 9

orthonormal, 9
partially observable, 117
signal, 117
signal-observation, 117
state, 117
state-observation, 117

T
trace, 23
transformation, 4

Index

U

unbounded perturbation, 80
A-perturbation, 87
A*-perturbation, 85

uniform boundedness principle, 16

union, 1

unit of a g-algebra, 3

universal quantifier, 2

A\
variance, 94
vector, 6
Volterra integral equation, 53

W
weak compactness, 27
weak limit point, 27
Wiener—Hopf equation, 161
Wiener’s theorem, 103
w.p.1, 13
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