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## Preface

Modern control and estimation theory originated in the 1960s in the fundamental works of Pontryagin [82], Bellman [28] and Kalman [61, 62, 60]. Subsequent scholarship noted the importance of a global approach to systems of a different nature such as lumped, distributed, delayed etc. This prompted the study of control and estimation problems in spaces of infinite dimension. The pioneering books of Balakrishnan [4], Bensoussan [29] and Curtain and Pritchard [40] advocated this approach, the two latter providing an extensive list of early references concerning the theory.

Nowadays a great number of mathematicians and engineers are promoting the development of control and estimation theory. This is reflected in numerous papers published in such popular journals as SIAM Journal on Control and Optimization, Stochastics and Stochastics Reports, IEEE Transactions on Automatic Control, etc. Many books and papers devoted to different issues in control and estimation theory have been written (see the bibliography in Yong and Zhou [93] and in Grewal and Andrews [52] for theoretical issues and for applications).

Nevertheless, while multiple early and recent findings on the subject have been obtained and challenging problems remain to be solved there is an aspect of control and estimation theory that has not been examined adequately. This aspect concerns partially observable systems under the action of dependent noise processes on the state (or signal) and the observations.

Generally speaking, noise is a rich concept playing an underlying role in human activity. Consideration of the noise phenomenon in arts and sciences, respectively, makes the distinction between both domains more obvious. Artists create "deliberate noise"; the best masterpieces of literature, music, modern fine art etc. are those where a clear idea, traditionally related to such concepts as love, is presented under a skilful veil of "deliberate noise". On the contrary, scientists fight against noise; a scientific discovery is a law of nature extracted from a noisy medium and refined.

Noise in sciences is an unwanted signal generated by processes of nature or by human intelligence. Mathematically, this useless noise is modelled by a random process. Noisy signal, on the other hand, is also modelled by a random process. To distinguish them, the first one is referred to as a noise process or, briefly, a noise. One outstanding result, mathematically proved and stated in the central limit theorem, is that a noise process that is the total of the effects of a large number of independent contributing factors is approximately Gaussian in its behavior. Therefore, throughout this book we assume that the noise processes under discussion are Gaussian. The meaning of this statement will be most clear by our exposition.

From the physical point of view, two noise processes are independent if they are generated by distinct independent sources. Noise processes coming essentially from the same source are dependent. How can dependent noise processes be exposed mathematically? One of the ways is to consider noise processes without any
restriction on the relation between them. This general framework includes the case of independent noise processes as well, and so it is reasonable to refer to such noise processes as arbitrarily dependent. Other ways of analysis are to set specific relations between them. One such particular framework, concerning correlated white noise processes, is very popular in the existing literature.

A noise process is white if there is no correlation between its values at different times. A white noise is purely a mathematical concept, as its paths are functions in a generalized sense. Noise in a practical system is at best nearly white and may be far from being white. To improve a noise model, a solution of a linear stochastic differential equation disturbed by a white noise is used and is called a colored noise. Colored noises having the same white noise as a source are evidently dependent, providing another particular specific relation for exposing dependent noise processes.

More complicated dependent noise processes can be exposed if one of two correlated white noises is shifted in time. We regard such noises as shifted white noises. Here are some illustrations of processes that can form shifted noises.

Mapping the ocean floor. Getting a correct map of the ocean floor is important for installation of fixed mobile drilling platforms, locating pipelines in the ocean etc. This job is assisted by a device called a sonar. A sound signal radiates into the water through the sonar transducer that normally is mounted near the keel of a surface ship. Echoes are reflected from the ocean bottom to the sonar, which detects them and determines water depth. However, the ocean waves affect the calculated water depth. If $\varepsilon$ is the difference of the detecting and radiating times of the sound signal and $y$ is the actual water depth (corresponding to the ocean level), then the water depth is

$$
z=y+w^{\prime}(t)
$$

at the detecting time moment $t$ of the sound signal and it is

$$
x=y+w^{\prime}(t-\varepsilon)
$$

at the radiating time moment $t-\varepsilon$ of the same signal. Here $w^{\prime}(t)$ is the displacement in a surface wave at the time $t$ and can be characterized as the sum of wind-generated waves at previous times over a large area in conjunction with the Earth's gravity. Considering $w^{\prime}$ as a white noise, we see that $x$ and $z$ are random perturbations of $y$ by shifted white noises.

Space navigation and guidance. In the previous illustration, $\varepsilon$ is negligible. For instance, if a sound propagates in water at a speed of about $1500 \mathrm{~m} / \mathrm{s}$, for an ordinary water depth of 750 m , one can calculate $\varepsilon=1 \mathrm{~s}$. The change

$$
w^{\prime}(t)-w^{\prime}(t-\varepsilon)
$$

of the ocean-wave height for the time of $1 s$ is much smaller than the depth of 750 m . But, the previous illustration exposes well a mechanism that forms shifted
white noises. Should the ocean bottom be replaced with a spacecraft, a sonar with a ground radar, a sound signal with an electromagnetic signal and a white noise caused by ocean waves with a white noise caused by atmospheric propagation, then the corresponding value of $\varepsilon$ would be significant. It is nearly constant for Earth orbiting satellites and time dependent for space probes having interplanetary missions.

To understand the nature of the shift arising in space navigation, fix some time moment $t$ and let $\varepsilon$ be the time needed for electromagnetic signals to run the distance from the ground radar to the spacecraft and then to turn back. Assume that the control action $u$ changes the position $x$ of the spacecraft in accordance with the linear equation

$$
x^{\prime}=A x+B u
$$

if noise effects and the distance to the spacecraft are neglected. Then at the time $t$ the ground radar detects the signal

$$
z(t)=x(t-\varepsilon / 2)+w^{\prime}(t)
$$

consisting of the useful information $x(t-\varepsilon / 2)$ about the position of the spacecraft at $t-\varepsilon / 2$, corrupted by white noise $w^{\prime}(t)$ caused by atmospheric propagation. Furthermore, the position of the spacecraft at $t-\varepsilon / 2$ is changed by the control action $u(t-\varepsilon)$ that is sent by the ground radar at the time moment $t-\varepsilon$. This control passing through the atmosphere is corrupted by the noise $w^{\prime}(t-\varepsilon)$. Hence, the equation for the position of the spacecraft must be written as

$$
x^{\prime}(t-\varepsilon / 2)=A x(t-\varepsilon / 2)+B\left(u(t-\varepsilon)+w^{\prime}(t-\varepsilon)\right)
$$

Substituting

$$
\tilde{x}(t)=x(t-\varepsilon / 2) \text { and } \tilde{u}(t)=u(t-\varepsilon)
$$

we obtain the partially observable system

$$
\left\{\begin{array}{l}
\tilde{x}^{\prime}(t)=A \tilde{x}(t)+B \tilde{u}(t)+B w^{\prime}(t-\varepsilon) \\
z(t)=\tilde{x}(t)+w^{\prime}(t)
\end{array}\right.
$$

disturbed by shifted white noises with the state noise delaying the observation noise.

Here $\varepsilon$ is a function of time $t$ in general. Since Earth orbiting satellites have nearly constant distance from the Earth, it is reasonable to take $\varepsilon$ as a constant for them. But for space probes flying away from the Earth $\varepsilon=c t$ with $0<c<1$, since their distance from the Earth increases with nearly constant rate of change. One can deduce that for space probes flying toward the Earth, $\varepsilon=a-c t$, where $a>0$ and $0<c<1$ so that $a-c t>0$.

The way of forming shifted white noises suggests another interesting relation that, in particular, leads to the important concept of wide band noise. Indeed,
consider a distributed shift (instead of pointwise) of a white noise, i.e., define the random process

$$
\begin{equation*}
\varphi(t)=\int_{\max (0, t-\varepsilon)}^{t} \Phi(\theta-t) w^{\prime}(t) d t \tag{1}
\end{equation*}
$$

where $\varepsilon>0, \Phi$ is a deterministic function that will be labelled a relaxing function, and $w^{\prime}$ is a white noise. Then the resulting noise process $\varphi$ becomes wide band. Fleming and Rishel [48], p. 126, express their views of these noise processes as follows:
"Wide band noise. Suppose that some physical process, if unaffected by random disturbances, can be described by a (vector) ordinary differential equation $d \xi=b(t, \xi(t)) d t$. If, however, such disturbances enter the system in an additive way, then one might take as a model

$$
\begin{equation*}
d \xi=b(t, \xi(t)) d t+\varphi(t) d t \tag{2}
\end{equation*}
$$

where $\varphi$ is some stationary process with mean 0 and known autocovariance matrix $R(r)$ :

$$
R_{i j}(r)=\mathbf{E}\left(\varphi_{i}(t) \varphi_{j}(t+r)\right), i, j=1, \ldots, n
$$

If $R(r)$ is nearly 0 except in a small interval near $r=0$, then $\varphi$ is called wide band noise. White noise corresponds to the ideal case when $R_{i j}$ is a constant $a_{i j}$ times a Dirac delta function. Then $\varphi(t) d t$ is replaced by $\sigma w^{\prime}(t) d t$, where $\sigma$ is a constant matrix such that $\sigma \sigma^{*}=a, a=\left(a_{i j}\right)$. (Here $\sigma^{*}$ is the transpose of $\sigma$ and $w^{\prime}$ is a white noise.) The corresponding diffusion is then an approximation to the solution to (2)."

Additionally, note that in many fields such replacement of wide band noise by white noise gives rise to tangible distortions. Therefore, it is very important to develop the methods of control and estimation for wide band noise driven systems. Evidently, two wide band noise processes in the form (1) having the same source white noise $w^{\prime}$ are dependent.

For a long time the author together with his colleagues has been working on partially observable systems under dependent noises. The history of this research begins in 1976 when J. E. Allahverdiev, after his visit to the Control Theory Centre at the University of Warwick, initiated the study in the field of stochastic control at the Institute of Cybernetics of the Azerbaijan Academy of Sciences (Baku). By that time, research in the mathematical community of Baku on mathematical problems of optimal control, though of deterministic nature, was prompted by Pontryagin's maximum principle. At the Baku State University such research had been initiated earlier by K. T. Ahmedov. Another strong research group was in the Institute of Cybernetics (Baku), mainly concentrated in Lab. no. 1 of the institute led by J. E. Allahverdiev. The author of this book as a young Ph.D. student was the first to be involved in the study of stochastic control problems. Soon a small research group in Lab. no. 1 was organized also including R. R. Hajiyev, N. I. Mahmudov and, later, L. R. Mishne and others. A significant event
for this group of researchers was the International Conference IFIP on Stochastic Differential Systems held in Baku in 1984 by the initiation of A. V. Balakrishnan and J. E. Allahverdiev. After this conference, research on stochastic control in the Institute of Cybernetics became part of the global research on estimation and control of stochastic processes in the former USSR. The founder of the eminent school of Probability and Mathematical Statistics in the USSR was the late A. N. Kolmogorov. His disciples have been successfully continuing the traditions of this school. In particular, research on stochastic processes in connection with control and estimation are coordinated through the seminar "Statistics and Control of Stochastic Processes" organized by A. N. Shiryaev (Steklov Mathematical Institute, Moscow) in collaboration with N. V. Krylov and R. S. Liptser and the seminar "Theory of Random Processes" organized by A. V. Skorohod (Institute of Mathematics of the Ukrainian Academy of Sciences, Kiev). Many other research groups in Vilnius, Tbilisi, Tashkent, Baku etc. were involved in this global research. Conferences, workshops, seminars, and professional contacts undoubtedly played a significant role in consolidating the research group in Baku. After 1990, many researchers involved in this global research went to different institutions around the world. In particular, the author of this book has since 1992 been working and continuing related research at the Eastern Mediterranean University, Famagusta.

This book is intended to discuss in a systematic way some results on partially observable systems under dependent noises. The discussion is given for infinite dimensional systems, since some of the noise processes used in the book are easily described if the state space is enlarged up to infinite dimension. This is very similar to differential delay equations. Hence, it becomes convenient to take underlying systems to be infinite dimensional. The main objective in the book is to establish the specific features following dependent noises. Best of all this can be done within the linear quadratic framework and for continuous and finite time horizon. Hence, the systems under consideration are linear, the functionals are quadratic, time is continuous running in a finite horizon. We are concerned with four basic problems of systems theory, namely,
(a) optimal control,
(b) estimation,
(c) duality and
(d) controllability
for which valuable progress has already been achieved.
Dealing with control and estimation problems in infinite dimensional spaces requires using concepts from functional analysis. In order to make this book selfcontained, we discuss these concepts in the first three chapters. The related background can be found in more detail in multiple sources. Therefore, we often avoid complete explanations and keep our discussion at a level that is adequate to read the other chapters. Though separable Hilbert spaces are used as underlying in this
book, the spaces over them, such as spaces of bounded linear operators, spaces of continuous functions etc., are not Hilbert spaces. Therefore, sometimes we have to be more general than it may appear considering the concepts of functional analysis in Banach and, occasionally, in metric spaces.

Chapter 1 includes concepts such as sets, functions, abstract spaces, linear operators and different kinds of convergence. The reader can use any textbook on functional analysis to study this chapter in greater detail.

In Chapter 2 we consider the concepts of continuity, differentiability, measurability and integrability for functions with values in infinite dimensional spaces and complete it with two basic classes of linear operators on functional spaces, with integral and differential operators. For more detail, the recommended books are Hille and Phillips [54], Dunford and Schwartz [45], Warga [89], Yosida [94], Kato [63], Balakrishnan [4] etc.

In Chapter 3 we discuss two basic classes of evolution operators, namely, semigroups of bounded linear operators, and mild evolution operators, and related transformations. Theory of semigroups is presented in a number of books including Balakrishnan [4], Bensoussan et al. [31], Curtain and Pritchard [40] etc. The concept of mild evolution operator was introduced in Curtain and Pritchard [39]. In this chapter, Riccati equations in operator form are studied as well.

Chapter 4 starts with Hilbert space-valued random variables and processes. For details, we recommend the books of Curtain and Prichard [40], Metivier [77] and Rozovskii [84]. A recommended book on Gaussian systems is Shiryaev [86]. Then in Section 4.2 we discuss Brownian motion and derive stochastic differential equations. The recommended books are Davis [43], Hida [53] and Gihman and Skorohod [50].

Section 4.3 deals with the stochastic integrals with respect to Hilbert spacevalued square integrable martingales. There are a number of sources on stochastic integration (see, for example, Liptser and Shiryaev [70, 72], Gihman and Skorohod [50, 51], Kallianpur [59], Elliot [46]). We follow Metivier [77] with some supplements from Rozovskii [84]. The set $\tilde{\Lambda}(0, T ; X, Z)$ is introduced in Metivier [77]. To make it a Hilbert space, we consider its quotient set. Perhaps, the results of this section might be found too general for the purposes of control and estimation theory. Our aim in this section is to present a general formulation and a complete proof of the stochastic analogue of Fubini's theorem, which is useful in dealing with stochastic control and estimation problems as well as in other applications of stochastic calculus. The reader may prefer to omit this section without any loss and assume that all stochastic integrals used in this book are integrals of nonrandom functions.

In Section 4.4 we discuss the solution concepts for linear stochastic differential equations and introduce linear stochastic evolution systems and partially observable linear systems, the second of them being the main object of study in this book. There are a number of sources on stochastic differential equations, for example, Liptser and Shiryaev [70, 72], Gihman and Skorohod [51], Ikeda and Watanabe [58] etc. In infinite dimensional spaces this subject is studied in Rozovskii [84],

Da Prato and Zabczyk [42] for nonlinear and in Curtain and Pritchard [40] for linear cases. In Section 4.5 we follow Curtain and Pritchard [40] and use Shiryaev [86] to present basic estimation in Hilbert spaces. Finally, Chapter 4 is completed in Section 4.6 with a discussion of white, colored and wide band noise processes. There are different approaches to the concept of wide band noise. For example, Kushner [69] uses an approximative approach. The integral representation of wide band noise, used in this section, is introduced in Bashirov [9].

Chapters 5-10 deal with optimal control and estimation problems. There are a lot of sources about these problems, especially, in linear quadratic case. Two approaches to optimal control problems are basic. One of them concerns necessary conditions of optimality and it is called Pontryagin's maximum principle [82]. The other one, giving sufficient conditions of optimality, is Bellman's dynamic programming [28]. We recommend the books by Krylov [66], Fleming and Rishel [48], Fleming and Soner [49] for a discussion of the dynamic programming approach to stochastic control problems. The recent book by Yong and Zhou [93] discusses the maximum principle for stochastic systems in general form, which essentially differs from Pontryagin's maximum principle, that covers both controlled drift and controlled diffusion. Also, a comparison of these two basic approaches, many other issues as well, are considered in [93]. This seems to be an appropriate place to note that the general stochastic maximum principle was obtained independently by Mahmudov [73] and Peng [81]. The international control community has traditionally referred only to the paper [81] that was published in 1990 based on results obtained in 1988 (see comments in [93]). Due note is taken here that the work [73] was reported in 1987 in the workshop "Statistics and Control of Random Processes", organized by Steklov Mathematical Institute (Moscow), Institute of Mathematics (Kiev) and Institute of Mathematics and Cybernetics (Vilnius) held in Preila and it was published in Russian in 1989.

For linear quadratic optimal control problems under partial observations, both these approaches lead to the same result, called the separation principle. In the continuous time case the separation principle was first stated and studied by Wonham [92]. This result in Hilbert spaces was considered in a number of works, for example, Bensoussan and Viot [33], Curtain and Ichikawa [38] etc.

The first estimation problems were studied independently by Kolmogorov [64] and Wiener [91] who used the spectral expansion of stationary random processes. A significant stage in the development of estimation theory was the famous works of Kalman [61] and Kalman and Bucy [62]. For complete discussion of estimation problems see Liptser and Shiryaev [71, 72], Kallianpur [59], Elliot [46] etc. In infinite dimensional spaces linear estimation problems are studied in Curtain [37] (see also Curtain and Pritchard [40]). In Chapters 5-9 our principal aim consists of discussing optimal control and estimation problems when noise processes of the state (or signal) and observation systems are dependent.

In Chapter 5 the separation principle, which is essential to studying linear quadratic optimal control problems under partial observations, is extended to arbitrarily dependent noise processes. We make a distinction between the two forms
of the separation principle and consider the separation principle that holds for independent noise processes to be classical. It is found that this form remains valid for dependent noise processes as well, while the past of observations and the future of the state noise are independent. Otherwise, the separation principle changes its form with appearance of some additional terms in a representation of the optimal control. This form of the separation principle is considered to be extended. In this chapter we also discuss some consequences from the extended separation principle, including its generalization to a game problem, construction of a minimizing sequence, the existence of an optimal control, and presentation of a linear regulator problem. In Section 5.1 we use the ideas from Bensoussan and Viot [33] and Curtain and Ichikawa [38] in setting a linear quadratic optimal control problem under partial observations. Extension of the separation principle to noise processes, acting dependently on state and observations, is studied in Bashirov [7], which we follow up in Section 5.2. Section 5.3 is written on the basis of Bashirov [14]. The idea of minimizing sequence considered in Section 5.4 comes from Bensoussan and Viot [33]. In infinite dimensional spaces the linear regulator problem has been studied in a number of works (see, for example, Curtain and Prichard [39]). In Section 5.5 this problem is considered as a degenerate case of the separation principle. Generally, the results on existence of optimal control are based on weak convergence and weak compactness. In the linear quadratic case it is possible to reduce the existence of optimal control to a certain linear filtering problem when the observations are incomplete. This fact is proved in Section 5.6.

Chapters 6-10 present estimation and control results for partially observable linear systems under specific dependent noises. We use three different methods to investigate the problems in these chapters.

The first method is traditional; it is based on the duality principle and the separation principle. In Chapter 6 this method is used to derive optimal estimators and optimal controls for systems under correlated white noises. We also employ this method in Chapter 9 to get the control and filtering results under shifted white noises when the state or signal noise is a delay of the observation noise. While in Chapter 6 we use the separation principle in its classic form, the control results of Chapter 9 are obtained through the extended separation principle.

The second method simplifies hard calculations that are involved in the first method; this method is based on the reduction of the originally given system to a system disturbed by correlated white noises. This method is well applicable to systems under colored noises. This is demonstrated in Chapter 7. We employ this method in Chapter 8 as well to study the control and estimation problems under wide band noises. Though the results, concerning colored noises, are familiar (see Bucy and Joseph [35]), those which concern wide band noises are recent. We derive a complete set of formulae for the respective optimal control and for the respective optimal estimators when the noise processes of the underlying system are wide band. This set of formulae includes the stochastic partial differential equations for the respective optimal filter and, hence, offers a challenge for applications of stochastic partial differential equations, which are being studied inten-
sively nowadays. Also, the respective Riccati equation is derived as a system of equations including first order partial differential equations. We find the results of this chapter most useful in engineering and hope to see a realization of them in applications.

The reduction method successfully used in Chapters 7 and 8 is not effective for systems with shifted white noises since it leads to stochastic differential equations with a boundary noise. Therefore, we develop the third method which is based on convergence. This method is used in Chapter 10 for both the state (signal) noise delaying and anticipating the observation noise. Starting from the fact that a white noise is the limit case of wide band noises, we approximate a shifted white noise driven linear system by wide band noise driven linear systems. Taking the limit in the respective control and filtering results for wide band noise driven systems from Chapter 8, we derive the equations for the optimal control and optimal filter for shifted white noise driven systems. This set of equations includes stochastic partial differential equations as well and, moreover, the boundary conditions for them are again stochastic differential equations offering another challenge for applications of stochastic partial differential equations. The results of this chapter are most recent and they are not proved precisely. An interesting feature of this chapter is a derivation of equations for optimal filters and optimal controls for navigation of spacecraft (both Earth orbiting satellites and space probes) which can have interesting implications for engineering.

An expert in systems theory can observe that both the wide band noise and shifted white noise processes are two kinds of colored noise, when the linear equation transforming the input white noise is a differential delay equation with distributed or pointwise delays, respectively. Formally, a white noise can also be considered as a colored noise since it is an identical transformation of itself. Thus all basic noise processes are colored with specific linear transformations. This can be considered as a way to classify and specify different kinds of noise. Nevertheless, having a colored noise as a general noise model does not decrease the importance of specific wide band and shifted white noises. For a comparison recall that probability theory was also discovered as a particular case of measure theory, by Kolmogorov [65] in a monograph published in 1933.

In Chapter 11 we discuss the duality principle. This is a remarkable relation between the control and estimation problems. This relation was discovered by Kalman [60] between the linear regulator and linear filtering problems and stated as the principle of duality. We extend this duality to linear stochastic optimal control and estimation problems in which connection these interesting relations have been discovered:

- If the classical separation principle is valid for a stochastic control problem, then it is dual to a filtering problem.
- If the extended separation principle is valid for a stochastic control problem, then it is dual to a smoothing problem.
- For control problems, the role of an innovation process plays a certain random process. The major role of this process is to transform the original control problem to a new one for which the classical separation principle holds.
- In fact the reduction method mentioned above (in connection to Chapters 7 and 8) implicitly uses the dual analogue of the innovation process. This is the main reason that the optimal control results of Chapters 7 and 8 are obtained without any reference to the extended separation principle.

In this chapter we follow Bashirov [7].
Chapter 12 deals with controllability concepts. Theory of controllability originates from the famous work of Kalman [61] and was well-discussed for deterministic systems in a number of books, see Balakrishnan [4], Curtain and Pritchard [40], Bensoussan et al. [32], Zabczyk [95] etc. The significant achievements in controllability theory for deterministic linear systems are Kalman's rank condition, the complete controllability condition and the approximate controllability condition. Afterwards the resolvent conditions for complete and approximate controllability were discovered in Bashirov and Mahmudov [23]. Both the concepts of complete and approximate controllability lose sense for stochastic systems since now a terminal value is a random variable. The two different interconnections of controllability and randomness define the two principally different methods of extending the controllability concepts to stochastic systems. In the first method the state space in the definition of controllability concepts is replaced by a suitable space of random variables, for example, the space of square integrable random variables. Thus, attaining random variables, even those with large entropy, is necessary to be controllable in this sense. This direction is employed by Mahmudov [74, 75]. The second method is more practical: it assumes attaining only those random variables that have small entropy, excluding the needless random variables with large entropy. In this chapter we follow the second method and use the works of the author and his colleagues $[20,21,22,23,12,24]$. We prove the resolvent conditions for the complete and approximate controllability of deterministic linear systems and then apply them to study the concepts of controllability for partially observable linear systems. We define two main concepts of controllability for partially observable linear systems. The concept of $S$-controllability is defined as a property of a system to attain an arbitrarily small neighborhood of each point in the state space with probability arbitrarily near to 1 . Also, the concept of $C$-controllability is defined as $S$-controllability fortified with some uniformity. We show that a partially observable linear system is $C$-controllable (respectively, $S$-controllable) for every time moment if and only if the respective deterministic linear system is completely (approximately) controllable for every time moment.

We mentioned that this book discusses only four problems of systems theory: optimal control, estimation, duality and controllability for partially observable linear systems under dependent noises. Many other problems in conjunction with dependent noises issue are still open. Let us mention some of them:

- Stability of the optimal filters derived for wide band and shifted white noise driven linear systems.
- Infinite time horizon issue in case of dependent noises.
- Random coefficients and dependent noises.
- Nonlinear filtering under wide band and shifted white noises.
- Nonlinear control under dependent noises.
- Necessary and sufficient conditions for $S$ - and $C$-controllability of wide band and shifted white noise driven systems.
- The other interesting problem concerning modelling wide band noise processes in the integral form on the basis of autocovariance functions is described in Section 8.4.

Summarizing, we define the target readers of this book to be both applied mathematicians and theoretically oriented engineers who are designing new technology, as well as students of the related branches. Especially, the complete sets of equations for the optimal controls and for the optimal filters under wide band noises and shifted white noises and their possible application to navigation of spacecraft can have interesting implications for engineering. The book may be used as a reference manual in the part of functional analysis that is needed for problems of infinite dimensional linear systems theory.

Finally, the bibliography given at the end of the book is by no means complete. It reflects mathematical sources on the subject, and mainly those which have been used by the author. The index of notation may also be found at the end of the book. One major remark about notation is that the symbol $f_{t}$ is preferred for the value of the function $f$ at $t$ instead of $f(t)$. This simplifies line breaks in long formulae.
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## Chapter 1

## Basic Elements of Functional Analysis

This chapter includes the basic elements of functional analysis which are needed in discussing partially observable linear systems in separable Hilbert spaces.

### 1.1 Sets and Functions

The basic objects of mathematics such as sets and functions as well as some common notation are introduced in this section.

### 1.1.1 Sets and Quotient Sets

The concept of set is a primitive concept of mathematics and, therefore, taken as undefined. The words class, system, collection and family are used synonymously with set. Each set, except the empty set $\varnothing$, consists of its elements. The membership of the element $x$ in the set $A$ is indicated by $x \in A$ or $A \ni x$. In this case we say that $x$ belongs to $A$. If $x$ is not an element of $A$, then we write $x \notin A$. The expression $\{x: R(x)\}$ denotes the set of all $x$ for which the statement $R$ involving $x$ is true. Given two sets $A$ and $B, A$ is called a subset (or, synonymously, subclass, subsystem etc.) of $B$ if each element of $A$ is an element of $B$; this is indicated by $A \subset B$ or $B \supset A$. In this case we also say that $A$ is included in $B$ or $B$ contains $A$. Two sets $A$ and $B$ are said to be equal if $A \subset B$ and $B \subset A$; this is indicated by $A=B$. Two sets are said to be disjoint if they have no elements in common.

The union of a family of sets is the set of all elements belonging to at least one of these sets. The intersection of a family of sets is the set of all common elements of these sets. The symbols $A \cup B$ and $A \cap B$ are used for the union and for the intersection of the sets $A$ and $B$, respectively. It is convenient to use the symbols $\bigcup_{\alpha} A_{\alpha}$ and $\bigcap_{\alpha} A_{\alpha}$, respectively, for the union and for the intersection of

[^0]the family $\left\{A_{\alpha}\right\}$ of sets. The difference of the sets $A$ and $B$ is the set
$$
A \backslash B=\{x: x \in A, x \notin B\}
$$

If $B \subset A$, then $A \backslash B$ is called the complement of $B$ in $A$.
Sometimes, we use the universal and existential quantifiers $\forall$ and $\exists$ instead of for all and exists, respectively. Similarly, the implication $\Rightarrow$ and the logical equivalence $\Leftrightarrow$ replace follows and if and only if, respectively.

A binary relation $\sim$ between the elements of a set $A$ is called an equivalence relation if for all $x, y, z \in A$,
(a) $x \sim x$ (reflexivity);
(b) $x \sim y \Rightarrow y \sim x$ (symmetry);
(c) $x \sim y, y \sim z \Rightarrow x \sim z$ (transitivity).

An equivalence relation on a set $A$ splits $A$ into mutually disjoint equivalence classes of equivalent elements. The collection of all these equivalence classes is called a quotient set of $A$. Generally, the same notation is used for a set and for its quotient set, and $x \in A$ represents both the element $x$ of the set $A$ and the equivalence class of the quotient set $A$ containing the element $x$.

### 1.1.2 Systems of Numbers and Cardinality

We suppose that the reader is familiar with the basic systems of numbers. Briefly recall that the system of counting numbers (or positive integers) is

$$
\mathbb{N}=\{1,2,3, \ldots\}
$$

in which the ordinary order and the ordinary algebraic operations of addition and multiplication are defined. Using the system $\mathbb{N}$, one can define the system of rational numbers

$$
\mathbb{Q}=\{0, n / m,-n / m: n, m \in \mathbb{N}\}
$$

and extend the ordinary order and the ordinary algebraic operations to all rational numbers. $\mathbb{Q}$ is an ordered field, but it does not satisfy the least upper bound property. To improve $\mathbb{Q}$, the system of real numbers $\mathbb{R}$ is defined as the completion of $\mathbb{Q} . \mathbb{R}$ is a unique ordered field having the least upper bound property and containing $\mathbb{Q}$ as its subfield. The numbers in $\mathbb{R} \backslash \mathbb{Q}$ are called irrational numbers. A disadvantage of $\mathbb{R}$ is the nonexistence in $\mathbb{R}$ of square roots of negative numbers. For this, $\mathbb{R}$ is extended up to the system of complex numbers $\mathbb{C}$ which is a field containing $\mathbb{R}$ as its subfield. While any complex number has a square root in $\mathbb{C}$, $\mathbb{C}$ is not an ordered field and, hence, the least upper bound property does not make sense in $\mathbb{C}$. Often $\mathbb{R}$ is called the real line as well. An extensive discussion of number systems can be found in Rudin [85].

Often, we will use the symbols $i=1,2, \ldots$ and $i=1, \ldots, n$ to show that $i$ varies in $\mathbb{N}$ and in $\{1,2, \ldots, n\}$, respectively. The least upper bound and the greatest lower bound of a bounded set $A \subset \mathbb{R}$ will be denoted by $\sup A$ and $\inf A$, respectively. If $\sup A(\inf A)$ is an element of $A$, then $\max A=\sup A(\min A=$ $\inf A$ ). The symbol $|a|$ will denote the absolute value of $a \in \mathbb{R}$. For the open, closed and half-closed intervals in $\mathbb{R}$, we will use the notation

$$
\begin{array}{ll}
(a, b)=\{t \in \mathbb{R}: a<t<b\}, & (a, \infty)=\{t \in \mathbb{R}: a<t<\infty\} \\
{[a, b]=\{t \in \mathbb{R}: a \leq t \leq b\},} & \quad a, \infty)=\{t \in \mathbb{R}: a \leq t<\infty\} \\
{[a, b)=\{t \in \mathbb{R}: a \leq t<b\},} & (-\infty, b)=\{t \in \mathbb{R}:-\infty<t<b\}, \\
(a, b]=\{t \in \mathbb{R}: a<t \leq b\}, & (-\infty, b]=\{t \in \mathbb{R}:-\infty<t \leq b\},
\end{array}
$$

where $-\infty<a<b<\infty$ and $\infty$ is a notation for infinity. Also, for $T>0$, we denote $\mathbf{T}=[0, T]$ and

$$
\Delta_{T}=\{(t, s): 0 \leq s \leq t \leq T\}
$$

If the number of elements in a set is finite, then this set is said to be finite. Otherwise, it is said to be infinite. Note that the intervals $(a, b),[a, b],[a, b)$ and ( $a, b$ ], as defined above for $-\infty<a<b<\infty$, are also called finite intervals while they are infinite sets. Among infinite sets those are simplest which have a oneone onto correspondence with $\mathbb{N}$. These sets are said to be countable. A finite or countable set is said to be at most countable. If a set is not at most countable, then it is said to be uncountable. $\mathbb{Q}$ is a countable set, but $\mathbb{R}$ and any of intervals $(a, b),[a, b],[a, b)$ and $(a, b]$ in $\mathbb{R}$ for $a<b$ are uncountable sets.

Generally, two sets are said to have the same cardinality if there exists a one-one onto correspondence between them. One can mark the sets of the same cardinality by a symbol and call it the cardinal number of these sets. The cardinal number of a finite set is the number of elements in this set. A countable set has the cardinality of $\mathbb{N}$ which is called the countable cardinality.

### 1.1.3 Systems of Sets

Infinite (especially, uncountable) sets have too many subsets. It becomes necessary to single out these subsets in systems with some useful properties.

A system $\Sigma$ of subsets of a nonempty set $S$ is called a $\sigma$-algebra (with the unit $S$ ) if
(a) $S \in \Sigma$;
(b) $A \in \Sigma \Rightarrow S \backslash A \in \Sigma$;
(c) $A_{1}, A_{2}, \ldots \in \Sigma \Rightarrow \bigcup_{n=1}^{\infty} A_{n} \in \Sigma$.

The equalities

$$
A \backslash B=(S \backslash B) \backslash(S \backslash A), \quad \bigcap_{n=1}^{\infty} A_{n}=S \backslash \bigcup_{n=1}^{\infty}\left(S \backslash A_{n}\right)
$$

show that any $\sigma$-algebra is closed under set differences and under countable intersections.

Given a $\sigma$-algebra $\Sigma$ with a unit $S$, each $\sigma$-algebra $\Sigma^{\prime}$ with the unit $S$ and such that $\Sigma^{\prime} \subset \Sigma$ is called a sub- $\sigma$-algebra of $\Sigma$. It is easy to prove that the intersection of any family of $\sigma$-algebras is again a $\sigma$-algebra. Therefore, the following useful concept can be introduced: given a system $\Sigma$ of sets, the intersection of all $\sigma$ algebras containing $\Sigma$ is called the smallest $\sigma$-algebra generated by $\Sigma$ and it is denoted by $\sigma(\Sigma)$.

A weaker concept than $\sigma$-algebra is semialgebra. A system $\Sigma$ of subsets of a nonempty set $S$ is called a semialgebra if
(a) $S \in \Sigma$;
(b) $A, B \in \Sigma \Rightarrow A \cap B \in \Sigma$;
(c) $A \in \Sigma$ implies that there are sets $A_{1}, \ldots, A_{k} \in \Sigma$, where $k \in \mathbb{N}$, such that $A_{n} \cap A_{m}=\varnothing$ for $n \neq m$ and $S \backslash A=\bigcup_{n=1}^{k} A_{n}$.

In particular, each $\sigma$-algebra is a semialgebra, but not conversely.

### 1.1.4 Functions and Sequences

Given two sets $X$ and $Y$, a function from $X$ to $Y$ is a rule $f$ that assigns to each element of $X$ a unique element of $Y$. The words transformation, mapping, correspondence are used synonymously with function. A function from $X$ to $Y$ is denoted in the forms $f, f(\cdot), f: X \rightarrow Y$ or $f_{x}, x \in X$. By $f(x)$ or $f_{x}$ we denote the value of the function $f$ at $x$. The sets $X$ and $\left\{f_{x}: x \in X\right\}$ are called the domain and the range of the function $f: X \rightarrow Y$ and they are denoted by $D(f)$ and $R(f)$, respectively. For $A \subset X$ and $B \subset Y$, the sets

$$
f(A)=\left\{f_{x}: x \in A\right\} \text { and } f^{-1}(B)=\left\{x \in X: f_{x} \in B\right\}
$$

are called the image of $A$ and the inverse image of $B$ under $f: X \rightarrow Y$, respectively. Obviously, $f(X) \subset Y$ and $f^{-1}(Y)=X$. A function $f$ with $R(f) \subset \mathbb{R}$ is called a real-valued function or a functional.

Given $f: X \rightarrow Y$ and $g: Y \rightarrow Z$, the function $h: X \rightarrow Z$, defined by $h(x)=g(f(x)), x \in X$, is called the composition of $g$ and $f$ and it is denoted by $g \circ f$. The characteristic function of the set $A$ is the function, denoted by $\chi_{A}$, which satisfies $\chi_{A}(x)=1$ if $x \in A$ and $\chi_{A}(x)=0$ if $x \notin A$. The restriction of the function $f: X \rightarrow Y$ to the set $A \subset X$ is denoted by $\left.f\right|_{A}$.

A function $f: X \rightarrow Y$ is said to be one-one if for all $x_{1}, x_{2} \in X, f\left(x_{1}\right)=$ $f\left(x_{2}\right)$ implies $x_{1}=x_{2}$. It is said to be onto if $R(f)=Y$. For a one-one onto function $f: X \rightarrow Y$, it is possible to define a unique one-one onto function $f^{-1}: Y \rightarrow X$ satisfying $f^{-1}(f(x))=x$ for all $x \in X$ and $f\left(f^{-1}(y)\right)=y$ for all $y \in Y$. This function is said to be the inverse of $f$. Obviously, $(g \circ f)^{-1}=f^{-1} \circ g^{-1}$ if $f^{-1}$ and $g^{-1}$ exist and the composition $g \circ f$ is defined. Also, $\left(f^{-1}\right)^{-1}=f$.

One general property of functions is the following: if $X$ and $Y$ are nonempty sets and $\Sigma$ is a $\sigma$-algebra with the unit $Y$, then the system $\left\{f^{-1}(A): A \in \Sigma\right\}$ is a $\sigma$-algebra with the unit $X$. Moreover, if $\Sigma$ is the smallest $\sigma$-algebra generated by a system $\Sigma_{0}$ of sets, then $\left\{f^{-1}(A): A \in \Sigma\right\}$ is the smallest $\sigma$-algebra generated by the system $\left\{f^{-1}(A): A \in \Sigma_{0}\right\}$.

A sequence is a function which has a countable domain. Sequences are denoted in the form $\left\{x_{n}\right\}$ where it is supposed that $n$ varies in a countable set. This notation will be used for functions with a finite domain as well, it being clear from the context what is meant.

### 1.2 Abstract Spaces

An abstract space is a nonempty set endowed with a certain structure. The useful structures are linear and metric structures which lead to linear and metric spaces, respectively. Banach, Hilbert and Euclidean spaces are endowed with both these structures. Other abstract spaces considered in this section are measurable and measure spaces. They are based on the concept of subset.

### 1.2.1 Linear Spaces

A nonempty set $X$ is called a linear space (or vector space) over $\mathbb{R}$ if the algebraic operations of addition and multiplication with real numbers on the elements of $X$, denoted by $x+y$ and $a x$ for $x, y \in X$ and for $a \in \mathbb{R}$, respectively, are defined such that the following axioms hold:
(a) $\forall x, y \in X$ and $\forall a \in \mathbb{R}, x+y \in X$ and $a x \in X$ (closedness);
(b) $\forall x, y \in X, x+y=y+x$ (commutativity);
(c) $\forall x, y, z \in X,(x+y)+z=x+(y+z)$ (associativity);
(d) $\exists 0 \in X$ such that $\forall x \in X, x+0=x$ (existence of zero);
(e) $\forall x \in X, \exists(-x) \in X$ such that $x+(-x)=0$ (existence of negative);
(f) $\forall x, y \in X$ and $\forall a \in \mathbb{R}, a(x+y)=a x+a y$ (distributivity);
(g) $\forall x \in X$ and $\forall a, b \in \mathbb{R},(a+b) x=a x+b x$ (distributivity);
(h) $\forall x \in X$ and $\forall a, b \in \mathbb{R}, a(b x)=(a b) x$ (associativity);
(i) $\forall x \in X, \quad 1 x=x$ (property of unit).

Note that in functional analysis, linear spaces over any other field, say, over the field of complex numbers $\mathbb{C}$ are being considered too. The definition of these spaces
differs from the above mentioned definition only by replacing $\mathbb{R}$ by the corresponding field. Since we will consider only the linear spaces over $\mathbb{R}$, they will briefly be called linear spaces. An element of a linear space is often called a vector.

A vector $a_{1} x_{1}+\cdots+a_{n} x_{n}$, where $n \in \mathbb{N}$ and $a_{1}, \ldots, a_{n} \in \mathbb{R}$, is called a linear combination of the vectors $x_{1}, \ldots, x_{n}$ in a given linear space. A subset $G$ of a linear space is said to be linearly independent if the equalities $a_{1}=\cdots=$ $a_{n}=0$ hold whenever $a_{1} x_{1}+\cdots+a_{n} x_{n}=0$ for each finite number of vectors $x_{1}, \ldots, x_{n} \in G$. Otherwise, $G$ is said to be linearly dependent. A linear space is said to be $k$-dimensional (with either $k=0$ or $k \in \mathbb{N}$ ) if it has $k$ linearly independent vectors and each collection of its $k+1$ vectors is linearly dependent. Obviously, the zero-dimensional linear space contains only the zero vector. If for each $n \in \mathbb{N}$ a linear space contains $n$ linearly independent vectors, then it is said to be infinite dimensional. The dimension of the linear space $X$ is denoted by $\operatorname{dim} X$.

A subset of a linear space $X$ is called a linear subspace if it is closed under the algebraic operations defined on $X$. If $G$ is a subset of a linear space $X$, then the set of all linear combinations of vectors in $G$ defines a linear subspace of $X$. This subspace is denoted by $\operatorname{span} G$ and it is called the linear subspace spanned by $G$.
Example 1.1. A simple example of a linear space is the real line $\mathbb{R}$ with the algebraic operations being the ordinary addition and the ordinary multiplication of real numbers.

Example 1.2. The set of all $k$-vectors

$$
x=\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{k}
\end{array}\right]
$$

where $k \in \mathbb{N}$ and $x_{1}, \ldots, x_{k} \in \mathbb{R}$, is denoted by $\mathbb{R}^{k}$. This set is a $k$-dimensional linear space with the componentwise algebraic operations, i.e.,

$$
\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{k}
\end{array}\right]+\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{k}
\end{array}\right]=\left[\begin{array}{c}
x_{1}+y_{1} \\
\vdots \\
x_{k}+y_{k}
\end{array}\right], a\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{k}
\end{array}\right]=\left[\begin{array}{c}
a x_{1} \\
\vdots \\
a x_{k}
\end{array}\right] .
$$

Example 1.3. The set of all bounded sequences $x=\left\{x_{n}\right\}$ of real numbers is denoted by $l_{\infty}$. This set is an infinite dimensional linear space with the termwise algebraic operations, i.e.,

$$
\left\{x_{n}\right\}+\left\{y_{n}\right\}=\left\{x_{n}+y_{n}\right\}, a\left\{x_{n}\right\}=\left\{a x_{n}\right\}
$$

### 1.2.2 Metric Spaces

A nonempty set $X$ is called a metric space if the real number $d(x, y)$, called the metric between $x$ and $y$, is assigned to each pair of elements $x, y \in X$ such that the following axioms hold:
(a) $\forall x, y \in X, d(x, y) \geq 0$ (nonnegativity);
(b) $d(x, y)=0 \Leftrightarrow x=y$ (nondegeneracy);
(c) $\forall x, y \in X, d(x, y)=d(y, x)$ (symmetry);
(d) $\forall x, y, z \in X, d(x, y) \leq d(x, z)+d(y, z)$ (triangle inequality).

An element of a metric space is also called a point.
A sequence $\left\{x_{n}\right\}$ in a metric space $X$ is said to converge to a point $x \in X$ and, the point $x$ is called the limit of $\left\{x_{n}\right\}$, if $d\left(x_{n}, x\right) \rightarrow 0$. This convergence is expressed by writing $\lim _{n \rightarrow \infty} x_{n}=x$ or $x_{n} \rightarrow x$. In view of the nondegeneracy axiom, the limit of a convergent sequence is unique. A sequence $\left\{x_{n}\right\}$ in a metric space is said to be Cauchy if $d\left(x_{n}, x_{m}\right) \rightarrow 0$ as $n, m \rightarrow \infty$. Each convergent sequence is Cauchy. But, the converse may not be true. A metric space is said to be complete if each of its Cauchy sequences converges.

Given a subset $G$ of a metric space $X$, a point $x \in X$ is called a limit point of $G$ if there exists a sequence $\left\{x_{n}\right\}$ in $G \backslash\{x\}$ such that $x_{n} \rightarrow x$. If $G$ contains all its limit points, then it is said to be closed. A subset of a metric space $X$ is said to be open if it is the complement in $X$ of some closed set. The collection of all open subsets of a metric space $X$ is called the metric topology of $X$ and it is denoted by $\tau(X)$.

The intersection of any family (as well as the union of a finite family) of closed sets is again a closed set. Similarly, the union of any family (as well as the intersection of a finite family) of open sets is again an open set. Therefore, with a given subset $G$ of a metric space, one can associate the closed set, denoted by $\bar{G}$, which is the intersection of all closed sets containing $G$, and the open set, denoted by $G^{0}$, which is the union of all open sets contained in $G$. The sets $\bar{G}$ and $G^{0}$ are called the closure and the interior of $G$, respectively. $\bar{G}$ is the smallest closed set and $G^{0}$ is the largest open set satisfying $G^{0} \subset G \subset \bar{G}$.

The subsets of a metric space $X$ of the forms $\left\{x \in X: d\left(x, x_{0}\right)<r\right\}$ and $\left\{x \in X: d\left(x, x_{0}\right) \leq r\right\}$ are called the open and closed balls with radius $r>0$ centered at $x_{0} \in X$ and they provide simple examples of open and closed subsets of $X$, respectively. A subset of a metric space is said to be bounded if it is contained in some ball.

A subset $G$ of a metric space $X$ is said to be dense in $X$ if $\bar{G}=X$. A metric space is said to be separable if it contains a countable dense subset.

A metric space is said to be compact if each of its infinite subsets has a limit point. A compact metric space is necessarily complete and separable.

Each nonempty subset $G$ of a metric space $X$ is again a metric space with respect to the metric of $X$ and it is called a metric subspace of $X$. If $X$ is complete and $G$ is closed, then $G$ is a complete metric subspace of $X$.

Example 1.4. The real line $\mathbb{R}$ is a complete and separable metric space with the metric being the absolute value of the difference of real numbers. But, it is not compact. A subset of $\mathbb{R}$ is compact if and only if it is bounded and closed.

### 1.2.3 Banach Spaces

A linear space $X$ is called a normed space if the real number $\|x\|$, called the norm of $x$, is assigned to each $x \in X$ such that the following axioms hold:
(a) $\forall x \in X,\|x\| \geq 0$ (nonnegativity);
(b) $\|x\|=0 \Leftrightarrow x=0$ (nondegeneracy);
(c) $\forall x \in X$ and $\forall a \in \mathbb{R},\|a x\|=|a|\|x\|$ (positive homogeneity);
(d) $\forall x, y \in X,\|x+y\| \leq\|x\|+\|y\|$ (triangle inequality).

Each normed space is a metric space with the metric $d(x, y)=\|x-y\|$. Convergence with respect to this metric is called convergence in norm or strong convergence or simply convergence. A complete normed space is called a Banach space.

Presence of linear and metric structures in a Banach space $X$ allows one to consider the sum of countably many vectors $x_{n} \in X, n=1,2, \ldots$, called a series and denoted by $\sum_{n=1}^{\infty} x_{n}$. A series $\sum_{n=1}^{\infty} x_{n}$ is said to converge to a vector $x$ and the vector $x$ is called the sum of the series $\sum_{n=1}^{\infty} x_{n}$ if the sequence of partial sums $S_{k}=\sum_{n=1}^{k} x_{n}$ converges to $x$ as $k \rightarrow \infty$. This convergence is expressed by writing $x=\sum_{n=1}^{\infty} x_{n}$. A series $\sum_{n=1}^{\infty} x_{n}$ is said to converge absolutely if the series $\sum_{n=1}^{\infty}\left\|x_{n}\right\|$ of real numbers is convergent. Obviously, an absolutely convergent series is convergent.

Example 1.5. The linear space $l_{\infty}$ (see Example 1.3) is a nonseparable Banach space with the the norm

$$
\left\|\left\{x_{n}\right\}\right\|_{l_{\infty}}=\sup _{n}\left|x_{n}\right| .
$$

Example 1.6. Let $1 \leq p<\infty$. The set of all sequences $\left\{x_{n}\right\}$ in $\mathbb{R}$ satisfying $\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}<\infty$ is denoted by $l_{p}$. This set is a separable Banach space with the termwise algebraic operations (see Example 1.3) and with the norm

$$
\left\|\left\{x_{n}\right\}\right\|_{l_{p}}=\left(\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}\right)^{1 / p}
$$

For $\left\{x_{n}\right\},\left\{y_{n}\right\} \in l_{p}$, the triangular inequality yields

$$
\left(\sum_{n=1}^{\infty}\left|x_{n}+y_{n}\right|^{p}\right)^{1 / p} \leq\left(\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}\right)^{1 / p}+\left(\sum_{n=1}^{\infty}\left|y_{n}\right|^{p}\right)^{1 / p}
$$

which is called the Minkowski inequality for sums.

### 1.2.4 Hilbert and Euclidean Spaces

A linear space $X$ is called a scalar product space if the number $\langle x, y\rangle$, called the scalar product of $x$ and $y$, is assigned to each pair of vectors $x, y \in X$ such that the following axioms hold:
(a) $\forall x \in X,\langle x, x\rangle \geq 0$ (nonnegativity);
(b) $\langle x, x\rangle=0 \Leftrightarrow x=0$ (nondegeneracy);
(c) $\forall x, y \in X,\langle x, y\rangle=\langle y, x\rangle$ (symmetry);
(d) $\forall x, y, z \in X,\langle x+y, z\rangle=\langle x, z\rangle+\langle y, z\rangle$ (additivity);
(e) $\forall x \in X$ and $\forall a \in \mathbb{R},\langle a x, y\rangle=a\langle x, y\rangle$ (homogeneity).

Each scalar product space is a normed space with the norm defined by $\|x\|=$ $\langle x, x\rangle^{1 / 2}$. If a scalar product space is complete with respect to convergence in this norm, then it is called a Hilbert space.

The scalar products and the norms in all Hilbert and Banach spaces will be denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$, respectively. In ambiguous cases, the subscript will indicate which scalar product (norm) is meant.

Each linear subspace $L$ of a Hilbert (Banach) space $X$ is a scalar product (normed) space with respect to the scalar product (norm) of $X$. The closure of $L$ in $X$ is a Hilbert (Banach) space which is called a subspace of $X$. If $G$ is a nonempty subset of $X$, then $\overline{\operatorname{span} G}$ is called the subspace spanned by $G$.

An important concept in Hilbert spaces is the concept of orthogonality. Two vectors $x$ and $y$ in a Hilbert space $X$ are said to be orthogonal if $\langle x, y\rangle=0$. If $H$ is a subspace of $X$, then the set

$$
H^{\perp}=\{x \in X:\langle x, h\rangle=0 \text { for all } h \in H\}
$$

is called the orthogonal complement of $H$ in $X . H^{\perp}$ is a subspace of $X$ and each $x \in X$ can be uniquely represented in the form $x=y+z$, where $y \in H$ and $z \in H^{\perp}$. Moreover,

$$
\|x\|^{2}=\|y\|^{2}+\|z\|^{2} \text { (generalized Pythagorean theorem). }
$$

In particular, $X^{\perp}=\{0\}$, i.e., if $\langle x, h\rangle=0$ for all $h \in X$, then $x=0$.
A system $\left\{e_{\alpha}: \alpha \in A\right\}$ of nonzero vectors in a Hilbert space $X$ is called an orthogonal system if $\left\langle e_{\alpha}, e_{\beta}\right\rangle=0$ for all $\alpha, \beta \in A$ with $\alpha \neq \beta$. It is possible to show that any orthogonal system is linearly independent. An orthogonal system $\left\{e_{\alpha}: \alpha \in A\right\}$ is said to be orthonormal if $\left\|e_{\alpha}\right\|=1$ for all $\alpha \in A$. An orthogonal system in a Hilbert space $X$ is said to be complete if the subspace spanned by it coincides with $X$. A complete orthonormal system in a Hilbert space $X$ is called a basis of $X$. All bases of a given Hilbert space have the same cardinality.

Theorem 1.7. A Hilbert space is separable if and only if it has an at most countable basis. If $\left\{e_{n}\right\}$ is a basis in a separable Hilbert space $X$, then for each $x \in X$,

$$
\begin{equation*}
x=\sum_{n=1}^{\operatorname{dim} X}\left\langle x, e_{n}\right\rangle e_{n} \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|x\|^{2}=\sum_{n=1}^{\operatorname{dim} X}\left\langle x, e_{n}\right\rangle^{2} \tag{1.2}
\end{equation*}
$$

The right-hand side of (1.1) is called the Fourier series of $x \in X$ and (1.2) the Parseval identity.

If a Hilbert space has a finite dimension $k \in \mathbb{N}$, then it is called a $k$ dimensional Euclidean space.

Example 1.8. The real line $\mathbb{R}$ is a one-dimensional Euclidean space with the scalar product equaling the product of two real numbers.
Example 1.9. The linear space $\mathbb{R}^{k}$ (see Example 1.2) is a $k$-dimensional Euclidean space with the scalar product

$$
\left\langle\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{k}
\end{array}\right],\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{k}
\end{array}\right]\right\rangle=\sum_{n=1}^{k} x_{n} y_{n}
$$

Example 1.10. The space $l_{2}$ (see Example 1.6) is an infinite dimensional separable Hilbert space with the scalar product

$$
\left\langle\left\{x_{n}\right\},\left\{y_{n}\right\}\right\rangle=\sum_{n=1}^{\infty} x_{n} y_{n}
$$

The more complicated Hilbert and Banach spaces are the operator and functional spaces which will be considered later.

The separable Hilbert spaces are the main spaces we will consider. We denote the class of all separable Hilbert spaces by $\mathcal{H}$. Thus, $\mathcal{H}$ consists of all finite dimensional Euclidean spaces as well as all infinite dimensional separable Hilbert spaces.

### 1.2.5 Measurable and Borel Spaces

A pair $(S, \Sigma)$, where $S$ is a nonempty set and $\Sigma$ is a $\sigma$-algebra with the unit $S$, is called a measurable space. It is easily seen that $\Sigma_{*}=\{S, \varnothing\}$ and the system $\Sigma^{*}$ of all subsets of $S$ are the smallest and largest $\sigma$-algebras of subsets of $S$, respectively. The most useful $\sigma$-algebras are the so-called Borel $\sigma$-algebras which are related with a metric (or, more generally, topological) structure in $S$.

Let $X$ be a metric space with the metric topology $\tau(X)$. The smallest $\sigma$ algebra generated by $\tau(X)$ is called the Borel $\sigma$-algebra of subsets of $X$ and it is denoted by $\mathcal{B}_{X}$. An element of $\mathcal{B}_{X}$ is called a Borel measurable set. Since each open set is the complement of some closed set, $\mathcal{B}_{X}$ is the smallest $\sigma$-algebra generated by the system of all closed subsets of $X$ as well. $\mathcal{B}_{X}$ is also the smallest $\sigma$-algebra generated by all open balls in $X$ if $X$ is separable. A measurable space $\left(X, \mathcal{B}_{X}\right)$ is called a Borel space.

Given a function $f$ from a set $S$ to a metric space $X$, the $\sigma$-algebra

$$
\sigma(f)=\left\{f^{-1}(B): B \in \mathcal{B}_{X}\right\}
$$

is called as the $\sigma$-algebra generated by $f$. If $\left\{f^{\alpha}: \alpha \in A\right\}$ is a family of functions from the same set $S$ to possibly distinct metric spaces, then we set

$$
\sigma\left(f^{\alpha} ; \alpha \in A\right)=\sigma\left(\bigcup_{\alpha \in A} \sigma\left(f^{\alpha}\right)\right)
$$

and call it the $\sigma$-algebra generated by $f^{\alpha}, \alpha \in A$.

### 1.2.6 Measure and Probability Spaces

Given a semialgebra $\Sigma$, a function $\nu$ from $\Sigma$ to $[0, \infty$ ) is called a (positive and finite) measure if it is $\sigma$-additive, i.e., if

$$
\nu\left(\bigcup_{n=1}^{\infty} A_{n}\right)=\sum_{n=1}^{\infty} \nu\left(A_{n}\right)
$$

whenever

$$
A_{1}, A_{2}, \ldots \in \Sigma, A_{n} \cap A_{m}=\varnothing \text { for } n \neq m, \bigcup_{n=1}^{\infty} A_{n} \in \Sigma
$$

A (positive and finite) measure, defined on a semialgebra $\Sigma$, can be uniquely extended to the $\sigma$-algebra $\sigma(\Sigma)$ as a $\sigma$-additive set function with values in $[0, \infty)$. Note that in measure theory, measures with negative as well as infinite values are allowed. Since we will consider only positive and finite measures, they will briefly be called measures.

A triple of objects $(S, \Sigma, \nu)$ is called a measure space if $(S, \Sigma)$ is a measurable space and $\nu$ is a measure defined on $\Sigma$. A property $R(s)$ is said to hold $\nu$-almost everywhere on $S$ (briefly, $\nu$-a.e. on $S$ ), if there exists $G \in \Sigma$ with $\nu(G)=0$ such that $R(s)$ holds for all $s \in S \backslash G$. Sometimes, instead of $\nu$-a.e. on $S$ we write $\nu$-a.e. $s \in S$ and read this as $\nu$-almost each $s \in S$.

Let ( $S, \Sigma, \nu$ ) be a measure space and denote

$$
\tilde{\Sigma}=\{A \cup B: A \in \Sigma, B \subset C \in \Sigma, \nu(C)=0\}
$$

Define the function $\tilde{\nu}: \tilde{\Sigma} \rightarrow[0, \infty)$ by

$$
\tilde{\nu}(A \cup B)=\nu(A), A \in \Sigma, B \subset C \in \Sigma, \nu(C)=0
$$

One can show that $\tilde{\Sigma}$ is a $\sigma$-algebra, $\Sigma$ is a sub- $\sigma$-algebra of $\tilde{\Sigma}$ and $\tilde{\nu}$ is a measure, defined on $\tilde{\Sigma}$, which is equal to $\nu$ on $\Sigma . \tilde{\Sigma}$ is called the Lebesgue extension of $\Sigma$ with respect to $\nu$. The measure $\tilde{\nu}$ is said to be complete because the Lebesgue extension of $\tilde{\Sigma}$ with respect to $\tilde{\nu}$ coincides with $\tilde{\Sigma}$. We use the same notation for the measures $\nu$ and $\tilde{\nu}$. A measure space $(S, \Sigma, \nu)$ is said to be complete if $\nu$ is a complete measure on $\Sigma$.

A measure space $(S, \Sigma, \nu)$ is said to be separable if $\Sigma$ contains an at most countable subsystem $\Sigma_{0}$ such that for each $\varepsilon>0$ and for each $A \in \Sigma$, there is a set $B \in \Sigma_{0}$ with $\nu((A \backslash B) \cup(B \backslash A))<\varepsilon$. Note that, if $\Sigma$ is the smallest $\sigma$-algebra generated by an at most countable semialgebra, then for any measure $\nu$, defined on $\Sigma$, the measure space ( $S, \Sigma, \nu$ ) is separable.

Let $(S, \Sigma, \nu)$ be a measure space. If $S_{0}$ is a nonempty set in $\Sigma$, then $\Sigma_{0}=$ $\left\{B \in \Sigma: B \subset S_{0}\right\}$ is a $\sigma$-algebra and $\nu_{0}(B)=\nu(B), B \in \Sigma_{0}$, is a measure. The measure $\nu_{0}$ is called the restriction of the measure $\nu$ to $\Sigma_{0}$. Similarly, $\left(S_{0}, \Sigma_{0}, \nu_{0}\right)$ is called a restriction of the measure space $(S, \Sigma, \nu)$.

Example 1.11. Consider a finite and half-closed interval $(a, b] \subset \mathbb{R}$ where $a<b$. The collection $\mathcal{R}_{a, b}$ of all sets in the form $(\alpha, \beta]$, where $\alpha$ and $\beta$ are rational numbers satisfying $a \leq \alpha \leq \beta \leq b$ (the values $\alpha=a$ and $\beta=b$ are admitted even if $a$ and $b$ are irrational), defines a countable semialgebra of subsets of ( $a, b]$. The smallest $\sigma$-algebra generated by $\mathcal{R}_{a, b}$ coincides with $\mathcal{B}_{(a, b]}$. Define the measure $\ell$ on $\mathcal{R}_{a, b}$ by $\ell((\alpha, \beta])=\beta-\alpha$. The extension of $\ell$ to $\mathcal{B}_{(a, b]}$ is called the one-dimensional Lebesgue measure on ( $a, b]$. The measure space $\left((a, b], \mathcal{B}_{(a, b]}, \ell\right)$ is separable because $\mathcal{R}_{a, b}$ is a countable semialgebra.

In general, a nondecreasing and right-continuous real-valued function $f$ on $[a, b]$ generates the measure $\nu: \mathcal{B}_{(a, b]} \rightarrow[0, \infty)$ by $\nu((\alpha, \beta])=f_{\beta}-f_{\alpha}$, where $a \leq \alpha \leq \beta \leq b$, which is called the Lebesgue-Stieltjes measure on $(a, b]$ generated by $f$. The Lebesgue measure on $(a, b]$, as a particular case of Lebesgue-Stieltjes measures, is generated by $f_{x}=x, a \leq x \leq b$. The difference $h_{x}=f_{x}-g_{x}$, $a \leq x \leq b$, of two nondecreasing and right-continuous real-valued functions $f$ and $g$ is called a function of bounded variation. It has the property

$$
\sup \sum_{i=0}^{n}\left|h_{x_{i+1}}-h_{x_{i}}\right|<\infty
$$

where it is assumed that the supremum is taken over all finite partitions

$$
a=x_{0}<\cdots<x_{n+1}=b
$$

of $[a, b]$. This property means that the graph of a function of bounded variation has a finite length.

A measure space $(S, \Sigma, \nu)$ is called a probability space if $\nu(S)=1$. In the sequel, we suppose that a fixed complete probability space is given and use the traditional notation $(\Omega, \mathcal{F}, \mathbf{P})$ for it. The set $\Omega$ is called a sample space. The elements of $\Omega$ are denoted by $\omega$ and they are called samples or elementary events. The elements of $\mathcal{F}$ are called events. $\mathbf{P}$ is called a probability measure or, briefly, a probability. For $A \in \mathcal{F}$, the number $\mathbf{P}(A)$ is the probability of the event $A$. If some property holds $\mathbf{P}$-a.e. on $\Omega$, then we say that it holds with probability 1 or, briefly, w.p.1.

### 1.2.7 Product of Spaces

Starting from some spaces one can construct other spaces. A product of spaces is one of these constructions.

The product of the sets $X$ and $Y$ is the collection of all ordered pairs $(x, y)$ where $x \in X$ and $y \in Y$; it is denoted by $X \times Y$ :

$$
X \times Y=\{(x, y): x \in X, y \in Y\}
$$

If both $X$ and $Y$ are endowed with a certain structure, then this structure can be extended to $X \times Y$. In this case $X \times Y$ is called a product of spaces

The product of the linear spaces $X$ and $Y$ is the linear space $X \times Y$ with the algebraic operations

$$
\left[\begin{array}{l}
x_{1} \\
y_{1}
\end{array}\right]+\left[\begin{array}{l}
x_{2} \\
y_{2}
\end{array}\right]=\left[\begin{array}{l}
x_{1}+x_{2} \\
y_{1}+y_{2}
\end{array}\right], a\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
a x \\
a y
\end{array}\right]
$$

where $x, x_{1}, x_{2} \in X, y, y_{1}, y_{2} \in Y$ and $a \in \mathbb{R}$. Note that it is more convenient to represent the elements of a product of linear spaces as columns.

If $X$ and $Y$ are metric spaces with the metrics $d_{1}$ and $d_{2}$, respectively, then a metric in $X \times Y$ can be defined in various topologically equivalent forms. Among them we will prefer

$$
d\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\sqrt{d_{1}\left(x_{1}, x_{2}\right)^{2}+d_{2}\left(y_{1}, y_{2}\right)^{2}}
$$

where $x_{1}, x_{2} \in X$ and $y_{1}, y_{2} \in Y$. With this metric, $X \times Y$ is called the product of the metric spaces $X$ and $Y$.

Similarly, if $X$ and $Y$ are Banach spaces, then $X \times Y$ is a linear space with the algebraic operations of the product of the linear spaces $X$ and $Y$ in which a norm can be defined in various topologically equivalent forms. We will prefer the norm

$$
\left\|\left[\begin{array}{l}
x \\
y
\end{array}\right]\right\|=\sqrt{\|x\|^{2}+\|y\|^{2}}
$$

where $x \in X$ and $y \in Y$. With this norm, $X \times Y$ is called the product of the Banach spaces $X$ and $Y$.

The product of the Hilbert spaces $X$ and $Y$ is the Hilbert space $X \times Y$ with the algebraic operations of the product of the linear spaces $X$ and $Y$ and with the scalar product

$$
\left\langle\left[\begin{array}{l}
x_{1} \\
y_{1}
\end{array}\right],\left[\begin{array}{l}
x_{2} \\
y_{2}
\end{array}\right]\right\rangle=\left\langle x_{1}, x_{2}\right\rangle+\left\langle y_{1}, y_{2}\right\rangle
$$

where $x_{1}, x_{2} \in X$ and $y_{1}, y_{2} \in Y$.
One can observe that there is a consistency between the metric, the norm and the scalar product as defined above in products of spaces. For example, the norm in a product of Hilbert spaces, that is

$$
\left\|\left[\begin{array}{l}
x \\
y
\end{array}\right]\right\|=\left\langle\left[\begin{array}{l}
x \\
y
\end{array}\right],\left[\begin{array}{l}
x \\
y
\end{array}\right]\right\rangle^{1 / 2}=\sqrt{\langle x, x\rangle+\langle y, y\rangle}=\sqrt{\|x\|^{2}+\|y\|^{2}}
$$

coincides with the norm in the respective product of Banach spaces.
The product of the semialgebras $\Sigma$ and $\Gamma$ is the semialgebra

$$
\Sigma \times \Gamma=\{A \times B: A \in \Sigma, B \in \Gamma\}
$$

If $\Sigma$ and $\Gamma$ are $\sigma$-algebras, then $\Sigma \times \Gamma$ is a semialgebra, but may not be a $\sigma$-algebra. So, the product of the $\sigma$-algebras $\Sigma$ and $\Gamma$ is defined as the smallest $\sigma$-algebra generated by $\Sigma \times \Gamma$ and it is denoted by $\Sigma \otimes \Gamma$, i.e.,

$$
\Sigma \otimes \Gamma=\sigma(\{A \times B: A \in \Sigma, B \in \Gamma\})
$$

If $\nu$ and $\mu$ are measures on the $\sigma$-algebras $\Sigma$ and $\Gamma$, respectively, then a measure $\nu \otimes \mu$ on the semialgebra $\Sigma \times \Gamma$ is defined by

$$
(\nu \otimes \mu)(A \times B)=\nu(A) \mu(B), A \in \Sigma, B \in \Gamma
$$

which has a unique extension to $\Sigma \otimes \Gamma$. The measure $\nu \otimes \mu$ is called the product of the measures $\nu$ and $\mu$.

The product of the measurable spaces $(S, \Sigma)$ and $(R, \Gamma)$ is the measurable space $(S \times R, \Sigma \otimes \Gamma)$. Similarly, the product of the measure spaces $(S, \Sigma, \nu)$ and $(R, \Gamma, \mu)$ is the measure space $(S \times R, \Sigma \otimes \Gamma, \nu \otimes \mu)$.

The product of separable metric (Banach, Hilbert, measure) spaces is again a separable space. The equality $\mathcal{B}_{X \times Y}=\mathcal{B}_{X} \otimes \mathcal{B}_{Y}$ holds for separable metric spaces $X$ and $Y$.

Since the products of sets, $\sigma$-algebras and measures are associative, for the finite products of more than two sets, $\sigma$-algebras and measures, respectively, one can use the notation

$$
X \times Y \times \cdots \times Z, \Sigma \otimes \Gamma \otimes \cdots \otimes \Pi, \nu \otimes \mu \otimes \cdots \otimes \lambda
$$

Among products of an infinite family of spaces we single out the linear space $F(S, X)$ of functions $f$ from the set $S$ to the linear space $X$ with the pointwise algebraic operations, i.e., for all $f, g, \in F(S, X)$ and for all $a \in \mathbb{R}$,

$$
(f+g)(s)=f(s)+g(s),(a f)(s)=a f(s), s \in S
$$

Example 1.12. The $k$-dimensional Euclidean space $\mathbb{R}^{k}$ (see Example 1.9) is the $k$-times product of the real line $\mathbb{R}$ by itself. Using this fact, a one-dimensional Lebesgue measure can be generalized in the following way. Let $(a, b]^{2}=(a, b] \times$ $(a, b]$. Since $\mathcal{B}_{(a, b]^{2}}=\mathcal{B}_{(a, b]} \otimes \mathcal{B}_{(a, b]}$, the measure $\ell \otimes \ell$ on $\mathcal{B}_{(a, b]^{2}}$ is defined. This measure is called the two-dimensional Lebesgue measure on $(a, b]^{2}$. For $(a, b]^{k}=$ $(a, b] \times(a, b]^{k-1}$, the $k$-dimensional Lebesgue measure on $(a, b]^{k}$ can then be defined by induction for all $k \in \mathbb{N}$. We will denote all Lebesgue measures by $\ell$. The distinction between them will follow from the context. Since $\left((a, b], \mathcal{B}_{(a, b]}, \ell\right)$ is a separable measure space, the same is true for $\left((a, b]^{k}, \mathcal{B}_{(a, b]^{k}}, \ell\right)$.

### 1.3 Linear Operators

A function operating from a linear space to a linear space is called an operator. In general, an operator may be defined on some subset of a linear space. An operator with the range contained in $\mathbb{R}$ is called a functional. In this section, linear operators will be discussed. The value of the linear operator $A$ at $x$ is denoted by $A x$ where the parentheses are dropped. An operator $A$ is called a linear operator if $D(A)$ is a linear space and

$$
\forall x, y \in D(A) \text { and } \forall a, b \in \mathbb{R}, A(a x+b y)=a A x+b A y \text { (linearity). }
$$

The sum, the product with a real number, the composition and the inverse of linear operators (if they are defined) are again linear operators. We use the symbol $A B$ (instead of $A \circ B$ ) for the composition of the linear operators $A$ and $B$. A linear operator $A$ can be uniquely decomposed in the form

$$
A=\left[\begin{array}{ccc}
A_{11} & \cdots & A_{1 n}  \tag{1.3}\\
\vdots & \ddots & \vdots \\
A_{m 1} & \cdots & A_{m n}
\end{array}\right]
$$

if it operates from the product of linear spaces $X_{1}, \ldots, X_{n}$ to the product of linear spaces $Y_{1}, \ldots, Y_{m}$. Here $A_{i j}$ is a linear operator from $X_{j}$ to $Y_{i}, i=1, \ldots, m$, $j=1, \ldots, n$. Note that the addition, the multiplication by a real number and the composition of decomposed linear operators obey the corresponding rules for matrices.

### 1.3.1 Bounded Operators

Let $X$ and $Y$ be Banach spaces. A linear operator $A$ from $D(A) \subset X$ to $Y$ is said to be bounded if
(a) $\overline{D(A)}=X$ (denseness of domain);
(b) $\exists c>0$ such that $\forall x \in X,\|A x\| \leq c\|x\|$ (boundedness).

A bounded linear operator $A$, as defined above, can be uniquely extended to $X$ preserving the linearity and boundedness properties. For a bounded linear operator $A$, the number

$$
\|A\|=\sup _{\|x\|=1}\|A x\|
$$

is called the norm of $A$. The class of all bounded linear operators from $X$ to $Y$ defines a Banach space with respect to the above mentioned norm and it is denoted by $\mathcal{L}(X, Y)$. The brief notation $\mathcal{L}(X)=\mathcal{L}(X, X)$ is used as well. Note that, in general, $\mathcal{L}(X, Y)$ is neither a Hilbert space nor separable, even if $X, Y \in \mathcal{H}$.

The identity operator on a Banach space $X$ is the operator $I$ defined by $I x=x, x \in X$. Irrespective of Banach space, the identity operators will be denoted by $I$. The distinction between them will follow from the context. The zero operator from a Banach space $X$ to a Banach space $Y$ is the operator assigning zero of $Y$ to each vector of $X$. The symbol 0 will denote the number zero as well as zero vectors of all linear spaces including zero operators, it being clear from the context what is meant.

The composition $B A$ of $B \in \mathcal{L}(Y, Z)$ and $A \in \mathcal{L}(X, Y)$, where $X, Y$ and $Z$ are Banach spaces, belongs to $\mathcal{L}(X, Z)$ and $\|B A\| \leq\|B\|\|A\|$. A linear operator $A$ from the product of Banach spaces $X_{1}, \ldots, X_{n}$ to the product of Banach spaces $Y_{1}, \ldots, Y_{m}$, decomposed by (1.3), is bounded if and only if

$$
A_{i j} \in \mathcal{L}\left(X_{j}, Y_{i}\right), \text { for all } i=1, \ldots, m, \text { and for all } j=1, \ldots, n
$$

The uniform boundedness principle stated in the following theorem is an important property of bounded linear operators.

Theorem 1.13. Let $X, Y$ be Hilbert spaces and let $\left\{A_{\alpha}\right\}$ be a family of bounded linear operators from $X$ to $Y$ satisfying $\sup _{\alpha}\left\|A_{\alpha} x\right\|<\infty$ for all $x \in X$. Then $\sup _{\alpha}\left\|A_{\alpha}\right\|<\infty$.

The space of all bounded linear functionals, defined on a Banach space $X$, has a special name and a special notation. It is called the dual space of $X$ and denoted by $X^{*}$, i.e., $X^{*}=\mathcal{L}(X, \mathbb{R})$.

A Banach space $X$ is said to be naturally embedded into a Banach space $Y$ if $X \subset Y$ and there exists a constant $c>0$ such that the inequality $\|x\|_{Y} \leq c\|x\|_{X}$ holds for all $x \in X$. In this case, the operator $J$, defined by $J x=x \in Y, x \in X$, is called an embedding operator. If, additionally, $\bar{X}=Y$, where $\bar{X}$ is the closure of $X$ in $Y$, then $X$ is said to be tightly embedded into $Y$.

Example 1.14. If $1 \leq p<q \leq \infty$, then $l_{p} \subset l_{q}$ is a natural embedding and

$$
\forall\left\{x_{n}\right\} \in l_{p},\left\|\left\{x_{n}\right\}\right\|_{l_{q}} \leq\left\|\left\{x_{n}\right\}\right\|_{l_{p}} .
$$

The following proposition shows the relation between the Borel $\sigma$-algebras in a natural embedding of separable spaces.

Proposition 1.15. If $X \subset Y$ is the natural embedding of the separable Banach spaces $X$ and $Y$, then
(a) $\forall A \in \mathcal{B}_{Y}, A \cap X \in \mathcal{B}_{X}$;
(b) $\mathcal{B}_{X} \subset \mathcal{B}_{Y}$.

Proof. Let $J$ be the corresponding embedding operator. Then $A \cap X=J^{-1}(A)$ for all $A \subset Y$. So, part (a) follows from the continuity (discussed in Section 2.1.1) of $J$. Since, additionally, $J$ is a one-one function, by the well-known theorem of Kuratowski (see Parthasarathy [80]), $J(A)=A \in \mathcal{B}_{Y}$ for all $A \in \mathcal{B}_{X}$. This proves part (b).

### 1.3.2 Inverse Operators

Let $X$ and $Y$ be Banach spaces. A linear operator $A$ from $D(A) \subset X$ to $Y$ is said to have a bounded inverse if there exists $A^{-1} \in \mathcal{L}(Y, X)$. Obviously, a necessary and sufficient condition for a linear operator $A$ from $D(A) \subset X$ to $Y$ to have a bounded inverse is $R(A)=Y$ and $\|A x\| \geq c\|x\|$ for some constant $c>0$ and for all $x \in D(A)$.

The following theorem expresses a case when a bounded operator has a bounded inverse.

Theorem 1.16. A bounded linear operator from a Banach space to a Banach space has a bounded inverse if and only if it is one-one and onto. Furthermore, if a bounded linear operator $A$ has a bounded inverse, then $\left\|A^{-1}\right\| \geq\|A\|^{-1}$.

Two Banach spaces $X$ and $Y$ are said to be isomorphic if there exists $J \in$ $\mathcal{L}(X, Y)$ which has a bounded inverse. If, additionally, $\|x\|=\|J x\|$ for all $x \in$ $X$, then $X$ and $Y$ are said to be isometric and $J$ an isometry from $X$ onto $Y$. Mathematically, the isometric spaces are just different realizations of the same space. Often, the isometric spaces $X$ and $Y$ are identified and one writes $X=Y$.

Example 1.17. Any Banach space $X$ and $\mathcal{L}(\mathbb{R}, X)$ are isometric under the isometry

$$
X \ni x \leftrightarrow J x \in \mathcal{L}(\mathbb{R}, X):(J x) a=a x, a \in \mathbb{R}
$$

This isometry is called the natural isometry. We identify these spaces and write $\mathcal{L}(\mathbb{R}, X)=X$.

Example 1.18. The spaces $l_{1}^{*}$ and $l_{\infty}$ are isometric under the isometry

$$
l_{1}^{*} \ni f \leftrightarrow J f=\left\{f_{n}\right\} \in l_{\infty}: f\left\{x_{n}\right\}=\sum_{n=1}^{\infty} f_{n} x_{n},\left\{x_{n}\right\} \in l_{1}
$$

according to which we identify these spaces and write $l_{1}^{*}=l_{\infty}$.

Example 1.19. For $1<p<\infty$ and $p^{-1}+q^{-1}=1$, the spaces $l_{p}^{*}$ and $l_{q}$ are isometric under the isometry

$$
l_{p}^{*} \ni f \leftrightarrow J f=\left\{f_{n}\right\} \in l_{q}: f\left\{x_{n}\right\}=\sum_{n=1}^{\infty} f_{n} x_{n},\left\{x_{n}\right\} \in l_{p}
$$

We identify these spaces and write $l_{p}^{*}=l_{q}$. In particular, this isometry yields the inequality

$$
\forall\left\{x_{n}\right\} \in l_{p}, \forall\left\{f_{n}\right\} \in l_{q}, \sum_{n=1}^{\infty}\left|f_{n} x_{n}\right| \leq\left(\sum_{n=1}^{\infty}\left|x_{n}\right|^{p}\right)^{1 / p}\left(\sum_{n=1}^{\infty}\left|f_{n}\right|^{q}\right)^{1 / q}
$$

which is called the Hölder inequality for sums. When $p=q=2$, this inequality has the form

$$
\forall\left\{x_{n}\right\},\left\{f_{n}\right\} \in l_{2}, \sum_{n=1}^{\infty}\left|f_{n} x_{n}\right| \leq\left(\sum_{n=1}^{\infty} x_{n}^{2}\right)^{1 / 2}\left(\sum_{n=1}^{\infty} f_{n}^{2}\right)^{1 / 2}
$$

which is called the Cauchy-Schwarz inequality for sums.
The following theorem shows that in fact the collection of all distinct Hilbert spaces can be put into one-one correspondence with the collection of all cardinal numbers.

Theorem 1.20. Two Hilbert spaces are isometric if and only if they have bases of the same cardinality. In particular, for fixed $k \in \mathbb{N} \cup\{\infty\}$, all $k$-dimensional separable Hilbert spaces are isometric.

This theorem is the reason for the use of the common symbol $\mathbb{R}^{k}$ for all $k$ dimensional Euclidean spaces, identifying them with the $k$-dimensional Euclidean space from Example 1.9. But, in general, it is convenient to use distinct symbols for isometric infinite dimensional Hilbert spaces.

The next theorem presents another isometry.
Theorem 1.21 (Riesz). Any Hilbert space $H$ and its dual $H^{*}$ are isometric under the isometry

$$
H^{*} \ni h^{*} \leftrightarrow J h^{*}=h \in H: h^{*} x=\langle h, x\rangle, x \in H .
$$

We will identify the Hilbert spaces $H$ and $H^{*}$. Theorem 1.21 yields the inequality

$$
|\langle x, y\rangle| \leq\|x\|\|y\|
$$

for any two vectors $x$ and $y$ in a Hilbert space. This inequality is called the CauchySchwarz inequality for abstract Hilbert spaces.

### 1.3.3 Closed Operators

Let $X$ and $Y$ be Banach spaces. A linear operator $A$ from $D(A) \subset X$ to $Y$ is said to be closed if
(a) $\overline{D(A)}=X$ (denseness of domain);
(b) for any sequence $\left\{x_{n}\right\}$ in $D(A), x_{n} \rightarrow x$ and $A x_{n} \rightarrow y$ imply $x \in D(A)$ and $A x=y$ (closedness).

The class of all closed linear operators from a dense subset of $X$ to $Y$ will be denoted by $\tilde{\mathcal{L}}(X, Y)$. The brief notation $\tilde{\mathcal{L}}(X)=\tilde{\mathcal{L}}(X, X)$ will be used. Note that in $\tilde{\mathcal{L}}(X, Y)$ neither linear nor metric structures are defined. Obviously, $\mathcal{L}(X, Y) \subset$ $\tilde{\mathcal{L}}(X, Y)$ and $\mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)=\tilde{\mathcal{L}}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ for $n, m \in \mathbb{N}$. If $A \in \tilde{\mathcal{L}}(X, Y)$ and $D(A)=$ $X$, then $A \in \mathcal{L}(X, Y)$.

The following theorem shows that any closed linear operator can be reduced to a bounded linear operator.

Theorem 1.22. If $X, Y \in \mathcal{H}$ and $A \in \tilde{\mathcal{L}}(X, Y)$, then
(a) $D(A) \in \mathcal{H}$ with $\langle x, y\rangle_{D(A)}=\langle x, y\rangle_{X}+\langle A x, A y\rangle_{Y}$;
(b) $D(A) \subset X$ is a natural and tight embedding;
(c) $A \in \mathcal{L}(D(A), Y)$.

### 1.3.4 Adjoint Operators

Let $X$ and $Y$ be Banach spaces. If $A \in \tilde{\mathcal{L}}(X, Y)$, then there exists a unique operator in $\tilde{\mathcal{L}}\left(Y^{*}, X^{*}\right)$, denoted by $A^{*}$, such that

$$
\begin{equation*}
\forall x \in D(A) \text { and } \forall y^{*} \in D\left(A^{*}\right),\left(A^{*} y^{*}\right) x=y^{*}(A x) \tag{1.4}
\end{equation*}
$$

$A^{*}$ is said to be the adjoint of $A$. If $A \in \mathcal{L}(X, Y)$, then $A^{*} \in \mathcal{L}\left(Y^{*}, X^{*}\right)$ and, therefore, (1.4) holds for all $x \in X$ and for all $y^{*} \in Y^{*}$.

Below, we suppose that $X, Y$ and $Z$ are Banach spaces and list some useful properties of adjoint operators.
(a) If $A \in \mathcal{L}(X, Y)$ and $B \in \mathcal{L}(Y, Z)$, then $B A \in \mathcal{L}(X, Z)$ and $(B A)^{*}=A^{*} B^{*}$.
(b) If $A \in \tilde{\mathcal{L}}(X, Y)$ and $B \in \mathcal{L}(X, Y)$, then $(A+B) \in \tilde{\mathcal{L}}(X, Y)$ and $(A+B)^{*}=$ $A^{*}+B^{*}$.
(c) If $A \in \mathcal{L}(X, Y)$ has a bounded inverse, then $A^{*}$ has a bounded inverse too and $\left(A^{*}\right)^{-1}=\left(A^{-1}\right)^{*}$.
(d) If $X$ and $Y$ are Hilbert spaces and $A \in \tilde{\mathcal{L}}(X, Y)$, then $\left(A^{*}\right)^{*}=A$.
(e) If $X$ and $Y$ are Hilbert spaces, then $\mathcal{L}(X, Y)$ and $\mathcal{L}\left(Y^{*}, X^{*}\right)$ are isometric under the isometry

$$
\mathcal{L}(X, Y) \ni A \leftrightarrow A^{*} \in \mathcal{L}\left(Y^{*}, X^{*}\right)
$$

(f) If a bounded linear operator $A$ from the product of Banach spaces to the product of Banach spaces is decomposed by (1.3), then

$$
A^{*}=\left[\begin{array}{ccc}
A_{11}^{*} & \cdots & A_{m 1}^{*} \\
\vdots & \ddots & \vdots \\
A_{1 n}^{*} & \cdots & A_{m n}^{*}
\end{array}\right]
$$

### 1.3.5 Projection Operators

Let $H$ be a subspace of a Hilbert space $X$. It was mentioned earlier that each vector $x \in X$ can be uniquely represented in the form $x=y+z$ where $y \in H$ and $z \in H^{\perp}$. The operator $P$ assigning to each $x \in X$ the vector $y \in H$ from the above mentioned representation is called the projection operator from $X$ onto $H$. By definition, $P$ is the projection operator from $X$ onto $H$ if and only if

$$
\forall x \in X \text { and } \forall h \in H,\langle x-P x, h\rangle=0
$$

Obviously, $P \in \mathcal{L}(X, H), P^{2}=P P=P$ and $\|P\|=1$.
An important property of Hilbert spaces is expressed in the following proposition.

Proposition 1.23. Let $X$ be a Hilbert space and let $H$ be a subspace of $X$. Then $P$ is the projection operator from $X$ onto $H$ if and only if for all $x \in X$,

$$
\|x-P x\|^{2}=\min _{h \in H}\|x-h\|^{2} .
$$

Proof. Let $P$ be the projection operator from $X$ onto $H$. For all $x \in X$ and for all $h \in H$, we have $x-h=(x-P x)+(P x-h)$, where $(x-P x) \in H^{\perp}$ and $(P x-h) \in H$. So, by the generalized Pythagorean theorem,

$$
\|x-h\|^{2}=\|x-P x\|^{2}+\|P x-h\|^{2} \geq\|x-P x\|^{2} .
$$

To prove the converse, fix any $x \in X$ and define the functional $f$ by

$$
f(h)=\|x-h\|^{2}, h \in H
$$

If $x=y+z$, where $y \in H$ and $z \in H^{\perp}$, then we have

$$
f(h)=\|x-h\|^{2}=\langle h, h\rangle-2\langle h, y\rangle+\|x\|^{2} .
$$

So, by Proposition 2.7 (it will be proved in Section 2.2.1), $h_{0}=y$ is the unique point in $H$ satisfying $f\left(h_{0}\right)=\min _{h \in H} f(h)$. Therefore, $P x=y$, i.e., $P$ is the projection operator from $X$ onto $H$.

### 1.3.6 Self-Adjoint, Nonnegative and Coercive Operators

Let $X$ be a Hilbert space. An operator $A \in \mathcal{L}(X)$ is said to be self-adjoint if $A^{*}=A$. A self-adjoint operator $A \in \mathcal{L}(X)$ is said to be nonnegative (coercive) if $\langle A x, x\rangle \geq 0$ (there exists $c>0$ such that $\langle A x, x\rangle \geq c\|x\|^{2}$ ) for all $x \in X$. The nonnegativity (coerciveness) of $A$ is expressed by $A \geq 0(A>0)$. Also, if $A-B \geq 0$ $(A-B>0)$, then we write $A \geq B$ or $B \leq A(A>B$ or $B<A)$. Obviously, $A>0$ implies $A \geq 0$. The norm of a nonnegative operator $A$ can be determined by one of the following formulae:

$$
\|A\|_{\mathcal{L}}=\sup _{\|x\|=1}\|A x\|=\sup _{\|x\|=1}\langle A x, x\rangle
$$

In some aspects nonnegative operators are similar to nonnegative numbers. For example, if $A \geq 0$, then there exists a unique linear operator, denoted by $A^{1 / 2}$, so that $A^{1 / 2} \geq 0$ and $\left(A^{1 / 2}\right)^{2}=A^{1 / 2} A^{1 / 2}=A$. The operator $A^{1 / 2}$ is called the square root of $A$. Obviously, $A^{1 / 2}>0$ if $A>0$.

It is easy to show that each $A>0$ has a bounded inverse and $A^{-1}>0$. The following proposition modifies this result.

Proposition 1.24. Let $X$ and $Y$ be Hilbert spaces and let

$$
G=\left[\begin{array}{cc}
A & C^{*} \\
C & B
\end{array}\right]
$$

where $A \in \mathcal{L}(X), B \in \mathcal{L}(Y), C \in \mathcal{L}(X, Y), A>0$ and $B<0$. Then there exists $G^{-1} \in \mathcal{L}(X \times Y)$ and $G^{-1}=G_{1}=G_{2}$, where

$$
G_{1}=\left[\begin{array}{cc}
\left(A-C^{*} B^{-1} C\right)^{-1} & -A^{-1} C^{*}\left(B-C A^{-1} C^{*}\right)^{-1} \\
-B^{-1} C\left(A-C^{*} B^{-1} C\right)^{-1} & \left(B-C A^{-1} C^{*}\right)^{-1}
\end{array}\right]
$$

and

$$
G_{2}=\left[\begin{array}{cc}
\left(A-C^{*} B^{-1} C\right)^{-1} & -\left(A-C^{*} B^{-1} C\right)^{-1} C^{*} B^{-1} \\
-\left(B-C A^{-1} C^{*}\right)^{-1} C A^{-1} & \left(B-C A^{-1} C^{*}\right)^{-1}
\end{array}\right]
$$

Proof. First, note that $A>0$ and $B<0$ imply $A-C^{*} B^{-1} C>0$ and, therefore, there exists $\left(A-C^{*} B^{-1} C\right)^{-1} \in \mathcal{L}(X)$. Similarly, there exists $\left(B-C A^{-1} C^{*}\right)^{-1} \in$ $\mathcal{L}(Y)$. So, $G_{1}, G_{2} \in \mathcal{L}(X \times Y)$. Take arbitrary $h \in X \times Y$ and let

$$
h=\left[\begin{array}{l}
h_{1} \\
h_{2}
\end{array}\right] \in X \times Y \text { and } G h=g=\left[\begin{array}{l}
g_{1} \\
g_{2}
\end{array}\right] \in X \times Y
$$

We have

$$
\begin{aligned}
G h=g & \Rightarrow\left\{\begin{array}{l}
A h_{1}+C^{*} h_{2}=g_{1} \\
C h_{1}+B h_{2}=g_{2}
\end{array}\right\} \\
& \Rightarrow\left\{\begin{array}{l}
h_{1}=A^{-1} g_{1}-A^{-1} C^{*} h_{2} \\
h_{2}=B^{-1} g_{2}-B^{-1} C h_{1}
\end{array}\right\} \\
& \Rightarrow\left\{\begin{array}{l}
A h_{1}+C^{*} B^{-1} g_{2}-C^{*} B^{-1} C h_{1}=g_{1} \\
B h_{2}+C A^{-1} g_{1}-C A^{-1} C^{*} h_{2}=g_{2}
\end{array}\right\} \\
& \Rightarrow\left\{\begin{array}{l}
h_{1}=\left(A-C^{*} B^{-1} C\right)^{-1}\left(g_{1}-C^{*} B^{-1} g_{2}\right) \\
h_{2}=\left(B-C A^{-1} C^{*}\right)^{-1}\left(g_{2}-C A^{-1} g_{1}\right)
\end{array}\right\} \Rightarrow h=G_{2} g .
\end{aligned}
$$

So, $G_{2}$ is the left inverse of $G$, i.e., $G_{2} G=I$. Since $G$ is self-adjoint and $G_{2}^{*}=G_{1}$, we easily obtain that $G G_{1}=I$, i.e., $G_{1}$ is the right inverse of $G$. In view of

$$
\begin{aligned}
A^{-1} C^{*} & =\left(A-C^{*} B^{-1} C\right)^{-1}\left(A-C^{*} B^{-1} C\right) A^{-1} C^{*} \\
& =\left(A-C^{*} B^{-1} C\right)^{-1} C^{*} B^{-1}\left(B-C A^{-1} C^{*}\right)
\end{aligned}
$$

we conclude that

$$
A^{-1} C^{*}\left(B-C A^{-1} C^{*}\right)^{-1}=\left(A-C^{*} B^{-1} C\right)^{-1} C^{*} B^{-1}
$$

Thus, $G_{1}=G_{2}=G^{-1} \in \mathcal{L}(X \times Y)$.

### 1.3.7 Compact, Hilbert-Schmidt and Nuclear Operators

Let $X, Y \in \mathcal{H}$. An operator $A \in \mathcal{L}(X, Y)$ is said to be compact if the convergence $\left\langle h, x_{n}-x\right\rangle \rightarrow 0$ for all $h \in X$ implies $\left\|A x_{n}-A x\right\| \rightarrow 0$. The class of all compact linear operators from $X$ to $Y$ will be denoted by $\mathcal{L}_{\infty}(X, Y)$. The brief notation $\mathcal{L}_{\infty}(X)=\mathcal{L}_{\infty}(X, X)$ will be used. $\mathcal{L}_{\infty}(X, Y)$ is a subspace of $\mathcal{L}(X, Y)$. Moreover, the space $\mathcal{L}_{\infty}(X, Y)$ is separable whereas $\mathcal{L}(X, Y)$ is not separable in general.

The following theorem expresses the structure of compact and self-adjoint operators.

Theorem 1.25. Let $X \in \mathcal{H}$. If $A \in \mathcal{L}_{\infty}(X)$ and $A^{*}=A$, then there exist a basis $\left\{e_{n}\right\}$ in $X$ and a sequence $\left\{\lambda_{n}\right\}$ of real numbers such that

$$
\forall x \in X, \quad A x=\sum_{n=1}^{\operatorname{dim} X} \lambda_{n}\left\langle x, e_{n}\right\rangle e_{n}
$$

If, in addition, $A \geq 0$, then $\lambda_{n} \geq 0$ for all $n$.
The vectors $e_{n}$ and the numbers $\lambda_{n}$ from Theorem 1.25 are called the eigenvectors and the corresponding eigenvalues, respectively, of the compact and selfadjoint operator $A$.

Let $X \in \mathcal{H}$. Given $A \in \mathcal{L}(X)$, one can show that the (finite or infinite) sum

$$
\sum_{n=1}^{\operatorname{dim} X}\left\langle A e_{n}, e_{n}\right\rangle
$$

is independent of the choice of basis $\left\{e_{n}\right\}$ in $X$. This sum is called the trace of $A$ and denoted by $\operatorname{tr} A$. By Theorem $1.25, \operatorname{tr} A$ is equal to the sum of all eigenvalues of $A$ if $A \in \mathcal{L}_{\infty}(X)$ and $A^{*}=A$.

Now let $X, Y \in \mathcal{H}$. Obviously, $A^{*} A \in \mathcal{L}_{\infty}(X)$ and $A^{*} A \geq 0$ for all $A \in$ $\mathcal{L}_{\infty}(X, Y)$. An operator $A \in \mathcal{L}_{\infty}(X, Y)$ is called a Hilbert-Schmidt operator if

$$
\operatorname{tr}\left(A^{*} A\right)<\infty
$$

The class of all Hilbert-Schmidt operators from $X$ to $Y$ is denoted by $\mathcal{L}_{2}(X, Y)$. An operator $A \in \mathcal{L}_{\infty}(X, Y)$ is called a nuclear operator if $\operatorname{tr}\left(\left(A^{*} A\right)^{1 / 2}\right)<\infty$. The class of all nuclear operators from $X$ to $Y$ is denoted by $\mathcal{L}_{1}(X, Y)$. The brief symbols $\mathcal{L}_{2}(X)=\mathcal{L}_{2}(X, X)$ and $\mathcal{L}_{1}(X)=\mathcal{L}_{1}(X, X)$ are used as well. $\mathcal{L}_{2}(X, Y)$ is a separable Hilbert space with the scalar product

$$
\langle A, B\rangle_{\mathcal{L}_{2}}=\operatorname{tr}\left(B^{*} A\right),
$$

and $\mathcal{L}_{1}(X, Y)$ is a separable Banach space with the norm

$$
\|A\|_{\mathcal{L}_{1}}=\operatorname{tr}\left(\left(A^{*} A\right)^{1 / 2}\right)
$$

Note that we have mentioned only three most widely used $\mathcal{L}_{p}$-spaces (the general definition of $\mathcal{L}_{p}$-spaces for $p \geq 1$ the reader can find in reference books on functional analysis): $\mathcal{L}_{1}$ (smallest one), $\mathcal{L}_{2}$ (middle one, as it is the only Hilbert space among all $\mathcal{L}_{p}$-spaces) and $\mathcal{L}$ (greatest one). Also, we have mentioned $\mathcal{L}_{\infty}$ as an important separable subspace of $\mathcal{L}$.
$\mathcal{L}_{p}$-spaces are similar to $l_{p}$-spaces. In particular, the natural embeddings $l_{1} \subset$ $l_{2} \subset l_{\infty}$ have the analog $\mathcal{L}_{1}(X, Y) \subset \mathcal{L}_{2}(X, Y) \subset \mathcal{L}(X, Y)$ with

$$
\forall A \in \mathcal{L}_{1}(X, Y),\|A\|_{\mathcal{L}_{2}} \leq\|A\|_{\mathcal{L}_{1}}
$$

and

$$
\forall A \in \mathcal{L}_{2}(X, Y),\|A\|_{\mathcal{L}} \leq\|A\|_{\mathcal{L}_{2}}
$$

Also, the isometric equality $l_{1}^{*}=l_{\infty}$ has the analog $\mathcal{L}_{1}(X, Y)^{*}=\mathcal{L}(X, Y)$ which holds under the isometry

$$
\mathcal{L}_{1}(X, Y)^{*} \ni f \leftrightarrow J f=F \in \mathcal{L}(X, Y): f A=\operatorname{tr}\left(F^{*} A\right), A \in \mathcal{L}_{1}(X, Y) .
$$

When $X=\mathbb{R}^{n}$ or $Y=\mathbb{R}^{m}$, all the spaces $\mathcal{L}_{p}(X, Y)$ for $p \geq 1$ are isomorphic to $\mathcal{L}(X, Y)$. The spaces $\mathcal{L}_{2}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and $\mathbb{R}^{n m}$ are isometric.

Note that for sake of similarity the space of bounded linear operators should be denoted by $\mathcal{L}_{\infty}$ instead of $\mathcal{L}$. However, we follow the traditional notation $\mathcal{L}$ for this space reserving $\mathcal{L}_{\infty}$ for the space of compact linear operators.

We will also use the following space given in Rozovskii [84]. Suppose $M \in$ $\mathcal{L}_{1}(X)$ and $M \geq 0$. Denote by $\mathcal{L}_{M}(X, Y)$ the class of all (in general unbounded) linear operators $A$ from $R\left(M^{1 / 2}\right)$ to $Y$ such that $A M^{1 / 2} \in \mathcal{L}_{2}(X, Y)$. The class $\mathcal{L}_{M}(X, Y)$ is a separable Hilbert space with the scalar product

$$
\langle A, B\rangle_{\mathcal{L}_{M}}=\operatorname{tr}\left(\left(B M^{1 / 2}\right)^{*}\left(A M^{1 / 2}\right)\right)
$$

and $\mathcal{L}(X, Y) \subset \mathcal{L}_{M}(X, Y)$ is a natural embedding with

$$
\|A\|_{\mathcal{L}_{M}} \leq\|M\|_{\mathcal{L}_{1}}\|A\|_{\mathcal{L}} \text { for } A \in \mathcal{L}(X, Y)
$$

Below we suppose that $X, Y, Z \in \mathcal{H}$ and list some useful facts regarding the linear operators.
(a) If $A \in \mathcal{L}_{i}(X, Y), i=1,2, \infty, B \in \mathcal{L}(Y, Z)$ and $C \in \mathcal{L}(Z, X)$, then $B A \in$ $\mathcal{L}_{i}(X, Z), A C \in \mathcal{L}_{i}(Z, Y),\|B A\|_{\mathcal{L}_{i}} \leq\|B\|_{\mathcal{L}}\|A\|_{\mathcal{L}_{i}}$ and $\|A C\|_{\mathcal{L}_{i}} \leq\|A\|_{\mathcal{L}_{i}}\|C\|_{\mathcal{L}}$.
(b) If $A \in \mathcal{L}_{i}(X, Y), i=1,2, \infty$, then $A^{*} \in \mathcal{L}_{i}(Y, X)$ and $\|A\|_{\mathcal{L}_{i}}=\left\|A^{*}\right\|_{\mathcal{L}_{i}}$.
(c) If $A \in \mathcal{L}_{2}(X, Y)$ and $B \in \mathcal{L}_{2}(Y, Z)$, then $B A \in \mathcal{L}_{1}(X, Z)$ and $\|B A\|_{\mathcal{L}_{1}} \leq$ $\|B\|_{\mathcal{L}_{2}}\|A\|_{\mathcal{L}_{2}}$.
(d) If $A \in \mathcal{L}_{1}(X)$ and $A \geq 0$, then $A^{1 / 2} \in \mathcal{L}_{2}(X)$ and $\|A\|_{\mathcal{L}_{1}}=\left\|A^{1 / 2}\right\|_{\mathcal{L}_{2}}=\operatorname{tr} A$.
(e) If $A \in \mathcal{L}_{1}(X)$ and $A>0$, then $\operatorname{dim} X<\infty$.
(f) A linear operator $A$ from the product of $X_{1}, \ldots, X_{n} \in \mathcal{H}$ to the product of $Y_{1}, \ldots, Y_{m} \in \mathcal{H}$, decomposed by (1.3), is a Hilbert-Schmidt operator if and only if $A_{i j} \in \mathcal{L}_{2}\left(X_{j}, Y_{i}\right), i=1, \ldots, m, j=1, \ldots, n$; moreover, $\|A\|_{\mathcal{L}_{2}}^{2}=$ $\sum_{i, j}\left\|A_{i j}\right\|_{\mathcal{L}_{2}}^{2}$.

For fixed $u \in X$ and $v \in Y$, define the operator $u \otimes v$ by the formula

$$
\begin{equation*}
(u \otimes v) h=u\langle v, h\rangle, h \in Y \tag{1.5}
\end{equation*}
$$

Proposition 1.26. Suppose that $X, Y, Z, H \in \mathcal{H}, u, w \in X, v \in Y, A \in \mathcal{L}(X, Z)$ and $B \in \mathcal{L}(Y, H)$. Then
(a) $(u \otimes v) \in \mathcal{L}_{1}(Y, X) ;$
(b) $(u \otimes v)^{*}=(v \otimes u) ;$
(c) $\|u \otimes v\|_{\mathcal{L}_{1}}=\|u\|\|v\|$;
(d) $(u \otimes u) \geq 0$;
(e) $(u+w) \otimes v=(u \otimes v)+(w \otimes v) ;$
(f) $(A u) \otimes(B v)=A(u \otimes v) B^{*}$;
(g) $\operatorname{tr}(u \otimes w)=\langle u, w\rangle ;$
(h) $|\operatorname{tr}(u \otimes w)| \leq\|u \otimes w\|_{\mathcal{L}_{1}} ;$
(i) $\operatorname{tr}((A u) \otimes(A u))=\operatorname{tr}\left((u \otimes u) A^{*} A\right)=\operatorname{tr}\left(A^{*} A(u \otimes u)\right)$.

Proof. Parts (a)-(c) are obvious when $v=0$. Let $v \neq 0$. It is clear that $(u \otimes v) \in$ $\mathcal{L}(Y, X)$. In view of

$$
\langle x,(u \otimes v) y\rangle=\langle u, x\rangle\langle v, y\rangle=\langle(v \otimes u) x, y\rangle, x \in X, y \in Y
$$

we obtain $(u \otimes v)^{*}=(v \otimes u)$. This proves part (b). If $\left\langle h, y_{n}-y\right\rangle \rightarrow 0$ for all $h \in Y$, then

$$
\left\|(u \otimes v) y_{n}-(u \otimes v) y\right\| \leq\|u\|\left|\left\langle v, y_{n}-y\right\rangle\right| \rightarrow 0
$$

Hence, $(u \otimes v) \in \mathcal{L}_{\infty}(Y, X)$. Furthermore,

$$
(u \otimes v)^{*}(u \otimes v) y=(v \otimes u)(u \otimes v) y=v\|u\|^{2}\langle v, y\rangle, y \in Y
$$

Using this expression, it is easy to verify that

$$
\left((u \otimes v)^{*}(u \otimes v)\right)^{1 / 2} y=v\|u\|\|v\|^{-1}\langle v, y\rangle, y \in Y
$$

Therefore, by the Parseval identity (see Theorem 1.7), we have

$$
\operatorname{tr}\left(\left((u \otimes v)^{*}(u \otimes v)\right)^{1 / 2}\right)=\|u\|\|v\|^{-1} \sum_{n=1}^{\operatorname{dim} Y}\left\langle v, e_{n}\right\rangle^{2}=\|u\|\|v\|<\infty
$$

where $\left\{e_{n}\right\}$ is any basis in $Y$. This proves parts (a) and (c). Parts (d) and (e) are obvious. Part (f) follows from

$$
\begin{aligned}
\langle((A u) \otimes(B v)) h, z\rangle & =\langle A u, z\rangle\langle B v, h\rangle=\left\langle u, A^{*} z\right\rangle\left\langle v, B^{*} h\right\rangle \\
& =\left\langle(u \otimes v) B^{*} h, A^{*} z\right\rangle=\left\langle A(u \otimes v) B^{*} h, z\right\rangle
\end{aligned}
$$

where $h \in H$ and $z \in Z$ are arbitrary. For part (g),

$$
\begin{aligned}
\operatorname{tr}(u \otimes w) & =\sum_{n=1}^{\operatorname{dim} X}\left\langle(u \otimes w) e_{n}, e_{n}\right\rangle \\
& =\sum_{n=1}^{\operatorname{dim} X}\left\langle u, e_{n}\right\rangle\left\langle w, e_{n}\right\rangle \\
& =\left\langle u, \sum_{n=1}^{\operatorname{dim} X}\left\langle w, e_{n}\right\rangle e_{n}\right\rangle=\langle u, w\rangle
\end{aligned}
$$

where $\left\{e_{n}\right\}$ is any basis of $X$. Part (h) follows from

$$
|\operatorname{tr}(u \otimes w)|=|\langle u, w\rangle| \leq\|u\|\|w\|=\|u \otimes v\|_{\mathcal{L}_{1}} .
$$

Finally, for part (i), let $U=(u \otimes u)$ and let $\left\{e_{n}\right\}$ and $\left\{\lambda_{n}\right\}$ be the systems of eigenvectors and corresponding eigenvalues of $U$. Then by part (f),

$$
\begin{aligned}
\operatorname{tr}((A u) \otimes(A u)) & =\operatorname{tr}\left(A U A^{*}\right)=\left\|U^{1 / 2} A^{*}\right\|_{\mathcal{L}_{2}}^{2} \\
& =\left\|A U^{1 / 2}\right\|_{\mathcal{L}_{2}}^{2}=\operatorname{tr}\left(U^{1 / 2} A^{*} A U^{1 / 2}\right) \\
& =\sum_{n=1}^{\operatorname{dim} X}\left\langle A^{*} A U^{1 / 2} e_{n}, U^{1 / 2} e_{n}\right\rangle \\
& =\sum_{n=1}^{\operatorname{dim} X}\left\langle\sqrt{\lambda_{n}} A^{*} A e_{n}, \sqrt{\lambda_{n}} e_{n}\right\rangle \\
& =\sum_{n=1}^{\operatorname{dim} X}\left\langle A^{*} A e_{n}, \lambda_{n} e_{n}\right\rangle \\
& =\sum_{n=1}^{\operatorname{dim} X}\left\langle A^{*} A e_{n}, U e_{n}\right\rangle=\operatorname{tr}\left(U A^{*} A\right)=\operatorname{tr}\left(A^{*} A U\right)
\end{aligned}
$$

Thus, the proof is completed.
The operators $u \otimes v$ for $u \in X$ and $v \in Y$ play a significant role in constructing general Hilbert-Schmidt operators. In particular, if $\left\{u_{n}\right\}$ and $\left\{v_{m}\right\}$ are bases in $X$ and $Y$, respectively, then the double sequence $\left\{u_{n} \otimes v_{m}\right\}$ is a basis in $\mathcal{L}_{2}(Y, X)$.

### 1.4 Weak Convergence

Some useful properties of convergence in $\mathbb{R}^{k}$ are not true for strong convergence in infinite dimensional Hilbert and Banach spaces, while they do hold for weak convergence as defined below. This already demonstrates the importance of weak convergence.

### 1.4.1 Strong and Weak Forms of Convergence

Given a Banach space $X$, a sequence $\left\{x_{n}\right\}$ in $X$ is said to converge weakly to $x \in X$ if

$$
x^{*}\left(x_{n}-x\right) \rightarrow 0 \text { for all } x^{*} \in X^{*}
$$

When $X$ is a Hilbert space, in view of Theorem 1.21, a sequence $\left\{x_{n}\right\}$ in $X$ weakly converges to $x \in X$ if

$$
\left\langle h, x_{n}-x\right\rangle \rightarrow 0 \text { for all } h \in X .
$$

We write $x=w$ - $\lim _{n \rightarrow \infty} x_{n}$ or $x_{n} \xrightarrow{w} x$ if the sequence $\left\{x_{n}\right\}$ weakly converges to the vector $x$.

A sequence $\left\{x_{n}\right\}$ in $X$ is said to be weakly Cauchy if

$$
x_{n}-x_{m} \xrightarrow{w} 0, n, m \rightarrow \infty .
$$

Obviously, a weakly convergent sequence is weakly Cauchy. If each weakly Cauchy sequence in $X$ is weakly convergent, then $X$ is said to be weakly complete. Any Hilbert space is weakly complete.

Obviously, strong convergence implies weak convergence. The converse is true in $\mathbb{R}^{k}$, but not in infinite dimensional spaces in general. Indeed, it is easy to show that if $\left\{e_{n}: n \in \mathbb{N}\right\}$ is an orthonormal system in an infinite dimensional Hilbert space, then the sequence $\left\{e_{n}\right\}$ converges weakly to zero, but not strongly. The following theorem states a condition under which weak convergence implies strong convergence.
Theorem 1.27. Let $X$ be a Hilbert space. If a sequence $\left\{x_{n}\right\}$ in $X$ is so that $w$ $\lim _{n \rightarrow \infty} x_{n}=x$ and $\lim _{n \rightarrow \infty}\left\|x_{n}\right\|=\|x\|$, then $\lim _{n \rightarrow \infty} x_{n}=x$.

By the well-known theorem of Weierstrass, each bounded sequence in $\mathbb{R}^{k}$ has a convergent subsequence. This theorem is not true for strong convergence in infinite dimensional spaces. Indeed, if $\left\{e_{n}: n \in \mathbb{N}\right\}$ is an orthonormal system in an infinite dimensional Hilbert space, then each of its subsequences is again an orthonormal system and, therefore, has no strong limit, while any orthonormal system is bounded. But, for weak convergence, this result is true and called the weak compactness property.

Theorem 1.28. Every bounded sequence in a Hilbert space has a weakly convergent subsequence.

### 1.4.2 Weak Convergence and Convexity

A point $x$ of a Hilbert space $X$ is called a weak limit point of a subset $G$ of $X$ if there exists a sequence $\left\{x_{n}\right\}$ in $G \backslash\{x\}$ such that $w$ - $\lim _{n \rightarrow \infty} x_{n}=x$. A set $G$ is said to be weakly closed if it contains all its weak limit points. Obviously, a weakly closed set is closed. The converse can be stated under an additional convexity condition.

A nonempty subset $G$ of a Hilbert space $X$ is said to be convex if $x, y \in G$ and $0 \leq a \leq 1$ imply

$$
a x+(1-a) y \in G
$$

The vector

$$
a_{1} x_{1}+\cdots+a_{n} x_{n} \in X
$$

where $a_{i} \geq 0$ and $\sum_{i=1}^{n} a_{i}=1$, is called the convex combination of the vectors $x_{1}, \ldots, x_{n} \in X$. Obviously, a set $G \subset X$ is convex if and only if it contains all convex combinations of its elements.

Theorem 1.29 (Mazur). Let $X$ be a Hilbert space. The following statements hold.
(a) If a sequence $\left\{x_{n}\right\}$ in $X$ weakly converges to $x \in X$, then there exists a sequence $\left\{y_{n}\right\}$ of convex combinations of $\left\{x_{n}\right\}$, i.e.,

$$
y_{n}=\sum_{i=1}^{n} a_{n, i} x_{i}, a_{n, i} \geq 0, \sum_{i=1}^{n} a_{n, i}=1, i=1, \ldots, n, n=1,2, \ldots
$$

such that $\lim _{n \rightarrow \infty} y_{n}=w-\lim _{n \rightarrow \infty} x_{n}=x$.
(b) Any convex and closed subset of $X$ is weakly closed.

A functional $f$, defined on a subset $G$ of a Hilbert space $X$, is said to be convex if $G$ is a convex set and

$$
f(a x+(1-a) y) \leq a f(x)+(1-a) f(y)
$$

for all $x, y \in G$ with $x \neq y$ and for all $0<a<1$. Similarly, a functional $f$, defined on a subset $G$ of a Hilbert space $X$, is said to be strictly convex if $G$ is a convex set and

$$
f(a x+(1-a) y)<a f(x)+(1-a) f(y)
$$

for all $x, y \in G$ with $x \neq y$ and for all $0<a<1$.
Proposition 1.30. Let $X$ be a Hilbert space and let a functional $f$ be defined by $f(x)=\langle A x, x\rangle+2\langle b, x\rangle, x \in X$, where $A \in \mathcal{L}(X)$ and $b \in X$. Then
(a) $A \geq 0 \Rightarrow f$ is convex;
(b) $A>0 \Rightarrow f$ is strictly convex.

Proof. For $0<a<1$, one can easily calculate that

$$
f(a x+(1-a) y)=a f(x)+(1-a) f(y)-a(1-a)\langle A(x-y), x-y\rangle
$$

Hence, $A \geq 0$ implies the convexity of $f$. Also, $A>0$ implies the strict convexity of $f$.

### 1.4.3 Convergence of Operators

Using the concepts of strong and weak convergence in a Banach space, one can define various concepts of convergence of operators. Let $X$ and $Y$ be Banach spaces. Convergence in norm of $\mathcal{L}(X, Y)$ is called uniform operator convergence. A sequence $\left\{A_{n}\right\}$ in $\mathcal{L}(X, Y)$ is said to converge strongly (weakly) to $A \in \mathcal{L}(X, Y)$ if $\left\{A_{n} x\right\}$ converges strongly (weakly) to $A x$ in $Y$ for all $x \in X$.

A sequence $\left\{A_{n}\right\}$ in the space $\mathcal{L}(X, Y)$ is said to be strongly (weakly) Cauchy if $\lim _{n, m \rightarrow \infty}\left\|A_{n} x-A_{m} x\right\|=0$ for all $x \in X\left(\lim _{n, m \rightarrow \infty}\left(y^{*} A_{n} x-y^{*} A_{m} x\right)=0\right.$ for all $x \in X$ and for all $y^{*} \in Y^{*}$ ). Obviously, a strongly (weakly) convergent sequence
$\left\{A_{n}\right\}$ in $\mathcal{L}(X, Y)$ is strongly (weakly) Cauchy. If each strongly (weakly) Cauchy sequence in $\mathcal{L}(X, Y)$ is strongly (weakly) convergent, then $\mathcal{L}(X, Y)$ is said to be strongly (weakly) complete. $\mathcal{L}(X, Y)$ is strongly complete which follows from the completeness of the Banach space $Y . \mathcal{L}(X, Y)$ is weakly complete if $Y$ is a weakly complete Banach space. In particular, this is true when $Y$ is a Hilbert space.

Obviously, uniform operator convergence implies strong operator convergence which implies weak operator convergence. But, the converses are not true in general. In $\mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ all these concepts of convergence are equivalent.

The following theorem is about the strong convergence of a bounded and nonincreasing sequence of nonnegative operators.

Theorem 1.31. Let $X$ be a Hilbert space. If a sequence $\left\{A_{n}\right\}$ in $\mathcal{L}(X)$ satisfies $A_{n} \geq A_{n+1} \geq 0$ for all $n \in \mathbb{N}$, then $\left\{A_{n}\right\}$ converges strongly to some $A \in \mathcal{L}(X)$ and $A_{n} \geq A \geq 0$ for all $n \in \mathbb{N}$.

Finally, we list some properties of various concepts of convergence.
Proposition 1.32. Let $X$ and $Y$ be Hilbert spaces. The following statements hold.
(a) A weakly convergent sequence of operators $A_{n} \in \mathcal{L}(X, Y)$ (as well as vectors $x_{n} \in X$ ) is bounded.
(b) If a sequence $\left\{A_{n}\right\}$ in $\mathcal{L}(X, Y)$ and a sequence $\left\{x_{n}\right\}$ in $X$ converge strongly to $A$ and $x$, respectively, then $\left\{A_{n} x_{n}\right\}$ converges strongly to $A x$.
(c) If a sequence $\left\{A_{n}\right\}$ in $\mathcal{L}(X, Y)$ converges weakly to $A$ and a sequence $\left\{x_{n}\right\}$ in $X$ converges strongly to $x$, then $\left\{A_{n} x_{n}\right\}$ converges weakly to $A x$.
(d) If a sequence $\left\{A_{n}\right\}$ in $\mathcal{L}(X, Y)$ converges weakly to $A$, then $\left\{A_{n}^{*}\right\}$ converges weakly to $A^{*}$.
(e) If a sequence $\left\{A_{n}\right\}$ in $\mathcal{L}(X)$ converges strongly to $A$ and there exists $c>0$ such that $\left\langle A_{n} x, x\right\rangle \geq c\|x\|^{2}$ for all $n \in \mathbb{N}$ and for all $x \in X$, then $A>0$ and $\left\{A_{n}^{-1}\right\}$ converges strongly to $A^{-1}$.

Proof. By the weak convergence of $\left\{A_{n}\right\}$, we have the convergence of the sequence $\left\{\left\langle A_{n} x, y\right\rangle\right\}$ of real numbers for all $x \in X$ and for all $y \in Y$. Therefore, $\sup _{n}\left|\left\langle A_{n} x, y\right\rangle\right|<\infty$ for all $x \in X$ and for all $y \in Y$. Applying Theorem 1.13, we obtain $\sup _{n}\left\|A_{n}\right\|<\infty$. In a similar way, it can be proved that the weak convergence of $\left\{x_{n}\right\}$ in $X$ implies $\sup _{n}\left\|x_{n}\right\|<\infty$, proving part (a). In view of the boundedness of $\left\{A_{n}\right\}$, the strong convergence of $\left\{A_{n} x_{n}\right\}$ to $A x$ in part (b) follows from

$$
\left\|A_{n} x_{n}-A x\right\| \leq\left\|A_{n}\right\|\left\|x_{n}-x\right\|+\left\|\left(A_{n}-A\right) x\right\| .
$$

Similarly, the weak convergence of $\left\{A_{n} x_{n}\right\}$ to $A x$ in part (c) follows from

$$
\left|\left\langle A_{n} x_{n}-A x, y\right\rangle\right| \leq\left\|A_{n}\right\|\|y\|\left\|x_{n}-x\right\|+\left|\left\langle\left(A_{n}-A\right) x, y\right\rangle\right|, y \in Y
$$

Part (d) easily follows from the definition of adjoint operator. Finally,

$$
\left\langle A_{n} x, x\right\rangle \geq c\|x\|^{2}, x \in X, n \in \mathbb{N}
$$

implies

$$
\langle A x, x\rangle \geq c\|x\|^{2}, x \in X
$$

So, $A>0$ and, hence, there exists $A^{-1} \in \mathcal{L}(X)$. From

$$
\left\|A_{n} x\right\|\|x\| \geq\left\langle A_{n} x, x\right\rangle \geq c\|x\|^{2}, n \in \mathbb{N}
$$

we obtain $\left\|A_{n}^{-1}\right\| \leq c^{-1}$ for all $n \in \mathbb{N}$, i.e., the sequence $\left\{A_{n}^{-1}\right\}$ is bounded. Finally, the inequality

$$
\left\|\left(A_{n}^{-1}-A^{-1}\right) x\right\| \leq\left\|A_{n}^{-1}\right\|\left\|\left(A-A_{n}\right) A^{-1} x\right\|, x \in X
$$

completes the proof of part (e).

## Chapter 2

## Basic Concepts of Analysis in Abstract Spaces

In this chapter we discuss the basic concepts of analysis such as continuity, differentiability, measurability and integrability for functions with values in abstract spaces. These concepts are based on convergence. Having the uniform, strong and weak forms of convergence in abstract spaces, we can define these concepts of analysis in different forms. The relationship between them is important when dealing with functions taking values in abstract spaces. To avoid ambiguity, we make distinction between a vector-valued function ranging in an abstract Banach space and an operator-valued function ranging in a specific Banach space of bounded linear operators.

### 2.1 Continuity

### 2.1.1 Continuity of Vector-Valued Functions

A function $f$ from a metric space $S$ to a metric space $X$ is said to be continuous on $S$ if the inverse image under $f$ of each open set in $X$ is an open set in $S$. Also, one can define continuity at a point. A function $f: S \rightarrow X$ is said to be continuous at $s_{0} \in S$ if $f_{s}$ converges to $f_{s_{0}}$ whenever $d\left(s, s_{0}\right) \rightarrow 0$.

Theorem 2.1. A function from a metric space $S$ to a metric space $X$ is continuous on $S$ if and only if it is continuous at each point of $S$.

A function $f: S \rightarrow X$ that is continuous on $S$ (respectively, at $s_{0} \in S$ ) is said to be strongly continuous on $S$ (respectively, at $s_{0} \in S$ ) if $X$ is a Banach space. A function $f: S \rightarrow X$ is said to be weakly continuous at $s_{0} \in S$ if $f_{s}$ converges weakly to $f_{s_{0}}$ whenever $d\left(s, s_{0}\right) \rightarrow 0$. If $f$ is weakly continuous at each $s_{0} \in S$, then it is said to be weakly continuous on $S$. The relationship between the concepts of
strong and weak continuity is similar to the relationship between the concepts of strong and weak convergence.

One can easily verify that a bounded linear operator is continuous since it transforms each convergent sequence to a convergent sequence. One can also verify that a bounded linear operator transforms each weakly convergent sequence to a weakly convergent sequence. A compact linear operator has a stronger property: it transforms each weakly convergent sequence to a convergent sequence.
$C(S, X)$ denotes the set of all continuous functions from the metric space $S$ to the Banach space $X$. It is a linear space with the pointwise algebraic operations. It is a Banach space with the norm

$$
\|f\|_{C}=\max _{s \in S}\left\|f_{s}\right\|
$$

when the support $S$ of $C(S, X)$ is a compact metric space. The functions in the space $C(S, X)$ with compact support are uniformly continuous, i.e., if $f \in C(S, X)$, then

$$
\forall \varepsilon>0, \exists \delta>0 \text { such that }\left\|f_{s}-f_{r}\right\|<\varepsilon \text { whenever } d(s, r)<\delta
$$

In the case $S=[a, b]$ the brief notation $C(a, b ; X)$ is used for this space. $C(a, b ; X)$ is a Banach space since $[a, b]$ is compact for all $-\infty<a<b<\infty$. If, in addition, $X \in \mathcal{H}$, then $C(a, b ; X)$ is separable.

Convergence in the norm of $C(S, X)$ is called uniform convergence, which can be generalized to sequences of discontinuous functions as well. Let $X$ be a Banach space and let $S$ be a metric space. A sequence of functions $f^{n}: S \rightarrow X$ is said to converge uniformly to $f: S \rightarrow X$ if

$$
\sup _{s \in S}\left\|f_{s}^{n}-f_{s}\right\| \rightarrow 0 \text { as } n \rightarrow \infty
$$

Similarly, a series $\sum_{n=1}^{\infty} f_{s}^{n}$ of functions is said to converge uniformly if the sequence of partial sums $\sum_{n=1}^{k} f_{s}^{n}$ converges uniformly as $k \rightarrow \infty$. Note that if a series $\sum_{n=1}^{\infty} f_{s}^{n}$ is majorized by a convergent series of real numbers, i.e., $\left\|f_{s}^{n}\right\| \leq c_{n}$ for all $n$ and for all $s \in S$ with $\sum_{n=1}^{\infty} c_{n}<\infty$, then it converges uniformly.

A function $f$ from $[a, b]$ to a Banach space $X$ is said to be right continuous (left continuous) at $s_{0}$ if $\left\|f_{s}-f_{s_{0}}\right\| \rightarrow 0$ whenever $s \rightarrow s_{0}$ and $s_{0}<s \leq b$ $\left(a \leq s<s_{0}\right)$. A function $f:[a, b] \rightarrow X$ is said to be right continuous (left continuous) if it is right continuous (left continuous) at each $s \in[a, b)(s \in(a, b])$. Note that the uniform limit of a sequence of right continuous (left continuous) functions is again right continuous (left continuous).

### 2.1.2 Weak Lower Semicontinuity

A functional $f$, defined on a subset $G$ of a Hilbert space $X$, is said to be weakly lower semicontinuous if the weak convergence of a sequence $\left\{x_{n}\right\}$ in $G$ to $x \in G$ implies

$$
f(x) \leq \liminf _{n \rightarrow \infty} f\left(x_{n}\right)
$$

Theorem 2.2. Let $G$ be a convex subset of a Hilbert space $X$. If a functional $f: G \rightarrow \mathbb{R}$ is continuous and convex, then $f$ is weakly lower semicontinuous.

By the well-known theorem of Weierstrass, each real-valued continuous function, defined on a compact metric space, takes on its minimum and maximum values. We present the following modification of this theorem.

Proposition 2.3. Let $G$ be a closed and convex subset of a Hilbert space. If $f$ is a continuous and convex functional on $G$ satisfying $f(x) \rightarrow \infty$ whenever $\|x\| \rightarrow \infty$, then there exists a point $x_{0} \in G$ satisfying $f\left(x_{0}\right)=\min _{x \in G} f(x)$. If, in addition, $f$ is strictly convex, then $x_{0}$ is the unique point in $G$ at which $f$ takes its minimum value.

Proof. Let $\left\{x_{n}\right\}$ be a minimizing sequence for the functional $f$, i.e.,

$$
\lim _{n \rightarrow \infty} f\left(x_{n}\right)=\inf _{x \in G} f(x)
$$

If $\left\{x_{n_{k}}\right\}$ is a subsequence of $\left\{x_{n}\right\}$ and $\left\|x_{n_{k}}\right\| \rightarrow \infty$, then $f\left(x_{n_{k}}\right) \rightarrow \infty$ and $\inf _{x \in G} f(x)=\infty$. This means $f(x)=\infty$ for all $x \in G$ which is impossible. Therefore, $\left\{x_{n}\right\}$ is a bounded sequence. By Theorem 1.28 , there exists a weakly convergent subsequence of $\left\{x_{n}\right\}$ that will again be denoted by $\left\{x_{n}\right\}$. By Theorem 1.29 (b), $G$ is a weakly closed subset of $X$. Hence, $w-\lim _{n \rightarrow \infty} x_{n}=x_{0} \in G$. Finally, by Theorem 2.2 , we have

$$
f\left(x_{0}\right) \leq \liminf _{n \rightarrow \infty} f\left(x_{n}\right)=\lim _{n \rightarrow \infty} f\left(x_{n}\right)=\inf _{x \in G} f(x)=\min _{x \in G} f(x)
$$

i.e., the functional $f$ takes its minimum value at $x_{0} \in G$. Let $y_{0} \in G$ be a point having the same property. If $x_{0} \neq y_{0}$, then by the strict convexity of $f$ we obtain

$$
f\left(\frac{x_{0}+y_{0}}{2}\right)<\frac{1}{2}\left(f\left(x_{0}\right)+f\left(y_{0}\right)\right)=\min _{x \in G} f(x)
$$

Since $\left(x_{0}+y_{0}\right) / 2 \in G$, the case $x_{0} \neq y_{0}$ is impossible, and hence $x_{0}=y_{0}$.

### 2.1.3 Continuity of Operator-Valued Functions

Let $X, Y$ be Banach spaces and let $S$ be a metric space. A function $F$ from $S$ to $\mathcal{L}(X, Y)$ is said to be uniformly continuous at $s_{0} \in S$ if

$$
\left\|F_{s}-F_{s_{0}}\right\| \rightarrow 0 \text { whenever } d\left(s, s_{0}\right) \rightarrow 0
$$

A function $F: S \rightarrow \mathcal{L}(X, Y)$ is said to be strongly (weakly) continuous at $s_{0}$ if $F_{s} x, s \in S$, is strongly (weakly) continuous at $s_{0}$ for all $x \in X$. A function $F: S \rightarrow \mathcal{L}(X, Y)$ which is uniformly (strongly, weakly) continuous at each $s \in S$ is said to be uniformly (strongly, weakly) continuous on $S$. The relationship between these three concepts of continuity for operator-valued functions is similar to the relationship between the corresponding concepts of convergence for operators.

Remark 2.4. For given operator-valued functions

$$
F: S \rightarrow \mathcal{L}(X, Y) \text { and } G: S \rightarrow \mathcal{L}(Z, X)
$$

we will often consider the functions defined as composition $F_{s} G_{s}$, as adjoint $\left(F_{s}\right)^{*}$, as inverse $\left(F_{s}\right)^{-1}$, as square root $\left(F_{s}\right)^{1 / 2}$, as norm $\left\|F_{s}\right\|$, where $s \in S$. These functions briefly will be denoted by $F G, F^{*}, F^{-1}, F^{1 / 2},\|F\|$, respectively. Also, for $f: S \rightarrow X$, the symbol $F f$ means the function $F_{s} f_{s}, s \in S$.

Proposition 2.5. Let $X, Y$ be Hilbert spaces and let $S$ be a metric space. The following statements hold.
(a) If $F: S \rightarrow \mathcal{L}(X, Y)$ is weakly continuous at $s_{0} \in S$, then it is bounded on some ball centered at $s_{0}$.
(b) If $F: S \rightarrow \mathcal{L}(X, Y)$ and $f: S \rightarrow X$ are strongly continuous at $s_{0} \in S$, then $F f: S \rightarrow Y$ is strongly continuous at $s_{0}$.
(c) If $F: S \rightarrow \mathcal{L}(X, Y)$ is weakly continuous and $f: S \rightarrow X$ is strongly continuous at $s_{0} \in S$, then $F f: S \rightarrow Y$ is weakly continuous at $s_{0}$.
(d) If $F: S \rightarrow \mathcal{L}(X, Y)$ is weakly continuous at $s_{0} \in S$, then the same holds for $F^{*}: S \rightarrow \mathcal{L}(Y, X)$.
(e) If $F: S \rightarrow \mathcal{L}(X)$ is strongly continuous at $s_{0} \in S$ and there exists a constant $c>0$ such that $\left\langle F_{s} x, x\right\rangle \geq c\|x\|^{2}$ for all $x \in X$ and for all $s \in S$, then $F^{-1}: S \rightarrow \mathcal{L}(X)$ is strongly continuous at $s_{0}$.

Proof. Part (a) is true because otherwise there is a sequence $\left\{s_{n}\right\}$ in $S$, converging to $s_{0} \in S$, such that $\left\|F_{s_{n}}\right\| \rightarrow \infty$. This is contrary to Proposition 1.32(a) since the sequence $\left\{F_{s_{n}}\right\}$ converges weakly to $F_{s_{0}}$. Also, parts (b)-(e) follow from respective parts of Proposition 1.32.

### 2.2 Differentiability

### 2.2.1 Differentiability of Nonlinear Operators

Let $X, Y$ be Banach spaces. An operator $F$ from $D(F) \subset X$ to $Y$ is said to be strongly differentiable or, simply, differentiable at $x \in D(F)$ if there exists $F^{\prime}(x) \in \mathcal{L}(X, Y)$ such that

$$
\frac{\left\|F(x+h)-F(x)-F^{\prime}(x) h\right\|}{\|h\|} \rightarrow 0 \text { as }\|h\| \rightarrow 0
$$

with $h \neq 0$ and $x+h \in D(F)$. The operator $F^{\prime}(x)$ is called the derivative of $F$ at $x$. An operator $F$ is said to be differentiable on $D(F)$ if it is differentiable at each $x \in D(F)$. The derivative of $F$ is denoted by $F^{\prime}$ or by $(d / d x) F$. In general, the
derivative of $F$ is a nonlinear operator from $D(F)$ to $\mathcal{L}(X, Y)$. If $F^{\prime}$ is differentiable, then $F$ is said to be twice differentiable on $D(F)$. The derivative of $F^{\prime}$ is called the second derivative of $F$. For the second derivative of $F$, the symbols $F^{\prime \prime}$ and $\left(d^{2} / d x^{2}\right) F$ are used. Obviously, $F^{\prime \prime}$ is an operator from $D(F)$ to $\mathcal{L}(X, \mathcal{L}(X, Y))$. The following equality holds:

$$
\begin{equation*}
\forall h, g \in X,\left(F^{\prime}(x) h\right)^{\prime} g=\left(F^{\prime \prime}(x) g\right) h \tag{2.1}
\end{equation*}
$$

The higher order derivatives can be defined by induction. Obviously, a differentiable operator is continuous. An operator $F$ is said to be $k$ times continuously differentiable on $D(F)$ if its $k$ th derivative exists and is continuous.

For an operator $F$ from a subset $D(F)$ of the product of Banach spaces $X_{1}$ and $X_{2}$ to a Banach space $Y$, we can write $F(x)=F\left(x_{1}, x_{2}\right)$, where $x_{1}$ and $x_{2}$ are the components of $x \in D(F)$ in $X_{1}$ and $X_{2}$, respectively, and define the partial derivatives of $F$ with respect to $x_{1}$ (by considering $x_{2}$ as fixed) and $x_{2}$ (by considering $x_{1}$ as fixed). The symbols $\left(\partial / \partial x_{1}\right) F$ and $\left(\partial / \partial x_{2}\right) F$ are used for first order and $\left(\partial^{2} / \partial x_{1}^{2}\right) F,\left(\partial^{2} / \partial x_{2}^{2}\right) F,\left(\partial^{2} / \partial x_{1} \partial x_{2}\right) F$ and $\left(\partial^{2} / \partial x_{2} \partial x_{1}\right) F$ for second order partial derivatives.

According to the natural isometry $X=\mathcal{L}(\mathbb{R}, X)$, where $X$ is a Banach space, the derivative of $f:[a, b] \rightarrow X$ is again a function from $[a, b]$ to $X$. Since $\mathcal{L}(X, \mathbb{R})=$ $X^{*}=X$, where $X$ is a Hilbert space, the first derivative of $f: X \rightarrow \mathbb{R}$ is an operator from $X$ to $X$, and the values of its second derivative lie in $\mathcal{L}(X)$. So, equality (2.1) in this case can be written as

$$
\forall h, g \in X,\left\langle\left\langle f^{\prime}(x), h\right\rangle^{\prime}, g\right\rangle=\left\langle f^{\prime \prime}(x) g, h\right\rangle
$$

We present the following useful application of first and second order derivatives. A point $x_{0} \in X$ is called a local minimum point of a functional $f$ defined on a Hilbert space $X$ if there exists an open ball $B$ in $X$ centered at $x_{0}$ such that $f\left(x_{0}\right) \leq f(x)$ for all $x \in B$.

Theorem 2.6. Let $X$ be a Hilbert space and let $f: X \rightarrow \mathbb{R}$ be twice continuously differentiable on $X$. If $x_{0} \in X$ is a local minimum point of $f$, then $f^{\prime}\left(x_{0}\right)=0$ and $f^{\prime \prime}\left(x_{0}\right) \geq 0$. Conversely, if $f^{\prime}\left(x_{0}\right)=0$ and $f^{\prime \prime}\left(x_{0}\right)>0$, then $x_{0}$ is a local minimum point of $f$.

Proposition 2.7. Let $X$ be a Hilbert space and let $f$ be a functional given by $f(x)=$ $\langle A x, x\rangle+2\langle b, x\rangle, x \in X$, where $A \in \mathcal{L}(X), A>0$ and $b \in X$. Then $x_{0}=-A^{-1} b$ is the unique point in $X$ satisfying $f\left(x_{0}\right)=\min _{x \in X} f(x)$.

Proof. By Propositions 1.30 and 2.3 , there exists a unique $x_{0} \in X$ at which $f$ takes its minimum value. A simple computation gives $f^{\prime}(x)=2(A x+b)$ and $f^{\prime \prime}(x)=2 A>0$. Hence, by Theorem 2.6, $x_{0}=-A^{-1} b$.

### 2.2.2 Differentiability of Operator-Valued Functions

Let $X$ and $Y$ be Banach spaces and let $[a, b]$ be a finite interval in $\mathbb{R}$. A differentiable operator-valued function is often said to be uniformly differentiable. If for $F:[a, b] \rightarrow \mathcal{L}(X, Y)$ there exists $F_{t_{0}}^{\prime} \in \mathcal{L}(X, Y)$ such that the function $F_{t} x$, $a \leq t \leq b$, is differentiable at $t_{0}$ and $(F x)_{t_{0}}^{\prime}=F_{t_{0}}^{\prime} x$ for all $x \in X$, then $F$ is said to be strongly differentiable at $t_{0}$. An operator-valued function which is strongly differentiable at each $a \leq t \leq b$ is said to be strongly differentiable on $[a, b]$. The same notation is used for uniform and strong derivatives of an operator-valued function.

Proposition 2.8. Let $X, Y$ be Hilbert spaces and let $[a, b]$ be a finite interval in $\mathbb{R}$. The following statements hold.
(a) If $F:[a, b] \rightarrow \mathcal{L}(X, Y)$ is strongly differentiable and $f:[a, b] \rightarrow X$ is differentiable at $t_{0} \in[a, b]$, then $F f:[a, b] \rightarrow Y$ is differentiable at $t_{0}$ and $(F f)_{t_{0}}^{\prime}=F_{t_{0}}^{\prime} f_{t_{0}}+F_{t_{0}} f_{t_{0}}^{\prime}$.
(b) If $f:[a, b] \rightarrow X$ and $g:[a, b] \rightarrow X$ are differentiable at $t_{0} \in[a, b]$, then the function $\langle f, g\rangle_{t}=\left\langle f_{t}, g_{t}\right\rangle, t \in[a, b]$, is differentiable at $t_{0}$ and $\langle f, g\rangle_{t_{0}}^{\prime}=$ $\left\langle f_{t_{0}}^{\prime}, g_{t_{0}}\right\rangle+\left\langle f_{t_{0}}, g_{t_{0}}^{\prime}\right\rangle$.
(c) If $f:[a, b] \rightarrow X$ and $g:[a, b] \rightarrow X$ are differentiable at $t_{0} \in[a, b]$ and $A, B \in \mathcal{L}(X, Y)$, then $(A f+B g):[a, b] \rightarrow Y$ is differentiable at $t_{0}$ and $(A f+B g)_{t_{0}}^{\prime}=A f_{t_{0}}^{\prime}+B g_{t_{0}}^{\prime}$.
(d) If $F:[a, b] \rightarrow \mathcal{L}(X, Y)$ and $F^{*}:[a, b] \rightarrow \mathcal{L}(Y, X)$ are strongly differentiable at $t_{0} \in[a, b]$, then $\left(F^{*}\right)_{t_{0}}^{\prime}=\left(F^{\prime}\right)_{t_{0}}^{*}$.
(e) If $F:[a, b] \rightarrow \mathcal{L}(X)$ is strongly differentiable at $t_{0} \in[a, b]$ and there exists $a$ constant $c>0$ such that $\left\langle F_{t} x, x\right\rangle \geq c\|x\|^{2}$ for all $x \in X$ and for all $a \leq t \leq b$, then $F^{-1}:[a, b] \rightarrow \mathcal{L}(X)$ is strongly differentiable at $t_{0}$ and $\left(F^{-1}\right)_{t_{0}}^{\prime}=-F_{t_{0}}^{-1} F_{t_{0}}^{\prime} F_{t_{0}}^{-1}$.

Proof. By Proposition 2.5(a), part (a) follows from

$$
\begin{aligned}
& \left\|\left(t-t_{0}\right)^{-1}\left(F_{t} f_{t}-F_{t_{0}} f_{t_{0}}\right)-F_{t_{0}}^{\prime} f_{t_{0}}-F_{t_{0}} f_{t_{0}}^{\prime}\right\| \\
& \leq\left\|F_{t}\right\|\left\|\left(t-t_{0}\right)^{-1}\left(f_{t}-f_{t_{0}}\right)-f_{t_{0}}^{\prime}\right\| \\
& \quad \quad+\left\|F_{t} f_{t_{0}}^{\prime}-F_{t_{0}} f_{t_{0}}^{\prime}\right\| \\
& \quad \quad+\left\|\left(t-t_{0}\right)^{-1}\left(F_{t} f_{t_{0}}-F_{t_{0}} f_{t_{0}}\right)-F_{t_{0}}^{\prime} f_{t_{0}}\right\|
\end{aligned}
$$

Part (b) is a consequence of part (a). Parts (c) and (d) are obvious. By Propositions
2.5(e) and 2.5(a), part (e) follows from

$$
\begin{aligned}
\|\left(t-t_{0}\right)^{-1} & \left(F_{t}^{-1}-F_{t_{0}}^{-1}\right) x+F_{t_{0}}^{-1} F_{t_{0}}^{\prime} F_{t_{0}}^{-1} x \| \\
& =\left\|\left(t-t_{0}\right)^{-1} F_{t}^{-1}\left(F_{t_{0}}-F_{t}\right) F_{t_{0}}^{-1} x+F_{t_{0}}^{-1} F_{t_{0}}^{\prime} F_{t_{0}}^{-1} x\right\| \\
\leq & \left\|F_{t}^{-1}\right\|\left\|\left(\left(t-t_{0}\right)^{-1}\left(F_{t_{0}}-F_{t}\right)+F_{t_{0}}^{\prime}\right) F_{t_{0}}^{-1} x\right\| \\
& \quad+\left\|\left(F_{t_{0}}^{-1}-F_{t}^{-1}\right) F_{t_{0}}^{\prime} F_{t_{0}}^{-1} x\right\| .
\end{aligned}
$$

Thus, the proof is completed.

### 2.3 Measurability

### 2.3.1 Measurability of Vector-Valued Functions

A function $f$ from a measurable space $(S, \Sigma)$ to a measurable space $(X, \Gamma)$ is said to be $(\Sigma, \Gamma)$-measurable if $f^{-1}(A) \in \Sigma$ for all $A \in \Gamma$. When $X$ is a metric space and $\mathcal{B}_{X}$ is the Borel $\sigma$-algebra of subsets of $X$, a ( $\Sigma, \mathcal{B}_{X}$ )-measurable function is briefly said to be $\Sigma$-measurable. Obviously, a continuous function $f: S \rightarrow X$ is $\mathcal{B}_{S}$-measurable when both $S$ and $X$ are metric spaces.

To define other measurability concepts, we need weaker concepts of convergence for functions rather than the uniform one. Let $X$ be a Banach space and let $(S, \Sigma, \nu)$ be a measure space. A sequence $\left\{f^{n}\right\}$ of functions from $S$ to $X$ is said to converge everywhere or converge pointwise on $S$ to a function $f: S \rightarrow X$ if $\left\|f_{s}^{n}-f_{s}\right\| \rightarrow 0$ as $n \rightarrow \infty$ for all $s \in S$. If $\left\|f_{s}^{n}-f_{s}\right\| \rightarrow 0$ as $n \rightarrow \infty$ for $\nu$-a.e. $s \in S$, then the sequence of functions $f^{n}$ is said to converge $\nu$-a.e. on $S$ to the function $f$. Uniform convergence of functions implies everywhere convergence which implies $\nu$-a.e. convergence, but the converse statements do not hold in general.

A function $f$ from a measurable space $(S, \Sigma)$ to a Banach space $X$ is said to be $\Sigma$-simple if it takes on a finite number of values $x_{1}, \ldots, x_{k}$ with $f^{-1}\left(\left\{x_{n}\right\}\right) \in$ $\Sigma, n=1, \ldots, k$. A function $f: S \rightarrow X$ is said to be strongly $\Sigma$-measurable if there exists a sequence of $\Sigma$-simple functions converging to $f$ everywhere on $S$. A function $f: S \rightarrow X$ is said to be weakly $\Sigma$-measurable if $x^{*} f_{s}, s \in S$, is a $\Sigma$-measurable real-valued function for all $x^{*} \in X^{*}$. Each strongly $\Sigma$-measurable function is $\Sigma$-measurable and weakly $\Sigma$-measurable. The converses are true under the condition of the following theorem.

Theorem 2.9 (Pettis). The concepts of measurability, strong measurability and weak measurability are equivalent for functions from a measurable space to a separable Banach space.

The class of all $\Sigma$-measurable functions from the measurable space $(S, \Sigma)$ to the Banach space $X$ is denoted by $m(S, \Sigma, X)$. This class is a linear space with the pointwise algebraic operations and it is closed under everywhere convergence. Obviously, each everywhere convergent sequence in $m(S, \Sigma, X)$ has a unique limit.

Now let $X$ be a Banach space, let $(S, \Sigma, \nu)$ be a measure space and let $\tilde{\Sigma}$ be the Lebesgue extension of $\Sigma$ with respect to $\nu$. Note that according to our convention in Section 1.2.6, by a measure we always mean a positive and finite measure. A $\tilde{\Sigma}$-measurable (respectively, strongly, weakly $\tilde{\Sigma}$-measurable) function $f: S \rightarrow X$ is said to be $\nu$-measurable (respectively, strongly, weakly $\nu$-measurable). Since $\Sigma \subset \tilde{\Sigma}$, each kind of measurability with respect to $\Sigma$ implies the respective kind of measurability with respect to $\nu$. The converse statements are true when ( $S, \Sigma, \nu$ ) is complete.

The linear space $m(S, \tilde{\Sigma}, X)$ is denoted by $m(S, \Sigma, \nu, X)$ (or, briefly, by $m(S, \nu, X)$ if there is no ambiguity about $\Sigma)$. If $f \in m(S, \nu, X)$, then there exists $g \in m(S, \Sigma, X)$ so that $f_{s}=g_{s}$ for $\nu$-a.e. $s \in S$. The function $g$ is called a strongly $\Sigma$-measurable modification of $f$. In particular, this means that each $f \in m(S, \nu, X)$ can be defined as an everywhere limit of $\tilde{\Sigma}$-simple functions as well as a $\nu$-a.e. limit of $\Sigma$-simple functions.

The space $m(S, \nu, X)$ is closed under $\nu$-a.e. convergence, but if a sequence $\left\{f^{n}\right\}$ in $m(S, \nu, X)$ converges $\nu$-a.e. on $S$ to $f \in m(S, \nu, X)$, then it converges $\nu$-a.e. on $S$ to each function in $m(S, \nu, X)$ which is equal to $f \nu$-a.e. on $S$. To have a unique $\nu$-a.e. limit in $m(S, \nu, X)$ the following equivalence relation is introduced. Two functions $f, g \in m(S, \nu, X)$ are said to be equivalent if $f_{s}=g_{s}$ for $\nu$-a.e. $s \in S$. The quotient set of $m(S, \nu, X)$ with respect to this equivalence relation is again denoted by $m(S, \nu, X)$. According to our agreement in Section 1.1.1 the expression $f \in m(S, \nu, X)$ now means that the function $f$ is $\nu$-measurable and represents the equivalence class of functions which are equal to $f \nu$-a.e. on $S$. To carry out the algebraic and limit operations on the equivalence classes, it is sufficient to work with representatives of these classes and then pass to the equivalence class containing the resulting function. The quotient set $m(S, \nu, X)$ is a linear space, which is closed under $\nu$-a.e. convergence, and each $\nu$-a.e. convergent sequence in $m(S, \nu, X)$ has a unique limit.

A weaker concept of convergence than $\nu$-a.e. convergence can be defined in $m(S, \nu, X)$. A sequence $\left\{f^{n}\right\}$ in $m(S, \nu, X)$ is said to converge in measure $\nu$ to $f \in m(S, \nu, X)$ if

$$
\forall \varepsilon>0, \nu\left(\left\{s \in S:\left\|f_{s}^{n}-f_{s}\right\|>\varepsilon\right\}\right) \rightarrow 0 \text { as } n \rightarrow \infty
$$

Each $\nu$-a.e. convergent sequence converges in measure $\nu$. The converse is not true in general. But if a sequence $\left\{f^{n}\right\}$ in $m(S, \nu, X)$ converges to $f \in m(S, \nu, X)$ in measure $\nu$, then there exists a subsequence of $\left\{f^{n}\right\}$ which converges $\nu$-a.e. on $S$ to $f$.

Let $f$ be a $\nu$-measurable function from a measure space $(S, \Sigma, \nu)$ to a Banach space $X$. A measure on $\mathcal{B}_{X}$, denoted by $\nu_{f}$ and defined by

$$
\nu_{f}(A)=\nu\left(f^{-1}(A)\right), A \in \mathcal{B}_{X}
$$

is called the measure generated by $f$. Thus, the $\nu$-measurable function $f$ from $S$ to $X$ generates the measure space $\left(X, \mathcal{B}_{X}, \nu_{f}\right)$. With a proof similar to that of the
particular case of real-valued functions (see, for example, Meyer [78], p. 10), the following theorem shows that the strong $\nu_{f}$-measurability of a function is same with a function of $f$.

Theorem 2.10 (Doob). Let $X, Y$ be Banach spaces, let $(S, \Sigma, \nu)$ be a measure space and let $f: S \rightarrow X$ be $\nu$-measurable. Then a function $g$ belongs to $m(S, \sigma(f), \nu, Y)$ if and only if there exists $\varphi \in m\left(X, \nu_{f}, Y\right)$ such that $g=\varphi \circ f$, i.e., $g_{s}=\varphi\left(f_{s}\right)$ for $\nu$-a.e. $s \in S$.

### 2.3.2 Measurability of Operator-Valued Functions

Let $X, Y$ be Banach spaces and let $(S, \Sigma, \nu)$ be a measure space. Operatorvalued functions in $m(S, \Sigma, \mathcal{L}(X, Y)$ ) (in $m(S, \nu, \mathcal{L}(X, Y))$ ) are said to be uniformly $\Sigma$-measurable (uniformly $\nu$-measurable). Obviously, the uniform measurability of operator-valued functions corresponds to the strong measurability of vector-valued functions. Most useful operator-valued functions, for example, the strongly continuous semigroups of bounded linear operators, are not uniformly measurable. Therefore, weaker concepts of measurability for operator-valued functions are needed.

An operator-valued function $F: S \rightarrow \mathcal{L}(X, Y)$ is said to be strongly (weakly) $\Sigma$-measurable if $F_{s} x, s \in S$, is a strongly (weakly) $\Sigma$-measurable $Y$-valued function for all $x \in X$. Similarly, $F: S \rightarrow \mathcal{L}(X, Y)$ is said to be strongly (weakly) $\nu$ measurable if $F_{s} x, s \in S$, is a strongly (weakly) $\nu$-measurable $Y$-valued function for all $x \in X$. The relationship between the concepts of uniform, strong and weak measurability for operator-valued functions is similar to the relationship between the respective concepts of convergence of operators. By Theorem 2.9, the concepts of strong and weak measurability for $\mathcal{L}(X, Y)$-valued functions are equivalent if $Y$ is separable.

Proposition 2.11. Let $X, Y$ be Hilbert spaces and let $(S, \Sigma)$ be a measurable space. The following statements hold.
(a) If $F: S \rightarrow \mathcal{L}(X, Y)$ is a strongly $\Sigma$-measurable operator-valued function and $f \in m(S, \Sigma, X)$, then $F f \in m(S, \Sigma, Y)$.
(b) If $F: S \rightarrow \mathcal{L}(X, Y)$ is a weakly $\Sigma$-measurable operator valued-function, then the same holds for $F^{*}: S \rightarrow \mathcal{L}(Y, X)$.

Proof. Let $\left\{f^{n}\right\}$ be a sequence of $\Sigma$-simple functions which converges to $f$ on $S$. Obviously, $F f^{n} \in m(S, \Sigma, Y)$ for all $n$ and the sequence $\left\{F f^{n}\right\}$ converges to $F f$ on $S$. Therefore, $F f \in m(S, \Sigma, Y)$. Part (a) is proved. Part (b) is obvious.

### 2.3.3 Measurability of $\mathcal{L}_{1}$ - and $\mathcal{L}_{2}$-Valued Functions

$\mathcal{L}_{1^{-}}$and $\mathcal{L}_{2}$-spaces have better properties than $\mathcal{L}$-space. In particular, they are separable Banach and Hilbert spaces, respectively. Therefore, it is convenient to
study the $\mathcal{L}_{1-}$ and $\mathcal{L}_{2}$-valued functions as vector-valued functions taking values in separable Banach and Hilbert spaces rather than in spaces of operators. Below we present some useful measurability properties of $\mathcal{L}_{1^{-}}$and $\mathcal{L}_{2}$-valued functions.

Proposition 2.12. Let $X, Y \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. The following statements hold.
(a) A function $F: S \rightarrow \mathcal{L}_{2}(X, Y)$ belongs to $m\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$ if and only if $F x \in m(S, \nu, Y)$ for all $x \in X$.
(b) A function $F: S \rightarrow \mathcal{L}_{1}(X, Y)$ belongs to $m\left(S, \nu, \mathcal{L}_{1}(X, Y)\right.$ ) if and only if $F x \in m(S, \nu, Y)$ for all $x \in X$.

Proof. For part (a), let $F \in m\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$. By Theorem 2.9, for all $A \in$ $\mathcal{L}_{2}(X, Y)$ and for any basis $\left\{e_{n}\right\}$ of $X$, the real-valued function

$$
\begin{equation*}
\left\langle F_{s}, A\right\rangle_{\mathcal{L}_{2}}=\operatorname{tr}\left(A^{*} F_{s}\right)=\sum_{n=1}^{\operatorname{dim} X}\left\langle F_{s} e_{n}, A e_{n}\right\rangle, \nu \text {-a.e. } s \in S \tag{2.2}
\end{equation*}
$$

is $\nu$-measurable since $\mathcal{L}_{2}(X, Y) \in \mathcal{H}$. Let $x \in X, x \neq 0$, and let $y \in Y$. Consider a basis $\left\{e_{n}\right\}$ in $X$ and an operator $A \in \mathcal{L}_{2}(X, Y)$ satisfying

$$
e_{1}=x\|x\|^{-1}, A e_{1}=y\|x\|, A e_{n}=0 \text { for } n \geq 2
$$

From (2.2), $\left\langle F_{s}, A\right\rangle_{\mathcal{L}_{2}}=\left\langle F_{s} x, y\right\rangle, \nu$-a.e. $s \in S$, is $\nu$-measurable. Therefore, by the separability of $Y$, we have $F x \in m(S, \nu, Y)$ for all $x \neq 0$ and as well as for $x=0$. Let us prove the converse. Suppose $F x \in m(S, \nu, Y)$ for all $x \in X$ and consider (2.2) for any $A \in \mathcal{L}_{2}(X, Y)$. Since all terms in the right-hand side of (2.2) are $\nu$-measurable, the left-hand side of (2.2) is $\nu$-measurable and, therefore, the function $F: S \rightarrow \mathcal{L}_{2}(X, Y)$ is a weakly $\nu$-measurable vector-valued function. So, by Theorem 2.9 , we obtain $F \in m\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$ since $\mathcal{L}_{2}(X, Y)$ is separable. Part (a) is thus proved. Part (b) can be proved in a similar way by considering the operator $A$ in the larger space $\mathcal{L}_{1}(X, Y)^{*}=\mathcal{L}(X, Y)$ than $\mathcal{L}_{2}(X, Y)$.

Proposition 2.13. Let $X, Y \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. The following statements hold.
(a) If $\Phi \in m\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$ and if $F: S \rightarrow \mathcal{L}(Y, Z)$ is strongly $\nu$-measurable, then $F \Phi \in m\left(S, \nu, \mathcal{L}_{2}(X, Z)\right)$.
(b) If $\Phi \in m\left(S, \nu, \mathcal{L}_{1}(X, Y)\right)$ and if $F: S \rightarrow \mathcal{L}(Y, Z)$ is strongly $\nu$-measurable, then $F \Phi \in m\left(S, \nu, \mathcal{L}_{1}(X, Z)\right)$.

Proof. Consider part (a). Clearly, $F \Phi$ is an $\mathcal{L}_{2}$-valued function on $S$. By Proposition 2.12(a), we have $\Phi x \in m(S, \nu, Y)$ for all $x \in X$. Therefore, by Proposition 2.11(a), $F \Phi x \in m(S, \nu, Z)$ for all $x \in X$. Hence, again by Proposition 2.12(a), $F \Phi \in m\left(S, \nu, \mathcal{L}_{2}(X, Z)\right)$. Part (b) can be proved in a similar way by the use of Proposition 2.12(b).

Proposition 2.14. Let $X, Y \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. If $f \in$ $m(S, \nu, X)$ and $g \in m(S, \nu, Y)$, then $(f \otimes g) \in m\left(S, \nu, \mathcal{L}_{1}(Y, X)\right)$, where the operation $\otimes$ is defined by (1.5).

Proof. If $\left\{f^{n}\right\}$ and $\left\{g^{n}\right\}$ are sequences of $\Sigma$-simple functions which converge to the functions $f$ and $g \nu$-a.e. on $S$, respectively, then $f^{n} \otimes g^{n}$ is a $\Sigma$-simple $\mathcal{L}_{1}(Y, X)$ valued function for all $n \in \mathbb{N}$ and, by Proposition 1.26,

$$
\begin{aligned}
\left\|\left(f_{s}^{n} \otimes g_{s}^{n}\right)-\left(f_{s} \otimes g_{s}\right)\right\|_{\mathcal{L}_{1}} & \leq\left\|\left(f_{s}^{n}-f_{s}\right) \otimes g_{s}^{n}\right\|_{\mathcal{L}_{1}}+\left\|f_{s} \otimes\left(g_{s}^{n}-g_{s}\right)\right\|_{\mathcal{L}_{1}} \\
& =\left\|f_{s}^{n}-f_{s}\right\|\left\|g_{s}^{n}\right\|+\left\|f_{s}\right\|\left\|g_{s}^{n}-g_{s}\right\| \rightarrow 0, n \rightarrow \infty
\end{aligned}
$$

for $\nu$-a.e. $s \in S$. Hence, $(f \otimes g) \in m\left(S, \nu, \mathcal{L}_{1}(Y, X)\right)$.

Proposition 2.15. Let $X, Y \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. If $F \in$ $m\left(S, \nu, \mathcal{L}_{1}(X)\right)$ and $F_{s} \geq 0, s \in S$, then $F^{1 / 2} \in m\left(S, \nu, \mathcal{L}_{2}(X)\right)$.

Proof. We will use the following decomposition of $F$ (see Da Prato and Zabczyk [42], p. 25):

$$
F_{s}=\sum_{n=1}^{\operatorname{dim} X} \lambda_{s}^{n}\left(e_{s}^{n} \otimes e_{s}^{n}\right), \nu \text {-a.e. } s \in S
$$

where $\left\{\lambda^{n}\right\}$ is a sequence of real-valued nonnegative $\nu$-measurable functions, $e^{n} \in$ $m(S, \nu, X)$ for all $n$ with

$$
\left\|e_{s}^{n}\right\|=\left\{\begin{array}{ll}
1, & \lambda_{s}^{n}>0 \\
0, & \lambda_{s}^{n}=0
\end{array}\right\},\left\langle e_{s}^{n}, e_{s}^{m}\right\rangle=0, \nu \text {-a.e. } s \in S, n \neq m
$$

and the above series converges in norm of $\mathcal{L}_{1}(X)$ if $\operatorname{dim} X=\infty$. Using this decomposition, one can easily verify that

$$
F_{s}^{1 / 2}=\sum_{n=1}^{\operatorname{dim} X} \sqrt{\lambda_{s}^{n}}\left(e_{s}^{n} \otimes e_{s}^{n}\right), \nu \text {-a.e. } s \in S
$$

where the series converges in norm of $\mathcal{L}_{2}(X)$ if $\operatorname{dim} X=\infty$. This implies $F^{1 / 2} \in$ $m\left(S, \nu, \mathcal{L}_{2}(X)\right)$.

### 2.4 Integrability

We recall that according to our convention in Section 1.2.6, by a measure we always mean a positive and finite measure.

### 2.4.1 Bochner Integral

Let $X$ be a Banach space and let $(S, \Sigma, \nu)$ be a measure space. The Bochner integral of the $\Sigma$-simple function

$$
f_{s}=\sum_{n=1}^{k} x_{n} \chi_{A_{n}}(s), s \in S, x_{n} \in X, A_{n} \in \Sigma, n=1, \ldots, k, k \in \mathbb{N}
$$

is defined by the sum

$$
\sum_{n=1}^{k} x_{n} \nu\left(A_{n}\right)
$$

Let $f \in m(S, \nu, X)$. Then $f$ is a $\nu$-a.e. limit of a sequence $\left\{f^{n}\right\}$ of $\Sigma$-simple functions. If the sequence of Bochner integrals of the $\Sigma$-simple functions $f^{n}$ converges in norm of $X$ and the limit is independent of the choice of a sequence of $\Sigma$-simple functions, then this limit is called the Bochner integral of the function $f$ and it is denoted by

$$
\int_{S} f_{s} d \nu
$$

In this case, the function $f$ is said to be $\nu$-integrable in the sense of Bochner (or, briefly, $\nu$-integrable). The following theorem describes the class of all $\nu$-integrable functions.

Theorem 2.16. Let $X$ be a Banach space and let $(S, \Sigma, \nu)$ be a measure space. $A$ function $f: S \rightarrow X$ is $\nu$-integrable if and only if $f \in m(S, \nu, X)$ and

$$
\int_{S}\left\|f_{s}\right\| d \nu<\infty
$$

Let $X$ be a Banach space and let $(S, \Sigma, \nu)$ be a measure space. For given $1 \leq p<\infty$, the class of all (equivalence classes of $\nu$-a.e. equal) functions $f \in$ $m(S, \nu, X)$ satisfying

$$
\int_{S}\left\|f_{s}\right\|^{p} d \nu<\infty
$$

is denoted by $L_{p}(S, \Sigma, \nu, X)$ or, briefly, $L_{p}(S, \nu, X)$ if there is no ambiguity about $\Sigma$. The class of all (equivalence classes of $\nu$-a.e. equal) functions $f \in m(S, \nu, X)$ satisfying

$$
\underset{s \in S}{\operatorname{ess} \sup }\left\|f_{s}\right\|=\inf _{\nu(A)=0} \sup _{s \in S \backslash A}\left\|f_{s}\right\|<\infty
$$

is denoted by $L_{\infty}(S, \Sigma, \nu, X)$ or $L_{\infty}(S, \nu, X)$. For $1 \leq p \leq \infty$, the class $L_{p}(S, \nu, X)$, is a Banach space with respect to the corresponding norm

$$
\|f\|_{L_{p}}=\left(\int_{S}\left\|f_{s}\right\|^{p} d \nu\right)^{1 / p}, 1 \leq p<\infty ;\|f\|_{L_{\infty}}=\underset{s \in S}{\operatorname{ess} \sup }\left\|f_{s}\right\|
$$

The triangular inequality in $L_{p}(S, \nu, X), 1 \leq p<\infty$, has the form

$$
\left(\int_{S}\left\|f_{s}+g_{s}\right\|^{p} d \nu\right)^{1 / p} \leq\left(\int_{S}\left\|f_{s}\right\|^{p} d \nu\right)^{1 / p}+\left(\int_{S}\left\|g_{s}\right\|^{p} d \nu\right)^{1 / p}
$$

where $f, g \in L_{p}(S, \nu, X)$. This is called the Minkowski inequality for integrals.
If the Banach space $X$ and the measure space ( $S, \Sigma, \nu$ ) are separable, then $L_{p}(S, \nu, X)$ is separable for all $1 \leq p<\infty$. When $X$ is a Hilbert space, the space $L_{2}(S, \nu, X)$ is also a Hilbert space with the scalar product

$$
\langle f, g\rangle_{L_{2}}=\int_{S}\left\langle f_{s}, g_{s}\right\rangle_{X} d \nu
$$

$L_{p}$-spaces are symmetric to $l_{p^{-}}$and $\mathcal{L}_{p^{\prime}}$-spaces. The natural embedding, which hold for $l_{p^{-}}$and $\mathcal{L}_{p^{-}}$spaces, have symmetric analogs in case of $L_{p^{-}}$-spaces: if $1 \leq$ $p<q \leq \infty$, then $L_{q}(S, \nu, X) \subset L_{p}(S, \nu, X)$ is a natural and tight embedding with

$$
\begin{cases}\forall f \in L_{q}(S, \nu, X),\|f\|_{L_{p}} \leq \nu(S)^{(q-p) / q}\|f\|_{L_{q}} & \text { if } q<\infty \\ \forall f \in L_{\infty}(S, \nu, X),\|f\|_{L_{p}} \leq \nu(S)\|f\|_{L_{\infty}} & \text { if } q=\infty\end{cases}
$$

The isometric equalities which take place for $l_{p^{-}}$and $\mathcal{L}_{p^{-}}$-spaces have symmetric analogs for $L_{p}$-spaces: $L_{1}(S, \nu, X)^{*}$ and $L_{\infty}\left(S, \nu, X^{*}\right)$ are isometric under the isometry

$$
L_{1}(S, \nu, X)^{*} \ni f^{*} \leftrightarrow J f^{*}=f \in L_{\infty}\left(S, \nu, X^{*}\right): f^{*} g=\int_{S} f_{s} g_{s} d \nu, g \in L_{1}(S, \nu, X)
$$

and, if $1<p<\infty$ and $p^{-1}+q^{-1}=1$, then $L_{p}(S, \nu, X)^{*}$ and $L_{q}\left(S, \nu, X^{*}\right)$ are isometric under the isometry

$$
L_{p}(S, \nu, X)^{*} \ni f^{*} \leftrightarrow J f^{*}=f \in L_{q}\left(S, \nu, X^{*}\right): f^{*} g=\int_{S} f_{s} g_{s} d \nu, g \in L_{p}(S, \nu, X)
$$

In particular, the last isometry yields

$$
\int_{S}\left|f_{s} g_{s}\right| d \nu \leq\left(\int_{S}\left\|f_{s}\right\|^{q} d \nu\right)^{1 / q}\left(\int_{S}\left\|g_{s}\right\|^{p} d \nu\right)^{1 / p}
$$

for all $f \in L_{q}\left(S, \nu, X^{*}\right)$ and $g \in L_{p}(S, \nu, X)$. This inequality is called the Hölder inequality for integrals. For $p=q=2$,

$$
\int_{S}\left|f_{s} g_{s}\right| d \nu \leq\left(\int_{S}\left\|f_{s}\right\|^{2} d \nu\right)^{1 / 2}\left(\int_{S}\left\|g_{s}\right\|^{2} d \nu\right)^{1 / 2}
$$

This is called the Cauchy-Schwarz inequality for integrals. We also mention that $C(S, X)$ is a subspace of $L_{\infty}(S, \nu, X)$ if $S$ is a compact metric space and $\mathcal{B}_{S} \subset \Sigma$.

Convergence of functions in the norm of $L_{\infty}(S, \nu, X)$ is called $\nu$-a.e. uniform convergence. Norm convergence in $L_{2}(S, \nu, X)$ (in $L_{1}(S, \nu, X)$ ) is called mean square (mean) convergence. Mean convergence implies convergence in measure. Therefore, if a sequence $\left\{f^{n}\right\}$ in $L_{1}(S, \nu, X)$ converges in norm to $f$, then there exists a subsequence of $\left\{f^{n}\right\}$ which converges $\nu$-a.e. to $f$. But generally, mean convergence does not imply $\nu$-a.e. convergence.

Theorem 2.17. Let $X$ be a Banach space $X$ and let $(S, \Sigma, \nu)$ be a measure space. Then the Bochner integral is a bounded linear operator from $L_{1}(S, \nu, X)$ to $X$ and

$$
\left\|\int_{S} f_{s} d \nu\right\| \leq \int_{S}\left\|f_{s}\right\| d \nu, f \in L_{1}(S, \nu, X)
$$

Theorem 2.18. Let $X, Y$ be Banach spaces and let $(S, \Sigma, \nu)$ be a measure space. If $f \in L_{1}(S, \nu, X)$ and $A \in \mathcal{L}(X, Y)$, then $A f \in L_{1}(S, \nu, Y)$ and

$$
A \int_{S} f_{s} d \nu=\int_{S} A f_{s} d \nu
$$

Theorem 2.19. Let $X$ be a Banach space and let $(S, \Sigma, \nu)$ be a measure space. If a sequence $\left\{f^{n}\right\}$ in $L_{1}(S, \nu, X)$ converges to $f \nu$-a.e. on $S$ and if there exists a function $g \in L_{1}(S, \nu, \mathbb{R})$ such that the inequality $\left\|f_{s}^{n}\right\| \leq g_{s}$ holds for $\nu$-a.e. $s \in S$ and for all $n \in \mathbb{N}$, then $f \in L_{1}(S, \nu, X)$ and

$$
\lim _{n \rightarrow \infty} \int_{S} f_{s}^{n} d \nu=\int_{S} f_{s} d \nu
$$

In particular, if a series $\sum_{n=1}^{\infty} \varphi_{s}^{n}$ with $\varphi^{n} \in L_{1}(S, \nu, X), n=1,2, \ldots$, is majorized by a convergent series of real numbers, then

$$
\sum_{n=1}^{\infty} \int_{S} \varphi_{s}^{n} d \nu=\int_{S} \sum_{n=1}^{\infty} \varphi_{s}^{n} d \nu
$$

We also present the following useful result.
Proposition 2.20. Let $X \subset Y$ be a natural embedding of Banach spaces and let $(S, \Sigma, \nu)$ be a measure space. Then $L_{p}(S, \nu, X) \subset L_{p}(S, \nu, Y)$ is a natural embedding for all $1 \leq p \leq \infty$ as well. The Bochner integrals of a function $f \in L_{1}(S, \nu, X) \subset$ $L_{1}(S, \nu, Y)$ in both of these spaces are equal. Furthermore, if the embedding $X \subset Y$ is tight, then the embedding $L_{p}(S, \nu, X) \subset L_{p}(S, \nu, Y)$ is tight for all $1 \leq p \leq \infty$ as well.

Proof. This can be proved by direct verification.
Two properties of the Bochner integral, Fubini's property and change of variable, are very important for us and they will be considered separately in Sections 2.4.2 and 2.4.3. Now let us set some useful notation.

If the measure space $(S, \Sigma, \nu)$ is equal to $(\Omega, \mathcal{F}, \mathbf{P})$ (fixed probability space in this book) or $\left(G, \mathcal{B}_{G}, \ell\right)$ or $\left(G \times \Omega, \mathcal{B}_{G} \otimes \mathcal{F}, \ell \otimes \mathbf{P}\right)$, where $G \subset \mathbb{R}^{n}$, then the measure $\nu$ will be dropped in the symbols $m(S, \nu, X)$ and $L_{p}(S, \nu, X)$. For example, $L_{2}(\Omega, X)=L_{2}(\Omega, \mathcal{F}, \mathbf{P}, X)$. We will write a.e. instead of $\ell$-a.e. If $g$ is a function of bounded variation on a finite interval $[a, b]$, that is if it is the difference of two nondecreasing and right continuous functions $u$ and $v$ with the corresponding Lebesgue-Stieltjes measures $\nu$ and $\mu$, respectively, then we write

$$
\int_{a}^{b} f_{s} d g_{s}=\int_{a}^{b} f_{s} d u_{s}-\int_{a}^{b} f_{s} d v_{s}=\int_{(a, b]} f_{s} d \nu-\int_{(a, b]} f_{s} d \mu
$$

In this case, the Bochner integral is also called the Lebesgue-Stieltjes integral. In particular, when $g_{s}=s, a \leq s \leq b$, the corresponding integral is called the Lebesgue integral which is denoted by

$$
\int_{a}^{b} f_{s} d s=\int_{(a, b]} f_{s} d \ell
$$

Since the Lebesgue measure of a one-point set is equal to zero, for any fixed $1 \leq p \leq \infty$, the spaces $L_{p}([a, b], X), L_{p}([a, b), X), L_{p}((a, b], X)$ and $L_{p}((a, b), X)$ are isometric. All these spaces will be denoted by $L_{p}(a, b ; X)$.

### 2.4.2 Fubini's Property

A function $f$ of two variables can be considered as a function $f_{s, r}$ of one total variable $(s, r) \in S \times R$ as well as a function of one of the variables, say $s \in S$, with values in a space of functions with respect to another variable $r \in R$. The Bochner integral as applied to such functions is discussed in Dunford and Schwartz [45]. Below we present the important items of this discussion and complete it with Proposition 2.24.
Remark 2.21. In the sequel, to avoid possible ambiguity, we will use the following notation with brackets. Let $f_{s, r},(s, r) \in S \times R$, be a function of two variables taking values in a set $X$. By $\left[f_{s}\right]$ (respectively, by $\left[f_{r}\right]$ ) we will denote the function $f$ of the variable $r \in R$ by considering $s \in S$ as fixed (respectively, the variable $s \in S$ by considering $r \in R$ as fixed). The symbol $f$ will denote either the function $f: S \times R \rightarrow X$ or the function $f: S \rightarrow F(R, X)$ or the function $f: R \rightarrow F(S, X)$ being easily clear what is meant from the context, where $F(S, X)$ is the set of all functions from $S$ to $X$. Thus, with this notation

$$
\begin{gathered}
{\left[f_{s}\right] \in F(R, X), s \in S ; \quad\left[f_{r}\right] \in F(S, X), r \in R} \\
f_{s, r}=\left[f_{s}\right]_{r}=\left[f_{r}\right]_{s}, s \in S, r \in R .
\end{gathered}
$$

Theorem 2.22 (Fubini). Let $X$ be a Banach space and let $(S, \Sigma, \nu)$ and $(R, \Gamma, \mu)$ be measure spaces. Then for all $f \in L_{1}(S \times R, \nu \otimes \mu, X)$,

$$
\int_{S \times R} f_{s, r} d(\nu \otimes \mu)=\int_{S} \int_{R}\left[f_{s}\right]_{r} d \mu d \nu=\int_{R} \int_{S}\left[f_{r}\right]_{s} d \nu d \mu
$$

Theorem 2.23. Let $X$ be a Banach space and let $(S, \Sigma, \nu)$ and $(R, \Gamma, \mu)$ be measure spaces. The following statements hold.
(a) If $f \in m(S \times R, \nu \otimes \mu, X)$, then $\left[f_{s}\right] \in m(R, \mu, X)$ for $\nu$-a.e. $s \in S$.
(b) If $f \in m(S \times R, \nu \otimes \mu, X)$ and $\left[f_{s}\right] \in L_{2}(R, \mu, X)$ for $\nu$-a.e. $s \in S$, then $f \in m\left(S, \nu, L_{2}(R, \mu, X)\right)$.
(c) If $f \in m\left(S, \nu, L_{2}(R, \mu, X)\right)$, then $f \in m(S \times R, \nu \otimes \mu, X)$.

Proposition 2.24. Let $X$ be a Banach space and let $(S, \Sigma, \nu)$ and $(R, \Gamma, \mu)$ be measure spaces. Then $L_{2}(S \times R, \nu \otimes \mu, X)$ and $L_{2}\left(S, \nu, L_{2}(R, \mu, X)\right)$ are isometric spaces under the isometry

$$
L_{2}(S \times R, \nu \otimes \mu, X) \ni f \leftrightarrow J f=f \in L_{2}\left(S, \nu, L_{2}(R, \mu, X)\right)
$$

Proof. Let $f \in L_{2}\left(S, \nu, L_{2}(R, \mu, X)\right)$. Applying Theorem 2.23(c), we have $f \in$ $m(S \times R, \nu \otimes \mu, X)$. By Tonelli's theorem (see Dunford and Schwartz [45], p. 194),

$$
\begin{equation*}
\int_{S \times R}\left\|f_{s, r}\right\|^{2} d(\nu \otimes \mu)=\int_{S}\left(\int_{R}\left\|\left[f_{s}\right]_{r}\right\|^{2} d \mu\right) d \nu<\infty \tag{2.3}
\end{equation*}
$$

Thus, $f \in L_{2}(S \times R, \nu \otimes \mu, X)$. Now let $f \in L_{2}(S \times R, \nu \otimes \mu, X)$. By Theorem 2.23(a), $\left[f_{s}\right] \in m(R, \mu, X)$ for $\nu$-a.e. $s \in S$. Applying Tonelli's theorem, we obtain $\left[f_{s}\right] \in L_{2}(R, \mu, X)$ for $\nu$-a.e. $s \in S$. Therefore, by Theorem 2.23(b), $f \in m\left(S, \nu, L_{2}(R, \mu, X)\right)$. Applying Tonelli's theorem again, we see that $f \in$ $L_{2}\left(S, \nu, L_{2}(R, \mu, X)\right)$. Thus, the isomorphism of the spaces $L_{2}(S \times R, \nu \otimes \mu, X)$ and $L_{2}\left(S, \nu, L_{2}(R, \mu, X)\right)$ is proved. By (2.3), these spaces are isometric.

In the sequel, the spaces $L_{2}(S \times R, \nu \otimes \mu, X), L_{2}\left(S, \nu, L_{2}(R, \mu, X)\right)$ and $L_{2}\left(R, \mu, L_{2}(S, \nu, X)\right)$ will be identified.

The following proposition completes Theorem 2.23.
Proposition 2.25. Let $X \in \mathcal{H}$, let $(S, \Sigma)$ be a measurable space, let $[a, b]$ be a finite interval in $\mathbb{R}$ and let the function $f:[a, b] \times S \rightarrow X$ be given. If $\left[f_{t}\right] \in m(S, \Sigma, X)$ for all $t \in[a, b]$ and $\left[f_{s}\right] \in C(a, b ; X)$ for all $s \in S$, then $f \in m(S, \Sigma, C(a, b ; X))$.

Proof. First note that, if $\left\{g^{n}\right\}$ is a sequence of functions in $m(S, \Sigma, \mathbb{R})$ and $g_{s}=$ $\sup _{n} g_{s}^{n}<\infty, s \in S$, then $g \in m(S, \Sigma, \mathbb{R})$. Therefore, for any $x \in C(a, b ; X)$, the function

$$
\left\|\left[f_{s}\right]-x\right\|_{C}=\sup \left\|\left[f_{s}\right]_{t}-x_{t}\right\|, s \in S
$$

with the supremum taken over all rational numbers $t$ in $[a, b]$, is $\Sigma$-measurable. Hence, $\left\{s \in S:\left\|\left[f_{s}\right]-x\right\|_{C}<r\right\} \in \Sigma$ for all $r>0$. Thus, the inverse image of each open ball in $C(a, b ; X)$ under the function $f$ belongs to $\Sigma$. Since $C(a, b ; X)$ is separable, $\mathcal{B}_{C(a, b ; X)}$ is the smallest $\sigma$-algebra generated by all open balls in $C(a, b ; X)$. This implies the $\Sigma$-measurability of the function $f: S \rightarrow C(a, b ; X)$ and, therefore, $f \in m(S, \Sigma, C(a, b ; X))$ since $C(a, b ; X)$ is separable.

### 2.4.3 Change of Variable

Theorem 2.26. Let $X, Y$ be Banach spaces and let $(S, \Sigma, \nu)$ be a measure space. If $f$ is a $\nu$-measurable function from $S$ to $X$ and $\nu_{f}$ is the measure on $\mathcal{B}_{X}$ generated by $f$, then for all $\varphi \in L_{1}\left(X, \nu_{f}, Y\right)$,

$$
\int_{X} \varphi(x) d \nu_{f}=\int_{S} \varphi\left(f_{s}\right) d \nu
$$

Theorem 2.26 expresses the change of variable property of the Bochner integral and, together with Theorem 2.10, it forms a basis for the following results.

Proposition 2.27. Let $X, Y$ be Hilbert spaces, let $(S, \Sigma, \nu)$ be a measure space and let $\nu_{f}$ be a measure on $\mathcal{B}_{X}$ generated by a $\nu$-measurable function $f: S \rightarrow X$. Then $g \in L_{2}(S, \sigma(f), \nu, Y)$ if and only if there exists a function $\varphi \in L_{2}\left(X, \nu_{f}, Y\right)$ such that $g$ is the composition of $\varphi$ and $f$. Furthermore, the spaces $L_{2}\left(X, \nu_{f}, Y\right)$ and $L_{2}(S, \sigma(f), \nu, Y)$ are isometric under the isometry

$$
L_{2}\left(X, \nu_{f}, Y\right) \ni \varphi \leftrightarrow J \varphi=\varphi \circ f \in L_{2}(S, \sigma(f), \nu, Y) .
$$

Proof. By Theorem 2.26, $J$ is a bounded linear operator from $L_{2}\left(X, \nu_{f}, Y\right)$ to $L_{2}(S, \sigma(f), \nu, Y)$. Let us show that $J$ has a bounded inverse. For this, take $g \in$ $L_{2}(S, \sigma(f), \nu, Y)$. Then $g \in m(S, \sigma(f), \nu, Y)$ and

$$
\int_{S}\left\|g_{s}\right\|^{2} d \nu<\infty
$$

By Theorems 2.10 and 2.26 , there exists $\varphi \in m\left(X, \nu_{f}, Y\right)$ such that $g=\varphi \circ f$ and

$$
\int_{X}\|\varphi(x)\|^{2} d \nu_{f}=\int_{S}\left\|g_{s}\right\|^{2} d \nu<\infty
$$

We conclude that $g=\varphi \circ f$ with $\varphi \in L_{2}\left(X, \nu_{f}, Y\right)$ and

$$
\|\varphi\|_{L_{2}\left(X, \nu_{f}, Y\right)}=\|g\|_{L_{2}(S, \sigma(f), \nu, Y)} .
$$

Hence, $J$ has a bounded inverse and, moreover, it is the isometry mentioned in the proposition.

Proposition 2.28. Let $X, Y, Z$ be Hilbert spaces and let $(S, \Sigma, \nu)$ be a measure space. The following statements hold.
(a) If $\Sigma_{0}$ is a sub- $\sigma$-algebra of $\Sigma$, then $L_{2}\left(S, \Sigma_{0}, \nu, X\right)$ is a subspace of $L_{2}(S, \Sigma, \nu, X)$.
(b) If $f: S \rightarrow Z$ is a $\nu$-measurable function and $g \in m(S, \sigma(f), \nu, Y)$, then $L_{2}(S, \sigma(g), \nu, X)$ is a subspace of $L_{2}(S, \sigma(f), \nu, X)$.

Proof. Part (a) can be proved by direct verification. Part (b) is a consequence of part (a).

To continue, we introduce the following definition. The set

$$
\int_{a}^{b} H_{t} d t=\left\{g \in L_{2}(a, b ; X): g_{t} \in H_{t} \text { for a.e. } t \in(a, b]\right\}
$$

is called the Hilbertian sum of subspaces $H_{t}, a<t \leq b$, of a Hilbert space $X$.
Proposition 2.29. Let $X, Y$ be Hilbert spaces, let $(S, \Sigma, \nu)$ be a measure space, let $[a, b]$ be a finite interval in $\mathbb{R}$ and let $f$ be a $\nu$-measurable function on $S$ to $L_{2}(a, b ; Y)$. For $a<t \leq b$, denote by $f^{t}$ the restriction of $f$ to $[a, t] \times S$. Let $X_{t}^{f}=L_{2}\left(S, \sigma\left(f^{t}\right), \nu, X\right)$. Then
(a) $\quad X_{r}^{f}$ is a subspace of $X_{t}^{f}$ for all $a<r \leq t \leq b$;
(b) $\quad \tilde{X}^{f}=\int_{a}^{b} X_{t}^{f} d t$ is a subspace of $L_{2}\left(a, b ; L_{2}(S, \nu, X)\right)$.

Proof. Part (a) is a consequence of Proposition 2.28(b) since $f^{r}$ is the composition of the restriction operation and $f^{t}$. For part (b), clearly, $\tilde{X}^{f}$ is a linear subspace of $L_{2}\left(a, b ; L_{2}(S, \nu, X)\right)$. Let $\left\{g^{n}\right\}$ be a sequence in $\tilde{X}^{f}$ which converges to $g$ in norm of $L_{2}\left(a, b ; L_{2}(S, \nu, X)\right)$. Then some subsequence of $\left\{g^{n}\right\}$ converges to $g$ a.e. on $[a, b]$ in norm of $L_{2}(S, \nu, X)$. Since $\left[g_{t}^{n}\right] \in X_{t}^{f}$ for a.e. $t \in(a, b]$ and for all $n \in \mathbb{N}$, we have $\left[g_{t}\right] \in X_{t}^{f}$ for a.e. $t \in(a, b]$, that is $g \in \tilde{X}^{f}$. Thus, $\tilde{X}^{f}$ is closed under the convergence in norm of $L_{2}\left(a, b ; L_{2}(S, \nu, X)\right)$ and, consequently, it is a subspace of $L_{2}\left(a, b ; L_{2}(S, \nu, X)\right)$.

Proposition 2.30. Let $Y \in \mathcal{H}$, let $(S, \Sigma, \nu)$ be a measure space, let $[a, b]$ be a finite interval in $\mathbb{R}$ and let $f^{c} \in m(S, \nu, C(a, b ; Y))$. Consider $f^{c}$ as a function with values in $L_{2}(a, b ; Y)$ and denote this function by $f$. Then

$$
\sigma(f)=\sigma\left(f^{c}\right)=\sigma\left(\left[f_{t}^{c}\right] ; a \leq t \leq b\right)
$$

Proof. Since $Y \in \mathcal{H}, C(a, b ; Y) \subset L_{2}(a, b ; Y)$ is a natural embedding of separable spaces. Applying Proposition 1.15 , we obtain $\sigma(f)=\sigma\left(f^{c}\right)$. The equality $\sigma\left(f^{c}\right)=$ $\sigma\left(\left[f_{t}^{c}\right] ; a \leq t \leq b\right)$ is a consequence of the fact that $\mathcal{B}_{C(a, b ; Y)}$ is the smallest $\sigma$ algebra generated by the system of all cylindrical subsets of $C(a, b ; Y)$, i.e., the subsets of the form $\left\{g \in C(a, b ; Y): g_{t_{n}} \in B_{n}, n=1, \ldots, k\right\}$, where $B_{n} \in \mathcal{B}_{Y}$, $a \leq t_{1} \leq \cdots \leq t_{k} \leq b$ and $k \in \mathbb{N}$.

Proposition 2.31. Let $X, Y \in \mathcal{H}$, let $(S, \Sigma, \nu)$ be a measure space, let $[a, b]$ be a finite interval in $\mathbb{R}$ and let $f^{c} \in m(S, \nu, C(a, b ; Y))$. Consider $f^{c}$ as a function with values in $L_{2}(a, b ; Y)$ and denote this function by $f$. For $a<t \leq b$, denote
by $f^{c, t}$ and $f^{t}$ the restrictions of $f^{c}$ and $f$, respectively, to $[a, t] \times S$. Let $X_{t}^{c, f}=$ $L_{2}\left(S, \sigma\left(f^{c, t}\right), \nu, X\right)$ and $X_{t}^{f}=L_{2}\left(S, \sigma\left(f^{t}\right), \nu, X\right)$. Then
(a) $X_{t}^{f}=X_{t}^{c, f}, a<t \leq b ;$
(b) $\int_{a}^{b} X_{t}^{f} d t=\int_{a}^{b} X_{t}^{c, f} d t$.

Proof. By Proposition 2.30, $\sigma\left(f^{t}\right)=\sigma\left(f^{c, t}\right)$ for all $a<t \leq b$. This implies part (a) and part (b) as well.

### 2.4.4 Strong Bochner Integral

Let $X, Y \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. Operator-valued functions in $L_{1}(S, \nu, \mathcal{L}(X, Y))$ are said to be uniformly $\nu$-integrable. The space $L_{1}(S, \nu, \mathcal{L}(X, Y))$ is not sufficiently large for our purposes because it is based on the concept of uniform $\nu$-measurability and, hence, it does not contain useful examples of strongly $\nu$-measurable operator-valued functions. Therefore, we need a generalization of the Bochner integral for the case of strongly $\nu$-measurable operator-valued functions.

Proposition 2.32. Let $X, Y \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. If the operator-valued function $F: S \rightarrow \mathcal{L}(X, Y)$ is strongly $\nu$-measurable, then the real-valued function $\|F\|_{\mathcal{L}}: S \rightarrow \mathbb{R}$ is $\nu$-measurable.

Proof. Let $D$ be a countable dense subset of $X$ not containing the zero vector. Since $F$ is strongly $\nu$-measurable, the real-valued function $\left\|F_{s} x\right\|, s \in S$, is $\nu$ measurable for all $x \in X$. Hence, the real-valued function

$$
\left\|F_{s}\right\|_{\mathcal{L}}=\sup _{\|x\|=1}\left\|F_{s} x\right\|=\sup _{x \in D} \frac{\left\|F_{s} x\right\|}{\|x\|}, s \in S
$$

is $\nu$-measurable as well.
By Proposition 2.32, the following classes of strongly $\nu$-measurable operatorvalued functions can be defined. Let $X, Y \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. By $B_{p}\left(S, \Sigma, \nu, \mathcal{L}(X, Y)\right.$ ) (or $B_{p}(S, \nu, \mathcal{L}(X, Y))$ if there is no ambiguity about $\Sigma$ ) we denote the class of all (equivalence classes of $\nu$-a.e. equal) strongly $\nu$-measurable $\mathcal{L}(X, Y)$-valued functions on $S$ with

$$
\int_{S}\left\|F_{s}\right\|^{p} d \nu<\infty \text { if } 1 \leq p<\infty \text { and } \underset{s \in S}{\operatorname{ess} \sup }\left\|F_{s}\right\|<\infty \text { if } p=\infty
$$

$B_{p}(S, \nu, \mathcal{L}(X, Y))$ is a Banach space (see Thomas [88]) with the respective norm

$$
\|F\|_{B_{p}}=\left(\int_{S}\left\|F_{s}\right\|^{p} d \nu\right)^{1 / p}, 1 \leq p<\infty ;\|F\|_{B_{\infty}}=\underset{s \in S}{\operatorname{ess} \sup }\left\|F_{s}\right\|
$$

Clearly, $L_{p}(S, \nu, \mathcal{L}(X, Y))$ is a subspace of $B_{p}(S, \nu, \mathcal{L}(X, Y))$ if $1 \leq p \leq \infty$. Since the concepts of uniform and strong $\nu$-measurability coincide for $\mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ valued functions,

$$
L_{p}\left(S, \nu, \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)\right)=B_{p}\left(S, \nu, \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)\right), 1 \leq p \leq \infty, n, m \in \mathbb{N}
$$

Also,

$$
B_{q}(S, \nu, \mathcal{L}(X, Y)) \subset B_{p}(S, \nu, \mathcal{L}(X, Y)), 1 \leq p<q \leq \infty
$$

is a natural embedding.
If $S \subset \mathbb{R}^{n}, \Sigma=\mathcal{B}_{S}$ and $\nu=\ell$ (the Lebesgue measure on $\mathcal{B}_{S}$ ), then the notation $B_{p}(S, \mathcal{L}(X, Y))$ for $B_{p}\left(S, \mathcal{B}_{S}, \ell, \mathcal{L}(X, Y)\right)$ will be used. Also, we briefly write $B_{p}(a, b ; \mathcal{L}(X, Y))=B_{p}(S, \mathcal{L}(X, Y))$ if $S=[a, b]$.

The operator-valued functions of the space $B_{1}(S, \nu, \mathcal{L}(X, Y))$ are said to be strongly $\nu$-integrable. If $F \in B_{1}(S, \nu, \mathcal{L}(X, Y))$, then $F x \in L_{1}(S, \nu, Y)$ for all $x \in$ $X$. The operator $G \in \mathcal{L}(X, Y)$, defined by

$$
G x=\int_{S} F_{s} x d \nu, x \in X
$$

is called the strong Bochner integral of $F \in B_{1}(S, \nu, \mathcal{L}(X, Y))$. The notation

$$
\int_{S} F_{s} d \nu
$$

is used for the strong Bochner integral of $F$.
Note that, if $F \in L_{1}(S, \nu, \mathcal{L}(X, Y))$, then the strong and uniform Bochner integrals of $F$ coincide. Therefore, the above notation may denote either of these integrals without any ambiguity. Moreover, if $F \in L_{1}\left(S, \nu, \mathcal{L}_{1}(X, Y)\right)$, then, by Proposition 2.20, the Bochner integrals of $F$ as $\mathcal{L}$ - as well as $\mathcal{L}_{1^{-}}$and $\mathcal{L}_{2}$-valued functions coincide and we will use the above notation for all them.

Proposition 2.33. Let $X, Y \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. The following statements hold for all $1 \leq p \leq \infty$.
(a) If $F \in B_{\infty}(S, \nu, \mathcal{L}(X, Y))$ and $f \in L_{p}(S, \nu, X)$, then $F f \in L_{p}(S, \nu, Y)$.
(b) If $F \in B_{p}(S, \nu, \mathcal{L}(X, Y))$ and $f \in L_{\infty}(S, \nu, X)$, then $F f \in L_{p}(S, \nu, Y)$.
(c) If $F \in B_{p}(S, \nu, \mathcal{L}(X, Y))$, then $F^{*} \in B_{p}(S, \nu, \mathcal{L}(Y, X))$ and

$$
\left(\int_{S} F_{s} d \nu\right)^{*}=\int_{S} F_{s}^{*} d \nu
$$

Proof. This can be proved by direct verification using Proposition 2.11.

Remark 2.34. From the Propositions 2.5(b), 2.8(a), 2.11(a), 2.33(a) and 2.33(b), one can observe that the strong continuity, differentiability, measurability, integrability properties of a vector-valued function $f$ remain valid for the composition $F f$ when the operator-valued function $F$ has not only the uniform, but also the strong version of the corresponding property. This shows the efficiency of strong operator convergence as a generalization of the uniform one.

Proposition 2.35. Let $X \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space such that $\nu(S)>0$. Suppose that $F \in B_{\infty}(S, \nu, \mathcal{L}(X)), F_{s}>0$ for $\nu$-a.e. $s \in S$ and $F^{-1} \in B_{\infty}(S, \nu, \mathcal{L}(X))$. Then $\left\langle x, F_{s} x\right\rangle \geq k^{-1}\|x\|^{2}$ for all $x \in X$ and for $\nu$-a.e. $s \in S$, where $k=\operatorname{ess} \sup _{s \in S}\left\|F_{s}^{-1}\right\|$.

Proof. First, note that $F_{s}>0$ for $\nu$-a.e. $s \in S$ implies $F_{s}^{-1}>0$ for $\nu$-a.e. $s \in S$. Hence, $k>0$ since $\nu(S)>0$. Further, let us show that if $A \in \mathcal{L}(X)$ and $A>0$, then $\langle x, A x\rangle \geq\left\|A^{-1}\right\|^{-1}\|x\|^{2}$ for all $x \in X$. Indeed,

$$
\left\|A^{-1}\right\|=\sup _{y \neq 0} \frac{\left\langle y, A^{-1} y\right\rangle}{\|y\|^{2}}
$$

implies

$$
\|y\|^{2}\left\|A^{-1}\right\| \geq\left\langle y, A^{-1} y\right\rangle, y \in X
$$

Substituting $y=A^{1 / 2} x$, for $x \in X$, we obtain

$$
\left\langle A^{1 / 2} x, A^{1 / 2} x\right\rangle\left\|A^{-1}\right\| \geq\left\langle A^{1 / 2} x, A^{-1} A^{1 / 2} x\right\rangle
$$

or

$$
\langle x, A x\rangle \geq\left\|A^{-1}\right\|^{-1}\left\langle x, A^{1 / 2} A^{-1} A^{1 / 2} x\right\rangle
$$

But, $A^{1 / 2} A^{-1} A^{1 / 2}=A^{1 / 2} A^{-1} A^{1 / 2} A^{1 / 2}\left(A^{1 / 2}\right)^{-1}=A^{1 / 2}\left(A^{1 / 2}\right)^{-1}=I$. Therefore,

$$
\langle x, A x\rangle \geq\left\|A^{-1}\right\|^{-1}\|x\|^{2}, x \in X
$$

Using this inequality, we have

$$
\left\langle x, F_{s} x\right\rangle \geq\left\|F_{s}^{-1}\right\|^{-1}\|x\|^{2} \geq k^{-1}\|x\|^{2}
$$

for all $x \in X$ and for $\nu$-a.e. $s \in S$.

Apart from $B_{p}$-spaces, the following class of operator-valued functions is also useful. If $S$ is a metric space and if $X, Y \in \mathcal{H}$, then the class of all strongly $\mathcal{B}_{S^{-}}$ measurable functions from $S$ to $\mathcal{L}(X, Y)$ with $\sup _{s \in S}\left\|F_{s}\right\|<\infty$ will be denoted by $B(S, \mathcal{L}(X, Y))$. As always, we write $B(a, b ; \mathcal{L}(X, Y))=B(S, \mathcal{L}(X, Y))$ if $S=[a, b]$.

### 2.4.5 Bochner Integral of $\mathcal{L}_{1-}$ and $\mathcal{L}_{2}$-Valued Functions

We will now consider some results related with the integration of $\mathcal{L}_{1}$ - and $\mathcal{L}_{2}$-valued functions.

Proposition 2.36. Let $X, Y \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. If $f \in$ $L_{2}(S, \nu, X)$ and $g \in L_{2}(S, \nu, Y)$, then $(f \otimes g) \in L_{1}\left(S, \nu, \mathcal{L}_{1}(Y, X)\right)$.

Proof. By Proposition 2.14, $(f \otimes g) \in m\left(S, \nu, \mathcal{L}_{1}(Y, X)\right)$ and, by Proposition 1.26(c),

$$
\int_{S}\left\|f_{s} \otimes g_{s}\right\|_{\mathcal{L}_{1}} d \nu=\int_{S}\left\|f_{s}\right\|\left\|g_{s}\right\| d \nu<\infty
$$

Hence, $(f \otimes g) \in L_{1}\left(S, \nu, \mathcal{L}_{1}(Y, X)\right)$.
Proposition 2.37. Let $X \in \mathcal{H}$ and let $(S, \Sigma, \nu)$ be a measure space. If the function $F$ belongs to $L_{\infty}\left(S, \nu, \mathcal{L}_{1}(X)\right)$ and $F_{s} \geq 0$ for $\nu$-a.e. $s \in S$, then $F^{1 / 2} \in$ $L_{\infty}\left(S, \nu, \mathcal{L}_{2}(X)\right)$.

Proof. By Proposition 2.15, $F^{1 / 2} \in m\left(S, \nu, \mathcal{L}_{2}(X)\right)$. Also, $\left\|F_{s}^{1 / 2}\right\|_{\mathcal{L}_{2}}=\left\|F_{s}\right\|_{\mathcal{L}_{1}}=$ $\operatorname{tr} F_{s}, \nu$-a.e. $s \in S$. Thus, $F^{1 / 2} \in L_{\infty}\left(S, \nu, \mathcal{L}_{2}(X)\right)$.

### 2.5 Integral and Differential Operators

The integral and differential operators which are based on the integration and differentiation operations, respectively, define two important classes of linear operators on $L_{p}$-spaces.

### 2.5.1 Integral Operators

Let $X, Y \in \mathcal{H}$, and let $(S, \Sigma, \nu)$ and $(R, \Gamma, \mu)$ be measure spaces. The operators $A$ and $B$ from $L_{2}(S, \nu, X)$ to $Y$ and to $L_{2}(R, \mu, Y)$, respectively, defined by

$$
\begin{aligned}
A f & =\int_{S} M_{s} f_{s} d \nu, f \in L_{2}(S, \nu, X) \\
{[B f]_{r} } & =\int_{S} N_{s, r} f_{s} d \nu, \mu \text {-a.e. } r \in R, f \in L_{2}(S, \nu, X)
\end{aligned}
$$

where $M \in B_{2}(S, \nu, \mathcal{L}(X, Y))$ and $N \in B_{2}(S \times R, \nu \otimes \mu, \mathcal{L}(X, Y))$, are called linear integral operators. It can be verified that

$$
A \in \mathcal{L}\left(L_{2}(S, \nu, X), Y\right) \text { with }\|A\|=\left(\int_{S}\left\|M_{s}\right\|^{2} d \nu\right)^{1 / 2}
$$

and

$$
B \in \mathcal{L}\left(L_{2}(S, \nu, X), L_{2}(R, \mu, Y)\right) \text { with }\|B\|=\left(\int_{S} \int_{R}\left\|N_{s, r}\right\|^{2} d \mu d \nu\right)^{1 / 2}
$$

One can compute the adjoint $A^{*}$ and $B^{*}$ of $A$ and $B$, respectively, in the form

$$
\left[A^{*} y\right]_{s}=M_{s}^{*} y, \nu \text {-a.e. } s \in S, y \in Y
$$

and

$$
\left[B^{*} g\right]_{s}=\int_{R} N_{s, r}^{*} g_{r} d \mu, \nu \text {-a.e. } s \in S, g \in L_{2}(R, \mu, Y)
$$

Related with the integral operators one can consider the equation

$$
\begin{equation*}
f_{t}=g_{t}+\int_{0}^{t} G_{t, s} f_{s} d s \tag{2.4}
\end{equation*}
$$

where $g$ and $G$ are given functions and $f$ is unknown. The equation (2.4), called a Volterra integral equation, often arises in applied problems.

Theorem 2.38. Let $X \in \mathcal{H}$, let $T>0$ and suppose $G \in B_{2}\left(\Delta_{T}, \mathcal{L}(X)\right)$. Then there exists $F \in B_{2}\left(\Delta_{T}, \mathcal{L}(X)\right)$ such that for all $g \in L_{2}(0, T ; X)$,

$$
f_{t}=g_{t}+\int_{0}^{t} F_{t, s} g_{s} d s, \text { a.e. } t \in[0, T]
$$

is a unique solution of the equation (2.4) in $L_{2}(0, T ; X)$. Furthermore, $F$ is a unique solution in $B_{2}\left(\Delta_{T}, \mathcal{L}(X)\right)$ of the equation

$$
F_{t, s}=G_{t, s}+\int_{s}^{t} G_{t, r} F_{r, s} d r, \text { a.e. }(t, s) \in \Delta_{T}
$$

When $G \in B_{\infty}\left(\Delta_{T}, \mathcal{L}(X)\right)$, this theorem can be proved as Theorem 3.13. In the general case the function $G \in B_{2}\left(\Delta_{T}, \mathcal{L}(X)\right)$ must be approximated by the functions in $B_{\infty}\left(\Delta_{T}, \mathcal{L}(X)\right)$.

### 2.5.2 Integral Hilbert-Schmidt Operators

The following proposition shows that Hilbert-Schmidt operators on $L_{2}$-spaces can be completely described by linear integral operators.

Proposition 2.39. Let $X, Y \in \mathcal{H}$, let $(S, \Sigma, \nu)$ and $(R, \Gamma, \mu)$ be separable measure spaces. Then the following statements are true.
(a) The spaces $L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$ and $\mathcal{L}_{2}\left(X, L_{2}(S, \nu, Y)\right)$ are isometric under the isometry

$$
\begin{gathered}
L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right) \ni \Phi \leftrightarrow J_{1} \Phi=\tilde{\Phi} \in \mathcal{L}_{2}\left(X, L_{2}(S, \nu, Y)\right): \\
{[\tilde{\Phi} h]_{s}=\Phi_{s} h, \nu \text {-a.e. } s \in S, h \in X .}
\end{gathered}
$$

(b) The spaces $L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$ and $\mathcal{L}_{2}\left(L_{2}(S, \nu, X), Y\right)$ are isometric under the isometry

$$
\begin{gathered}
L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right) \ni \Phi \leftrightarrow J_{2} \Phi=\tilde{\Phi} \in \mathcal{L}_{2}\left(L_{2}(S, \nu, X), Y\right): \\
\tilde{\Phi} f=\int_{S} \Phi_{s} f_{s} d \nu, f \in L_{2}(S, \nu, X)
\end{gathered}
$$

(c) The spaces $\tilde{L}_{2}$ and $\tilde{\mathcal{L}}_{2}$, where $\tilde{L}_{2}=L_{2}\left(S \times R, \nu \otimes \mu, \mathcal{L}_{2}(X, Y)\right)$ and $\tilde{\mathcal{L}}_{2}=$ $\mathcal{L}_{2}\left(L_{2}(S, \nu, X), L_{2}(R, \mu, Y)\right)$, are isometric under the isometry

$$
\begin{gathered}
\tilde{L}_{2} \ni \Phi \leftrightarrow J_{3} \Phi=\tilde{\Phi} \in \tilde{\mathcal{L}}_{2}: \\
{[\tilde{\Phi} f]_{r}=\int_{S} \Phi_{s, r} f_{s} d \nu, \mu \text {-a.e. } r \in R, f \in L_{2}(S, \nu, X)}
\end{gathered}
$$

Proof. First, note that separability of the measure space $(S, \Sigma, \nu)$ and $X \in \mathcal{H}$ imply $L_{2}(S, \nu, X) \in \mathcal{H}$. So, the $\mathcal{L}_{2}$-spaces, considered above, are well-defined. For part (a), let $\Phi \in L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$. Then, by Proposition 2.12(a), $\Phi h \in m(S, \nu, Y)$ for all $h \in X$ and, by the monotone convergence theorem (see Rudin [85], p. 318),

$$
\sum_{n=1}^{\operatorname{dim} X} \int_{S}\left\|\Phi_{s} e_{n}\right\|^{2} d \nu=\int_{S} \sum_{n=1}^{\operatorname{dim} X}\left\|\Phi_{s} e_{n}\right\|^{2} d \nu<\infty
$$

where $\left\{e_{n}\right\}$ is a basis in $X$. Hence, $\tilde{\Phi} \in \mathcal{L}_{2}\left(X, L_{2}(S, \nu, Y)\right)$. Thus, $J_{1}$ is a transformation from $L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$ to $\mathcal{L}_{2}\left(X, L_{2}(S, \nu, Y)\right)$. Clearly, $J_{1}$ is a bounded linear operator with $\left\|J_{1} \Phi\right\|_{\mathcal{L}_{2}}=\|\Phi\|_{L_{2}}$. It remains to prove that $J_{1}$ has a bounded inverse. For this, let $\tilde{\Phi} \in \mathcal{L}_{2}\left(X, L_{2}(S, \nu, Y)\right)$. Then one can define the function $\Phi$ as in part (a) of the proposition. By the monotone convergence theorem, one can verify that $\Phi$ has values in $\mathcal{L}_{2}(X, Y) \nu$-a.e. on $S$. Then from Proposition 2.12(a), it is easy to see that $\Phi \in L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$. Thus, $J_{1}$ has a bounded inverse proving part (a). In view of

$$
\begin{aligned}
\Phi \in L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right) & \Leftrightarrow \Phi^{*} \in L_{2}\left(S, \nu, \mathcal{L}_{2}(Y, X)\right) \\
& \Leftrightarrow J_{1} \Phi^{*} \in \mathcal{L}_{2}\left(Y, L_{2}(S, \nu, X)\right) \\
& \Leftrightarrow\left(J_{1} \Phi^{*}\right)^{*} \in \mathcal{L}_{2}\left(L_{2}(S, \nu, X), Y\right),
\end{aligned}
$$

where $J_{1}$ is defined in part (a), it follows that $\Phi \leftrightarrow\left(J_{1} \Phi^{*}\right)^{*}$ is an isometry between $L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$ and $\mathcal{L}_{2}\left(L_{2}(S, \nu, X), Y\right)$. One can verify that $\left(J_{1} \Phi^{*}\right)^{*}=J_{2} \Phi$. This proves part (b). Also, from

$$
\begin{aligned}
\Phi \in \tilde{L}_{2} & \Leftrightarrow \Phi \in L_{2}\left(S, \nu, L_{2}\left(R, \mu, \mathcal{L}_{2}(X, Y)\right)\right) \\
& \Leftrightarrow J_{1} \Phi \in L_{2}\left(S, \nu, \mathcal{L}_{2}\left(X, L_{2}(R, \mu, Y)\right)\right) \\
& \Leftrightarrow J_{2} J_{1} \Phi \in \tilde{\mathcal{L}}_{2}
\end{aligned}
$$

we obtain the isometry $\Phi \leftrightarrow J_{2} J_{1} \Phi$ between $\tilde{L}_{2}$ and $\tilde{\mathcal{L}}_{2}$. Note that in this isometry, $J_{1}$ is related with the variable in $R$ and $J_{2}$ with the variable in $S$. One can verify that $J_{2} J_{1} \Phi=J_{3} \Phi$. This proves part (c).

In the sequel the spaces $L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Y)\right)$ and $\mathcal{L}_{2}\left(X, L_{2}(S, \nu, Y)\right)$ and also their corresponding elements $\Phi$ and $J_{1} \Phi$ will be identified.

### 2.5.3 Differential Operators

Let $X \in \mathcal{H}$, let $[a, b]$ be a finite interval in $\mathbb{R}$ and let $W^{1, p}(a, b ; X)$ be the class of all functions $f:[a, b] \rightarrow X$ that can be represented in the form

$$
\begin{equation*}
f_{t}=f_{a}+\int_{a}^{t} g_{s} d s=f_{b}-\int_{t}^{b} g_{s} d s, a \leq t \leq b \tag{2.5}
\end{equation*}
$$

for some $g \in L_{p}(a, b ; X), 1 \leq p \leq \infty$. The symbol $W^{n, p}(a, b ; X)$, where $n=2,3, \ldots$ and $1 \leq p \leq \infty$, will denote the class of functions $f:[a, b] \rightarrow X$ which have $(n-1)$ st derivative in $W^{1, p}(a, b ; X)$. Under the corresponding norm, $W^{n, p}(a, b ; X)$ is a Banach space. In particular, $W^{1,2}(a, b ; X)$ is a Hilbert space in which a scalar product can be defined by

$$
\langle f, g\rangle_{W^{1,2}}=\left\langle f_{b}, g_{b}\right\rangle+\int_{a}^{b}\left\langle f_{t}^{\prime}, g_{t}^{\prime}\right\rangle d t
$$

Theorem 2.40. Let $X \in \mathcal{H}$ and let $[a, b]$ be a finite interval in $\mathbb{R}$. If $g \in L_{1}(a, b ; X)$, then the function $f$ defined by (2.5) is continuous and a.e. differentiable on $[a, b]$ with $f_{t}^{\prime}=g_{t}$ for a.e. $t \in[a, b]$. Furthermore, the derivative of $f$ is defined for all $t$ at which $g$ is continuous. In particular, $f$ is continuously differentiable if $g \in C(a, b ; X)$.

The following propositions generalize Theorem 2.40 in two different directions.

Proposition 2.41. Let $X \in \mathcal{H}$, let $T>0$ and let $f: \Delta_{T} \rightarrow X$ be a function satisfying
(a) $\left[f_{s}\right] \in W^{1,1}(s, T ; X)$ for a.e. $s \in[a, b)$;
(b) $\left[f_{t}\right] \in L_{1}(0, t ; X)$ for all $0<t \leq T$;
(c) $h \in L_{1}(0, T ; X)$ where $h_{s}=f_{s, s}$ for a.e. $s \in[0 . T]$;
(d) $(\partial / \partial t) f \in L_{1}\left(\Delta_{T}, X\right)$.

Then the function

$$
F_{t}=\int_{0}^{t} f_{t, s} d s, 0 \leq t \leq T
$$

belongs to $W^{1,1}(0, T ; X)$ with

$$
F_{t}^{\prime}=f_{t, t}+\int_{0}^{t} \frac{\partial}{\partial t} f_{t, s} d s, \text { a.e. } t \in[0, T]
$$

In particular, if $f,(\partial / \partial t) f \in C\left(\Delta_{T}, X\right)$, then the function $F$ is continuously differentiable on $[0, T]$.

Proof. By condition (b), the function $F$ is defined over all $[0, T]$. Using Theorem 2.22, we have

$$
\begin{aligned}
F_{t} & =\int_{0}^{t} f_{t, s} d s=\int_{0}^{t}\left(f_{s, s}+\int_{s}^{t} \frac{\partial}{\partial r} f_{r, s} d r\right) d s \\
& =\int_{0}^{t} f_{r, r} d r+\int_{0}^{t} \int_{0}^{r} \frac{\partial}{\partial r} f_{r, s} d s d r=\int_{0}^{t}\left(f_{r, r}+\int_{0}^{r} \frac{\partial}{\partial r} f_{r, s} d s\right) d r
\end{aligned}
$$

Hence, the first part of this proposition follows from Theorem 2.40. One can verify that if $f,(\partial / \partial t) f \in C\left(\Delta_{T}, X\right)$, then the integrand in the integral representation of $F$ is continuous. Hence, the second part follows from Theorem 2.40 too.

Proposition 2.42. Let $X \in \mathcal{H}$ and suppose that $\tau$ is an increasing or decreasing real-valued function with $D(\tau)=[a, b]$ and $R(\tau)=\left[a_{1}, b_{1}\right]$. For a given $f \in W^{1,1}\left(a_{1}, b_{1} ; X\right)$, define a function $g$ by $g_{t}=f_{\tau(t)}$, $a \leq t \leq b$. Then $g \in$ $W^{1,1}(a, b ; X)$ with $g_{t}^{\prime}=f_{\tau(t)}^{\prime} \tau^{\prime}(t)$ for a.e. $t \in[a, b]$. In particular, if $f$ and $\tau$ are continuously differentiable, then $g$ is also continuously differentiable.

Proof. Without loss of generality, assume that $\tau$ is increasing. By Theorem 2.26,

$$
g_{t}=f_{\tau(t)}=f_{a_{1}}+\int_{a_{1}}^{\tau(t)} f_{s}^{\prime} d s=f_{a_{1}}+\int_{\tau^{-1}\left(a_{1}\right)}^{t} f_{\tau(s)}^{\prime} d \tau(s)=g_{a}+\int_{a}^{t} f_{\tau(s)}^{\prime} \tau^{\prime}(s) d s
$$

Hence, by Theorem 2.40, the first statement is obtained. If $f$ and $\tau$ are continuously differentiable, then the integrand in the integral representation of $g$ is continuous. Hence, the second statement follows from Theorem 2.40 too.

Proposition 2.43. Let $X, Y \in \mathcal{H}$, let $h, g \in W^{1,2}(a, b ; X)$ and let $F$ be a strongly differentiable operator-valued function from $[a, b]$ to $\mathcal{L}(X, Y)$ with the derivative $F^{\prime}$ in $B_{2}(a, b ; \mathcal{L}(X, Y))$. Then
(a) $F_{b} h_{b}-F_{a} h_{a}=\int_{a}^{b} F_{s}^{\prime} h_{s} d s+\int_{a}^{b} F_{s} h_{s}^{\prime} d s ;$
(b) $\left\langle h_{b}, g_{b}\right\rangle-\left\langle h_{a}, g_{a}\right\rangle=\int_{a}^{b}\left\langle h_{s}^{\prime}, g_{s}\right\rangle d s+\int_{a}^{b}\left\langle h_{s}, g_{s}^{\prime}\right\rangle d s$.

Proof. This follows from Propositions 2.8(a), 2.8(b) and Theorem 2.40.

Using the spaces $W^{1,2}(a, b ; X)$ and $W^{2,2}(a, b ; X)$, one can define the differential operators $d / d t$ and $d^{2} / d t^{2}$. In view of Proposition 2.8(c), these operators are linear. But, on $L_{2}(a, b ; X)$ these operators are not bounded since they can not be defined over all $L_{2}(a, b ; X)$. The next proposition shows that these operators are closed linear operators on $L_{2}(a, b ; X)$.
Proposition 2.44. Let $X \in \mathcal{H}$ and let $[a, b]$ be a finite interval in $\mathbb{R}$. Then the following statements hold.
(a) The differential operator $d / d t$, defined on

$$
D(d / d t)=\left\{h \in W^{1,2}(a, b ; X): h_{b}=0\right\}
$$

belongs to $\tilde{\mathcal{L}}\left(L_{2}(a, b ; X)\right)$ and $(d / d t)^{*}=-d / d t$ with

$$
D(-d / d t)=\left\{h \in W^{1,2}(a, b ; X): h_{a}=0\right\}
$$

(b) The differential operator $d^{2} / d t^{2}$, defined on

$$
D\left(d^{2} / d t^{2}\right)=\left\{h \in W^{2,2}(a, b ; X): h_{a}=h_{b}=0\right\}
$$

belongs to $\tilde{\mathcal{L}}\left(L_{2}(a, b ; X)\right)$ and $\left(d^{2} / d t^{2}\right)^{*}=d^{2} / d t^{2}$.
Proof. Only part (a) will be proved. Part (b) can be proved in a similar way. Clearly, $\overline{D(d / d t)}=L_{2}(a, b ; X)$. To show the closedness of $d / d t$ suppose that $\left\{f^{n}\right\}$ is a sequence in $D(d / d t)$ such that

$$
\left\|f^{n}-f\right\|_{L_{2}} \rightarrow 0 \text { and }\left\|(d / d t) f^{n}-g\right\|_{L_{2}} \rightarrow 0 \text { as } n \rightarrow \infty
$$

Then for all $a \leq t \leq b$, we have

$$
\begin{aligned}
\left\|f_{t}^{n}+\int_{t}^{b} g_{s} d s\right\| & =\left\|\int_{t}^{b}\left(g_{s}-\frac{d}{d s} f_{s}^{n}\right) d s\right\| \\
& \leq(b-a) \int_{a}^{b}\left\|g_{s}-\frac{d}{d s} f_{s}^{n}\right\|^{2} d s \rightarrow 0, n \rightarrow \infty
\end{aligned}
$$

Since $\left\|f^{n}-f\right\|_{L_{2}} \rightarrow 0$, there is a function in the equivalence class of $f \in L_{2}(a, b ; X)$, which will also be denoted by $f$, such that

$$
f_{t}=-\int_{t}^{b} g_{s} d s, a \leq t \leq b
$$

Therefore, $f \in D(d / d t)$ and $(d / d t) f=g$, i.e., $d / d t \in \tilde{\mathcal{L}}\left(L_{2}(a, b ; X)\right)$. Now let $f, g \in W^{1,2}(a, b ; X)$. By Proposition 2.43(b),

$$
\left\langle f_{b}, g_{b}\right\rangle-\left\langle f_{a}, g_{a}\right\rangle=\int_{a}^{b}\left\langle\frac{d}{d t} f_{t}, g_{t}\right\rangle d t+\int_{a}^{b}\left\langle f_{t}, \frac{d}{d t} g_{t}\right\rangle d t
$$

Substituting $f_{b}=g_{a}=0$ in the above formula we obtain $(d / d t)^{*}=-d / d t$.

### 2.5.4 Gronwall's Inequality and Contraction Mappings

In studying integral and differential equations the following two theorems are useful in stating the existence and the uniqueness of solutions.

Theorem 2.45 (Gronwall). Let $[a, b]$ be a finite interval in $\mathbb{R}$ and suppose that $f$ is a nonnegative function in $L_{1}(a, b ; \mathbb{R})$ satisfying

$$
f_{t} \leq c_{1}+c_{2} \int_{a}^{t} f_{s} d s, a \leq t \leq b
$$

where $c_{1} \geq 0$ and $c_{2} \geq 0$ are constants. Then

$$
f_{t} \leq c_{1} e^{c_{2}(t-a)}, a \leq t \leq b
$$

In particular, $f_{t}=0$ for all $a \leq t \leq b$ when $c_{1}=0$.
Theorem 2.46 (Contraction Mapping). Let $X$ be a Banach space, let $G$ be a closed and nonempty subset of $X$ and suppose that $F: G \rightarrow G$ is a nonlinear (in general) operator. Define recursively $F^{m}=F \circ F^{m-1}, m \in \mathbb{N}$, where $F^{0}=I$. If $F^{m}$ is a contraction mapping for some $m \in \mathbb{N}$, i.e., if there exists $0<c<1$ such that for all $x, y \in X$

$$
\left\|F^{m}(x)-F^{m}(y)\right\| \leq c\|x-y\|
$$

then the equation $x=F(x)$ has a unique solution in $G$.

## Chapter 3

## Evolution Operators

This chapter deals with semigroups of bounded linear operators and mild evolution operators and transformations on them. Also, we study Riccati equations in operator form.

Convention. In this chapter it is always assumed that $X, Y, U, H \in \mathcal{H}$, and $\Delta_{T}=\{(t, s): 0 \leq s \leq t \leq T\}$ for $T>0$.

### 3.1 Main Classes of Evolution Operators

Two basic classes of evolution operators, namely strongly continuous semigroups of bounded linear operators and mild evolution operators, are discussed in this section.

### 3.1.1 Strongly Continuous Semigroups

Definition 3.1. A function $\mathcal{U}:[0, \infty) \rightarrow \mathcal{L}(X)$ is called a strongly continuous semigroup of bounded linear operators if
(a) $\mathcal{U}_{0}=I$;
(b) $\mathcal{U}_{t+s}=\mathcal{U}_{t} \mathcal{U}_{s}, t \geq 0, s \geq 0$ (semigroup property);
(c) $\left\|\mathcal{U}_{t} x-x\right\| \rightarrow 0$ as $t \rightarrow 0$ for all $x \in X$ (strong continuity at zero).

The class of all strongly continuous semigroups with values in $\mathcal{L}(X)$ will be denoted by $\mathcal{S}(X)$.

By the semigroup property, a strongly continuous semigroup can be uniquely defined if it is given on any finite interval $[0, T]$ with $T>0$. Using Definition 3.1, one can prove that a strongly continuous semigroup is strongly continuous at each $t>0$ as an operator-valued function.

[^1]Given $\mathcal{U} \in \mathcal{S}(X)$, one can consider the linear operator

$$
\begin{equation*}
A: A x=\lim _{t \rightarrow 0} t^{-1}\left(\mathcal{U}_{t}-I\right) x \tag{3.1}
\end{equation*}
$$

defined for those $x \in X$ for which the limit in (3.1) exists. It can be proved that $A \in \tilde{\mathcal{L}}(X)$. The operator $A$ is called the infinitesimal generator of $\mathcal{U}$. We will also say that $A$ generates $\mathcal{U}$. Using (3.1), one can show that

$$
x \in D(A) \Rightarrow \mathcal{U}_{t} x \in D(A), t \geq 0
$$

and

$$
\frac{d}{d t} \mathcal{U}_{t} x=A \mathcal{U}_{t} x=\mathcal{U}_{t} A x, x \in D(A), t \geq 0
$$

These equalities can also be written in the integral form

$$
\begin{equation*}
\mathcal{U}_{t} x=x+\int_{0}^{t} A \mathcal{U}_{s} x d s=x+\int_{0}^{t} \mathcal{U}_{s} A x d s, x \in D(A), t \geq 0 \tag{3.2}
\end{equation*}
$$

where the integrals are in the Bochner sense.
From (3.2), one can observe that a strongly continuous semigroup $\mathcal{U}$ with the infinitesimal generator $A$ is a tool for representing the solution of the linear differential equation

$$
x_{t}^{\prime}=A x_{t}, t>0, x_{0} \in D(A)
$$

So, it is important to describe the class of all closed linear operators which generate a strongly continuous semigroup.

Theorem 3.2 (Hille-Yosida-Phillips). An operator $A \in \tilde{\mathcal{L}}(X)$ generates a strongly continuous semigroup if and only if there exist the numbers $M$ and $\omega$ such that for all $\lambda>\omega,(\lambda I-A)^{-1} \in \mathcal{L}(X)$ and

$$
\left\|(\lambda I-A)^{-n}\right\| \leq M(\lambda-\omega)^{-n}, n=1,2, \ldots
$$

### 3.1.2 Examples

The examples given below demonstrate that the solutions of different differential equations can be represented by use of strongly continuous semigroups.

Example 3.3. A bounded linear operator $A \in \mathcal{L}(X)$ generates the semigroup

$$
\mathcal{U}_{t}=e^{A t}=\sum_{n=0}^{\infty} \frac{(t A)^{n}}{n!}
$$

which is uniformly continuous. In particular, if $A=0$, then $\mathcal{U}_{t} \equiv I$. Conversely, if a semigroup is uniformly continuous, then its infinitesimal generator is a bounded linear operator.

Example 3.4. If $A \in \tilde{\mathcal{L}}(X)$ generates $\mathcal{U} \in \mathcal{S}(X)$, then $A^{*}$ generates $\mathcal{U}^{*} \in \mathcal{S}(X)$. The strongly continuous semigroup $\mathcal{U}^{*}$ is said to be the dual of $\mathcal{U}$.

Example 3.5. By the method of separation of variables, well-known in theory of partial differential equations, the solution of the one-dimensional heat equation

$$
\frac{\partial}{\partial t} u_{t, \theta}=\frac{\partial^{2}}{\partial \theta^{2}} u_{t, \theta}, t>0
$$

with the initial and boundary conditions

$$
\left\{\begin{array}{l}
u_{0, \theta}=f_{\theta}, 0 \leq \theta \leq 1, f \in W^{2,2}(0,1 ; \mathbb{R}) \\
u_{t, 0}=u_{t, 1}=0, t \geq 0
\end{array}\right.
$$

can be represented in the form

$$
u_{t, \theta}=\sum_{n=1}^{\infty} 2 e^{-n^{2} \pi^{2} t} \sin (n \pi \theta) \int_{0}^{1} f_{\alpha} \sin (n \pi \alpha) d \alpha, 0 \leq \theta \leq 1, t \geq 0
$$

Let $X=L_{2}(0,1 ; \mathbb{R})$ and consider the second order differential operator $d^{2} / d \theta^{2}$ with

$$
D\left(d^{2} / d \theta^{2}\right)=\left\{h \in W^{2,2}(0,1 ; \mathbb{R}): h_{0}=h_{1}=0\right\}
$$

By Proposition 2.44(b), $d^{2} / d \theta^{2} \in \tilde{\mathcal{L}}(X)$. Letting $x_{t}=\left[u_{t}\right]$ (see Remark 2.21) and defining $\mathcal{U}:[0, \infty) \rightarrow \mathcal{L}(X)$ by

$$
\left[\mathcal{U}_{t} h\right]_{\theta}=\sum_{n=1}^{\infty} 2 e^{-n^{2} \pi^{2} t} \sin (n \pi \theta) \int_{0}^{1} h_{\alpha} \sin (n \pi \alpha) d \alpha, 0 \leq \theta \leq 1, t \geq 0, h \in X
$$

the above mentioned problem and its solution can be written as

$$
x_{t}^{\prime}=\frac{d^{2}}{d \theta^{2}} x_{t}, t>0, x_{0}=f \in D\left(d^{2} / d \theta^{2}\right) ; x_{t}=\mathcal{U}_{t} f, t \geq 0
$$

One can show that $\mathcal{U}_{t}, t \geq 0$, is the strongly continuous semigroup generated by the second order differential operator $d^{2} / d \theta^{2}$. By Proposition 2.44(b), $\left(d^{2} / d \theta^{2}\right)^{*}=$ $d^{2} / d \theta^{2}$. Hence, $\mathcal{U}_{t}^{*}=\mathcal{U}_{t}, t \geq 0$. One can verify this equality by direct computation of the dual semigroup $\mathcal{U}^{*}$.

Example 3.6. Consider the wave equation

$$
\frac{\partial^{2}}{\partial t^{2}} u_{t, \theta}=\frac{\partial^{2}}{\partial \theta^{2}} u_{t, \theta}, t>0
$$

with the initial and boundary conditions

$$
\left\{\begin{array}{l}
u_{0, \theta}=f_{\theta},\left.(\partial / \partial t) u_{t, \theta}\right|_{t=0}=g_{\theta}, 0 \leq \theta \leq 1, f, g \in W^{2,2}(0,1 ; \mathbb{R}) \\
u_{t, 0}=u_{t, 1}=0, t \geq 0
\end{array}\right.
$$

With $f$ and $g$, we associate the respective sequences $\left\{\check{f}_{n}\right\}$ and $\left\{\check{g}_{n}\right\}$ of Fourier coefficients in the half-range Fourier sine expansions

$$
f_{\theta}=\sum_{n=1}^{\infty} \check{f}_{n} \sqrt{2} \sin (n \pi \theta) \text { and } g_{\theta}=\sum_{n=1}^{\infty} \check{g}_{n} \sqrt{2} \sin (n \pi \theta)
$$

and assume that

$$
\sum_{n=1}^{\infty} n^{2} \check{f}_{n}^{2}<\infty
$$

Let $X$ be the Hilbert space of all functions

$$
h=\left[\begin{array}{l}
\xi \\
\eta
\end{array}\right] \in L_{2}(0,1 ; \mathbb{R}) \times L_{2}(0,1 ; \mathbb{R})
$$

with

$$
\sum_{n=1}^{\infty} n^{2} \check{\xi}_{n}^{2}<\infty
$$

endowed with the scalar product

$$
\left\langle h, h^{\prime}\right\rangle=\left\langle\left[\begin{array}{l}
\xi \\
\eta
\end{array}\right],\left[\begin{array}{l}
\xi^{\prime} \\
\eta^{\prime}
\end{array}\right]\right\rangle=\sum_{n=1}^{\infty}\left(n^{2} \pi^{2} \check{\xi}_{n} \check{\xi}_{n}^{\prime}+\check{\eta}_{n} \check{\eta}_{n}^{\prime}\right)
$$

where $\check{\xi}_{n}, \check{\xi}_{n}^{\prime}, \check{\eta}_{n}$ and $\check{\eta}_{n}^{\prime}$ are the respective Fourier coefficients of $\xi, \xi^{\prime}, \eta$ and $\eta^{\prime}$. For the operator

$$
A=\left[\begin{array}{cc}
0 & I \\
d^{2} / d \theta^{2} & 0
\end{array}\right]
$$

where $I$ is the identity operator on $W^{2,2}(0,1 ; \mathbb{R})$ and $d^{2} / d \theta^{2}$ is the second order differential operator with the domain $D\left(d^{2} / d \theta^{2}\right)$ as defined in Example 3.5, the above mentioned problem can be formulated in the abstract form

$$
x_{t}^{\prime}=A x_{t}, t>0
$$

where

$$
\left[x_{t}\right]_{\theta}=\left[\begin{array}{c}
u_{t, \theta} \\
(\partial / \partial t) u_{t, \theta}
\end{array}\right], 0 \leq \theta \leq 1, t>0 ; x_{0}=\left[\begin{array}{l}
f \\
g
\end{array}\right]
$$

It is known that the operator $A$, as defined above, belongs to $\tilde{\mathcal{L}}(X)$ and it generates the strongly continuous semigroup $\mathcal{U}$ (see Curtain and Zwart [41], p.149, and Zabczyk [95], p.180) as defined by

$$
\left[\mathcal{U}_{t} h\right]_{\theta}=\sum_{n=1}^{\infty}\left[\begin{array}{cc}
\cos (n \pi t) & (n \pi)^{-1} \sin (n \pi t) \\
-n \pi \sin (n \pi t) & \cos (n \pi t)
\end{array}\right]\left[\begin{array}{c}
\check{\xi}_{n} \\
\check{\eta}_{n}
\end{array}\right] \sqrt{2} \sin (n \pi \theta), 0 \leq \theta \leq 1, t \geq 0
$$

where $\xi$ and $\eta$ are components of $h \in X$, and $\check{\xi}_{n}$ and $\check{\eta}_{n}$ are Fourier coefficients of $\xi$ and $\eta$, respectively. Moreover, $\left\|\mathcal{U}_{t}\right\| \leq 1$ for all $t \geq 0$, i.e., $\mathcal{U}$ is a contraction semigroup, and the natural extension of $\overline{\mathcal{U}}$ to $\mathbb{R}$ satisfies $\mathcal{U}_{t}^{-1}=\mathcal{U}_{t}^{*}=\mathcal{U}_{-t}$, i.e., $\mathcal{U}$ (as defined on $\mathbb{R}$ ) is a group.

Example 3.7. Let $\varepsilon>0$. By the method of characteristics, well-known in theory of partial differential equations, the solution of the first order partial differential equation

$$
\frac{\partial}{\partial t} u_{t, \theta}=\frac{\partial}{\partial \theta} u_{t, \theta}, t>0
$$

with the initial and boundary conditions

$$
\left\{\begin{array}{l}
u_{0, \theta}=f_{\theta},-\varepsilon \leq \theta \leq 0, f \in W^{1,2}(-\varepsilon, 0 ; X) \\
u_{t, 0}=0, t \geq 0
\end{array}\right.
$$

can be represented in the form

$$
u_{t, \theta}=\left\{\begin{array}{ll}
f_{\theta+t}, & \theta+t \leq 0 \\
0, & \theta+t>0
\end{array}\right\},-\varepsilon \leq \theta \leq 0, t \geq 0
$$

Let $\tilde{X}=L_{2}(-\varepsilon, 0 ; X)$ and consider the first order differential operator $d / d \theta$ with

$$
D(d / d \theta)=\left\{h \in W^{1,2}(-\varepsilon, 0 ; X): h_{0}=0\right\} .
$$

By Proposition $2.44(\mathrm{a}), d / d \theta \in \tilde{\mathcal{L}}(\tilde{X})$. Letting $x_{t}=\left[u_{t}\right]$ (see Remark 2.21) and

$$
\left[\mathcal{T}_{t}^{*} h\right]_{\theta}=\left\{\begin{array}{ll}
h_{\theta+t}, & \theta+t \leq 0  \tag{3.3}\\
0, & \theta+t>0
\end{array}\right\},-\varepsilon \leq \theta \leq 0, t \geq 0, h \in \tilde{X}
$$

the above mentioned problem and its solution can be written as

$$
x_{t}^{\prime}=\frac{d}{d \theta} x_{t}, t>0, x_{0}=f \in D(d / d \theta) ; x_{t}=\mathcal{T}_{t}^{*} f, t \geq 0
$$

One can show that $\mathcal{T}_{t}^{*}, t \geq 0$, defined by (3.3), is the strongly continuous semigroup generated by the first order differential operator $d / d \theta . \mathcal{T}^{*}$ is called a semigroup of left translation.

Example 3.8. Let $\varepsilon>0$, let $\tilde{X}=L_{2}(-\varepsilon, 0 ; X)$ and let $d / d \theta \in \tilde{\mathcal{L}}(\tilde{X})$ be the differential operator from Example 3.7. By Proposition 2.44(a), $(d / d \theta)^{*}=-d / d \theta$ with

$$
D(-d / d \theta)=\left\{h \in W^{1,2}(-\varepsilon, 0 ; X): h_{-\varepsilon}=0\right\}
$$

Computing the dual of $\mathcal{T}^{*}$ (see (3.3)), one can easily verify that $-d / d \theta$ generates the strongly continuous semigroup $\mathcal{T}$ defined by

$$
\left[\mathcal{T}_{t} h\right]_{\theta}=\left\{\begin{array}{ll}
h_{\theta-t}, & \theta-t \geq-\varepsilon  \tag{3.4}\\
0, & \theta-t<-\varepsilon
\end{array}\right\},-\varepsilon \leq \theta \leq 0, t \geq 0, h \in \tilde{X}
$$

which is called a semigroup of right translation.

Example 3.9. A significant class of strongly continuous semigroups concerns linear differential delay equations in the form

$$
\frac{d}{d t} u_{t}=A u_{t}+N u_{t-\varepsilon}+\int_{-\varepsilon}^{0} M_{\theta} u_{t+\theta} d \theta, t>0
$$

with the initial condition

$$
u_{\theta}=f_{\theta},-\varepsilon \leq \theta \leq 0, f \in W^{1,2}(-\varepsilon, 0 ; X)
$$

where $\varepsilon>0, N \in \mathcal{L}(X), M \in B_{2}(-\varepsilon, 0 ; \mathcal{L}(X))$ and $A \in \tilde{\mathcal{L}}(X)$ generates the strongly continuous semigroup $\mathcal{U} \in \mathcal{S}(X)$. We do not consider these semigroups here in detail since they could be described through bounded and unbounded perturbations from Sections 3.2 and 3.4.

### 3.1.3 Mild Evolution Operators

An evolution operator is a generalization of the concept of semigroup of bounded linear operators to the two-parameter case. There are several kinds of evolution operators. The reader can find a complete discussion of evolution operators in Curtain and Pritchard [39]. We will consider mild evolution operators.

Definition 3.10. Let $T>0$. A function $\mathcal{U}: \Delta_{T} \rightarrow \mathcal{L}(X)$ is called a mild evolution operator if
(a) $\mathcal{U}_{t, t}=I, 0 \leq t \leq T$;
(b) $\mathcal{U}_{t, s}=\mathcal{U}_{t, r} \mathcal{U}_{r, s}, 0 \leq s \leq r \leq t \leq T$ (semigroup property);
(c) $\left[\mathcal{U}_{t}\right]:[0, t] \rightarrow \mathcal{L}(X)$ and $\left[\mathcal{U}_{s}\right]:[s, T] \rightarrow \mathcal{L}(X)$ are weakly continuous for all $0<t \leq T$ and for all $0 \leq s<T ;$
(d) $\sup _{\Delta_{T}}\left\|\mathcal{U}_{t, s}\right\|<\infty$.

The class of all mild evolution operators from $\Delta_{T}$ to $\mathcal{L}(X)$ will be denoted by $\mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$.

Each strongly continuous semigroup $\mathcal{U}$ is a mild evolution operator when it is defined in the two-parameter form $\mathcal{U}_{t, s}=\mathcal{U}_{t-s}, 0 \leq s \leq t \leq T$. Hence, if the one-parameter $\left(\mathcal{U}_{t}\right)$ and two-parameter $\left(\mathcal{U}_{t, s}=\mathcal{U}_{t-s}\right)$ forms of semigroups are identified, then $\mathcal{S}(X) \subset \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$ for all $T>0$.
Proposition 3.11. Let $T>0$. The following statements hold.
(a) $\mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right) \subset B\left(\Delta_{T}, \mathcal{L}(X)\right)$.
(b) If $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$ and $\varphi \in L_{1}(0, T ; X)$, then

$$
\psi_{t}=\int_{0}^{t} \mathcal{U}_{t, s} \varphi_{s} d s, 0 \leq t \leq T
$$

is weakly continuous.

Proof. Part (b) can be proved by direct verification. For part (a), let

$$
\tilde{\mathcal{U}}_{t, s}= \begin{cases}\mathcal{U}_{t, s}, & 0 \leq s \leq t \leq T \\ I, & 0 \leq t<s \leq T\end{cases}
$$

and let $u_{t, s}=\left\langle\tilde{\mathcal{U}}_{t, s} x, y\right\rangle$ for any $x, y \in X$. The real-valued function $u$ is defined on $[0, T] \times[0, T]$ and is continuous in each of the variables. Therefore, by Proposition 2.25 , it can be considered as a $\mathcal{B}_{[0, T]}$-measurable function from $[0, T]$ to $C(0, T ; \mathbb{R})$. We conclude that there is a sequence $\left\{u^{n}\right\}$ of $\mathcal{B}_{[0, T]}$-simple functions from $[0, T]$ to $C(0, T ; \mathbb{R})$ such that

$$
\max _{s \in[0, T]}\left|u_{t, s}-u_{t, s}^{n}\right| \rightarrow 0 \text { as } n \rightarrow \infty \text { for all } 0 \leq t \leq T
$$

It is easy to verify that each $u^{n}$ is a $\mathcal{B}_{[0, T] \times[0, T]}$-measurable function. Hence, the limit function $u$ is also $\mathcal{B}_{[0, T] \times[0, T]}$-measurable. This implies the strong $\mathcal{B}_{\Delta_{T}}{ }^{-}$ measurability of $\mathcal{U}$ since $X$ is separable. Thus, $\mathcal{U} \in B\left(\Delta_{T}, \mathcal{L}(X)\right)$ since $\mathcal{U}$ is bounded.

Example 3.12. Let $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$, let $\tilde{X}=L_{2}(-\varepsilon, 0 ; X)$ and let $\varepsilon>0$. Then $\tilde{\mathcal{U}} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X \times \tilde{X})\right)$ where

$$
\tilde{\mathcal{U}}_{t, s}=\left[\begin{array}{cc}
\mathcal{U}_{t, s} & \mathcal{E}_{t, s} \\
0 & \mathcal{T}_{t-s}
\end{array}\right], 0 \leq s \leq t \leq T
$$

$\mathcal{T} \in \mathcal{S}(\tilde{X})$ is the semigroup of right translation as defined by (3.4) and

$$
\mathcal{E}_{t, s} g=\int_{\max (-\varepsilon, s-t)}^{0} \mathcal{U}_{t, s-r} g_{r} d r, 0 \leq s \leq t \leq T, g \in \tilde{X}
$$

Indeed, the conditions (a), (c) and (d) of Definition 3.10 can easily be verified. For the condition (b), it is sufficient to show that

$$
\mathcal{E}_{t, s}=\mathcal{U}_{t, s} \mathcal{E}_{s, r}+\mathcal{E}_{t, s} \mathcal{T}_{s-r}, 0 \leq r \leq s \leq t \leq T
$$

This follows from

$$
\begin{aligned}
\left(\mathcal{U}_{t, s} \mathcal{E}_{s, r}+\mathcal{E}_{t, s} \mathcal{T}_{s-r}\right) g= & \mathcal{U}_{t, s} \int_{\max (-\varepsilon, r-s)}^{0} \mathcal{U}_{s, r-\sigma} g_{\sigma} d \sigma \\
& +\int_{\max (-\varepsilon, s-t)}^{0} \mathcal{U}_{t, s-\sigma}\left[\mathcal{T}_{s-r} g\right]_{\sigma} d \sigma \\
= & \int_{\max (-\varepsilon, r-s)}^{0} \mathcal{U}_{t, r-\sigma} g_{\sigma} d \sigma \\
& +\int_{\max (-\varepsilon, r-t)}^{\max (-\varepsilon, r-s)} \mathcal{U}_{t, r-\sigma} g_{\sigma} d \sigma \\
= & \int_{\max (-\varepsilon, r-t)}^{0} \mathcal{U}_{t, r-\sigma} g_{\sigma} d \sigma=\mathcal{E}_{t, s} g
\end{aligned}
$$

where $g \in \tilde{X}$. In fact, $\tilde{\mathcal{U}}$ is the perturbation of $\mathcal{U} \odot \mathcal{T}$ by the bounded operator

$$
\left[\begin{array}{ll}
0 & I \\
0 & 0
\end{array}\right] \in \mathcal{L}(X \times \tilde{X})
$$

This will be studied in the next section.
Actually, in applied problems we meet mild evolution operators which have some differentiability property. Such an evolution operator is called a strong evolution operator. The class of strong evolution operators is not closed even under simple transformations and that makes this class inconvenient in studying control and estimation problems. But, the class of mild evolution operators is closed with respect to the basic transformations which are considered in the next section.

### 3.2 Transformations of Evolution Operators

### 3.2.1 Bounded Perturbations

An important transformation on evolution operators is their bounded perturbation.

Theorem 3.13. The equations

$$
\begin{align*}
& \mathcal{Y}_{t, s}=\mathcal{U}_{t, s}+\int_{s}^{t} \mathcal{Y}_{t, r} N_{r} \mathcal{U}_{r, s} d r, 0 \leq s \leq t \leq T  \tag{3.5}\\
& \mathcal{Y}_{t, s}=\mathcal{U}_{t, s}+\int_{s}^{t} \mathcal{U}_{t, r} N_{r} \mathcal{Y}_{r, s} d r, \quad 0 \leq s \leq t \leq T \tag{3.6}
\end{align*}
$$

where $T>0, \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), N \in B_{\infty}(0, T ; \mathcal{L}(X))$ and the integrals are in the strong Bochner sense, are equivalent and have a unique solution in $\mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$.

Proof. Denote $c_{1}=\operatorname{ess} \sup _{[0, T]}\left\|N_{s}\right\|, c_{2}=\sup _{\Delta_{T}}\left\|\mathcal{U}_{t, s}\right\|$, and consider the sequence of operator-valued functions

$$
\mathcal{Y}_{t, s}^{n}=\int_{s}^{t} \mathcal{U}_{t, r} N_{r} \mathcal{Y}_{r, s}^{n-1} d r, n=1,2, \ldots, \mathcal{Y}_{t, s}^{0}=\mathcal{U}_{t, s}, 0 \leq s \leq t \leq T
$$

By induction, it can be proved that

$$
\left\|\mathcal{Y}_{t, s}^{n}\right\| \leq c_{2}\left(c_{1} c_{2}\right)^{n} \frac{(t-s)^{n}}{n!}, n=1,2, \ldots
$$

Therefore, the series $\sum_{n=0}^{\infty} \mathcal{Y}_{t, s}^{n}$ is majorized by a convergent series of real numbers and, consequently, it converges uniformly in $(t, s) \in \Delta_{T}$ with

$$
\sum_{n=0}^{\infty}\left\|\mathcal{Y}_{t, s}^{n}\right\| \leq c_{2} e^{c_{1} c_{2} T}
$$

By Theorem 2.19, we have

$$
\sum_{n=0}^{\infty} \mathcal{Y}_{t, s}^{n}=\mathcal{U}_{t, s}+\sum_{n=1}^{\infty} \mathcal{Y}_{t, s}^{n}=\mathcal{U}_{t, s}+\int_{s}^{t} \mathcal{U}_{t, r} N_{r} \sum_{n=0}^{\infty} \mathcal{Y}_{r, s}^{n} d r
$$

Thus, $\mathcal{Y}_{t, s}=\sum_{n=0}^{\infty} \mathcal{Y}_{t, s}^{n}, 0 \leq s \leq t \leq T$, is a solution of the equation (3.6). One can observe that $\mathcal{Y}^{n}$ is weakly continuous in each of the variables for all $n=0,1, \ldots$ So, by uniform convergence, we obtain the weak continuity of $\mathcal{Y}$ in each of the variables. Let us prove that this solution is unique. Let $\tilde{\mathcal{Y}}$ be another solution and $\mathcal{R}=\mathcal{Y}-\tilde{\mathcal{Y}}$. Then

$$
\mathcal{R}_{t, s}=\int_{s}^{t} \mathcal{U}_{t, r} N_{r} \mathcal{R}_{r, s} d r
$$

Hence,

$$
\left\|\mathcal{R}_{t, s}\right\| \leq c_{1} c_{2} \int_{s}^{t}\left\|\mathcal{R}_{r, s}\right\| d r
$$

So, by Theorem $2.45, \mathcal{R}=\mathcal{Y}-\tilde{\mathcal{Y}}=0$, i.e., the equation (3.6) has a unique solution. Now consider the equation (3.5). Let

$$
\tilde{\mathcal{Y}}_{t, s}^{n}=\int_{s}^{t} \tilde{\mathcal{Y}}_{t, r}^{n-1} N_{r} \mathcal{U}_{r, s} d r, n=1,2, \ldots, \tilde{\mathcal{Y}}_{t, s}^{0}=\mathcal{U}_{t, s}, 0 \leq s \leq t \leq T
$$

Similarly, one can show that the function $\tilde{\mathcal{Y}}_{t, s}=\sum_{n=0}^{\infty} \tilde{\mathcal{Y}}_{t, s}^{n}, 0 \leq s \leq t \leq T$, is a unique solution of the equation (3.5). For $\mathcal{Y}=\tilde{\mathcal{Y}}$, it is sufficient to show that $\mathcal{Y}^{n}=\tilde{\mathcal{Y}}^{n}$ for all $n=0,1, \ldots$ When $n=0$ or $n=1$, this is obvious. Suppose that $\mathcal{Y}^{n}=\tilde{\mathcal{Y}}^{n}$ for $n=k-1$ and $n=k-2$. Then we have

$$
\begin{aligned}
\tilde{\mathcal{Y}}_{t, s}^{k} & =\int_{s}^{t} \tilde{\mathcal{Y}}_{t, r}^{k-1} N_{r} \mathcal{U}_{r, s} d r \\
& =\int_{s}^{t} \mathcal{Y}_{t, r}^{k-1} N_{r} \mathcal{U}_{r, s} d r \\
& =\int_{s}^{t} \int_{r}^{t} \mathcal{U}_{t, \sigma} N_{\sigma} \mathcal{Y}_{\sigma, r}^{k-2} N_{r} \mathcal{U}_{r, s} d \sigma d r \\
& =\int_{s}^{t} \int_{s}^{\sigma} \mathcal{U}_{t, \sigma} N_{\sigma} \tilde{\mathcal{Y}}_{\sigma, r}^{k-2} N_{r} \mathcal{U}_{r, s} d r d \sigma \\
& =\int_{s}^{t} \mathcal{U}_{t, \sigma} N_{\sigma} \tilde{\mathcal{Y}}_{\sigma, s}^{k-1} d \sigma \\
& =\int_{s}^{t} \mathcal{U}_{t, \sigma} N_{\sigma} \mathcal{Y}_{\sigma, s}^{k-1} d \sigma=\mathcal{Y}_{t, s}^{k}
\end{aligned}
$$

By induction, $\mathcal{Y}^{n}=\tilde{\mathcal{Y}}^{n}$ for all $n=0,1, \ldots$ and, hence, $\mathcal{Y}=\tilde{\mathcal{Y}}$. Thus, the equations (3.5) and (3.6) are equivalent. Finally, let us show that $\mathcal{Y} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$.

Obviously, $\mathcal{Y}_{t, t}=\mathcal{U}_{t, t}=I, 0 \leq t \leq T$. To show the semigroup property, let $0 \leq s \leq r \leq t \leq T$. Then from (3.6) and from

$$
\mathcal{Y}_{t, r} \mathcal{Y}_{r, s}=\mathcal{U}_{t, r} \mathcal{U}_{r, s}+\int_{s}^{r} \mathcal{U}_{t, r} \mathcal{U}_{r, \sigma} N_{\sigma} \mathcal{Y}_{\sigma, s} d \sigma+\int_{r}^{t} \mathcal{U}_{t, \sigma} N_{\sigma} \mathcal{Y}_{\sigma, r} \mathcal{Y}_{r, s} d \sigma,
$$

we obtain

$$
\mathcal{Y}_{t, r} \mathcal{Y}_{r, s}-\mathcal{Y}_{t, s}=\int_{r}^{t} \mathcal{U}_{t, \sigma} N_{\sigma}\left(\mathcal{Y}_{\sigma, r} \mathcal{Y}_{r, s}-\mathcal{Y}_{\sigma, s}\right) d \sigma
$$

Hence,

$$
\left\|\mathcal{Y}_{t, r} \mathcal{Y}_{r, s}-\mathcal{Y}_{t, s}\right\| \leq c_{1} c_{2} \int_{r}^{t}\left\|\mathcal{Y}_{\sigma, r} \mathcal{Y}_{r, s}-\mathcal{Y}_{\sigma, s}\right\| d \sigma
$$

By Theorem 2.45, we conclude $\mathcal{Y}_{t, r} \mathcal{Y}_{r, s}=\mathcal{Y}_{t, s}, 0 \leq s \leq r \leq t \leq T$. Thus, we have $\mathcal{Y} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$.

Definition 3.14. The solution $\mathcal{Y}$ of the equivalent equations (3.5) and (3.6) is called the bounded perturbation of $\mathcal{U}$ by $N$. The notation $\mathcal{P}_{N}(\mathcal{U})$ will be used to denote this bounded perturbation.

Theorem 3.15. Suppose that $\mathcal{U} \in \mathcal{S}(X)$ and $N_{t} \equiv N \in \mathcal{L}(X)$. Then $\mathcal{Y}=\mathcal{P}_{N}(\mathcal{U}) \in$ $\mathcal{S}(X)$ and $\mathcal{Y}$ in the one-parameter form is a unique solution of the equivalent equations

$$
\begin{align*}
& \mathcal{Y}_{t}=\mathcal{U}_{t}+\int_{0}^{t} \mathcal{Y}_{r} N \mathcal{U}_{t-r} d r, t \geq 0  \tag{3.7}\\
& \mathcal{Y}_{t}=\mathcal{U}_{t}+\int_{0}^{t} \mathcal{U}_{r} N \mathcal{Y}_{t-r} d r, t \geq 0 \tag{3.8}
\end{align*}
$$

Furthermore, if $A$ is the infinitesimal generator of $\mathcal{U}$, then $A+N$ is the infinitesimal generator of $\mathcal{Y}$.
Proof. Let $T>0$ and consider the solution $\mathcal{Y}$ of the equivalent equations (3.5) and (3.6) when $\mathcal{U}_{t, s}=\mathcal{U}_{t-s}, 0 \leq s \leq t \leq T$, and $N_{t} \equiv N, 0 \leq t \leq T$. By Theorem $3.13, \mathcal{Y} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$. One can verify that $\mathcal{Y}_{t, s}, 0 \leq s \leq t \leq T$, is a function of the difference $t-s$. Denote $\mathcal{Y}_{t-s}=\mathcal{Y}_{t, s}, 0 \leq s \leq t \leq T$. On the interval $[0, T]$, the equations (3.5) and (3.6) can be easily transformed to the equations (3.7) and (3.8), respectively, and vice versa. The semigroup property of $\mathcal{Y}$ in the one-parameter form can be obtained from the same property in the two-parameter form. The strong continuity of $\mathcal{Y}$ follows from the strong continuity of $\mathcal{U}$ and from (3.7) or (3.8). Furthermore, letting $T$ tend to $\infty$, we conclude that $\mathcal{Y}_{t}, t \geq 0$, is a unique solution of the equivalent equations (3.7) and (3.8) and $\mathcal{Y} \in \mathcal{S}(X)$. Also, using Proposition 2.41, from (3.7), for $x \in D(A)$, one can compute

$$
\begin{aligned}
\frac{d}{d t} \mathcal{Y}_{t} x & =\frac{d}{d t} \mathcal{U}_{t} x+\int_{0}^{t} \mathcal{Y}_{r} N \frac{d}{d t} \mathcal{U}_{t-r} x d r+\mathcal{Y}_{t} N x \\
& =\mathcal{U}_{t} A x+\int_{0}^{t} \mathcal{Y}_{r} N \mathcal{U}_{t-r} A x d r+\mathcal{Y}_{t} N x=\mathcal{Y}_{t}(A+N) x
\end{aligned}
$$

Hence, $A+N$ is the infinitesimal generator of $\mathcal{Y}$.
The next result explains the meaning of bounded perturbations.
Proposition 3.16. Let $T>0$, let $x_{0} \in X$ and let $\mathcal{Y}=\mathcal{P}_{N}(\mathcal{U})$ where $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$ and $N \in B_{\infty}(0, T ; \mathcal{L}(X))$. Then the function $x_{t}=\mathcal{Y}_{t, 0} x_{0}, 0 \leq t \leq T$, is a unique weakly continuous solution of the equation

$$
x_{t}=\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} N_{s} x_{s} d s, 0 \leq t \leq T
$$

Proof. This is a direct consequence of Theorem 3.13.
We also present the following properties of bounded perturbations.
Proposition 3.17. Let $T>0$, let $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$ and let $N, M \in B_{\infty}(0, T ; \mathcal{L}(X))$. Then the following equalities hold:
(a) $\mathcal{P}_{N+M}(\mathcal{U})=\mathcal{P}_{N}\left(\mathcal{P}_{M}(\mathcal{U})\right)$;
(b) $\mathcal{Y}=\mathcal{P}_{N}(\mathcal{U}) \Rightarrow \mathcal{U}=\mathcal{P}_{-N}(\mathcal{Y})$.

Proof. Part (b) is obvious. To prove part (a) let $\mathcal{R}=\mathcal{P}_{M}(\mathcal{U})$ and $\mathcal{K}=\mathcal{P}_{N}(\mathcal{R})$. Then

$$
\begin{aligned}
& \mathcal{R}_{t, s}=\mathcal{U}_{t, s}+\int_{s}^{t} \mathcal{R}_{t, r} M_{r} \mathcal{U}_{r, s} d r, 0 \leq s \leq t \leq T \\
& \mathcal{K}_{t, s}=\mathcal{R}_{t, s}+\int_{s}^{t} \mathcal{K}_{t, r} N_{r} \mathcal{R}_{r, s} d r, 0 \leq s \leq t \leq T
\end{aligned}
$$

Using these equalities, we have

$$
\begin{aligned}
& \mathcal{K}_{t, s}=\mathcal{U}_{t, s}+\int_{s}^{t} \mathcal{R}_{t, r} M_{r} \mathcal{U}_{r, s} d r \\
&+\int_{s}^{t} \mathcal{K}_{t, r} N_{r}\left(\mathcal{U}_{r, s}+\int_{s}^{r} \mathcal{R}_{r, \sigma} M_{\sigma} \mathcal{U}_{\sigma, s} d \sigma\right) d r \\
&=\mathcal{U}_{t, s}+\int_{s}^{t} \mathcal{K}_{t, r} N_{r} \mathcal{U}_{r, s} d r \\
&+\int_{s}^{t}\left(\mathcal{R}_{t, r}+\int_{r}^{t} \mathcal{K}_{t, \sigma} N_{\sigma} \mathcal{R}_{\sigma, r} d \sigma\right) M_{r} \mathcal{U}_{r, s} d r \\
&=\mathcal{U}_{t, s}+\int_{s}^{t} \mathcal{K}_{t, r}\left(N_{r}+M_{r}\right) \mathcal{U}_{r, s} d r
\end{aligned}
$$

Hence, $\mathcal{K}=\mathcal{P}_{N+M}(\mathcal{U})$.

### 3.2.2 Some Other Transformations

Suppose $0<t \leq T$ and $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$. Then $\left.\mathcal{U}\right|_{\Delta_{t}} \in \mathcal{E}\left(\Delta_{t}, \mathcal{L}(X)\right)$. The restriction of $\mathcal{U}$ to $\Delta_{t}$ will be considered as a transformation of $\mathcal{U}$ and it will be denoted by $\left.\mathcal{U}\right|_{\Delta_{t}}$. The restriction of $\mathcal{U} \in \mathcal{S}(X)$ to $\Delta_{t}$ in the one-parameter form is $\left.\mathcal{U}\right|_{[0, t]}$. Since $\mathcal{U} \in \mathcal{S}(X)$ is uniquely defined by its values on $[0, t]$ for $t>0$, it is convenient to identify $\mathcal{U} \in \mathcal{S}(X)$ and its restrictions.

Suppose $T>0, \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$ and $\mathcal{R} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(Y)\right)$. Then the function $\mathcal{Y}$, defined by

$$
\mathcal{Y}_{t, s}=\left[\begin{array}{cc}
\mathcal{U}_{t, s} & 0 \\
0 & \mathcal{R}_{t, s}
\end{array}\right]
$$

belongs to $\mathcal{E}\left(\Delta_{T}, \mathcal{L}(X \times Y)\right)$. The mild evolution operator $\mathcal{Y}$ will be denoted by $\mathcal{U} \odot \mathcal{R}$. For $\mathcal{U} \in \mathcal{S}(X)$ and $\mathcal{R} \in \mathcal{S}(Y)$, we readily obtain that $\mathcal{U} \odot \mathcal{R} \in \mathcal{S}(X \times Y)$. If $A_{1}$ and $A_{2}$ are the respective infinitesimal generators of $\mathcal{U}$ and $\mathcal{R}$, then

$$
A=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right]
$$

is the infinitesimal generator of $\mathcal{U} \odot \mathcal{R}$.
Suppose $0<t \leq T$ and $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$. Then one can verify that the function $\mathcal{Y}$, defined by

$$
\mathcal{Y}_{s, r}=\mathcal{U}_{t-r, t-s}^{*}, 0 \leq r \leq s \leq t
$$

belongs to $\mathcal{E}\left(\Delta_{t}, \mathcal{L}(X)\right)$. The mild evolution operator $\mathcal{Y}$ is called the dual of $\mathcal{U}$ and it is denoted by $\mathcal{D}_{t}(\mathcal{U})$. Obviously, if $\mathcal{U} \in \mathcal{S}(X)$, then $\mathcal{D}_{t}(\mathcal{U})=\mathcal{U}^{*}$ (see Example 3.4).

If $0<t \leq T$ and if $N \in B_{\infty}(0, T ; \mathcal{L}(X, Y))$, then by $D_{t}(N)$ we denote the function in $B_{\infty}(0, t ; \mathcal{L}(Y, X))$ that is defined by

$$
\left[D_{t}(N)\right]_{s}=N_{t-s}^{*}, \quad 0 \leq s \leq t
$$

Also, for a function $\mu:[0, T] \rightarrow \mathbb{R}$, we will denote

$$
\left[D_{t}(\mu)\right]_{s}=t-\mu_{t-s}, \quad 0 \leq s \leq t
$$

In the sequel, the difference between these two meanings of the transformation $D_{t}$ will follow from the context.

Proposition 3.18. Let $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X, Y)\right)$, let $\mathcal{Y} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X, Y)\right)$, let $N \in$ $B_{\infty}(0, T ; \mathcal{L}(X, Y))$, let $\mu:[0, T] \rightarrow \mathbb{R}$ and let $0<t \leq T$. Then
(a) $\left.\mathcal{P}_{N}(\mathcal{U})\right|_{\Delta_{t}}=\mathcal{D}_{t}\left(\mathcal{P}_{D_{t}(N)}\left(\mathcal{D}_{t}(\mathcal{U})\right)\right)$;
(b) $\mathcal{D}_{t}(\mathcal{U} \odot \mathcal{Y})=\mathcal{D}_{t}(\mathcal{U}) \odot \mathcal{D}_{t}(\mathcal{Y})$;
(c) $\mathcal{D}_{t}\left(\mathcal{D}_{t}(\mathcal{U})\right)=\left.\mathcal{U}\right|_{\Delta_{t}} ;$
(d) $D_{t}\left(D_{t}(N)\right)=\left.N\right|_{[0, t]}$;
(e) $D_{t}\left(D_{t}(\mu)\right)=\left.\mu\right|_{[0, t]}$;
(f) $\nu=D_{t}(\mu)$ is continuous and increasing with

$$
\nu_{s}^{-1}=t-\mu_{t-s}^{-1}, t-\mu_{t} \leq s \leq t-\mu_{0}
$$

if $\mu$ is continuous and increasing.
Proof. Part (a) is a consequence of the equivalence of the equations (3.5) and (3.6). Parts (b)-(e) can be proved by direct verification. Also,

$$
\nu_{s}=t-\mu_{t-s} \Rightarrow \nu_{t-\mu_{t-s}^{-1}}=t-\mu_{t-t+\mu_{t-s}^{-1}}=s \Rightarrow \nu_{s}^{-1}=t-\mu_{t-s}^{-1}
$$

proves part (f).

### 3.3 Operator Riccati Equations

The equation

$$
\begin{align*}
Q_{t}= & \mathcal{U}_{T, t}^{*} Q_{T} \mathcal{U}_{T, t}+\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(F_{s}\right. \\
& \left.-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\right) \mathcal{U}_{s, t} d s, 0 \leq t \leq T \tag{3.9}
\end{align*}
$$

where $Q$ is an unknown function, is called an operator Riccati equation and it often arises in applied problems. In this section, bounded perturbations of mild evolution operators are used to study this equation.

### 3.3.1 Existence and Uniqueness of Solution

The equation (3.9) will be studied under the conditions

$$
\left\{\begin{array}{l}
T>0, \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), B \in B_{\infty}(0, T ; \mathcal{L}(U, X))  \tag{3.10}\\
F \in B_{\infty}(0, T ; \mathcal{L}(X)), L \in B_{\infty}(0, T ; \mathcal{L}(X, U)) \\
G, G^{-1} \in B_{\infty}(0, T ; \mathcal{L}(U)), Q_{T} \in \mathcal{L}(X), Q_{T} \geq 0 \\
G_{t}>0 \text { and } F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0 \text { for a.e. } t \in[0, T]
\end{array}\right.
$$

We will also use the notation $M=F-L^{*} G^{-1} L, K=B G^{-1} B^{*}$ and $\mathcal{R}=$ $\mathcal{P}_{-B G^{-1} L}(\mathcal{U})$.

Consider the sequence of operator-valued functions defined by

$$
\begin{align*}
Q_{t}^{n}= & \mathcal{R}_{T, t}^{n *} Q_{T} \mathcal{R}_{T, t}^{n}+\int_{t}^{T} \mathcal{R}_{s, t}^{n *}\left(M_{s}\right. \\
& \left.+Q_{s}^{n-1} K_{s} Q_{s}^{n-1}\right) \mathcal{R}_{s, t}^{n} d s, Q_{t}^{0}=0,0 \leq t \leq T, n=1,2, \ldots \tag{3.11}
\end{align*}
$$

where $\mathcal{R}^{n}=\mathcal{P}_{-K Q^{n-1}}(\mathcal{R})$. By Proposition $3.11(\mathrm{a})$, we have $Q^{n} \in B(0, T ; \mathcal{L}(X))$ for all $n=1,2, \ldots$. Also, $Q_{t}^{n} \geq 0$ for all $0 \leq t \leq T$ and for all $n=1,2, \ldots$. To find an equation for the difference $\Delta Q^{n}=Q^{n+1}-Q^{n}$, we need a representation of $Q^{n}$ in terms of $\mathcal{R}^{n+1}$.

Lemma 3.19. Under the above conditions and notation,

$$
\begin{aligned}
Q_{t}^{n}= & \mathcal{R}_{T, t}^{n+1 *} Q_{T} \mathcal{R}_{T, t}^{n}+\int_{t}^{T} \mathcal{R}_{s, t}^{n+1 *}\left(M_{s}\right. \\
& \left.+Q_{s}^{n-1} K_{s} Q_{s}^{n-1}+\Delta Q_{s}^{n-1} K_{s} Q_{s}^{n}\right) \mathcal{R}_{s, t}^{n} d s, 0 \leq t \leq T, n=1,2, \ldots
\end{aligned}
$$

Proof. Since

$$
\mathcal{R}^{n}=\mathcal{P}_{-K Q^{n-1}}(\mathcal{R})
$$

by Propositions 3.17 (b) and 3.17 (c), we have

$$
\mathcal{R}^{n}=\mathcal{P}_{K \Delta Q^{n-1}}\left(\mathcal{R}^{n+1}\right)
$$

Hence, the following equality holds:

$$
\mathcal{R}_{t, s}^{n *}=\mathcal{R}_{t, s}^{n+1 *}+\int_{s}^{t} \mathcal{R}_{r, s}^{n+1 *} \Delta Q_{r}^{n-1} K_{r} \mathcal{R}_{t, r}^{n *} d r, 0 \leq s \leq t \leq T
$$

Substituting $\mathcal{R}^{n *}$ from this equality in (3.11), we have

$$
\begin{aligned}
Q_{t}^{n}= & \left(\mathcal{R}_{T, t}^{n+1 *}+\int_{t}^{T} \mathcal{R}_{r, t}^{n+1 *} \Delta Q_{r}^{n-1} K_{r} \mathcal{R}_{T, r}^{n *} d r\right) Q_{T} \mathcal{R}_{T, t}^{n} \\
& +\int_{t}^{T} \mathcal{R}_{s, t}^{n+1 *}\left(M_{s}+Q_{s}^{n-1} K_{s} Q_{s}^{n-1}\right) \mathcal{R}_{s, t}^{n} d s \\
& +\int_{t}^{T} \int_{t}^{s} \mathcal{R}_{r, t}^{n+1 *} \Delta Q_{r}^{n-1} K_{r} \mathcal{R}_{s, r}^{n *}\left(M_{s}+Q_{s}^{n-1} K_{s} Q_{s}^{n-1}\right) \mathcal{R}_{s, t}^{n} d r d s \\
= & \mathcal{R}_{T, t}^{n+1 *} Q_{T} \mathcal{R}_{T, t}^{n}+\int_{t}^{T} \mathcal{R}_{s, t}^{n+1 *}\left(M_{s}+Q_{s}^{n-1} K_{s} Q_{s}^{n-1}\right) \mathcal{R}_{s, t}^{n} d s \\
& +\int_{t}^{T} \mathcal{R}_{r, t}^{n+1 *} \Delta Q_{r}^{n-1} K_{r} \\
& \quad \times\left(\mathcal{R}_{T, r}^{n *} Q_{T} \mathcal{R}_{T, r}^{n}+\int_{r}^{T} \mathcal{R}_{s, r}^{n *}\left(M_{s}+Q_{s}^{n-1} K_{s} Q_{s}^{n-1}\right) \mathcal{R}_{s, r}^{n} d s\right) \mathcal{R}_{r, t}^{n} d r
\end{aligned}
$$

Thus by (3.11), we obtain the statement.
Lemma 3.20. Under the above conditions and notation,

$$
\begin{aligned}
Q_{t}^{n}= & \mathcal{R}_{T, t}^{n+1 *} Q_{T} \mathcal{R}_{T, t}^{n+1}+\int_{t}^{T} \mathcal{R}_{s, t}^{n+1 *}\left(M_{s}\right. \\
& \left.+Q_{s}^{n} K_{s} Q_{s}^{n}+\Delta Q_{s}^{n-1} K_{s} \Delta Q_{s}^{n-1}\right) \mathcal{R}_{s, t}^{n+1} d s, 0 \leq t \leq T, n=1,2, \ldots
\end{aligned}
$$

Proof. We start from the expression for $Q_{t}^{n}$ in Lemma 3.19 and substitute

$$
\mathcal{R}_{t, s}^{n}=\mathcal{R}_{t, s}^{n+1}+\int_{s}^{t} \mathcal{R}_{t, r}^{n} K_{r} \Delta Q_{r}^{n-1} \mathcal{R}_{r, s}^{n+1} d r, 0 \leq s \leq t \leq T
$$

Then, we have

$$
\begin{aligned}
Q_{t}^{n}= & \mathcal{R}_{T, t}^{n+1 *} Q_{T}\left(\mathcal{R}_{T, t}^{n+1}+\int_{t}^{T} \mathcal{R}_{T, r}^{n} K_{r} \Delta Q_{r}^{n-1} \mathcal{R}_{r, t}^{n+1} d r\right) \\
& +\int_{t}^{T} \mathcal{R}_{s, t}^{n+1 *}\left(M_{s}+Q_{s}^{n-1} K_{s} Q_{s}^{n-1}+\Delta Q_{s}^{n-1} K_{s} Q_{s}^{n}\right) \\
& \quad \times\left(\mathcal{R}_{s, t}^{n+1}+\int_{t}^{s} \mathcal{R}_{s, r}^{n} K_{r} \Delta Q_{r}^{n-1} \mathcal{R}_{r, t}^{n+1} d r\right) d s \\
= & \mathcal{R}_{T, t}^{n+1 *} Q_{T} \mathcal{R}_{T, t}^{n+1} \\
& +\int_{t}^{T} \mathcal{R}_{s, t}^{n+1 *}\left(M_{s}+Q_{s}^{n-1} K_{s} Q_{s}^{n-1}+\Delta Q_{s}^{n-1} K_{s} Q_{s}^{n}\right) \mathcal{R}_{s, t}^{n+1} d s \\
& +\int_{t}^{T} \mathcal{R}_{r, t}^{n+1 *}\left(\mathcal{R}_{T, r}^{n+1 *} Q_{T} \mathcal{R}_{T, r}^{n}+\int_{r}^{T} \mathcal{R}_{s, r}^{n+1 *}\left(M_{s}\right.\right. \\
& \left.\left.+Q_{s}^{n-1} K_{s} Q_{s}^{n-1}+\Delta Q_{s}^{n-1} K_{s} Q_{s}^{n}\right) \mathcal{R}_{s, r}^{n} d s\right) K_{r} \Delta Q_{r}^{n-1} \mathcal{R}_{r, t}^{n+1} d r
\end{aligned}
$$

Thus by Lemma 3.19, we obtain the statement.
Lemma 3.21. Under the above conditions and notation, the sequence of operators $Q_{t}^{n}$ converges strongly to some $Q_{t} \geq 0$ for all $0 \leq t \leq T$. Furthermore, the operator-valued function $Q$ belongs to $B(0, T ; \mathcal{L}(X))$ and it is a unique solution of the equation

$$
\begin{equation*}
Q_{t}=\mathcal{Y}_{T, t}^{*} Q_{T} \mathcal{Y}_{T, t}+\int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(M_{s}+Q_{s} K_{s} Q_{s}\right) \mathcal{Y}_{s, t} d s, 0 \leq t \leq T \tag{3.12}
\end{equation*}
$$

where $\mathcal{Y}=\mathcal{P}_{-K Q}(\mathcal{R})$.
Proof. From (3.11) and Lemma 3.20, we have

$$
Q_{t}^{n}-Q_{t}^{n+1}=\int_{t}^{T} \mathcal{R}_{s, t}^{n+1 *} \Delta Q_{s}^{n-1} K_{s} \Delta Q_{s}^{n-1} \mathcal{R}_{s, t}^{n+1} d s \geq 0
$$

Therefore, $\left\{Q_{t}^{n}\right\}$ is a nonincreasing sequence of nonnegative operators for all $0 \leq$ $t \leq T$. Hence, by Theorem 1.31, there exists $Q_{t} \geq 0$ such that $Q_{t}^{n}$ converges strongly to $Q_{t}$ and $Q_{t}^{n} \geq Q_{t}$. Since $Q^{n} \in B(0, T ; \mathcal{L}(X))$ and

$$
\begin{equation*}
\left\|Q_{t}\right\| \leq\left\|Q_{t}^{n}\right\| \leq\left\|Q_{t}^{1}\right\| \leq c_{0}=\sup _{[0, T]}\left\|Q_{t}^{1}\right\| \tag{3.13}
\end{equation*}
$$

we conclude that $Q \in B(0, T ; \mathcal{L}(X))$. Hence, $\mathcal{Y}=\mathcal{P}_{-K Q}(\mathcal{R})$ is well-defined and

$$
\mathcal{R}_{t, s}^{n}-\mathcal{Y}_{t, s}=\int_{s}^{t} \mathcal{R}_{t, r} K_{r}\left(Q_{r} \mathcal{Y}_{r, s}-Q_{r}^{n-1} \mathcal{R}_{r, s}^{n}\right) d r
$$

So, for arbitrary $h \in X$, we have

$$
\begin{aligned}
\left\|\mathcal{R}_{t, s}^{n} h-\mathcal{Y}_{t, s} h\right\| \leq & c_{1} c_{2} \int_{s}^{t}\left\|\left(Q_{r}-Q_{r}^{n-1}\right) \mathcal{Y}_{r, s} h\right\| d r \\
& +c_{0} c_{1} c_{2} \int_{s}^{t}\left\|\mathcal{Y}_{r, s} h-\mathcal{R}_{r, s}^{n} h\right\| d r
\end{aligned}
$$

where $c_{1}=\sup _{\Delta_{T}}\left\|\mathcal{R}_{t, r}\right\|$ and $c_{2}=\operatorname{ess} \sup _{[0, T]}\left\|K_{r}\right\|$. By Theorem 2.45,

$$
\begin{equation*}
\left\|\mathcal{R}_{t, s}^{n} h-\mathcal{Y}_{t, s} h\right\| \leq c_{1} c_{2} e^{c_{0} c_{1} c_{2}(t-s)} \int_{s}^{t}\left\|\left(Q_{r}-Q_{r}^{n-1}\right) \mathcal{Y}_{r, s} h\right\| d r \tag{3.14}
\end{equation*}
$$

Hence, by the strong convergence of $Q_{t}^{n}$ to $Q_{t}$ and by (3.13), we can apply Theorem 2.19 in (3.14) and obtain the strong convergence of $\mathcal{R}_{t, s}^{n}$ to $\mathcal{Y}_{t, s}$ for all $0 \leq s \leq t \leq$ $T$. Similarly, the strong convergence of $\mathcal{R}_{t, s}^{n *}$ to $\mathcal{Y}_{t, s}^{*}$ for all $0 \leq s \leq t \leq T$ can be shown. From $\mathcal{R}^{n}=\mathcal{P}_{-K Q^{n-1}}(\mathcal{R})$, we have

$$
\left\|\mathcal{R}_{t, s}^{n}\right\| \leq c_{1}+c_{0} c_{1} c_{2} \int_{s}^{t}\left\|\mathcal{R}_{r, s}^{n}\right\| d r
$$

By Theorem 2.45, this implies

$$
\begin{equation*}
\left\|\mathcal{R}_{t, s}^{n *}\right\|=\left\|\mathcal{R}_{t, s}^{n}\right\| \leq c_{1} e^{c_{0} c_{1} c_{2} T}, 0 \leq s \leq t \leq T \tag{3.15}
\end{equation*}
$$

Thus, using the estimations (3.13) and (3.15) and applying Proposition 1.32(b) and Theorem 2.19 in (3.11), we conclude that $Q$ is a solution of the equation (3.12). To prove that this solution is unique, let $P$ be also a solution of the equation (3.12). Obviously, $P_{t} \geq 0,0 \leq t \leq T$. Since $\mathcal{Y}$ in (3.12) is related with $Q$, we see that $P$ satisfies

$$
P_{t}=\mathcal{K}_{T, t}^{*} Q_{T} \mathcal{K}_{T, t}+\int_{t}^{T} \mathcal{K}_{s, t}^{*}\left(M_{s}+P_{s} K_{s} P_{s}\right) \mathcal{K}_{s, t} d s, 0 \leq t \leq T
$$

where $\mathcal{K}=\mathcal{P}_{-K P}(\mathcal{R})$. Using the relation $\mathcal{K}=\mathcal{P}_{K(Q-P)}(\mathcal{Y})$, in a similar way as in the proof of Lemmas 3.19 and 3.20, one can show that

$$
P_{t}-Q_{t}=\int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(Q_{s}-P_{s}\right) K_{s}\left(Q_{s}-P_{s}\right) \mathcal{Y}_{s, t} d s \geq 0,0 \leq t \leq T
$$

Also, by symmetry,

$$
Q_{t}-P_{t}=\int_{t}^{T} \mathcal{K}_{s, t}^{*}\left(P_{s}-Q_{s}\right) K_{s}\left(P_{s}-Q_{s}\right) \mathcal{K}_{s, t} d s \geq 0,0 \leq t \leq T
$$

Combining the last two inequalities, we conclude that $Q_{t}=P_{t}, 0 \leq t \leq T$.

Theorem 3.22. Under the conditions (3.10), the Riccati equation (3.9) is equivalent to the equation

$$
\begin{align*}
Q_{t}= & \mathcal{Y}_{T, t}^{*} Q_{T} \mathcal{Y}_{T, t}+\int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(F_{s}-L_{s}^{*} G_{s}^{-1} L_{s}\right. \\
& \left.+Q_{s} B_{s} G_{s}^{-1} B_{s}^{*} Q_{s}\right) \mathcal{Y}_{s, t} d s, \quad 0 \leq t \leq T \tag{3.16}
\end{align*}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U})$, and there exists a unique solution $Q$ of these equations in $B(0, T ; \mathcal{L}(X))$ satisfying $Q_{t} \geq 0,0 \leq t \leq T$.

Proof. One can observe that the equation (3.16) is same as equation (3.12) in view of $M=F-L^{*} G^{-1} L$ and $K=B G^{-1} B^{*}$. So, by Lemma 3.21, there exists a unique solution $Q$ of the equation (3.16) in $B(0, T ; \mathcal{L}(X))$ which satisfies $Q_{t} \geq 0$, $0 \leq t \leq T$. For $\mathcal{U}=\mathcal{P}_{B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{Y})$, in a similar way as in the proof of Lemmas 3.19 and 3.20 , the equation (3.16) can be transformed to the equation (3.9). So, $Q$ is a solution of the equation (3.9) too. Taking $Q$ as a solution of the equation (3.9), by inverse transformations, the equation (3.9) can be transformed to the equation (3.16). So, each solution of the equation (3.9) is a solution of the equation (3.16). Thus, the equation (3.9) and the equation (3.16) are equivalent.

The Riccati equation (3.9) has different equivalent forms. One of them is the equation (3.16). We present also the following form of the equation (3.9) which will be used in the sequel.

Proposition 3.23. The Riccati equation (3.9) is equivalent to the equation

$$
Q_{t}=\mathcal{Y}_{T, t}^{*} Q_{T} \mathcal{U}_{T, t}+\int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(F_{s}-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1} L_{s}\right) \mathcal{U}_{s, t} d s, 0 \leq t \leq T
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U})$.
Proof. This can be proved in a similar way as the equivalence of the equations (3.9) and (3.16) in Theorem 3.22.

### 3.3.2 Dual Riccati Equation

The equation (3.9) includes the final value $Q_{T}$ of its solution. There is a modification of the operator Riccati equation (3.9) which uses the initial value of its solution. This equation has the form

$$
\begin{align*}
P_{t}= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}\right. \\
& \left.-\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right)\right) \mathcal{U}_{t, s}^{*} d s, 0 \leq t \leq T \tag{3.17}
\end{align*}
$$

and it is called a dual operator Riccati equation. This equation will be considered under the conditions

$$
\left\{\begin{array}{l}
T>0, \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), C \in B_{\infty}(0, T ; \mathcal{L}(X, U))  \tag{3.18}\\
W \in B_{\infty}(0, T ; \mathcal{L}(X)), R \in B_{\infty}(0, T ; \mathcal{L}(U, X)) \\
V, V^{-1} \in B_{\infty}(0, T ; \mathcal{L}(U)), P_{0} \in \mathcal{L}(X), P_{0} \geq 0 \\
V_{t}>0 \text { and } W_{t}-R_{t} V_{t}^{-1} R_{t}^{*} \geq 0 \text { for a.e. } t \in[0, T]
\end{array}\right.
$$

Theorem 3.24. Under the conditions (3.18), there exists a unique solution $P$ of the dual operator Riccati equation (3.17) in $B(0, T ; \mathcal{L}(X))$ satisfying $P_{t} \geq 0$ for all $0 \leq t \leq T$.

Proof. In the equation (3.9), replace $\mathcal{U}$ by $\mathcal{D}_{T}(\mathcal{U})$ and substitute $Q_{T}=P_{0}, B=$ $D_{T}(C), F=D_{T}(W), L=D_{T}(R)$ and $G=D_{T}(V)$ (see Section 3.2.2 for the transformations $\mathcal{D}_{T}$ and $D_{T}$ ) to obtain

$$
\begin{aligned}
Q_{t}= & \mathcal{U}_{T-t, 0} P_{0} \mathcal{U}_{T-t, 0}^{*}+\int_{t}^{T} \mathcal{U}_{T-t, T-s}\left(W_{T-s}\right. \\
& \left.-\left(Q_{s} C_{T-s}^{*}+R_{T-s}\right) V_{T-s}^{-1}\left(C_{T-s} Q_{s}+R_{T-s}^{*}\right)\right) \mathcal{U}_{T-t, T-s}^{*} d s
\end{aligned}
$$

The conditions of Theorem 3.22 hold and, therefore, this final equation has a unique solution $Q \in B(0, T ; \mathcal{L}(X))$ with $Q_{t} \geq 0,0 \leq t \leq T$. Replacing $t$ in it by $T-t$ and simplifying, we obtain

$$
\begin{aligned}
Q_{T-t}= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{T-t}^{T} \mathcal{U}_{t, T-s}\left(W_{T-s}\right. \\
& \left.\quad-\left(Q_{s} C_{T-s}^{*}+R_{T-s}\right) V_{T-s}^{-1}\left(C_{T-s} Q_{s}+R_{T-s}^{*}\right)\right) \mathcal{U}_{t, T-s}^{*} d s \\
= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}\right. \\
& \left.-\left(Q_{T-s} C_{s}^{*}+R_{s}\right) V_{s}^{-1}\left(C_{s} Q_{T-s}+R_{s}^{*}\right)\right) \mathcal{U}_{t, s}^{*} d s
\end{aligned}
$$

Hence, the function $P_{t}=Q_{T-t}, 0 \leq t \leq T$, is a solution of the equation (3.17). Clearly, $P \in B(0, T ; \mathcal{L}(X))$ and $P_{t} \geq 0,0 \leq t \leq T$, because the same properties hold for $Q$. Finally, the uniqueness of $P$ as a solution of the equation (3.17) follows from the uniqueness of the solution of the equation (3.9).

Remark 3.25. One can easily verify that the equation (3.17) is equivalent to the equation

$$
\begin{aligned}
P_{t}= & \mathcal{R}_{t, 0} P_{0} \mathcal{R}_{t, 0}^{*}+\int_{0}^{t} \mathcal{R}_{t, s}\left(W_{s}\right. \\
& \left.-R_{s} V_{s}^{-1} R_{s}^{*}+P_{s} C_{s}^{*} V_{s}^{-1} C_{s} P_{s}\right) \mathcal{R}_{t, s}^{*} d s, 0 \leq t \leq T
\end{aligned}
$$

where $\mathcal{R}=\mathcal{P}_{-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U})$.

The equation (3.17) arises in studying estimation problems under more restrictive conditions than (3.18). For this case, we present the following result.

Proposition 3.26. Suppose

$$
\left\{\begin{array}{l}
T>0, \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), C \in B_{\infty}\left(0, T ; \mathcal{L}\left(X, \mathbb{R}^{n}\right)\right) \\
W \in L_{\infty}\left(0, T ; \mathcal{L}_{1}(X)\right), R \in B_{\infty}\left(0, T ; \mathcal{L}\left(\mathbb{R}^{n}, X\right)\right) \\
V, V^{-1} \in L_{\infty}\left(0, T ; \mathcal{L}\left(\mathbb{R}^{n}\right)\right), P_{0} \in \mathcal{L}_{1}(X), P_{0} \geq 0 \\
V_{t}>0 \text { and } W_{t}-R_{t} V_{t}^{-1} R_{t}^{*} \geq 0 \text { for a.e. } t \in[0, T]
\end{array}\right.
$$

Then there exists a unique solution $P$ of the equation (3.17) in $L_{\infty}\left(0, T ; \mathcal{L}_{1}(X)\right)$ satisfying $P_{t} \geq 0,0 \leq t \leq T$.

Proof. One can verify that the conditions of Theorem 3.24 hold. Therefore, there exists a unique solution $P$ of the equation (3.17) in $B(0, T ; \mathcal{L}(X))$ which satisfies $P_{t} \geq 0,0 \leq t \leq T$. Let us show that $P_{t} \in \mathcal{L}_{1}(X)$ for all $0 \leq t \leq T$. Obviously, the first term in the right-hand side of (3.17) belongs to $\mathcal{L}_{1}(X)$ for all $0 \leq t \leq T$. To show the same property for the second term consider the integrand in (3.17). It is an $\mathcal{L}_{1}(X)$-valued function. Since this integrand is also a strongly measurable $\mathcal{L}(X)$ valued function, by Proposition 2.13(b), it is a measurable function with values in $\mathcal{L}_{1}(X)$. So, using the relation between the norms of the spaces $\mathcal{L}(X)$ and $\mathcal{L}_{1}(X)$ (see Section 1.3.7), one can verify that this integrand belongs to $L_{\infty}\left(0, t ; \mathcal{L}_{1}(X)\right)$ for fixed $0<t \leq T$. Thus, the integral in (3.17) can be interpreted as the Bochner integral of an $\mathcal{L}_{1}(X)$-valued function rather than a strong Bochner integral and, consequently, the integral in (3.17) is an operator in $\mathcal{L}_{1}(X)$ for fixed $0 \leq t \leq T$. Thus, the solution $P$ of the equation (3.17) is an $\mathcal{L}_{1}(X)$-valued function and, consequently, $P \in B(0, T ; \mathcal{L}(X))$ implies $P \in L_{\infty}\left(0, T ; \mathcal{L}_{1}(X)\right)$ in view of Proposition 2.13(b).

### 3.3.3 Riccati Equations in Differential Form

Let $\mathcal{U} \in \mathcal{S}(X)$ and let $A$ be the infinitesimal generator of $\mathcal{U}$. With the Riccati equations (3.9) and (3.17) one can associate the differential equations

$$
\begin{align*}
& \frac{d}{d t} Q_{t}+Q_{t} A+A^{*} Q_{t}+F_{t}-\left(Q_{t} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right)=0,0 \leq t<T  \tag{3.19}\\
& \frac{d}{d t} P_{t}-P_{t} A^{*}-A P_{t}-W_{t}+\left(P_{t} C_{t}^{*}+R_{t}\right) V_{t}^{-1}\left(C_{t} P_{t}+R_{t}^{*}\right)=0,0<t \leq T \tag{3.20}
\end{align*}
$$

The equations (3.19) and (3.20) are called differential Riccati equations. Under a solution of the equation (3.19) we mean a function $Q:[0, T] \rightarrow \mathcal{L}(X)$ that is strongly continuous and satisfies

$$
\begin{aligned}
& \frac{d}{d t}\left\langle Q_{t} x, y\right\rangle+\left\langle A x, Q_{t} y\right\rangle+\left\langle Q_{t} x, A y\right\rangle \\
& \quad+\left\langle\left(F_{t}-\left(Q_{t} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right)\right) x, y\right\rangle=0
\end{aligned}
$$

for all $x, y \in D(A)$ and for a.e. $t \in[0, T)$ provided that $Q_{T}$ is given. Similarly, a solution of the equation (3.20) is a function $P:[0, T] \rightarrow \mathcal{L}(X)$ that is strongly continuous and satisfies

$$
\begin{aligned}
& \frac{d}{d t}\left\langle P_{t} x^{*}, y^{*}\right\rangle-\left\langle A^{*} x^{*}, P_{t} y^{*}\right\rangle-\left\langle P_{t} x^{*}, A^{*} y^{*}\right\rangle \\
& \quad-\left\langle\left(W_{t}-\left(P_{t} C_{t}^{*}+R_{t}\right) V_{t}^{-1}\left(C_{t} P_{t}+R_{t}^{*}\right)\right) x^{*}, y^{*}\right\rangle=0
\end{aligned}
$$

for all $x^{*}, y^{*} \in D\left(A^{*}\right)$ and for a.e. $t \in(0, T]$ provided that $P_{0}$ is given. The solutions of the equations (3.19) and (3.20) in the above mentioned sense are called scalar product solutions.

Theorem 3.27. Assume that the conditions in (3.10) hold with $\mathcal{U} \in \mathcal{S}(X)$ and $A$ is the infinitesimal generator of $\mathcal{U}$. Then the solution $Q$ of the operator Riccati equation (3.9) is a unique scalar product solution of the equation (3.19) with the final value $Q_{T}$.

Proof. Under the conditions of the theorem the functions $Q^{n}, n=1,2, \ldots$, defined by (3.11), are strongly continuous. Hence, by Lemma $3.21, Q$ is strongly continuous as it is the strong limit of $Q^{n}$. Let $x, y \in D(A)$. From (3.9), we have

$$
\begin{align*}
\left\langle Q_{t} x, y\right\rangle= & \left\langle Q_{T} \mathcal{U}_{T-t} x, \mathcal{U}_{T-t} y\right\rangle \\
& +\int_{t}^{T}\left\langle\left(F_{s}-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\right) \mathcal{U}_{s-t} x, \mathcal{U}_{s-t} y\right\rangle d s \tag{3.21}
\end{align*}
$$

By Propositions 2.8(b), 2.41 and 2.42, the right-hand side of (3.21) is a.e. differentiable in $t$ with

$$
\begin{aligned}
\frac{d}{d t}\left\langle Q_{t} x, y\right\rangle= & -\left\langle Q_{T} \mathcal{U}_{T-t} A x, \mathcal{U}_{T-t} y\right\rangle-\left\langle Q_{T} \mathcal{U}_{T-t} x, \mathcal{U}_{T-t} A y\right\rangle \\
& -\left\langle\left(F_{t}-\left(Q_{t} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right)\right) x, y\right\rangle \\
& -\int_{t}^{T}\left\langle\left(F_{s}-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\right) \mathcal{U}_{s-t} A x, \mathcal{U}_{s-t} y\right\rangle d s \\
& -\int_{t}^{T}\left\langle\left(F_{s}-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\right) \mathcal{U}_{s-t} x, \mathcal{U}_{s-t} A y\right\rangle d s \\
= & -\left\langle A x, Q_{t} y\right\rangle-\left\langle Q_{t} x, A y\right\rangle \\
& -\left\langle\left(F_{t}-\left(Q_{t} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right)\right) x, y\right\rangle
\end{aligned}
$$

So, $Q$ is a scalar product solution of the equation (3.19). For the uniqueness of this solution, we refer to Curtain and Pritchard [40].

Theorem 3.28. Assume that the conditions in (3.18) hold with $\mathcal{U} \in \mathcal{S}(X)$ and $A$ is the infinitesimal generator of $\mathcal{U}$. Then the solution $P$ of the dual operator Riccati equation (3.17) is a unique scalar product solution of the equation (3.20) with the initial value $P_{0}$.

Proof. This theorem can be proved in a similar way as Theorem 3.27.
Finally, we present the following theorems showing the explicit form of the solutions of the equations (3.19) and (3.20).

Theorem 3.29. If $A$ is the infinitesimal generator of $\mathcal{U} \in \mathcal{S}(X), T>0, B_{t} \equiv$ $B \in \mathcal{L}(U, X), F_{t} \equiv F \in \mathcal{L}(X), L_{t} \equiv L \in \mathcal{L}(X, U), G_{t} \equiv G \in \mathcal{L}(U), G>0$, $F=L^{*} G^{-1} L$ and $Q_{T}>0$, then the scalar product solution of the equation (3.19) with the final value $Q_{T}$ has the explicit form

$$
\begin{equation*}
Q_{t}=\mathcal{R}_{T-t}^{*}\left(Q_{T}^{-1}+\int_{t}^{T} \mathcal{R}_{T-s} B G^{-1} B^{*} \mathcal{R}_{T-s}^{*} d s\right)^{-1} \mathcal{R}_{T-t}, 0 \leq t \leq T \tag{3.22}
\end{equation*}
$$

where $\mathcal{R}=\mathcal{P}_{-B G^{-1} L}(\mathcal{U})$.
Proof. By Theorem 3.15, $\mathcal{R} \in \mathcal{S}(X)$ and $A-B G^{-1} L$ is the infinitesimal generator of $\mathcal{R}$. Therefore,

$$
\frac{d}{d t} \mathcal{R}_{t} x=\left(A-B G^{-1} L\right) \mathcal{R}_{t} x=\mathcal{R}_{t}\left(A-B G^{-1} L\right) x, x \in D(A)
$$

Let

$$
\mathcal{W}_{t}=\left(Q_{T}^{-1}+\int_{t}^{T} \mathcal{R}_{T-s} B G^{-1} B^{*} \mathcal{R}_{T-s}^{*} d s\right)^{-1}
$$

Since $Q_{T}>0$, we have $Q_{T}^{-1}>0$. So, by Proposition 2.8(e) and Theorem 2.40,

$$
\mathcal{W}_{t}^{\prime} h=\mathcal{W}_{t} \mathcal{R}_{T-t} B G^{-1} B^{*} \mathcal{R}_{T-t}^{*} \mathcal{W}_{t} h, h \in X
$$

Hence, by Propositions 2.8(a) and 2.8(b), for all $x, y \in D(A)$,

$$
\begin{aligned}
\left\langle Q_{t} x, y\right\rangle^{\prime}= & \left\langle\mathcal{W}_{t} \mathcal{R}_{T-t} x, \mathcal{R}_{T-t} y\right\rangle^{\prime} \\
= & \left\langle\mathcal{W}_{t}^{\prime} \mathcal{R}_{T-t} x, \mathcal{R}_{T-t} y\right\rangle+\left\langle\mathcal{W}_{t}\left(\mathcal{R}_{T-t} x\right)^{\prime}, \mathcal{R}_{T-t} y\right\rangle \\
& +\left\langle\mathcal{W}_{t} \mathcal{R}_{T-t} x,\left(\mathcal{R}_{T-t} y\right)^{\prime}\right\rangle \\
= & \left\langle\mathcal{W}_{t} \mathcal{R}_{T-t} B G^{-1} B^{*} \mathcal{R}_{T-t}^{*} \mathcal{W}_{t} \mathcal{R}_{T-t} x, \mathcal{R}_{T-t} y\right\rangle \\
& -\left\langle\mathcal{W}_{t} \mathcal{R}_{T-t}\left(A-B G^{-1} L\right) x, \mathcal{R}_{T-t} y\right\rangle \\
& -\left\langle\mathcal{W}_{t} \mathcal{R}_{T-t} x, \mathcal{R}_{T-t}\left(A-B G^{-1} L\right) y\right\rangle \\
= & \left\langle Q_{t} B G^{-1} B^{*} Q_{t} x, y\right\rangle-\left\langle Q_{t}\left(A-B G^{-1} L\right) x, y\right\rangle \\
& -\left\langle Q_{t} x,\left(A-B G^{-1} L\right) y\right\rangle \\
= & -\left\langle A x, Q_{t} y\right\rangle-\left\langle Q_{t} x, A y\right\rangle \\
& -\left\langle\left(L^{*} G^{-1} L-\left(Q_{t} B+L^{*}\right) G^{-1}\left(B^{*} Q_{t}+L\right)\right) x, y\right\rangle .
\end{aligned}
$$

So, the operator-valued function $Q$, defined by (3.22), is a scalar product solution of the equation (3.19). One can also verify that this function at $t=T$ is equal to the given operator $Q_{T}$.

Theorem 3.30. If $A$ is the infinitesimal generator of $\mathcal{U} \in \mathcal{S}(X), T>0, C_{t} \equiv$ $C \in \mathcal{L}(X, U), W_{t} \equiv W \in \mathcal{L}(X), R_{t} \equiv R \in \mathcal{L}(U, X), V_{t} \equiv V \in \mathcal{L}(U), V>0$, $W=R V^{-1} R^{*}$ and $P_{0}>0$, then the scalar product solution of the equation (3.20) with the initial value $P_{0}$ has the following explicit form:

$$
P_{t}=\mathcal{R}_{t}\left(P_{0}^{-1}+\int_{0}^{t} \mathcal{R}_{s}^{*} C^{*} V^{-1} C \mathcal{R}_{s} d s\right)^{-1} \mathcal{R}_{t}^{*}, 0 \leq t \leq T
$$

where $\mathcal{R}=\mathcal{P}_{-R V^{-1} C}(\mathcal{U})$.
Proof. Replacing $\mathcal{U}$ by $\mathcal{D}_{T}(\mathcal{U})$ and letting $Q_{T}=P_{0}, B=C^{*}, F=W, L=R^{*}$, $G=V$, this theorem can be obtained from Theorem 3.29.

### 3.4 Unbounded Perturbation

In this section a perturbation of evolution operators by an unbounded operator, directed to a representation of solutions of differential delay equations, is considered.

In this section, $0<\varepsilon<T$ and we use the notation $\tilde{X}=L_{2}(-\varepsilon, 0 ; X)$ and $\check{X}=W^{1,2}(-\varepsilon, 0 ; X)$. Also, it is supposed that $\mathcal{T}$ is the strongly continuous semigroup of right translation, defined by (3.4), and

$$
\begin{equation*}
\Gamma \in \mathcal{L}(\check{X}, X): \Gamma h=h_{0}, h \in \check{X} \tag{3.23}
\end{equation*}
$$

Recall that $\check{X}$ is a Hilbert space and the scalar product in $\check{X}$ will be defined by

$$
\langle h, g\rangle_{\check{X}}=\left\langle h_{0}, g_{0}\right\rangle_{X}+\int_{-\varepsilon}^{0}\left\langle h_{\theta}^{\prime}, g_{\theta}^{\prime}\right\rangle_{X} d \theta
$$

### 3.4.1 Preliminaries

Consider the equation

$$
x_{t}^{s}=\mathcal{R}_{t, s} l+\int_{s}^{t} \mathcal{R}_{t, r} N_{r}\left\{\begin{array}{ll}
x_{\nu_{r}}^{s}, & \nu_{r}>s  \tag{3.24}\\
f_{\nu_{r}-s}, & \nu_{r} \leq s
\end{array}\right\} d r, 0 \leq s \leq t \leq T
$$

where $l \in X$ and $f \in \tilde{X}$, and suppose that the following conditions hold:

$$
\left\{\begin{array}{l}
\mathcal{R} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), N \in B_{\infty}(0, T ; \mathcal{L}(X))  \tag{3.25}\\
\nu \in W^{1, \infty}(0, T ; \mathbb{R}), t-\varepsilon \leq \nu_{t} \leq t \text { for } 0 \leq t \leq T \\
\nu_{s}<\nu_{t} \text { for } 0 \leq s<t \leq T
\end{array}\right.
$$

We would like to prove an analogue of Proposition 3.16 for the equation (3.24). Since the equation (3.24) contains the translation of an unknown function, it is impossible to express its solution by use of bounded perturbations of $\mathcal{R}$. For this, we will consider a modification of bounded perturbations to an unbounded case.

Below we will use integrands of the operator-valued functions containing $\Gamma \mathcal{T}$ and $\mathcal{T}^{*} \Gamma^{*}$. Since $\Gamma$ and $\Gamma^{*}$ are not bounded operators from $\tilde{X}$ to $X$ and from $X$ to $\tilde{X}$, respectively, we have to give a sense to these integrals. For this, let $h \in \tilde{X}$. Though $\Gamma$ is defined on $\check{X}$, we can still consider

$$
\Gamma \mathcal{T}_{t} h=\left\{\begin{array}{ll}
h_{-t}, & t \leq \varepsilon  \tag{3.26}\\
0, & t>\varepsilon
\end{array}\right\}, \text { a.e. } t \in[0, T]
$$

as a function in $L_{2}(0, T ; X)$. If $G \in B_{\infty}(0, T ; \mathcal{L}(X, Y))$ and $0 \leq s \leq t \leq T$, then

$$
\left\|\int_{s}^{t} G_{r} \Gamma \mathcal{T}_{t-r} h d t\right\|^{2} \leq \underset{r \in[0, T]}{\operatorname{Tess} \sup }\left\|G_{r}\right\|^{2}\|h\|_{\tilde{X}}^{2}
$$

Thus

$$
J=\int_{s}^{t} G_{r} \Gamma \mathcal{T}_{t-r} d r
$$

is well-defined as an operator in $\mathcal{L}(\tilde{X}, Y)$ by

$$
J h=\left(\int_{s}^{t} G_{r} \Gamma \mathcal{T}_{t-r} d r\right) h=\int_{s}^{t} G_{r} \Gamma \mathcal{T}_{t-r} h d r, h \in \tilde{X}
$$

The adjoint $J^{*} \in \mathcal{L}(Y, \tilde{X})$ of $J$ will be denoted by

$$
J^{*}=\int_{s}^{t} \mathcal{T}_{t-r}^{*} \Gamma^{*} G_{r}^{*} d r
$$

Remark 3.31. The usage of the above notation for $J^{*}$ is suggested by Proposition 2.33(c) for strong Bochner integrals. But neither $J$ nor $J^{*}$ should be interpreted as a strong Bochner integral of $\mathcal{L}(\tilde{X}, Y)$ - and $\mathcal{L}(Y, \tilde{X})$-valued functions, respectively.

Lemma 3.32. With the notation introduced above, the equality

$$
\left[\int_{s}^{t} \mathcal{T}_{t-r}^{*} \Gamma^{*} G_{r}^{*} g d r\right]_{\theta}=\left\{\begin{array}{ll}
G_{t+\theta}^{*} g, & t+\theta>s  \tag{3.27}\\
0, & t+\theta \leq s
\end{array}\right\}, \text { a.e. } \theta \in[-\varepsilon, 0]
$$

holds for all $G \in B_{\infty}(0, T ; \mathcal{L}(X, Y))$, for all $g \in Y$ and for all $0 \leq s \leq t \leq T$.
Proof. Let $h \in \tilde{X}$. By (3.26), we have

$$
\begin{aligned}
\langle J h, g\rangle & =\left\langle\int_{s}^{t} G_{r} \Gamma \mathcal{T}_{t-r} h d r, g\right\rangle \\
& =\int_{s}^{t}\left\langle\left\{\begin{array}{ll}
h_{r-t}, & t-r \leq \varepsilon \\
0, & t-r>\varepsilon
\end{array}\right\}, G_{r}^{*} g\right\rangle d r \\
& =\int_{-\varepsilon}^{0}\left\langle h_{\theta}\left\{\begin{array}{ll}
G_{t+\theta}^{*} g, & t+\theta>s \\
0, & t+\theta \leq s
\end{array}\right\}\right\rangle d \theta
\end{aligned}
$$

proving the lemma.

Remark 3.33. Though $J^{*}$ is not a strong Bochner integral of $\mathcal{L}(Y, \tilde{X})$-valued function, it can be interpreted as a strong Bochner integral of $\mathcal{L}\left(Y, \check{X}^{*}\right)$-valued function. Indeed, let $h \in \check{X}$. Then

$$
\begin{aligned}
\left\|\Gamma \mathcal{T}_{t} h\right\|_{X}^{2} & =\left\|h_{-t}\right\|_{X}^{2} \\
& =\left\|h_{0}-\int_{-t}^{0} h_{\theta}^{\prime} d \theta\right\|_{X}^{2} \\
& \leq 2\left(\left\|h_{0}\right\|_{X}^{2}+\varepsilon \int_{-\varepsilon}^{0}\left\|h_{\theta}^{\prime}\right\|_{X}^{2} d \theta\right) \\
& \leq 2 \max (1, \varepsilon)\|h\|_{\tilde{X}}^{2} .
\end{aligned}
$$

We conclude that $\Gamma \mathcal{T}$ belongs to $B_{\infty}(0, T ; \mathcal{L}(\check{X}, X))$. By Proposition 2.33(c), this implies that $(\Gamma \mathcal{T})^{*}=\mathcal{T}^{*} \Gamma^{*} \in B_{\infty}\left(0, T ; \mathcal{L}\left(X, \check{X}^{*}\right)\right)$. Thus, the strong Bochner integral of the $\mathcal{L}\left(Y, \check{X}^{*}\right)$-valued function $\mathcal{T}^{*} \Gamma^{*} G^{*}$ exists.

### 3.4.2 $\quad \Lambda^{*}$-Perturbation

Given $g \in L_{2}(a, b ; X)$ and $\mu \in \tilde{X}$, we call the functions $\bar{g}:[a, b] \rightarrow \tilde{X}$ and $\tilde{g}:[a, b] \rightarrow X \times \tilde{X}$, defined by

$$
\left[\bar{g}_{t}\right]_{\theta}=\left\{\begin{array}{ll}
g_{t+\theta}, & t+\theta>a \\
\lambda_{t+\theta-a}, & t+\theta \leq a
\end{array}\right\}, \text { a.e. } \theta \in[-\varepsilon, 0], a \leq t \leq b
$$

and

$$
\tilde{g}_{t}=\left[\begin{array}{l}
g_{t} \\
\bar{g}_{t}
\end{array}\right], a \leq t \leq b
$$

the bar and tilde functions, respectively, over $g$ with the initial distribution $\lambda$. One can observe that $\bar{g}$ expresses the past of $g$ on $[t-\varepsilon, t]$ at instant $t$, and $\tilde{g}$ jointly expresses $g$ and $\bar{g}$. Obviously, one has $\bar{g} \in L_{2}(a, b ; \tilde{X})$ and $\tilde{g} \in L_{2}(a, b ; X \times \tilde{X})$.

Now consider the function $x^{s}$ defined by (3.24). Under the conditions (3.25), we have $x^{s} \in L_{2}(s, T ; X)$ for all $0 \leq s<T$. Let $\bar{x}^{s}$ and $\tilde{x}^{s}$ be the bar and tilde functions, respectively, over $x^{s}$ with the initial distribution $f$. By (3.3) and Lemma $3.32, \bar{x}^{s}$ can be represented in the form

$$
\begin{equation*}
\bar{x}_{t}^{s}=\mathcal{T}_{t-s}^{*} f+\int_{s}^{t} \mathcal{T}_{t-r}^{*} \Gamma^{*} x_{r}^{s} d r, 0 \leq s \leq t \leq T \tag{3.28}
\end{equation*}
$$

Let

$$
\tilde{\mathcal{R}}=\mathcal{R} \odot \mathcal{T}^{*}, \Lambda_{r}^{*}(N, \nu)=\left[\begin{array}{cc}
0 & N_{r} \Gamma \mathcal{T}_{r-\nu_{r}}  \tag{3.29}\\
\Gamma^{*} & 0
\end{array}\right]
$$

Then, by (3.24) and (3.28), we have

$$
\begin{equation*}
\tilde{x}_{t}^{s}=\tilde{\mathcal{R}}_{t, s} \tilde{l}+\int_{s}^{t} \tilde{\mathcal{R}}_{t, r} \Lambda_{r}^{*}(N, \nu) \tilde{x}_{r}^{s} d r, 0 \leq s \leq t \leq T \tag{3.30}
\end{equation*}
$$

where

$$
\tilde{l}=\left[\begin{array}{l}
l \\
f
\end{array}\right] \in X \times \tilde{X}
$$

and the integral in (3.30) is the sense defined in Section 3.4.1.
In the following proposition we will use the operator-valued function

$$
\mathcal{K}_{t, s}=\left[\begin{array}{cc}
\mathcal{K}_{t, s}^{00} & \mathcal{K}_{t, s}^{01}  \tag{3.31}\\
\mathcal{K}_{t, s}^{10} & \mathcal{K}_{t, s}^{11}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}), 0 \leq s \leq t \leq T
$$

Here $\mathcal{K}^{00}$ is a unique, weakly continuous in each of the variables, solution of the following equivalent equations:

$$
\begin{align*}
& \mathcal{K}_{t, s}^{00}=\mathcal{R}_{t, s}+\int_{\min \left(\nu_{s}^{-1}, t\right)}^{t} \mathcal{K}_{t, r}^{00} N_{r} \mathcal{R}_{\nu_{r}, s} d r, 0 \leq s \leq t \leq T  \tag{3.32}\\
& \mathcal{K}_{t, s}^{00}=\mathcal{R}_{t, s}+\int_{\min \left(\nu_{s}^{-1}, t\right)}^{t} \mathcal{R}_{t, r} N_{r} \mathcal{K}_{\nu_{r}, s}^{00} d r, 0 \leq s \leq t \leq T \tag{3.33}
\end{align*}
$$

$\mathcal{K}^{01}$ and $\mathcal{K}^{10}$ are defined by

$$
\begin{equation*}
\mathcal{K}_{t, s}^{01}=\int_{s}^{\min \left(\nu_{s}^{-1}, t\right)} \mathcal{K}_{t, r}^{00} N_{r} \Gamma \mathcal{T}_{s-\nu_{r}} d r, 0 \leq s \leq t \leq T \tag{3.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{K}_{t, s}^{10}=\int_{s}^{t} \mathcal{T}_{t-r}^{*} \Gamma^{*} \mathcal{K}_{r, s}^{00} d r, 0 \leq s \leq t \leq T \tag{3.35}
\end{equation*}
$$

$\mathcal{K}^{11}$ is defined by either

$$
\begin{equation*}
\mathcal{K}_{t, s}^{11}=\mathcal{T}_{t-s}^{*}+\int_{s}^{\min \left(\nu_{s}^{-1}, t\right)} \mathcal{K}_{t, r}^{10} N_{r} \Gamma \mathcal{T}_{s-\nu_{r}} d r, 0 \leq s \leq t \leq T \tag{3.36}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathcal{K}_{t, s}^{11}=\mathcal{T}_{t-s}^{*}+\int_{s}^{t} \mathcal{T}_{t-r}^{*} \Gamma^{*} \mathcal{K}_{r, s}^{01} d r, 0 \leq s \leq t \leq T \tag{3.37}
\end{equation*}
$$

where the integrals in (3.34)-(3.37) are in the respective senses defined in Section 3.4.1.

Proposition 3.34. Under the above conditions and notation, the function $\tilde{x}_{t}^{s}=$ $\mathcal{K}_{t, s} \tilde{l}, 0 \leq s \leq t \leq T$, is a unique weakly continuous solution of the equation (3.30).

Proof. The existence of a unique weakly continuous solution of the equation (3.24) can be proved by use of the contraction mapping principle (see Theorem 2.46). This implies that the equation (3.30) has a unique weakly continuous solution as well. Let us show that the function $\tilde{x}_{t}^{s}=\mathcal{K}_{t, s} \tilde{l}, 0 \leq s \leq t \leq T$, is this solution.

First, note that the equivalence of the equations (3.32) and (3.33), the existence and the uniqueness of their solution and the weak continuity of this solution in each of the variables can be proved in a similar way as the proof of Theorem 3.13. Also, the equivalence of the formulae (3.36) and (3.37) can be proved easily. Hence, the formulae (3.31)-(3.37) uniquely define the operator-valued function $\mathcal{K}$ that is weakly continuous in each of the variables. Let

$$
\left[\begin{array}{c}
\xi_{t}^{s} \\
\eta_{t}^{s}
\end{array}\right]=\left[\begin{array}{c}
\mathcal{K}_{t, s}^{00} l+\mathcal{K}_{t, s}^{01} f \\
\mathcal{K}_{t, s}^{10} l+\mathcal{K}_{t, s}^{11} f
\end{array}\right] .
$$

It must be shown that $\xi_{t}^{s}=x_{t}^{s}$ and $\eta_{t}^{s}=\bar{x}_{t}^{s}$ for all $0 \leq s \leq t \leq T$. From (3.33) and (3.34), we have

$$
\begin{aligned}
\xi_{t}^{s}= & \mathcal{K}_{t, s}^{00} l+\mathcal{K}_{t, s}^{01} f \\
= & \mathcal{R}_{t, s} l+\int_{\min \left(\nu_{s}^{-1}, t\right)}^{t} \mathcal{R}_{t, r} N_{r} \mathcal{K}_{\nu_{r}, s}^{00} l d r \\
& +\int_{s}^{\min \left(\nu_{s}^{-1}, t\right)} \mathcal{R}_{t, r} N_{r} \Gamma \mathcal{T}_{s-\nu_{r}} f d r \\
& +\int_{s}^{\min \left(\nu_{s}^{-1}, t\right)} \int_{\min \left(\nu_{r}^{-1}, t\right)}^{t} \mathcal{R}_{t, \alpha} N_{\alpha} \mathcal{K}_{\nu_{\alpha}, r}^{00} N_{r} \Gamma \mathcal{T}_{s-\nu_{r}} f d \alpha d r
\end{aligned}
$$

Changing the order of integration yields

$$
\begin{aligned}
\xi_{t}^{s} & =\mathcal{R}_{t, s} l+\int_{s}^{t} \mathcal{R}_{t, r} N_{r}\left\{\begin{array}{ll}
\mathcal{K}_{\nu_{r}, s}^{00} l+\mathcal{K}_{\nu_{r}, s}^{01} f & \nu_{r}>s \\
\Gamma \mathcal{T}_{s-\nu_{r}} f, & \nu_{r} \leq s
\end{array}\right\} d r \\
& =\mathcal{R}_{t, s} l+\int_{s}^{t} \mathcal{R}_{t, r} N_{r}\left\{\begin{array}{ll}
\xi_{\nu_{r}}^{s} & \nu_{r}>s \\
f_{\nu_{r}-s}, & \nu_{r} \leq s
\end{array}\right\} d r .
\end{aligned}
$$

Since the equation (3.24) has a unique solution, we conclude that $\xi_{t}^{s}=x_{t}^{s}$ for all $0 \leq s \leq t \leq T$. Now let us show that $\eta_{t}^{s}=\bar{x}_{t}^{s}, 0 \leq s \leq t \leq T$. From (3.35) and (3.37), we have

$$
\begin{aligned}
\eta_{t}^{s} & =\mathcal{K}_{t, s}^{10} l+\mathcal{K}_{t, s}^{11} f \\
& =\mathcal{T}_{t-s}^{*} f+\int_{s}^{t} \mathcal{T}_{t-r}^{*} \Gamma^{*}\left(\mathcal{K}_{r, s}^{00} l+\mathcal{K}_{r, s}^{01} f\right) d r \\
& =\mathcal{T}_{t-s}^{*} f+\int_{s}^{t} \mathcal{T}_{t-r}^{*} \Gamma^{*} x_{r}^{s} d r
\end{aligned}
$$

implying

$$
\left[\eta_{t}^{s}\right]_{\theta}=\left\{\begin{array}{ll}
x_{t+\theta}^{s}, & t+\theta>s \\
f_{t-s+\theta}, & t+\theta \leq s
\end{array}\right\}=\left[\bar{x}_{t}^{s}\right]_{\theta}
$$

The proposition is proved.

Theorem 3.35. Let $\mathcal{R}, N, \nu$ satisfy (3.25) and let $\tilde{\mathcal{R}}, \Lambda^{*}$ be defined by (3.29). Then the equation

$$
\begin{equation*}
\mathcal{K}_{t, s}=\tilde{\mathcal{R}}_{t, s}+\int_{s}^{t} \tilde{\mathcal{R}}_{t, r} \Lambda_{r}^{*}(N, \nu) \mathcal{K}_{r, s} d r, 0 \leq s \leq t \leq T \tag{3.38}
\end{equation*}
$$

has a unique solution $\mathcal{K}$ in $\mathcal{E}\left(\Delta_{T}, \mathcal{L}(X \times \tilde{X})\right)$ as defined by (3.31)-(3.37).
Proof. Using Proposition 3.34, one can show that the equation (3.38) has a unique solution $\mathcal{K}$ as defined by (3.31)-(3.37) and this solution is weakly continuous in each of the variables. Obviously, $\mathcal{K}_{t, t}=I$ for $0 \leq t \leq T$. Let us show the semigroup property for $\mathcal{K}$. By Proposition 3.34, for $0 \leq s \leq r \leq t \leq T$, we have

$$
\mathcal{K}_{t, s} \tilde{l}=\tilde{x}_{t}^{s}=\mathcal{K}_{t, r} \tilde{x}_{r}^{s}=\mathcal{K}_{t, r} \mathcal{K}_{r, s} \tilde{l}
$$

Since $\tilde{l}$ is arbitrary in $X \times \tilde{X}$, we obtain that $\mathcal{K}$ satisfies the semigroup property. Thus, $\mathcal{K} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X \times \tilde{X})\right)$.

Definition 3.36. The mild evolution operator $\mathcal{K}$, defined by (3.31)-(3.37), will be called the dual unbounded perturbation of $\mathcal{R} \odot \mathcal{T}^{*}$ by $\Lambda^{*}(N, \nu)$ or, briefly, $\Lambda^{*}$ perturbation of $\mathcal{R} \odot \mathcal{T}^{*}$. The notation $\mathcal{P}_{\Lambda^{*}(N, \nu)}^{*}\left(\mathcal{R} \odot \mathcal{T}^{*}\right)$ will be used to denote this perturbation.
Remark 3.37. By (3.26)-(3.27), the formulae (3.34)-(3.37) can be rewritten in the form

$$
\begin{aligned}
\mathcal{K}_{t, s}^{01} h^{1} & =\int_{s}^{\min \left(\nu_{s}^{-1}, t\right)} \mathcal{K}_{t, r}^{00} N_{r} h_{\nu_{r}-s}^{1} d r, 0 \leq s \leq t \leq T, h^{1} \in \tilde{X}, \\
{\left[\mathcal{K}_{t, s}^{10} h^{0}\right]_{\theta} } & =\left\{\begin{array}{ll}
\mathcal{K}_{t+\theta, s}^{00} h^{0}, & t+\theta>s \\
0, & t+\theta \leq s
\end{array}\right\},-\varepsilon \leq \theta \leq 0,0 \leq s \leq t \leq T, h^{0} \in X, \\
\mathcal{K}_{t, s}^{11} h^{1} & =\mathcal{T}_{t-s}^{*} h^{1}+\int_{s}^{\min \left(\nu_{s}^{-1}, t\right)} \mathcal{K}_{t, r}^{10} N_{r} h_{\nu_{r}-s}^{1} d r, 0 \leq s \leq t \leq T, h^{1} \in \tilde{X}, \\
{\left[\mathcal{K}_{t, s}^{11} h^{1}\right]_{\theta} } & =\left\{\begin{array}{ll}
\mathcal{K}_{t+\theta, s}^{01} h^{1}, & t+\theta>s \\
h_{t-s+\theta}^{1}, & t+\theta \leq s
\end{array}\right\},-\varepsilon \leq \theta \leq 0,0 \leq s \leq t \leq T, h^{1} \in \tilde{X}
\end{aligned}
$$

### 3.4.3 $\quad \Lambda$-Perturbation

Now suppose that $\mathcal{U}, M$ and $\mu$ satisfy

$$
\left\{\begin{array}{l}
\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), M \in B_{\infty}(0, T ; \mathcal{L}(X))  \tag{3.39}\\
\mu \in W^{1, \infty}(0, T ; \mathbb{R}), t \leq \mu_{t} \leq t+\varepsilon \text { for } 0 \leq t \leq T \\
\mu_{s}<\mu_{t} \text { for } 0 \leq s<t \leq T
\end{array}\right.
$$

Consider the operator-valued function

$$
\mathcal{Y}_{t, s}=\left[\begin{array}{ll}
\mathcal{Y}_{t, s}^{00} & \mathcal{Y}_{t, s}^{01}  \tag{3.40}\\
\mathcal{Y}_{t, s}^{10} & \mathcal{Y}_{t, s}^{11}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}), 0 \leq s \leq t \leq T
$$

where $\mathcal{Y}^{00}$ is a solution of the equivalent equations

$$
\begin{align*}
& \mathcal{Y}_{t, s}^{00}=\mathcal{U}_{t, s}+\int_{s}^{\max \left(\mu_{t}^{-1}, s\right)} \mathcal{Y}_{t, \mu_{r}}^{00} M_{r} \mathcal{U}_{r, s} d r, 0 \leq s \leq t \leq T  \tag{3.41}\\
& \mathcal{Y}_{t, s}^{00}=\mathcal{U}_{t, s}+\int_{s}^{\max \left(\mu_{t}^{-1}, s\right)} \mathcal{U}_{t, \mu_{r}} M_{r} \mathcal{Y}_{r, s}^{00} d r, 0 \leq s \leq t \leq T \tag{3.42}
\end{align*}
$$

$\mathcal{Y}^{01}$ and $\mathcal{Y}^{10}$ are defined by

$$
\begin{equation*}
\mathcal{Y}_{t, s}^{01}=\int_{s}^{t} \mathcal{Y}_{t, r}^{00} \Gamma \mathcal{T}_{r-s} d r, 0 \leq s \leq t \leq T \tag{3.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{Y}_{t, s}^{10}=\int_{\max \left(\mu_{t}^{-1}, s\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} M_{r} \mathcal{Y}_{r, s}^{00} d r, 0 \leq s \leq t \leq T \tag{3.44}
\end{equation*}
$$

and $\mathcal{Y}^{11}$ is defined by either

$$
\begin{equation*}
\mathcal{Y}_{t, s}^{11}=\mathcal{T}_{t-s}+\int_{s}^{t} \mathcal{Y}_{t, r}^{10} \Gamma \mathcal{T}_{r-s} d r, 0 \leq s \leq t \leq T \tag{3.45}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathcal{Y}_{t, s}^{11}=\mathcal{T}_{t-s}+\int_{\max \left(\mu_{t}^{-1}, s\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} M_{r} \mathcal{Y}_{r, s}^{01} d r, 0 \leq s \leq t \leq T \tag{3.46}
\end{equation*}
$$

Note that in (3.43)-(3.46) the integrals are in the respective senses defined in Section 3.4.1.

Theorem 3.38. Let $\mathcal{U}, M, \mu$ satisfy (3.39). Then the function $\mathcal{Y}$, defined by (3.40)(3.46), belongs to $\mathcal{E}\left(\Delta_{T}, \mathcal{L}(X \times \tilde{X})\right)$.

Proof. Let $\mathcal{R}=\mathcal{D}_{T}(\mathcal{U}), N=D_{T}(M)$ and $\nu=D_{T}(\mu)$ (see Section 3.2.2 for these symbols). Consider $\mathcal{K} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X \times \tilde{X})\right)$, defined by (3.31)-(3.37), where in turn $\mathcal{R}, N$ and $\nu$ are defined through $\mathcal{U}, M$ and $\mu$ as above. Using Proposition 3.18, one can verify that $\mathcal{Y}=\mathcal{D}_{T}(\mathcal{K})$. Hence, $\mathcal{Y} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X \times \tilde{X})\right)$.

To obtain an equation for $\mathcal{Y}$, substitute $\mathcal{K}=\mathcal{D}_{T}(\mathcal{Y}), N=D_{T}(M)$ and $\nu=D_{T}(\mu)$ in (3.38). Then one can get the following equation for $\mathcal{Y}$ :

$$
\begin{equation*}
\mathcal{Y}_{t, s}=(\mathcal{U} \odot \mathcal{T})_{t, s}+\int_{s}^{t} \mathcal{Y}_{t, r} \Lambda_{r}(M, \mu)(\mathcal{U} \odot \mathcal{T})_{r, s} d r, 0 \leq s \leq t \leq T \tag{3.47}
\end{equation*}
$$

where

$$
\Lambda_{r}(M, \mu)=\left[\begin{array}{cc}
0 & \Gamma  \tag{3.48}\\
\mathcal{T}_{\mu_{r}-r}^{*} \Gamma^{*} M_{r} & 0
\end{array}\right], 0 \leq r \leq T
$$

Based on (3.47) and (3.48), we can introduce the following.

Definition 3.39. The mild evolution operator $\mathcal{Y}$, defined by (3.40)-(3.46), will be called the unbounded perturbation of $\mathcal{U} \odot \mathcal{T}$ by $\Lambda(M, \mu)$ or $\Lambda$-perturbation of $\mathcal{U} \odot \mathcal{T}$. The notation $\mathcal{P}_{\Lambda(M, \mu)}(\mathcal{U} \odot \mathcal{T})$ will be used to denote this perturbation.

Remark 3.40. Similar to Remark 3.37, we can rewrite the formulae (3.43)-(3.46) in the form

$$
\begin{aligned}
\mathcal{Y}_{t, s}^{01} g^{1}= & \int_{\max (-\varepsilon, s-t)}^{0} \mathcal{Y}_{t, s-r}^{00} g_{r}^{1} d r, 0 \leq s \leq t \leq T, g^{1} \in \tilde{X} \\
{\left[\mathcal{Y}_{t, s}^{10} g^{0}\right]_{\theta}=} & \chi_{\left[t-\mu_{t}, \min \left(0, t-\mu_{s}\right)\right]}(\theta)\left(\mu^{-1}\right)_{t-\theta}^{\prime} M_{\mu_{t-\theta}^{-1}} \mathcal{Y}_{\mu_{t-\theta}^{-1}, s}^{00} g^{0}, \\
& -\varepsilon \leq \theta \leq 0,0 \leq s \leq t \leq T, g^{0} \in X \\
\mathcal{Y}_{t, s}^{11} g^{1}= & \mathcal{T}_{t-s} g^{1}+\int_{\max (-\varepsilon, s-t)}^{0} \mathcal{Y}_{t, s-r}^{10} g_{r}^{1} d r, 0 \leq s \leq t \leq T, g^{1} \in \tilde{X} \\
{\left[\mathcal{Y}_{t, s}^{11} g^{1}\right]_{\theta}=} & \chi_{\left[t-\mu_{t}, \min \left(0, t-\mu_{s}\right)\right]}(\theta)\left(\mu^{-1}\right)_{t-\theta}^{\prime} M_{\mu_{t-\theta}^{-1}} \mathcal{Y}_{\mu_{t-\theta}^{-1}, s^{01}}^{0} g^{1} \\
& +\chi_{[\min (0, t-s-\varepsilon), 0)}(\theta) g_{\theta-t+s}^{1},-\varepsilon \leq \theta \leq 0,0 \leq s \leq t \leq T, g^{1} \in \tilde{X}
\end{aligned}
$$

Here $\chi_{G}$ denotes the characteristic function of the set $G$.
The following proposition is a modification of Proposition 3.18(a) to the cases of $\Lambda$ - and $\Lambda^{*}$-perturbations.

Proposition 3.41. Suppose $\mathcal{U}, M$ and $\mu$ satisfy (3.39), $\mathcal{R}, N$ and $\nu$ satisfy (3.25) and $0<t \leq T$. Then
(a) $\left.\mathcal{P}_{\Lambda(M, \mu)}(\mathcal{U} \odot \mathcal{T})\right|_{\Delta_{t}}=\mathcal{D}_{t}\left(\mathcal{P}_{\Lambda^{*}\left(D_{t}(M), D_{t}(\mu)\right)}^{*}\left(\mathcal{D}_{t}(\mathcal{U}) \odot \mathcal{T}^{*}\right)\right)$;
(b) $\left.\mathcal{P}_{\Lambda^{*}(N, \nu)}^{*}\left(\mathcal{R} \odot \mathcal{T}^{*}\right)\right|_{\Delta_{t}}=\mathcal{D}_{t}\left(\mathcal{P}_{\Lambda\left(D_{t}(N), D_{t}(\nu)\right)}\left(\mathcal{D}_{t}(\mathcal{R}) \odot \mathcal{T}\right)\right)$.

Proof. This can be seen in the proof of Theorem 3.38.

### 3.4.4 Examples

In this section we present the examples of $\Lambda$ - and $\Lambda^{*}$-perturbations which are strongly continuous semigroups.

Example 3.42. Suppose that

$$
\mathcal{R} \in \mathcal{S}(X), N_{t} \equiv N \in \mathcal{L}(X) \text { and } \nu_{t}=t-\varepsilon, t \geq 0
$$

An inspection of the formulae (3.31)-(3.37) shows that $\mathcal{K}=\mathcal{P}_{\Lambda^{*}(N, \nu)}^{*}\left(\mathcal{R} \odot \mathcal{T}^{*}\right)$ belongs to $\mathcal{S}(X \times \tilde{X})$ and in the one-parameter form $\mathcal{K}$ can be decomposed as

$$
\mathcal{K}_{t}=\left[\begin{array}{cc}
\mathcal{K}_{t}^{00} & \mathcal{K}_{t}^{01}  \tag{3.49}\\
\mathcal{K}_{t}^{10} & \mathcal{K}_{t}^{11}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}), t \geq 0
$$

where $\mathcal{K}^{00}$ is a unique strongly continuous solution of the following equivalent equations:

$$
\begin{align*}
& \mathcal{K}_{t}^{00}=\mathcal{R}_{t}+\int_{0}^{\max (t-\varepsilon, 0)} \mathcal{K}_{r}^{00} N \mathcal{R}_{t-r-\varepsilon} d r, t \geq 0  \tag{3.50}\\
& \mathcal{K}_{t}^{00}=\mathcal{R}_{t}+\int_{0}^{\max (t-\varepsilon, 0)} \mathcal{R}_{t-r-\varepsilon} N \mathcal{K}_{r}^{00} d r, t \geq 0 \tag{3.51}
\end{align*}
$$

$\mathcal{K}^{01}, \mathcal{K}^{01}$ and $\mathcal{K}^{11}$ are defined by

$$
\begin{align*}
\mathcal{K}_{t}^{01} & =\int_{\max (t-\varepsilon, 0)}^{t} \mathcal{K}_{r}^{00} N \Gamma \mathcal{T}_{r-t+\varepsilon} d r, t \geq 0  \tag{3.52}\\
\mathcal{K}_{t}^{10} & =\int_{0}^{t} \mathcal{T}_{r}^{*} \Gamma^{*} \mathcal{K}_{t-r}^{00} d r, t \geq 0  \tag{3.53}\\
\mathcal{K}_{t}^{11} & =\mathcal{T}_{t}^{*}+\int_{\max (t-\varepsilon, 0)}^{t} \mathcal{K}_{r}^{10} N \Gamma \mathcal{T}_{r-t+\varepsilon} d r, t \geq 0  \tag{3.54}\\
\mathcal{K}_{t}^{11} & =\mathcal{T}_{t}^{*}+\int_{0}^{t} \mathcal{T}_{r}^{*} \Gamma^{*} \mathcal{K}_{t-r}^{01} d r, t \geq 0 \tag{3.55}
\end{align*}
$$

Furthermore, the infinitesimal generator $\tilde{A}^{*}$ of $\mathcal{K}$ has the form

$$
\left\{\begin{array}{l}
\tilde{A}^{*}=\left[\begin{array}{cc}
A^{*} & N \Gamma \mathcal{T}_{\varepsilon} \\
\Gamma^{*} & d / d \theta
\end{array}\right] \in \tilde{\mathcal{L}}(X \times \tilde{X})  \tag{3.56}\\
D\left(\tilde{A}^{*}\right)=\left\{h=\left[\begin{array}{l}
h^{0} \\
h^{1}
\end{array}\right]: h^{0} \in D\left(A^{*}\right), h^{1} \in \tilde{X}, h_{0}^{1}=h^{0}\right\}
\end{array}\right.
$$

where $A^{*} \in \tilde{\mathcal{L}}(X)$ is the infinitesimal generator of $\mathcal{R}, d / d \theta$ is the infinitesimal generator of $\mathcal{T}^{*}$ with $D(d / d \theta)=\left\{h^{1} \in \check{X}: h_{0}^{1}=0\right\}$ and the operator $\Gamma^{*}$ should be understood in the following sense:

$$
\left\{\begin{array}{l}
\Gamma^{*} h^{0}+(d / d \theta) h^{1}=(d / d \theta)\left(h^{1}-\Pi h^{0}\right)  \tag{3.57}\\
h^{0} \in D\left(A^{*}\right), h^{1} \in \tilde{X}, h_{0}^{1}=h^{0}
\end{array}\right.
$$

with

$$
\begin{equation*}
\Pi \in \mathcal{L}(X, \check{X}):[\Pi x]_{\theta}=x,-\varepsilon \leq \theta \leq 0, x \in X \tag{3.58}
\end{equation*}
$$

Indeed, consider

$$
\mathcal{K}_{t} h=\left[\begin{array}{l}
\mathcal{K}_{t}^{00} h^{0}+\mathcal{K}_{t}^{01} h^{1} \\
\mathcal{K}_{t}^{10} h^{0}+\mathcal{K}_{t}^{11} h^{1}
\end{array}\right]
$$

where $h^{0}$ and $h^{1}$ are the respective components of $h \in D\left(\tilde{A}^{*}\right)$. Denote

$$
x_{t}=\mathcal{R}_{t} h^{0}+\int_{0}^{t} \mathcal{R}_{r} N h_{t-r-\varepsilon}^{1} d t, 0 \leq t \leq \varepsilon
$$

By Proposition 2.41, $x_{t}$ is differentiable and its derivative at $t=0$ is equal to $A^{*} h^{0}+N h_{-\varepsilon}^{1}=A^{*} h^{0}+N \Gamma \mathcal{T}_{\varepsilon} h^{1}$. Since for small $t, \mathcal{K}_{t}^{00}=\mathcal{R}_{t}$ and

$$
\mathcal{K}_{t}^{01} h^{1}=\int_{0}^{t} \mathcal{R}_{r} N h_{t-r-\varepsilon}^{1} d r
$$

we obtain

$$
\mathcal{K}_{t}^{00} h^{0}+\mathcal{K}_{t}^{01} h^{1}=\mathcal{R}_{t} h^{0}+\int_{0}^{t} \mathcal{R}_{r} N h_{t-r-\varepsilon}^{1} d r=x_{t}
$$

proving that $\mathcal{K}_{t}^{00} h^{0}+\mathcal{K}_{t}^{01} h^{1}$ is differentiable and its derivative at $t=0$ is equal to $A^{*} h^{0}+N \Gamma \mathcal{T}_{\varepsilon} h^{1}$. Also, from (3.27), we have

$$
\begin{aligned}
{\left[\mathcal{K}_{t}^{10} h^{0}+\mathcal{K}_{t}^{11} h^{1}\right]_{\theta} } & =\left\{\begin{array}{ll}
\mathcal{K}_{t+\theta}^{00} h^{0}+\mathcal{K}_{t+\theta}^{01} h^{1}, & t+\theta>0 \\
h_{t+\theta}^{1}, & t+\theta \leq 0
\end{array}\right\} \\
& =\left\{\begin{array}{ll}
x_{t+\theta}, & t+\theta>0 \\
h_{t+\theta}^{1}, & t+\theta \leq 0
\end{array}\right\}
\end{aligned}
$$

which implies that for a.e. $\theta \in[-\varepsilon, 0],\left[\mathcal{K}_{t}^{10} h^{0}+\mathcal{K}_{t}^{11} h^{1}\right]_{\theta}$ is differentiable with respect to $t$ and its derivative at $t=0$ is equal to $(d / d \theta)\left(h_{\theta}^{1}-h^{0}\right)$. Finally, since $(d / d \theta)\left(h^{1}-\Pi h^{0}\right) \in \tilde{X}$, we have

$$
\begin{aligned}
& \lim _{t \rightarrow 0} \int_{-\varepsilon}^{0}\left\|t^{-1}\left[\mathcal{K}_{t}^{10} h^{0}+\mathcal{K}_{t}^{11} h^{1}\right]_{\theta}-\left[\Gamma^{*} h^{0}+\frac{d}{d \theta} h^{1}\right]_{\theta}\right\|^{2} d \theta \\
& \quad=\int_{-\varepsilon}^{0} \lim _{t \rightarrow 0}\left\|t^{-1}\left[\mathcal{K}_{t}^{10} h^{0}+\mathcal{K}_{t}^{11} h^{1}\right]_{\theta}-\frac{d}{d \theta}\left(h_{\theta}^{1}-h^{0}\right)\right\|^{2} d \theta=0
\end{aligned}
$$

proving that $\mathcal{K}_{t}^{10} h^{0}+\mathcal{K}_{t}^{11} h^{1}$ is differentiable as an $\tilde{X}$-valued function and its derivative at $t=0$ is equal to $\Gamma^{*} h^{0}+(d / d \theta) h^{1}$. Thus, $\tilde{A}^{*}$ is the infinitesimal generator of $\mathcal{K}$.

Example 3.43. Suppose that

$$
\mathcal{R} \in \mathcal{S}(X), N_{t} \equiv 0 \text { and } \nu_{t}=t-\varepsilon, t \geq 0
$$

Then from Example 3.42 it follows that $\mathcal{K}=\mathcal{P}_{\Lambda^{*}(0, \nu)}^{*}\left(\mathcal{R} \odot \mathcal{T}^{*}\right) \in \mathcal{S}(X \times \tilde{X})$ where $\mathcal{K}$ can be decomposed as

$$
\mathcal{K}_{t}=\left[\begin{array}{cc}
\mathcal{R}_{t} & 0 \\
\mathcal{K}_{t}^{10} & \mathcal{T}_{t}^{*}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}), t \geq 0
$$

with

$$
\mathcal{K}_{t}^{10}=\int_{0}^{t} \mathcal{T}_{r}^{*} \Gamma^{*} \mathcal{R}_{t-r} d r, t \geq 0
$$

and its infinitesimal generator $\tilde{A}^{*}$ is defined by

$$
\left\{\begin{array}{l}
\tilde{A}^{*}=\left[\begin{array}{cc}
A^{*} & 0 \\
\Gamma^{*} & d / d \theta
\end{array}\right] \in \tilde{\mathcal{L}}(X \times \tilde{X}) \\
D\left(\tilde{A}^{*}\right)=\left\{h=\left[\begin{array}{l}
h^{0} \\
h^{1}
\end{array}\right]: h^{0} \in D\left(A^{*}\right), h^{1} \in \tilde{X}, h_{0}^{1}=h^{0}\right\}
\end{array}\right.
$$

where $A^{*}, d / d \theta$ and $\Gamma^{*}$ are as in Example 3.42.
Example 3.44. Suppose that

$$
\mathcal{U} \in \mathcal{S}(X), M_{t} \equiv M \in \mathcal{L}(X) \text { and } \mu_{t}=t+\varepsilon, t \geq 0
$$

Then $\mathcal{Y}=\mathcal{P}_{\Lambda(M, \mu)}(\mathcal{U} \odot \mathcal{T})$ belongs to $\mathcal{S}(X \times \tilde{X})$ and in the one-parameter form $\mathcal{Y}$ can be decomposed as

$$
\mathcal{Y}_{t}=\left[\begin{array}{ll}
\mathcal{Y}_{t}^{00} & \mathcal{Y}_{t}^{01}  \tag{3.59}\\
\mathcal{Y}_{t}^{10} & \mathcal{Y}_{t}^{11}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}), t \geq 0
$$

where $\mathcal{Y}^{00}$ is a unique strongly continuous solution of the following equivalent equations:

$$
\begin{align*}
& \mathcal{Y}_{t}^{00}=\mathcal{U}_{t}+\int_{0}^{\max (t-\varepsilon, 0)} \mathcal{Y}_{r}^{00} M \mathcal{U}_{t-r-\varepsilon} d r, t \geq 0  \tag{3.60}\\
& \mathcal{Y}_{t}^{00}=\mathcal{U}_{t}+\int_{0}^{\max (t-\varepsilon, 0)} \mathcal{U}_{t-r-\varepsilon} M \mathcal{Y}_{r}^{00} d r, t \geq 0 \tag{3.61}
\end{align*}
$$

$\mathcal{Y}^{01}, \mathcal{Y}^{10}$ and $\mathcal{Y}^{11}$ are defined by

$$
\begin{align*}
& \mathcal{Y}_{t}^{01}=\int_{0}^{t} \mathcal{Y}_{r}^{00} \Gamma \mathcal{T}_{t-r} d r, t \geq 0  \tag{3.62}\\
& \mathcal{Y}_{t}^{10}=\int_{\max (0, \varepsilon-t)}^{\varepsilon} \mathcal{T}_{r}^{*} \Gamma^{*} M \mathcal{Y}_{t+r-\varepsilon}^{00} d r, t \geq 0  \tag{3.63}\\
& \mathcal{Y}_{t}^{11}=\mathcal{T}_{t}+\int_{0}^{t} \mathcal{Y}_{r}^{10} \Gamma \mathcal{T}_{t-r} d r, t \geq 0  \tag{3.64}\\
& \mathcal{Y}_{t}^{11}=\mathcal{T}_{t}+\int_{\max (0, \varepsilon-t)}^{\varepsilon} \mathcal{T}_{r}^{*} \Gamma^{*} M \mathcal{Y}_{t+r-\varepsilon}^{01} d r, t \geq 0 \tag{3.65}
\end{align*}
$$

The infinitesimal generator $\tilde{A}$ of $\mathcal{Y}$ has the form

$$
\left\{\begin{array}{l}
\tilde{A}=\left[\begin{array}{cc}
A & \Gamma \\
\mathcal{T}_{\varepsilon}^{*} \Gamma^{*} M & -d / d \theta
\end{array}\right] \in \tilde{\mathcal{L}}(X \times \tilde{X})  \tag{3.66}\\
D(\tilde{A})=\left\{g=\left[\begin{array}{l}
g^{0} \\
g^{1}
\end{array}\right]: g^{0} \in D(A), g^{1} \in \tilde{X}, g_{-\varepsilon}^{1}=M g^{0}\right\}
\end{array}\right.
$$

where $A \in \tilde{\mathcal{L}}(X)$ is the infinitesimal generator of $\mathcal{U},-d / d \theta$ is the infinitesimal generator of $\mathcal{T}$ with $D(-d / d \theta)=\left\{g^{1} \in \check{X}: g_{-\varepsilon}^{1}=0\right\}$ and the operator $\mathcal{T}_{\varepsilon}^{*} \Gamma^{*} M$ should be understood in the following sense:

$$
\left\{\begin{array}{l}
\mathcal{T}_{\varepsilon}^{*} \Gamma^{*} M g^{0}+(-d / d \theta) g^{1}=(-d / d \theta)\left(g^{1}-\Pi M g^{0}\right)  \tag{3.67}\\
g^{0} \in D(A), g^{1} \in \check{X}, g_{-\varepsilon}^{1}=M g^{0}
\end{array}\right.
$$

with $\Pi$ defined by (3.58). Indeed, let $\mathcal{R}=\mathcal{D}_{T}(\mathcal{U})$ and $N=M^{*}$. Then, for $\mathcal{Y}$ and $\mathcal{K}$ defined by (3.59)-(3.65) and (3.49)-(3.55), respectively, we have $\mathcal{Y}=\mathcal{K}^{*}$. Therefore, the infinitesimal generator of $\mathcal{Y}$ must be adjoint to the infinitesimal generator of $\mathcal{K}$. So, it is sufficient to show that $\tilde{A}$, defined by (3.66), is adjoint to $\tilde{A}^{*}$, defined by (3.56). By Proposition $2.43(\mathrm{~b})$, for $h \in D\left(\tilde{A}^{*}\right)$ with the components $h^{0}$ and $h^{1}$ and for $g \in D(\tilde{A})$ with the components $g^{0}$ and $g^{1}$, we have

$$
\begin{aligned}
0= & \int_{-\varepsilon}^{0} \frac{d}{d \theta}\left\langle h_{\theta}^{1}-h^{0}, g_{\theta}^{1}-M g^{0}\right\rangle d \theta \\
= & \int_{-\varepsilon}^{0}\left\langle\frac{d}{d \theta}\left(h_{\theta}^{1}-h^{0}\right), g_{\theta}^{1}-M g^{0}\right\rangle d \theta \\
& +\int_{-\varepsilon}^{0}\left\langle h_{\theta}^{1}-h^{0}, \frac{d}{d \theta}\left(g_{\theta}^{1}-M g^{0}\right)\right\rangle d \theta
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \left\langle h_{-\varepsilon}^{1}-h^{0}, M g^{0}\right\rangle+\int_{-\varepsilon}^{0}\left\langle\frac{d}{d \theta}\left(h_{\theta}^{1}-h^{0}\right), g_{\theta}^{1}\right\rangle d \theta \\
& \quad=\left\langle h^{0}, g_{0}^{1}-M g^{0}\right\rangle-\int_{-\varepsilon}^{0}\left\langle h_{\theta}^{1}, \frac{d}{d \theta}\left(g_{\theta}^{1}-M g^{0}\right)\right\rangle d \theta
\end{aligned}
$$

and, therefore,

$$
\begin{aligned}
\left\langle A^{*} h^{0}\right. & \left.+M^{*} h_{-\varepsilon}^{1}, g^{0}\right\rangle+\int_{-\varepsilon}^{0}\left\langle\frac{d}{d \theta}\left(h_{\theta}^{1}-h^{0}\right), g_{\theta}^{1}\right\rangle d \theta \\
& =\left\langle h^{0}, A g^{0}+g_{0}^{1}\right\rangle-\int_{-\varepsilon}^{0}\left\langle h_{\theta}^{1}, \frac{d}{d \theta}\left(g_{\theta}^{1}-M g^{0}\right)\right\rangle d \theta
\end{aligned}
$$

Thus, $\left\langle\tilde{A}^{*} h, g\right\rangle_{X \times \tilde{X}}=\langle h, \tilde{A} g\rangle_{X \times \tilde{X}}$.
Example 3.45. Suppose that

$$
\mathcal{U} \in \mathcal{S}(X), M_{t} \equiv 0 \text { and } \mu_{t}=t+\varepsilon, t \geq 0
$$

Then from Example 3.44 it follows that $\mathcal{Y}=\mathcal{P}_{\Lambda(0, \mu)}(\mathcal{U} \odot \mathcal{T}) \in \mathcal{S}(X \times \tilde{X})$. Moreover, $\mathcal{Y}$ is defined by

$$
\mathcal{Y}_{t}=\left[\begin{array}{cc}
\mathcal{U}_{t} & \mathcal{Y}_{t}^{01} \\
0 & \mathcal{T}_{t}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}), t \geq 0
$$

with

$$
\mathcal{Y}_{t}^{01}=\int_{0}^{t} \mathcal{U}_{r} \Gamma \mathcal{T}_{t-r} d r, t \geq 0
$$

and has the infinitesimal generator

$$
\left\{\begin{array}{l}
\tilde{A}=\left[\begin{array}{cc}
A & \Gamma \\
0 & -d / d \theta
\end{array}\right] \in \tilde{\mathcal{L}}(X \times \tilde{X}) \\
D(\tilde{A})=\left\{g=\left[\begin{array}{l}
g^{0} \\
g^{1}
\end{array}\right]: g^{0} \in D(A), g^{1} \in \check{X}, g_{-\varepsilon}^{1}=0\right\}
\end{array}\right.
$$

where $A \in \tilde{\mathcal{L}}(X)$ is the infinitesimal generator of $\mathcal{U}$ and $-d / d \theta$ is the infinitesimal generator of $\mathcal{T}$ with $D(-d / d \theta)=\left\{g^{1} \in \check{X}: g_{-\varepsilon}^{1}=0\right\}$.

## Chapter 4

## Partially Observable Linear Systems

This chapter deals with stochastic differential equations and partially observable linear systems. We also present a basic estimation in Hilbert spaces and discuss white, colored and wide band noise processes.

Convention. In this chapter it is always assumed that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space, $X, Y, Z, U, H \in \mathcal{H}, T>0, \mathbf{T}=[0, T]$ is a finite time interval and $\Delta_{t}=\{(s, r): 0 \leq r \leq s \leq t\}$ for $t>0$.

### 4.1 Random Variables and Processes

A random variable and a random process are the analogs of a variable and a function from analysis in studying random phenomena.

### 4.1.1 Random Variables

An $X$-valued random variable (or, briefly, a random variable) is a function in $m(\Omega, X)$. Two random variables $\xi$ and $\eta$ are said to be equal if $\xi_{\omega}=\eta_{\omega}$ w.p.1. The equality of the random variables $\xi$ and $\eta$ is written as $\xi=\eta$.

Given a random variable $\xi \in m(\Omega, X)$, the measure $\mathbf{P}_{\xi}$ on $\mathcal{B}_{X}$ generated by $\xi$, i.e., $\mathbf{P}_{\xi}(A)=\mathbf{P}\left(\xi^{-1}(A)\right), A \in \mathcal{B}_{X}$, is called the distribution of $\xi$. If $\xi \in L_{1}(\Omega, X)$, then the integral

$$
\mathbf{E} \xi=\int_{\Omega} \xi d \mathbf{P}=\int_{X} x d \mathbf{P}_{\xi}
$$

is called the expectation or the mean value of $\xi$.

With a random variable $\xi \in m(\Omega, X)$, one can associate the function

$$
\varphi_{\xi}(x)=\mathbf{E} e^{i\langle x, \xi\rangle}=\int_{\Omega} e^{i\langle x, \xi\rangle} d \mathbf{P}=\int_{X} e^{i\langle x, y\rangle} d \mathbf{P}_{\xi}(y), x \in X
$$

where $i$ is the imaginary unit $\left(i^{2}=-1\right)$. This function is called the characteristic function of $\xi$. Note that the values of $\varphi_{\xi}$ are the complex numbers. By

$$
\mathbb{C} \ni(a i+b) \leftrightarrow(a, b) \in \mathbb{R}^{2},
$$

the space $\mathbb{C}$ of all complex numbers and $\mathbb{R}^{2}$ are isometric and, hence, the integral in the definition of $\varphi_{\xi}$ can be interpreted as an integral of an $\mathbb{R}^{2}$-valued function. Most properties of random variables are easily obtained if they are formulated in terms of their characteristic functions. For instance, convergence of random variables in measure $\mathbf{P}$, which in probability theory is called convergence in probability, could be formulated as follows.

Theorem 4.1. A sequence $\left\{\xi_{n}\right\}$ of random variables in $m(\Omega, X)$ converges in probability to a random variable $\xi$ if and only if

$$
\varphi_{\xi_{n}}(x) \rightarrow \varphi_{\xi}(x) \text { as } n \rightarrow \infty \text { for all } x \in X
$$

By Proposition 2.36, $((\xi-\mathbf{E} \xi) \otimes(\eta-\mathbf{E} \eta)) \in L_{1}\left(\Omega, \mathcal{L}_{1}(Y, X)\right)$ for $\xi \in L_{2}(\Omega, X)$ and for $\eta \in L_{2}(\Omega, Y)$. Hence, one can define $\mathbf{E}((\xi-\mathbf{E} \xi) \otimes(\eta-\mathbf{E} \eta))$ as an operator in $\mathcal{L}_{1}(Y, X)$. This operator is called the covariance of $\xi$ and $\eta$ and is denoted by $\operatorname{cov}(\xi, \eta)$. In case $\xi=\eta$, one briefly writes $\operatorname{cov} \xi=\operatorname{cov}(\xi, \xi)$. If $X=\mathbb{R}$, then $\operatorname{cov} \xi$ is also called the variance of $\xi$. Using Proposition 1.26 , one can verify the following properties of covariance.

Proposition 4.2. Let $\xi, \zeta \in L_{2}(\Omega, X)$, let $\eta \in L_{2}(\Omega, Y)$, let $\Phi \in \mathcal{L}(X, Z)$ and let $\Psi \in \mathcal{L}(Y, H)$. Then
(a) $\operatorname{cov}(\xi, \eta)^{*}=\operatorname{cov}(\eta, \xi)$;
(b) $\operatorname{cov} \xi \geq 0$;
(c) $\operatorname{cov}(\xi+\zeta, \eta)=\operatorname{cov}(\xi, \eta)+\operatorname{cov}(\zeta, \eta)$;
(d) $\operatorname{cov}(\Phi \xi, \Psi \eta)=\Phi \operatorname{cov}(\xi, \eta) \Psi^{*} ;$
(e) $\operatorname{tr}(\operatorname{cov}(\xi, \zeta))=\mathbf{E}\langle\xi, \zeta\rangle-\langle\mathbf{E} \xi, \mathbf{E} \zeta\rangle ;$
(f) $\operatorname{tr}(\operatorname{cov} \xi)=\mathbf{E}\left(\|\xi\|^{2}\right)-\|\mathbf{E} \xi\|^{2} ;$
(g) $\operatorname{tr}(\operatorname{cov}(\Phi \xi))=\operatorname{tr}\left((\operatorname{cov} \xi) \Phi^{*} \Phi\right)=\operatorname{tr}\left(\Phi^{*} \Phi(\operatorname{cov} \xi)\right)$.

Proof. Parts (a)-(d) can be easily obtained from Proposition 1.26. For part (e), we use Proposition 1.26(g):

$$
\begin{aligned}
\operatorname{tr}(\operatorname{cov}(\xi, \zeta)) & =\operatorname{tr}(\mathbf{E}((\xi-\mathbf{E} \xi) \otimes(\zeta-\mathbf{E} \zeta))) \\
& =\mathbf{E}(\operatorname{tr}(\xi \otimes \zeta)-\operatorname{tr}(\xi \otimes \mathbf{E} \zeta)-\operatorname{tr}(\mathbf{E} \xi \otimes \zeta)+\operatorname{tr}(\mathbf{E} \xi \otimes \mathbf{E} \zeta)) \\
& =\mathbf{E}\langle\xi, \zeta\rangle-\langle\mathbf{E} \xi, \mathbf{E} \zeta\rangle
\end{aligned}
$$

Part (f) is a particular case of part (e). Finally, part (g) follows from Proposition 1.26(i).

### 4.1.2 Conditional Expectation and Independence

Lemma 4.3. Let $\xi \in L_{1}(\Omega, X)$ and let $\mathcal{F}^{\prime}$ be a sub- $\sigma$-algebra of $\mathcal{F}$. Then there exists a unique random variable $\zeta$ in $L_{1}\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}, X\right)$ such that

$$
\forall G \in \mathcal{F}^{\prime}, \int_{G} \xi d \mathbf{P}=\int_{G} \zeta d \mathbf{P}
$$

Proof. First, suppose that $\xi \in L_{2}(\Omega, X)$. Define the functional $J$ on the space $L_{2}\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}, X\right)$ by

$$
J \eta=\int_{\Omega}\langle\xi, \eta\rangle d \mathbf{P}, \eta \in L_{2}\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}, X\right)
$$

Obviously, $J$ is a bounded linear functional. By Theorem 1.21, there exists a unique $\zeta \in L_{2}\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}, X\right)$ such that

$$
J \eta=\int_{\Omega}\langle\xi, \eta\rangle d \mathbf{P}=\int_{\Omega}\langle\zeta, \eta\rangle d \mathbf{P}
$$

Selecting $\eta=h \chi_{G}$, where $h \in X$ and $G \in \mathcal{F}^{\prime}$, we obtain

$$
\left\langle h, \int_{G}(\xi-\zeta) d \mathbf{P}\right\rangle=0 .
$$

By arbitrariness of $h$ in $X$, the statement is true for all $\xi \in L_{2}(\Omega, X)$. If $\xi \in$ $L_{1}(\Omega, X)$, then the statement can be proved by approximating $\xi$ by the random variables from $L_{2}(\Omega, X)$.

The random variable $\zeta$ in Lemma 4.3 is called the conditional expectation of $\xi$ with respect to $\mathcal{F}^{\prime}$ and is denoted by $\zeta=\mathbf{E}\left(\xi \mid \mathcal{F}^{\prime}\right)$. For the family $\left\{\eta_{\alpha}: \alpha \in A\right\}$ of random variables, we let

$$
\mathbf{E}\left(\xi \mid \eta_{\alpha} ; \alpha \in A\right)=\mathbf{E}\left(\xi \mid \sigma\left(\eta_{\alpha} ; \alpha \in A\right)\right)
$$

Note that expectation is a particular case of conditional expectation when $\mathcal{F}^{\prime}=$ $\{\Omega, \varnothing\}$, i.e., $\mathbf{E} \xi=\mathbf{E}(\xi \mid\{\Omega, \varnothing\})$.

Proposition 4.4. Let $\mathcal{F}^{\prime}$ be a sub- $\sigma$-algebra of $\mathcal{F}$. Then $\mathbf{E}\left(\cdot \mid \mathcal{F}^{\prime}\right)$ is the projection operator from $L_{2}(\Omega, X)$ onto its subspace $L_{2}\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}, X\right)$.

Proof. By Proposition 2.28(a), $L_{2}\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}, X\right)$ is a subspace of $L_{2}(\Omega, X)$. By definition of a projection operator, the equality $\mathbf{E}\left\langle\xi-\mathbf{E}\left(\xi \mid \mathcal{F}^{\prime}\right), \eta\right\rangle=0$ must be proved for all $\xi \in L_{2}(\Omega, X)$ and for all $\eta \in L_{2}\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}, X\right)$. For an $\mathcal{F}^{\prime}$-simple function $\eta$, this equality follows from the definition of conditional expectation. For arbitrary $\eta \in L_{2}\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}, X\right)$, this equality can be proved by approximating $\eta$ by $\mathcal{F}^{\prime}$-simple functions.

The events $F_{\alpha} \in \mathcal{F}, \alpha \in A$, are said to be independent if the equality

$$
\mathbf{P}\left(\bigcap_{i=1}^{n} F_{\alpha_{i}}\right)=\mathbf{P}\left(F_{\alpha_{1}}\right) \cdots \mathbf{P}\left(F_{\alpha_{n}}\right)
$$

holds for each finite collection $\left\{F_{\alpha_{1}}, \ldots, F_{\alpha_{n}}\right\}$ of them. The sub- $\sigma$-algebras $\mathcal{F}_{\alpha}$, $\alpha \in A$, of $\mathcal{F}$ are said to be independent if the events $F_{\alpha}, \alpha \in A$, are independent for all $F_{\alpha} \in \mathcal{F}_{\alpha}$. The independence of the families of random variables is defined as independence of the $\sigma$-algebras generated by these families.

Note that the sure event $\Omega$ and the impossible event $\varnothing$ are independent of each event $A \in \mathcal{F}$ since $\mathbf{P}(\Omega \cap A)=\mathbf{P}(A)=\mathbf{P}(\Omega) \mathbf{P}(A)$ and $\mathbf{P}(A \cap \varnothing)=\mathbf{P}(\varnothing)=$ $0=\mathbf{P}(A) \mathbf{P}(\varnothing)$. Hence, a constant random variable is independent of each random variable since the $\sigma$-algebra generated by a constant random variable is $\{\Omega, \varnothing\}$.

The concepts of conditional expectation and independence are very important in probability theory. We list some of their properties.
(a) If $\xi, \eta \in L_{1}(\Omega, X)$, then $\mathbf{E}\left(\xi+\eta \mid \mathcal{F}^{\prime}\right)=\mathbf{E}\left(\xi \mid \mathcal{F}^{\prime}\right)+\mathbf{E}\left(\eta \mid \mathcal{F}^{\prime}\right)$.
(b) If $\xi \in L_{1}(\Omega, X)$ and $A \in \mathcal{L}(X, Y)$, then $\mathbf{E}\left(A \xi \mid \mathcal{F}^{\prime}\right)=A \mathbf{E}\left(\xi \mid \mathcal{F}^{\prime}\right)$.
(c) If $\xi \in L_{1}(\Omega, X)$ and $\mathcal{F}^{\prime \prime}$ is a sub- $\sigma$-algebra of $\mathcal{F}^{\prime}$, then

$$
\mathbf{E}\left(\xi \mid \mathcal{F}^{\prime \prime}\right)=\mathbf{E}\left(\mathbf{E}\left(\xi \mid \mathcal{F}^{\prime}\right) \mid \mathcal{F}^{\prime \prime}\right)=\mathbf{E}\left(\mathbf{E}\left(\xi \mid \mathcal{F}^{\prime \prime}\right) \mid \mathcal{F}^{\prime}\right)
$$

(d) If $\xi \in L_{1}\left(\Omega, \mathcal{F}^{\prime}, \mathbf{P}, X\right)$, then $\mathbf{E}\left(\xi \mid \mathcal{F}^{\prime}\right)=\xi$.
(e) If $\xi \in L_{1}(\Omega, X)$ is independent of $\mathcal{F}^{\prime}$, then $\mathbf{E}\left(\xi \mid \mathcal{F}^{\prime}\right)=\mathbf{E} \xi$.
(f) If $\xi, \eta \in L_{2}(\Omega, X)$ are independent random variables, then the equality $\mathbf{E}\langle\xi, \eta\rangle=\langle\mathbf{E} \xi, \mathbf{E} \eta\rangle$ holds.
(g) If $\xi \in L_{2}(\Omega, X)$ and $\eta \in L_{2}(\Omega, Y)$ are independent random variables, then $\operatorname{cov}(\xi, \eta)=0$.
(h) If $\xi \in L_{2}(\Omega, X)$ and $\eta \in L_{2}(\Omega, Y)$ are independent random variables, $\varphi \in$ $m\left(X, \mathcal{B}_{X}, Z\right)$ and $\psi \in m\left(Y, \mathcal{B}_{Y}, H\right)$, then $\varphi \circ \xi$ and $\psi \circ \eta$ are independent too.

### 4.1.3 Gaussian Systems

A real-valued random variable $\xi$ is said to be Gaussian (or normal) if its distribution has the form

$$
\mathbf{P}_{\xi}((a, b])=\frac{1}{\sqrt{2 \pi} \sigma} \int_{a}^{b} e^{-\frac{(x-m)^{2}}{2 \sigma^{2}}} d x,-\infty<a<b<\infty
$$

where $m \in \mathbb{R}$ and $\sigma^{2}>0$ are parameters. For this random variable, we write $\xi \sim \mathcal{N}\left(m, \sigma^{2}\right)$. A constant random variable, i.e., a random variable $\xi=m=$ const., is also Gaussian and it is said to be degenerate. For this random variable, we write $\xi \sim \mathcal{N}(m, 0)$. A Gaussian random variable $\xi \sim \mathcal{N}\left(m, \sigma^{2}\right)$ belongs to $L_{2}(\Omega, \mathbb{R})$ where the parameters $m$ and $\sigma^{2}$ stand for the expectation and the variance of $\xi$, respectively, i.e., $m=\mathbf{E} \xi$ and $\sigma^{2}=\operatorname{cov} \xi$. If $\xi \sim \mathcal{N}\left(m_{1}, \sigma_{1}^{2}\right)$ and $\eta \sim \mathcal{N}\left(m_{2}, \sigma_{2}^{2}\right)$ are independent, then we have $a \xi+b \eta \sim \mathcal{N}\left(a m_{1}+b m_{2}, a^{2} \sigma_{1}^{2}+b^{2} \sigma_{2}^{2}\right)$ where $a, b \in \mathbb{R}$.

The following theorem explains a wide use of Gaussian random variables.
Theorem 4.5 (Central Limit Theorem). Suppose $\left\{\xi_{n}\right\}$ is a sequence of independent and equidistributed real-valued random variables with $m=\mathbf{E} \xi_{n}$ and $\sigma^{2}=\operatorname{cov} \xi_{n}$. Let

$$
S_{n}=\frac{\sum_{i=1}^{n} \xi_{i}-n m}{\sigma \sqrt{n}}, n=1,2, \ldots
$$

Then $S_{n}$ converges in distribution to $\mathcal{N}(0,1)$-distributed random variable, i.e., for all $-\infty<a<b<\infty$,

$$
\mathbf{P}_{S_{n}}((a, b]) \rightarrow \frac{1}{\sqrt{2 \pi}} \int_{a}^{b} e^{-\frac{x^{2}}{2}} d x, n \rightarrow \infty
$$

In practice the real objects are subjected to a large number of small random actions generated by the independent sources. By Theorem 4.5, the sum of these random actions forms approximately a Gaussian random variable. This is a reason for a wide use of Gaussian random variables in applications. On the other hand, the Gaussian random variables have a series of properties, which lead to some convenient mathematical methods to deal with them.

A family $\mathcal{N}=\left\{\xi_{\alpha}: \alpha \in A\right\}$ of real-valued random variables is called a Gaussian system if all linear combinations of random variables from $\mathcal{N}$ are Gaussian. We list the basic properties of Gaussian systems.
(a) Any subsystem of a Gaussian system is a Gaussian system.
(b) The union of independent Gaussian systems is a Gaussian system.
(c) The union of a Gaussian system and a family of constant random variables is a Gaussian system.
(d) If $\mathcal{N}$ is a Gaussian system, then the subspace $\overline{\operatorname{span} \mathcal{N}}$ of $L_{2}(\Omega, \mathbb{R})$ is also a Gaussian system.
(e) The independence of the Gaussian systems $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ implies the independence of $\overline{\operatorname{span} \mathcal{N}_{1}}$ and $\overline{\operatorname{span} \mathcal{N}_{2}}$.

Note that the union of arbitrary Gaussian systems may not be a Gaussian system (a corresponding counterexample is given in Shiryaev [86]).

With a given $X$-valued random variable $\xi$, one can associate the system $\mathcal{N}_{\xi}=\{\langle\xi, h\rangle: h \in X\}$ of real-valued random variables. If $\mathcal{N}_{\xi}$ is a Gaussian system, then $\xi$ is called an $X$-valued Gaussian (or normal) random variable. A family $\left\{\xi_{\alpha}: \alpha \in A\right\}$ of random variables is said to define a Gaussian system if $\bigcup_{\alpha \in A} \mathcal{N}_{\xi_{\alpha}}$ is a Gaussian system.

Theorem 4.6. Suppose $\xi \in L_{2}(\Omega, X)$ and $\eta \in L_{2}(\Omega, Y)$ define a Gaussian system. Then $\xi$ and $\eta$ are independent if and only if $\operatorname{cov}(\xi, \eta)=0$.

Theorem 4.7. The characteristic function of an $X$-valued Gaussian random variable $\xi$ has the form

$$
\varphi_{\xi}(x)=e^{i\langle\mathbf{E} \xi, x\rangle-\frac{1}{2}\langle(\operatorname{cov} \xi) x, x\rangle}, x \in X
$$

### 4.1.4 Random Processes

An $X$-valued random process (or, briefly, a random process) is a family of random variables $\xi_{t} \in m(\Omega, X), t \geq 0$. Here the parameter $t$ is interpreted as time. We will consider the random processes on a finite time interval, say, on $\mathbf{T}=[0, T]$, and suppose that they are $\ell \otimes \mathbf{P}$-measurable, i.e., belong to $m(\mathbf{T} \times \Omega, X)$. For a random process $\xi$, a function $\left[\xi_{\omega}\right]$ (see Remark 2.21 for this symbol), where $\omega \in \Omega$ is considered as fixed, is called its path. The dependence of random processes (and random variables as well) on samples $\omega$ will be indicated only in exceptional cases.

Random processes $\xi$ and $\eta$ with values in the same space are said to be indistinguishable if

$$
\mathbf{P}\left(\bigcup_{t \in \mathbf{T}}\left\{\omega: \xi_{t} \neq \eta_{t}\right\}\right)=0
$$

Obviously, the paths of indistinguishable random processes coincide w.p.1. Actually, indistinguishable random processes are considered to be equal. According to this, we say that a random process has a given property if it is indistinguishable from a random process, all the paths of which have this property.

Often, in theory of random processes the following weaker criterion of equality of random processes is useful. Random processes $\xi$ and $\eta$ are said to be a modification of each other if they take values in the same space and if $\xi_{t}=\eta_{t}$ for all $t \in \mathbf{T}$. For comparison, note that the equality in the space $L_{1}(\Omega, C(\mathbf{T}, X))$ corresponds to indistinguishability of random processes, and in the space $C\left(\mathbf{T}, L_{1}(\Omega, X)\right)$ to modification. If two random processes that are modifications of each other have right continuous (left continuous) paths w.p.1, then they are indistinguishable.

A family $\left\{\mathcal{F}_{t}\right\}=\left\{\mathcal{F}_{t}: 0 \leq t \leq T\right\}$ of sub- $\sigma$-algebras of $\mathcal{F}$ is called a filtration if $\mathcal{F}_{s} \subset \mathcal{F}_{t}$ for all $0 \leq s \leq t \leq T$. A filtration $\left\{\mathcal{F}_{t}\right\}$ is said to be complete if for $G \in \mathcal{F}, \mathbf{P}(G)=0$ implies $G \in \mathcal{F}_{0}$, and is said to be right continuous if

$$
\mathcal{F}_{t}=\mathcal{F}_{t}^{+}, \mathcal{F}_{t}^{+}=\bigcap_{t<s \leq T} \mathcal{F}_{s}, 0 \leq t \leq T
$$

Each filtration can be extended up to the smallest complete and right continuous filtration. Therefore, it is convenient beforehand to suppose that a given filtration is complete and right continuous. We say that a random process $\eta \in m(\mathbf{T} \times \Omega, X)$ is adapted with respect to a filtration $\left\{\mathcal{F}_{t}\right\}$ (or $\mathcal{F}_{t}$-adapted) if $\eta_{t} \in m\left(\Omega, \mathcal{F}_{t}, X\right)$ for all $0 \leq t \leq T$. Given a random process $\eta \in m(\mathbf{T} \times \Omega, X)$, we denote by $\left\{\mathcal{F}_{t}^{\eta}\right\}$ the smallest complete and right continuous filtration generated by $\left\{\sigma\left(\eta_{s} ; 0 \leq s \leq t\right)\right\}$ and call it the natural filtration of $\eta$. Obviously, each random process $\eta$ is adapted with respect to its natural filtration $\left\{\mathcal{F}_{t}^{\eta}\right\}$.

A random process $m \in m(\mathbf{T} \times \Omega, X)$ together with a filtration $\left\{\mathcal{F}_{t}\right\}$ is called an $X$-valued square integrable martingale on $\mathbf{T}$ (or, briefly, a square integrable martingale) if
(a) $m_{t} \in L_{2}\left(\Omega, \mathcal{F}_{t}, \mathbf{P}, X\right), 0 \leq t \leq T$;
(b) $\mathbf{E}\left(m_{t} \mid \mathcal{F}_{s}\right)=m_{s}, 0 \leq s<t \leq T$.

For a square integrable martingale $m$ with respect to a filtration $\left\{\mathcal{F}_{t}\right\}$, the notation $\left\{m_{t}, \mathcal{F}_{t}\right\}$ is used as well. Obviously, in the above definition a square integrable martingale is defined with accuracy up to modification. By $M_{2}(\mathbf{T}, X)$ or by $M_{2}(0, T ; X)$, we denote the class of all $X$-valued square integrable martingales $\left\{m_{t}, \mathcal{F}_{t}\right\}$ on $\mathbf{T}$ for which $m_{0}=0,\left\{\mathcal{F}_{t}\right\}$ is a complete and right continuous filtration and $m$ has right continuous paths. Obviously, a martingale from $M_{2}(\mathbf{T}, X)$ is defined up to indistinguishability. One can observe that if $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}(\mathbf{T}, X)$ for some filtration $\left\{\mathcal{F}_{t}\right\}$, then $\left\{m_{t}, \mathcal{F}_{t}^{m}\right\} \in M_{2}(\mathbf{T}, X)$ too, where $\left\{\mathcal{F}_{t}^{m}\right\}$ is the natural filtration of $m$. The subclass of $M_{2}(\mathbf{T}, X)$ consisting of the martingales with continuous paths is denoted by $M_{2}^{c}(\mathbf{T}, X)$.

For $m \in M_{2}(\mathbf{T}, X)$, we present a particular case of the Doob inequality (see, for example, Rozovskii [84], p. 44):

$$
\begin{equation*}
\mathbf{E}\left(\sup _{t \in \mathbf{T}}\left\|m_{t}\right\|\right)^{2} \leq 4 \mathbf{E}\left\|m_{T}\right\|^{2} \tag{4.1}
\end{equation*}
$$

which will be used in proving the following technical detail.
Proposition 4.8. $M_{2}^{c}(\mathbf{T}, X) \subset L_{2}(\Omega, C(\mathbf{T}, X))$.
Proof. Let $m \in M_{2}^{c}(\mathbf{T}, X)$. By Proposition 2.25 , the function $m: \Omega \rightarrow C(\mathbf{T}, X)$ is $\mathbf{P}$-measurable. Using also (4.1), we have $m \in L_{2}(\Omega, C(\mathbf{T}, X))$.

Let $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}(\mathbf{T}, X)$. The sets of the form

$$
(s, t] \times F, F \in \mathcal{F}_{s}, 0 \leq s \leq t \leq T ;[0, t] \times F_{0}, F_{0} \in \mathcal{F}_{0}, 0 \leq t \leq T
$$

are called predictable rectangles. The system of all predictable rectangles defines a semialgebra of subsets of $\mathbf{T} \times \Omega$. The smallest $\sigma$-algebra over this semialgebra is called the $\sigma$-algebra of predictable subsets of $\mathbf{T} \times \Omega$ with respect to the filtration $\left\{\mathcal{F}_{t}\right\}$. This $\sigma$-algebra will be denoted by $\mathcal{P}$. Define the function $\lambda$ on predictable rectangles by

$$
\lambda((s, t] \times F)=\mathbf{E}\left(\chi_{F}\left\|m_{t}-m_{s}\right\|^{2}\right) ; \lambda\left([0, t] \times F_{0}\right)=\mathbf{E}\left(\chi_{F_{0}}\left\|m_{t}\right\|^{2}\right) .
$$

For $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}(\mathbf{T}, X)$, the function $\lambda$ is a measure. The extension of $\lambda$ to $\mathcal{P}$ is called the Dolean measure of $m$.

The following theorem, proved in Metivier [77], p. 141, expresses a significant property of square integrable martingales.

Theorem 4.9. Let $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}(\mathbf{T}, X)$, let $\mathcal{P}$ be the $\sigma$-algebra of predictable subsets of $\mathbf{T} \times \Omega$ with respect to the filtration $\left\{\mathcal{F}_{t}\right\}$ and let $\lambda$ be the Dolean measure of $m$ on $\mathcal{P}$. Then there exists a unique function $M \in L_{\infty}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{1}(X)\right)$ such that $M_{t, \omega} \geq 0, \operatorname{tr} M_{t, \omega}=1$ for $\lambda$-a.e. $(t, \omega) \in \mathbf{T} \times \Omega$ and

$$
\mathbf{E}\left(\chi_{F}\left(\left(m_{t}-m_{s}\right) \otimes\left(m_{t}-m_{s}\right)\right)\right)=\int_{(s, t] \times F} M d \lambda
$$

for each predictable rectangle $(s, t] \times F, F \in \mathcal{F}_{s}, 0 \leq s \leq t \leq T$.
The function $M$ in Theorem 4.9 is called the covariance function of $m$.
A Wiener process which is defined below is a very useful particular case of square integrable martingales.

Definition 4.10. A random process $\left\{w_{t}, \mathcal{F}_{t}\right\} \in M_{2}^{c}(\mathbf{T}, X)$ is called an $X$-valued Wiener process on $\mathbf{T}$ (or, briefly, a Wiener process) if the covariance function $M$ and the Dolean measure $\lambda$ of $w$ have the form

$$
M_{t, \omega}=(\operatorname{tr} W)^{-1} W,(t, \omega) \in \mathbf{T} \times \Omega ; \lambda=(\operatorname{tr} W)(\ell \otimes \mathbf{P})
$$

where $W \in \mathcal{L}_{1}(X), W \geq 0$ and $\ell$ is the Lebesgue measure on $\mathbf{T}$. The operator $W$ is called the covariance operator of the Wiener process $w$.

A random process $\xi: \mathbf{T} \times \Omega \rightarrow X$ is said to be Gaussian if the family $\left\{\xi_{t}: 0 \leq t \leq T\right\}$ of random variables defines a Gaussian system. A Wiener process is an example of a Gaussian process. This will be considered in greater detail in the next section.

### 4.2 Stochastic Modelling of Real Processes

An adequate modelling of real processes requires a consideration of all influences on them. These influences can be collected into two separate groups. The first group contains the deterministic influences that are characterized by the property that their magnitude at each instant and at each space point can be determined beforehand. The influences of the second group are called fluctuations. Their effects on real processes are random and, therefore, cannot be determined exactly. Often, only the first group of influences is considered and fluctuations are ignored. This leads to deterministic models of real processes such as ordinary and partial differential equations. In this section we discuss how to use fluctuations in modelling of real processes.

### 4.2.1 Brownian Motion

In 1827 the botanist R. Brown observed that a microscopic particle suspended in liquid makes very strange and highly irregular movements, and he reported the results of this observation in 1928. The motion of this particle was called Brownian motion.

Molecular physics explains Brownian motion as a motion of a microscopic particle determined by its collisions with liquid molecules. Since the mass of a microscopic particle is small enough, each of these collisions has an effect on its path.

The state of a particle exhibiting Brownian motion on the surface of a liquid can be expressed by a vector in $\mathbb{R}^{2}$. Below we consider one-dimensional Brownian motion. It can be imagined by projection of two-dimensional Brownian motion to one of the coordinate axes.

A deterministic analysis of Brownian motion cannot be carried out as this requires full information about molecules of a given liquid at some fixed instant including their position, velocity etc. N. Wiener suggested a stochastic approach to Brownian motion. To explain this approach, consider a microscopic particle suspended in liquid during the time interval $\mathbf{T}=[0, T]$ and let $\Omega$ be the collection of all sample cases which lead to the distinct paths of this particle. Then the position of this particle can be modelled as a function $w_{t, \omega}, t \in \mathbf{T}, \omega \in \Omega$, of two variables. Since the paths of the particle are continuous, one can select $\Omega=C(\mathbf{T}, \mathbb{R})$ and suppose that a sample $\omega \in \Omega=C(\mathbf{T}, \mathbb{R})$ leads to the path $w_{t, \omega}=\omega_{t}, t \in \mathbf{T}$. Obviously, distinct groups of paths may occur with distinct probabilities. So, a posteriori one can suppose that a probability distribution $\mathbf{P}_{w}$ on $\Omega$ is defined so that $\mathbf{P}_{w}(A)$ shows the occurrence probability of a path of the particle in $A$, where $A \subset \Omega$. Thus, we conclude that there is a sample space $\Omega$ and a probability distribution on $\Omega$ for which the motion of the particle may be considered as a random process $w: \mathbf{T} \times \Omega \rightarrow \mathbb{R}$.

To study the properties of this random process, at first, we will consider a microscopic particle suspended in liquid satisfying the following conditions.
(a) The liquid is homogeneous and has some fixed viscosity that will be determined below.
(b) The liquid is not disturbed by any outside influence.

The meaning of the second condition is that the motion of the particle on this liquid is a result of the collisions of liquid molecules and the particle only. The random process $w$ has the following properties.
(A) $\mathbf{E}\left(w_{t}-w_{s}\right)=0$. This follows from the equality of the occurrence probabilities of the particle at instant $t$ in any two regions on the surface of the liquid, which are symmetric with respect to the position of the particle at instant $s$, since the conditions (a) and (b) hold.
(B) $\mathbf{E}\left(w_{t}-w_{s}\right)^{2}$ depends only on $|t-s|$. This is again a consequence of the conditions (a) and (b). The variance of $w_{t}-w_{s}$ is independent of the location of the particle at instant $s$ and, hence, is a function of the time run from $s$.

Note that in the theory of random processes, the random process $w$ which has the properties (A) and (B) is said to be stationary in a wide sense.
(C) $w_{t}-w_{s}$ and $w_{r}-w_{\sigma}$ are independent for all $\sigma<r \leq s<t$. This follows from the fact that the liquid contains a very large number of molecules and, in fact, in disjoint time intervals $(s, t]$ and $(\sigma, r]$ the particle has collisions with distinct molecules. So, the increments $w_{t}-w_{s}$ and $w_{r}-w_{\sigma}$ are formed by independent collisions.

The property (C) will be revised in Section 4.6.1. In the theory of random processes, the random process $w$ which has the property (C) is called a process with independent increments. At this point, we interrupt listing the properties of the process $w$ to prove the following result.

Lemma 4.11. Let $\xi$ be a stationary in a wide sense random process with independent increments and let $\psi_{t}=\mathbf{E}\left(\xi_{t}-\xi_{0}\right)^{2}, 0 \leq t \leq T$. Then $\psi_{t}=\lambda t, 0 \leq t \leq T$, for some $\lambda=$ const. $\geq 0$.

Proof. For $0 \leq s<t \leq T$, we have

$$
\begin{equation*}
\psi_{t}-\psi_{s}=\mathbf{E}\left(\xi_{t}-\xi_{s}+\xi_{s}-\xi_{0}\right)^{2}-\mathbf{E}\left(\xi_{s}-\xi_{0}\right)^{2}=\mathbf{E}\left(\xi_{t}-\xi_{s}\right)^{2} \geq 0 \tag{4.2}
\end{equation*}
$$

Hence, $\psi$ is a nondecreasing function. Substituting $t=s+r$ in (4.2), we have

$$
\begin{equation*}
\psi_{s+r}=\psi_{s}+\mathbf{E}\left(\xi_{s+r}-\xi_{s}\right)^{2}=\psi_{s}+\mathbf{E}\left(\xi_{r}-\xi_{0}\right)^{2}=\psi_{s}+\psi_{r}, \psi_{0}=0 \tag{4.3}
\end{equation*}
$$

Any nondecreasing function on $\mathbf{T}$ satisfying (4.3) has the representation $\psi_{t}=\lambda t$, $0 \leq t \leq T$, with $\lambda=T^{-1} \psi_{T} \geq 0$. Indeed, this holds for $t=0$. Let $0<t \leq T$. Then for a positive integer $n$ with $0<n t \leq T$, we have $\psi_{n t}=n \psi_{t}$. This implies $\psi_{s / n}=\psi_{s} / n$ if we substitute $s=n t$. Thus, for any positive rational number $a$
represented as a ratio $n / m$ of two positive integers such that $0<a t \leq T$, we have $\psi_{a t}=\psi_{(n / m) t}=(n / m) \psi_{t}=a \psi_{t}$. If $a$ is an irrational number satisfying $0<a t \leq T$, then we can take increasing and decreasing, respectively, sequences $\left\{b_{n}\right\}$ and $\left\{c_{n}\right\}$ of rational numbers such that $\lim _{n \rightarrow \infty} b_{n}=\lim _{n \rightarrow \infty} c_{n}=a / 2$. Since $\psi$ is nondecreasing, we have

$$
b_{n} \psi_{t}=\psi_{b_{n} t} \leq \psi_{a t / 2} \leq \psi_{c_{n} t}=c_{n} \psi_{t}
$$

for large $n$. Tending $n$ to $\infty$, we obtain $\psi_{a t}=a \psi_{t}$ for every real number $a$ satisfying $0<a t \leq T$. Now $\psi_{t}=t T^{-1} \psi_{T}=\lambda t$ implies the statement for $0<t \leq T$.

Thus, the properties (A)-(C) imply that

$$
\mathbf{E}\left(w_{t}-w_{s}\right)^{2}=\lambda(t-s), \lambda>0,0 \leq s \leq t \leq T
$$

Note that the limit case $\lambda=0$ implies $w_{t} \equiv$ const. This holds when the liquid is so thick that it can be considered as solid. Hence, we can suppose that $\lambda>0$ for the liquid under consideration.

The next property has a connection with the central limit theorem.
(D) $w_{t}-w_{s}$ is a Gaussian random variable. This is a consequence of Theorem 4.5, since $w_{t}-w_{s}$ can be considered as the sum of a large number of independent and equidistributed small increments. Therefore, $\left(w_{t}-w_{s}\right) \sim \mathcal{N}\left(m, \sigma^{2}\right)$ where $m=\mathbf{E}\left(w_{t}-w_{s}\right)=0$ and $\sigma^{2}=\mathbf{E}\left(w_{t}-w_{s}\right)^{2}=\lambda|t-s|$.
(E) $w$ has continuous paths. This needs no discussion.

Finally, to the properties (A)-(E), we add the following normalizing condition.
(F) $w_{0}=0$ and $\lambda=1$. The first of these equalities means that the origin is selected so that it coincides with the position of the particle at $t=0$, and the second equality shows that the liquid has the corresponding viscosity.

The random process $w: \mathbf{T} \times \Omega \rightarrow \mathbb{R}$ that has the above mentioned properties (A)-(F) is called a standard process of Brownian motion on $\mathbf{T}$. The first question that arises is whether a standard process of Brownian motion exists. The following theorem answers this question positively.

Theorem 4.12 (Wiener). There exists a unique probability measure $\mathbf{P}_{w}$ on the measurable space $\left(C(\mathbf{T}, \mathbb{R}), \mathcal{B}_{C}\right)$ such that the coordinate process $w_{t, \omega}=\omega_{t}, t \in \mathbf{T}$, $\omega \in C(\mathbf{T}, \mathbb{R})$, is a standard process of Brownian motion on $\mathbf{T}$.

In larger probability spaces than $\left(C(\mathbf{T}, \mathbb{R}), \mathcal{B}_{C}, \mathbf{P}_{w}\right)$ it is possible to consider infinitely many independent standard processes of Brownian motion. Below we suppose that $(\Omega, \mathcal{F}, \mathbf{P})$ is sufficiently large to introduce the following definition.

Definition 4.13. A random process

$$
\begin{equation*}
w_{t}=\sum_{n=1}^{\operatorname{dim} X} \sqrt{\mu_{n}} w_{t}^{n} e_{n}, 0 \leq t \leq T, \tag{4.4}
\end{equation*}
$$

where $\left\{e_{n}\right\}$ is a basis in $X,\left\{w^{n}\right\}$ is a sequence (finite or infinite depending on $\operatorname{dim} X)$ of independent standard processes of Brownian motion, $\sum_{n=1}^{\operatorname{dim} X} \mu_{n}<\infty$, $\mu_{n} \geq 0$ and the convergence in (4.4) is in the norm of $L_{2}(\Omega, X)$ if $\operatorname{dim} X=\infty$, is called an $X$-valued process of Brownian motion.

### 4.2.2 Wiener Process Model of Brownian Motion

The following theorem shows that in fact a process of Brownian motion is a simplest martingale.

Theorem 4.14 (Levi). Each process of Brownian motion is a Wiener process with respect to its natural filtration, and vice versa.

In addition note that, if the $X$-valued Wiener process and the $X$-valued process of Brownian motion from Definitions 4.10 and 4.13 , respectively, are identified, then $\left\{\mu_{n}\right\}$ and $\left\{e_{n}\right\}$ stand for the systems of eigenvalues and corresponding eigenvectors of the covariance operator $W$.

Using Theorem 4.14, the following important property of Wiener processes can be proved.

Proposition 4.15. Any Wiener process is Gaussian.
Proof. Let $w$ be an $X$-valued Wiener process on $\mathbf{T}$ and let $\left\{e_{n}\right\}$ be the system of eigenvectors of the respective covariance operator. For each $n$, let

$$
\mathcal{N}^{n}=\left\{\left\langle w_{t}, e_{n}\right\rangle: 0 \leq t \leq T\right\}
$$

Since $w$ has independent increments and

$$
\left\langle\alpha_{1} w_{t_{1}}+\cdots+\alpha_{m} w_{t_{m}}, e_{n}\right\rangle=\sum_{k=1}^{m} \sum_{j=k}^{m} \alpha_{j}\left\langle w_{t_{k}}-w_{t_{k-1}}, e_{n}\right\rangle
$$

for $0=t_{0}<t_{1}<\cdots<t_{m} \leq T$ and for $\alpha_{1}, \ldots, \alpha_{m} \in \mathbb{R}$, we obtain that $\mathcal{N}^{n}$ is a Gaussian system for all $n$. By Definition 4.13, $\left\{\mathcal{N}^{n}\right\}$ is a sequence of independent Gaussian systems. Hence,

$$
\mathcal{N}=\overline{\operatorname{span} \bigcup_{n=1}^{\operatorname{dim} X} \mathcal{N}^{n}}
$$

is also a Gaussian system. Obviously, $\left\langle w_{t}, h\right\rangle \in \mathcal{N}$ for all $h \in X$ and for all $0 \leq t \leq T$. This means that $w$ is a Gaussian random process.

Setting Wiener processes which define a Gaussian system is important in estimation theory. A simple example of such Wiener processes is a pair of independent Wiener processes. Practically, such Wiener processes are generated by distinct sources. More generally, a pair of Wiener processes $w^{1}$ and $w^{2}$ which are linear transformations of some third Wiener process $w$, i.e., $w_{t}^{1}=\Phi w_{t}$ and $w_{t}^{2}=\Psi w_{t}, 0 \leq t \leq T$, where $\Phi \in \mathcal{L}(X, Y)$ and $\Psi \in \mathcal{L}(X, Z)$ and $w$ has its values in $X$, form a Gaussian system. In this case, $\operatorname{cov}\left(w_{t}^{1}, w_{s}^{2}\right)=\Phi W \Psi^{*} \min (t, s)$, where $W$ is the covariance operator of $w$. If $\Phi W \Psi^{*}=0$, then $w^{1}$ and $w^{2}$ are independent. This means that $w^{1}$ and $w^{2}$ are transformations of independent components of $w$. Consequently, the source generating $w$ can be separated into two independent sources generating $w^{1}$ and $w^{2}$, respectively. If $\Phi W \Psi^{*} \neq 0$, then such separation is impossible. In this case, $w^{1}$ and $w^{2}$ are said to be correlated Wiener processes.

More complicated examples of Wiener processes which define a Gaussian system can be obtained by special transformations on them. Below we present two such transformations which express the invariance of Wiener processes under translations and rotations.

Proposition 4.16. Let $w$ be an $X$-valued Wiener process on $\mathbf{T}$ and let
(a) $w_{t}^{1}=w_{t+\varepsilon}-w_{\varepsilon}, 0 \leq t \leq T-\varepsilon$, where $0<\varepsilon<T$;
(b) $w_{t}^{2}=\frac{1}{\sqrt{c}} w_{c t}, 0 \leq t \leq c^{-1} T$, where $c>0$.

Then the random processes $\left\{w_{t}^{1}, \mathcal{F}_{t}^{w^{1}}\right\}$ and $\left\{w_{t}^{2}, \mathcal{F}_{t}^{w^{2}}\right\}$ are Wiener processes on $[0, T-\varepsilon]$ and $\left[0, c^{-1} T\right]$, respectively. Furthermore, $w, w^{1}$ and $w^{2}$ have the same covariance operator and define a Gaussian system.

Proof. This can be proved by direct verification.

### 4.2.3 Diffusion Processes

Now we will consider the motion of a suspended microscopic particle in the general case. Let $F(t, x)$ and $g(t, x)$ be the velocity and the viscosity of the liquid under consideration at instant $t$ and at the location $x=\left(x^{1}, x^{2}\right)$ on its surface. Note that $F(t, x)$ is a two-dimensional vector, but $g(t, x)$ is a scalar and we denote

$$
G(t, x)=\left[\begin{array}{cc}
g(t, x) & 0 \\
0 & g(t, x)
\end{array}\right]
$$

Then the displacement

$$
\Delta x_{t}=\left[\begin{array}{l}
\Delta x_{t}^{1} \\
\Delta x_{t}^{2}
\end{array}\right]=\left[\begin{array}{l}
x_{t+\Delta t}^{1}-x_{t}^{1} \\
x_{t+\Delta t}^{2}-x_{t}^{2}
\end{array}\right]
$$

of the suspended particle can be approximately written as

$$
\Delta x_{t}=F(t, x) \Delta t+G(t, x) \Delta w_{t}
$$

where

$$
w_{t}=\left[\begin{array}{c}
w_{t}^{1} \\
w_{t}^{2}
\end{array}\right], \Delta w_{t}=\left[\begin{array}{c}
w_{t+\Delta t}^{1}-w_{t}^{1} \\
w_{t+\Delta t}^{2}-w_{t}^{2}
\end{array}\right]
$$

and $w^{1}$ and $w^{2}$ are independent standard processes of Brownian motion related with the $x^{1}$ - and $x^{2}$-components of the suspended particle, respectively. Replacing increments by differentials, we obtain the equation

$$
\begin{equation*}
d x_{t}=F\left(t, x_{t}\right) d t+G\left(t, x_{t}\right) d w_{t} \tag{4.5}
\end{equation*}
$$

which can be written in the integral form

$$
x_{t}=x_{0}+\int_{0}^{t} F\left(s, x_{s}\right) d s+\int_{0}^{t} G\left(s, x_{s}\right) d w_{s}
$$

where the first integral is a Lebesgue integral by considering $\omega \in \Omega$ as fixed, but the second is a stochastic integral which will be studied in the next section. If we suppose that $F$ and $G$ are functions from $\mathbf{T} \times X$ to $X$ and $\mathcal{L}(Z, X)$, respectively, $w$ is a $Z$-valued Wiener process on $\mathbf{T}$ and $x_{0} \in L_{2}(\Omega, X)$, then we obtain an abstract version of the equation (4.5). The functions $F$ and $G$ in (4.5) are called drift and diffusion coefficients, respectively. The equation (4.5) is called a stochastic differential equation, or an Ito equation, or a diffusion equation. A solution of the equation (4.5) is called a diffusion process. Recall that the diffusion phenomenon is a motion of a suspended microscopic particle in liquid or in gas under collisions with molecules of the medium.

It is known that a solution of the equation (4.5) is an adequate model for many real processes arising in branches which are far from diffusion, for example, in electronics, communication, geophysics, economics, finance etc. Nevertheless, more rigorous criteria imposed by mathematical models of real processes make it necessary to improve the process of modelling Brownian motion. We will return to this problem in Section 4.6.

### 4.3 Stochastic Integration in Hilbert Spaces

In this section we relate a stochastic integral to a Hilbert space-valued square integrable martingale. We assume always that $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}(\mathbf{T}, X), \mathcal{P}$ is the $\sigma$ algebra of the predictable subsets of $\mathbf{T} \times \Omega$ with respect to the filtration $\left\{\mathcal{F}_{t}\right\}, \lambda$ is the Dolean measure of $m$ on $\mathcal{P}$ and $M$ is the covariance function of $m$ (see Section 4.1.4). Also, we suppose that ( $S, \Sigma, \nu$ ) is a separable measure space. Recall that according to our convention in Section 1.2.6, all measures considered in this book are positive and finite.

### 4.3.1 Stochastic Integral

Consider the random function $M_{t}^{1 / 2}, 0 \leq t \leq T$. According to Theorem 4.9 and Proposition 2.37, we have $M^{1 / 2} \in L_{\infty}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X)\right)$. Let $\tilde{\Lambda}_{m}^{2}(\mathbf{T} ; X, Z)$ be the
set of all (in general unbounded) operator-valued functions $\Phi$ defined on $\mathbf{T} \times \Omega$ and satisfying $\Phi M^{1 / 2} \in L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X, Z)\right)$. Consider the equivalence relation in $\tilde{\Lambda}_{m}^{2}(\mathbf{T} ; X, Z)$ defined by calling $\Phi, \Psi \in \tilde{\Lambda}_{m}^{2}(\mathbf{T} ; X, Z)$ equivalent if

$$
\left\|\Phi_{t} M_{t}^{1 / 2}-\Psi_{t} M_{t}^{1 / 2}\right\|_{\mathcal{L}_{2}}=0 \text { for } \lambda \text {-a.e. }(t, \omega) \in \mathbf{T} \times \Omega
$$

Denote the quotient set of $\tilde{\Lambda}_{m}^{2}(\mathbf{T} ; X, Z)$ with respect to this equivalence relation by $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$.
Theorem 4.17. $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ is a Hilbert space with the scalar product

$$
\begin{equation*}
\langle\Phi, \Psi\rangle_{\Lambda_{m}^{2}}=\int_{\mathbf{T} \times \Omega}\left\langle\Phi_{t} M_{t}^{1 / 2}, \Psi_{t} M_{t}^{1 / 2}\right\rangle_{\mathcal{L}_{2}} d \lambda \tag{4.6}
\end{equation*}
$$

Proof. In Metivier [77], pp. 142-143, it is shown that the bilinear form (4.6) on $\tilde{\Lambda}_{m}^{2}(\mathbf{T} ; X, Z)$ satisfies all the axioms of scalar product except the nondegeneracy axiom. Moreover, it is shown that each Cauchy sequence in $\tilde{\Lambda}_{m}^{2}(\mathbf{T} ; X, Z)$ is convergent, but in general the limit is not unique because (4.6) does not satisfy the nondegeneracy axiom. Replacing $\tilde{\Lambda}_{m}^{2}(\mathbf{T} ; X, Z)$ by its quotient set $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$, we see that (4.6) on $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ satisfies all the axioms of scalar product (including the nondegeneracy axiom), and, as a consequence, each Cauchy sequence in $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ has a unique limit. So, $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ is a Hilbert space.

Let $\mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z))$ be the class of functions of the form

$$
\begin{equation*}
\Psi=\sum_{i=1}^{k} \chi_{\left(s_{i}, t_{i}\right] \times F_{i}} \Psi^{i}: \mathbf{T} \times \Omega \rightarrow \mathcal{L}(X, Z) \tag{4.7}
\end{equation*}
$$

where $k \in \mathbb{N}, \Psi^{i} \in \mathcal{L}(X, Z),\left(s_{i}, t_{i}\right] \times F_{i}$ are disjoint predictable rectangles for $i=1, \ldots, k$.

Theorem 4.18. $\mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z))$ and $L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X, Z)\right)$ are dense subsets of $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$.
Proof. Suppose that $\Phi \in \Lambda_{m}^{2}(\mathbf{T} ; X, Z)$. Let

$$
\Phi_{t}^{n}=\Phi_{t} M_{t}^{1 / 2}\left(I n^{-1}+M_{t}^{1 / 2}\right)^{-1}, t \in \mathbf{T}, n=1,2, \ldots
$$

In Rozovskii [84], pp. 56-57, it is shown that $\Phi^{n} \in L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X, Z)\right)$ for all $n$ and $\left\|\Phi^{n}-\Phi\right\|_{\Lambda_{m}^{2}} \rightarrow 0$ as $n \rightarrow \infty$. On the other hand in Metivier [77], pp. 143-145, it is proved that each function in $L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X, Z)\right)$ can be approximated in the norm of $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ by functions from $\mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z))$.

For the function $\Psi$ defined by (4.7), the stochastic integral is defined as

$$
\begin{equation*}
\int_{\mathbf{T}} \Psi_{t} d m_{t}=\sum_{i=1}^{k} \chi_{F_{i}} \Psi^{i}\left(m_{t_{i}}-m_{s_{i}}\right) \tag{4.8}
\end{equation*}
$$

Theorem 4.19. The formula (4.8) defines a bounded linear operator from the subset $\mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z))$ of the space $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ to $L_{2}(\Omega, Z)$ with the properties

$$
\begin{equation*}
\mathbf{E} \int_{\mathbf{T}} \Psi_{t} d m_{t}=0 \text { and } \mathbf{E}\left\|\int_{\mathbf{T}} \Psi_{t} d m_{t}\right\|_{Z}^{2}=\|\Psi\|_{\Lambda_{m}^{2}}^{2} \tag{4.9}
\end{equation*}
$$

which has a unique extension to $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ as a bounded linear operator preserving the properties in (4.9).

Proof. For $\Psi \in \mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z))$, the properties in (4.9) can be easily proved. The second of these properties implies the boundedness of the stochastic integral (4.8) on $\mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z))$. Since, by Theorem 4.18, $\mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z))$ is dense in $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$, the stochastic integral (4.8) has a unique extension to the space $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ as a bounded linear operator preserving the properties in (4.9).

Theorem 4.20. Suppose that $\Phi \in \Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ and $A \in \mathcal{L}(Z, Y)$. Then $A \Phi \in$ $\Lambda_{m}^{2}(\mathbf{T} ; X, Y)$ and

$$
A \int_{\mathbf{T}} \Phi_{t} d m_{t}=\int_{\mathbf{T}} A \Phi_{t} d m_{t}
$$

Proof. This is a consequence of the linearity and the boundedness of stochastic integrals.

### 4.3.2 Martingale Property

The stochastic integral of $\Phi \in \Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ on $(a, b] \subset \mathbf{T}$ is defined by

$$
\int_{a}^{b} \Phi_{t} d m_{t}=\int_{\mathbf{T}} \chi_{(a, b]}(t) \Phi_{t} d m_{t}, 0 \leq a \leq b \leq T
$$

The next theorem states a basic property of stochastic integrals.
Theorem 4.21. Let $\Phi \in \Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ and let

$$
\begin{equation*}
n_{t}=\int_{0}^{t} \Phi_{s} d m_{s}, 0 \leq t \leq T \tag{4.10}
\end{equation*}
$$

Then
(a) $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}(\mathbf{T}, X) \Rightarrow\left\{n_{t}, \mathcal{F}_{t}\right\} \in M_{2}(\mathbf{T}, Z)$;
(b) $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}^{c}(\mathbf{T}, X) \Rightarrow\left\{n_{t}, \mathcal{F}_{t}\right\} \in M_{2}^{c}(\mathbf{T}, Z)$.

Proof. First, note that (4.10) defines the random process $n$ up to modification. At the same time the random processes in $M_{2}(\mathbf{T}, Z)$ and $M_{2}^{c}(\mathbf{T}, Z)$ are defined up to indistinguishability. Therefore, the statement of this theorem should be interpreted as the existence of a right continuous (continuous) modification of $n$ in $M_{2}(\mathbf{T}, Z)$ (in $M_{2}^{c}(\mathbf{T}, Z)$ ). This theorem is obvious for $\Phi \in \mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z)$ ). Let
$\Phi \in \Lambda_{m}^{2}(\mathbf{T} ; X, Z)$. By definition of stochastic integral, there exists a sequence $\left\{\Phi^{k}\right\}$ in $\mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z))$ such that for all $0 \leq t \leq T$,

$$
\begin{equation*}
\left\|\Phi^{k}-\Phi\right\|_{\Lambda_{m}^{2}} \rightarrow 0 \text { and } \mathbf{E}\left\|n_{t}^{k}-n_{t}\right\|^{2} \rightarrow 0 \text { as } k \rightarrow \infty \tag{4.11}
\end{equation*}
$$

where

$$
n_{t}^{k}=\int_{0}^{t} \Phi_{s}^{k} d m_{s}, 0 \leq t \leq T, k=1,2, \ldots
$$

Using (4.11), it is easy to show that $n$ is a square integrable martingale. Let us prove that it has a right continuous (continuous if $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}^{c}(\mathbf{T}, X)$ ) modification. For this, we will show that a stronger convergence than (4.11) takes place. Indeed, using (4.1) and (4.9), we have

$$
\mathbf{E}\left(\sup _{t \in \mathbf{T}}\left\|n_{t}^{k}-n_{t}^{l}\right\|\right)^{2} \leq 4 \mathbf{E}\left\|n_{T}^{k}-n_{T}^{l}\right\|^{2}=4\left\|\Phi^{k}-\Phi^{l}\right\|_{\Lambda_{m}^{2}}^{2} \rightarrow 0, k, l \rightarrow \infty
$$

This means that for some subsequence (which for simplicity will be identified with the original one) of $\left\{n^{k}\right\}$, there exists $\tilde{\Omega} \subset \Omega$ with $\mathbf{P}(\tilde{\Omega})=0$ such that

$$
\sup _{t \in \mathbf{T}}\left\|n_{t, \omega}^{k}-n_{t, \omega}^{l}\right\| \rightarrow 0 \text { as } k, l \rightarrow \infty \text { for all } \omega \in \Omega \backslash \tilde{\Omega}
$$

So, there is a random variable $\tilde{n}$ such that

$$
\begin{equation*}
\sup _{t \in \mathbf{T}}\left\|n_{t, \omega}^{k}-\tilde{n}_{t, \omega}\right\| \rightarrow 0 \text { as } k \rightarrow \infty \text { for all } \omega \in \Omega \backslash \tilde{\Omega} \tag{4.12}
\end{equation*}
$$

The uniform convergence in $t$ in (4.12) implies that $\tilde{n}$ has right continuous (continuous if $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}^{c}(\mathbf{T}, X)$ ) paths. Finally, comparing (4.11) and (4.12), we conclude that $\tilde{n}$ is a needed modification of $n$.

In the sequel, under the process $n$ defined by (4.10) we will always mean its right continuous (continuous if $\left\{m_{t}, \mathcal{F}_{t}\right\} \in M_{2}^{c}(\mathbf{T}, X)$ ) modification.

### 4.3.3 Fubini's Property

Let ( $S, \Sigma, \nu$ ) be a (positive, finite and) separable measure space. The Hilbert spaces $\Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(S, \nu, Z)\right)$ and $L_{2}\left(S, \nu, \Lambda_{m}^{2}(\mathbf{T} ; X, Z)\right)$ will be considered in this section. Note that since the measure space $(S, \Sigma, \nu)$ is separable and $Z \in \mathcal{H}$, we have $L_{2}(S, \nu, Z) \in \mathcal{H}$. Hence, $\Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(S, \nu, Z)\right)$ is well defined.

Lemma 4.22. The spaces $\Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(S, \nu, Z)\right)$ and $L_{2}\left(S, \nu, \Lambda_{m}^{2}(\mathbf{T} ; X, Z)\right)$ are isometric under the isometry

$$
\Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(S, \nu, Z)\right) \ni \Phi \leftrightarrow J \Phi=\Phi \in L_{2}\left(S, \nu, \Lambda_{m}^{2}(\mathbf{T} ; X, Z)\right)
$$

Proof. By Theorem 4.18, $L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X, Z)\right)$ is dense in $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$. Hence, by Proposition 2.20 , the space $L_{2}\left(S, \nu, L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X, Z)\right)\right)$ is dense in the space $L_{2}\left(S, \nu, \Lambda_{m}^{2}(\mathbf{T} ; X, Z)\right)$. On the other hand, by Propositions 2.24 and 2.39(a),

$$
L_{2}\left(S, \nu, L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X, Z)\right)\right)=L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}\left(X, L_{2}(S, \nu, Z)\right)\right)
$$

So, $L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}\left(X, L_{2}(S, \nu, Z)\right)\right)$ is dense in $L_{2}\left(S, \nu, \Lambda_{m}^{2}(\mathbf{T} ; X, Z)\right)$. Also, the space $L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}\left(X, L_{2}(S, \nu, Z)\right)\right)$ is dense in $\Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(S, \nu, Z)\right)$ by Theorem 4.18. Thus, to prove this lemma, it is sufficient to show that for any function $\Phi \in L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}\left(X, L_{2}(S, \nu, Z)\right)\right)$, its norms in the spaces $\Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(S, \nu, Z)\right)$ and $L_{2}\left(S, \nu, \Lambda_{m}^{2}(\mathbf{T} ; X, Z)\right)$ are same. This follows from

$$
\begin{aligned}
\|\Phi\|_{\Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(S, \nu, Z)\right)}^{2} & =\int_{\mathbf{T} \times \Omega}\left\|\left[\Phi_{t, \omega}\right] M_{t}^{1 / 2}\right\|_{\mathcal{L}_{2}\left(X, L_{2}(S, \nu, Z)\right)}^{2} d \lambda \\
& =\int_{\mathbf{T} \times \Omega}\left\|\left[\Phi_{t, \omega}\right] M_{t}^{1 / 2}\right\|_{L_{2}\left(S, \nu, \mathcal{L}_{2}(X, Z)\right)}^{2} d \lambda \\
& =\int_{\mathbf{T} \times \Omega} \int_{S}\left\|\Phi_{s, t, \omega} M_{t}^{1 / 2}\right\|_{\mathcal{L}_{2}(X, Z)}^{2} d \nu d \lambda \\
& =\int_{S} \int_{\mathbf{T} \times \Omega}\left\|\Phi_{s, t, \omega} M_{t}^{1 / 2}\right\|_{\mathcal{L}_{2}(X, Z)}^{2} d \lambda d \nu \\
& =\|\Phi\|_{L_{2}\left(S, \nu, \Lambda_{m}^{2}(\mathbf{T} ; X, Z)\right)}^{2}
\end{aligned}
$$

Thus, the proof is completed.
The spaces

$$
\Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(S, \nu, Z)\right) \text { and } L_{2}\left(S, \nu, \Lambda_{m}^{2}(\mathbf{T} ; X, Z)\right)
$$

will be identified and will be denoted by $\Lambda_{\nu, m}^{2}(S, \mathbf{T} ; X, Z)$. Thus, for any function $\Phi$ in $\Lambda_{\nu, m}^{2}(S, \mathbf{T} ; X, Z)$, the following repeated stochastic integrals can be defined:

$$
\begin{equation*}
\int_{\mathbf{T}} \int_{S} \Phi_{s, t} d \nu d m_{t} \text { and } \int_{S} \int_{\mathbf{T}} \Phi_{s, t} d m_{t} d \nu \tag{4.13}
\end{equation*}
$$

Theorem 4.23. For $\Phi \in \Lambda_{\nu, m}^{2}(S, \mathbf{T} ; X, Z)$, the repeated stochastic integrals in (4.13) are equal w.p.1.
Proof. It is easy to prove that, for $\Phi \in \mathcal{A}\left(\mathbf{T}, \mathcal{L}\left(X, L_{2}(S, \nu, Z)\right)\right)$, the repeated stochastic integrals in (4.13) are equal and

$$
\mathbf{E}\left\|\int_{\mathbf{T}} \int_{S} \Phi_{s, t} d \nu d m_{t}\right\|^{2}=\mathbf{E}\left\|\int_{S} \int_{\mathbf{T}} \Phi_{s, t} d m_{t} d \nu\right\|^{2} \leq \nu(S)\|\Phi\|_{\Lambda_{\nu, m}^{2}}^{2}
$$

Hence, since $\mathcal{A}\left(\mathbf{T}, \mathcal{L}\left(X, L_{2}(S, \nu, Z)\right)\right)$ is dense in $\Lambda_{\nu, m}^{2}(S, \mathbf{T} ; X, Z)$, the repeated stochastic integrals in (4.13) define the same bounded linear operator from the set $\mathcal{A}\left(\mathbf{T}, \mathcal{L}\left(X, L_{2}(S, \nu, Z)\right)\right)$ to $L_{2}(\Omega, Z)$ which can be uniquely extended to the space $\Lambda_{\nu, m}^{2}(S, \mathbf{T} ; X, Z)$ as a bounded linear operator. We obtain that the repeated stochastic integrals in (4.13) are equal w.p. 1 for all $\Phi \in \Lambda_{\nu, m}^{2}(S, \mathbf{T} ; X, Z)$.

Proposition 4.24. The following statements hold.
(a) $B(\mathbf{T}, \mathcal{L}(X, Z)) \subset \Lambda_{m}^{2}(\mathbf{T} ; X, Z)$.
(b) $B(S \times \mathbf{T}, \mathcal{L}(X, Z)) \subset \Lambda_{\ell, m}^{2}(S, \mathbf{T} ; X, Z)$ where $S=[a, b]$.
(c) If $\Phi \in B\left(\Delta_{T}, \mathcal{L}(X, Z)\right)$ and

$$
\varphi_{t}=\int_{0}^{t} \Phi_{t, s} d m_{s}, 0 \leq t \leq T
$$

then $\varphi \in L_{\infty}\left(\mathbf{T}, L_{2}(\Omega, Z)\right)$.
Proof. Consider predictable rectangles of the form

$$
(s, t] \times \Omega,(s, t] \times \varnothing, 0 \leq s \leq t \leq T ;[0, t] \times \Omega,[0, t] \times \varnothing, 0 \leq t \leq T
$$

The smallest $\sigma$-algebra generated by these predictable rectangles coincides with $\mathcal{B}_{\mathbf{T}} \otimes\{\Omega, \varnothing\}$. Therefore, $\mathcal{B}_{\mathbf{T}} \otimes\{\Omega, \varnothing\} \subset \mathcal{P}$ and a $\mathcal{B}_{\mathbf{T}}$-measurable nonrandom function can be considered as a $\mathcal{P}$-measurable function. We see that each $\Phi \in$ $B(\mathbf{T}, \mathcal{L}(X, Z))$ is strongly $\mathcal{P}$-measurable and bounded. By Proposition 2.13(a), $\Phi M^{1 / 2} \in L_{\infty}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X, Z)\right)$ since $M^{1 / 2} \in L_{\infty}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X)\right)$. Therefore, $B(\mathbf{T}, \mathcal{L}(X, Z)) \subset \Lambda_{m}^{2}(\mathbf{T} ; X, Z)$. Part (a) is proved. Part (b) can be proved in a similar way. To prove part (c), denote

$$
\tilde{\Phi}_{t, s}= \begin{cases}\Phi_{t, s}, & 0 \leq s \leq t \leq T \\ 0, & 0 \leq t<s \leq T\end{cases}
$$

Obviously, $\tilde{\Phi} \in B(\mathbf{T} \times \mathbf{T}, \mathcal{L}(X, Z))$. By part (b), $\tilde{\Phi} \in \Lambda_{\ell, m}^{2}(\mathbf{T}, \mathbf{T} ; X, Z)$, and, hence, $\tilde{\Phi} \in \Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(\mathbf{T}, Z)\right)$. Therefore, the function

$$
\varphi_{t}=\int_{0}^{t} \Phi_{t, s} d m_{s}=\int_{0}^{T} \tilde{\Phi}_{t, s} d m_{s}, 0 \leq t \leq T
$$

belongs to $L_{2}\left(\Omega, L_{2}(\mathbf{T}, Z)\right)=L_{2}\left(\mathbf{T}, L_{2}(\Omega, Z)\right)$. Finally, from the boundedness of $\Phi$, we obtain $\varphi \in L_{\infty}\left(\mathbf{T}, L_{2}(\Omega, Z)\right)$.

### 4.3.4 Stochastic Integration with Respect to Wiener Processes

Now let $\left\{w_{t}, \mathcal{F}_{t}\right\}$ be an $X$-valued Wiener process on $\mathbf{T}$ and let $W$ be the covariance operator of $w$. By use of the Hilbert space $\mathcal{L}_{W}(X, Z)$ (see Section 1.3.7), we have $\Lambda_{w}^{2}(\mathbf{T} ; X, Z)=L_{2}\left(\mathbf{T} \times \Omega, \mathcal{P}, \ell \otimes \mathbf{P}, \mathcal{L}_{W}(X, Z)\right)$ which is a subspace of $L_{2}\left(\mathbf{T} \times \Omega, \mathcal{L}_{W}(X, Z)\right)$ consisting of all $\mathcal{F}_{t}$-adapted processes. Using the Hilbertian summation (see Section 2.4.3), one can write

$$
\Lambda_{w}^{2}(\mathbf{T} ; X, Z)=\int_{0}^{T} L_{2}\left(\Omega, \mathcal{F}_{t}, \mathbf{P}, \mathcal{L}_{W}(X, Z)\right) d t
$$

Proposition 4.25. Let $\left\{w_{t}, \mathcal{F}_{t}\right\}$ be an $X$-valued Wiener process on $\mathbf{T}$. Then
(a) $B_{2}(\mathbf{T}, \mathcal{L}(X, Z)) \subset \Lambda_{w}^{2}(\mathbf{T} ; X, Z)$;
(b) $B_{2}(S \times \mathbf{T}, \mathcal{L}(X, Z)) \subset \Lambda_{\ell, w}^{2}(S, \mathbf{T} ; X, Z)$ where $S=[a, b]$.

Proof. In proving Proposition $4.24(\mathrm{a})$, it was shown that $\mathcal{B}_{\mathbf{T}} \otimes\{\Omega, \varnothing\} \subset \mathcal{P}$. Since, for a Wiener process, the Dolean measure is $\lambda=c(\ell \otimes \mathbf{P})$ where $c=$ const. $\geq 0$, then the Lebesgue extension of $\mathcal{B}_{\mathbf{T}} \otimes\{\Omega, \varnothing\}$ with respect to $\lambda=c(\ell \otimes \mathbf{P})$ is equal to $\tilde{\mathcal{B}}_{\mathbf{T}} \otimes\{\Omega, \varnothing\}$ where $\tilde{\mathcal{B}}_{\mathbf{T}}$ is the Lebesgue extension of $\mathcal{B}_{\mathbf{T}}$ with respect to $\ell$. Hence, a Lebesgue measurable nonrandom function on $\mathbf{T}$ can be considered as a $\lambda$-measurable function on $\mathbf{T} \times \Omega$. So, in a similar way as in the proof of Proposition 4.24(a), we have

$$
B_{2}(\mathbf{T}, \mathcal{L}(X, Z)) \subset \Lambda_{w}^{2}(\mathbf{T} ; X, Z)
$$

Part (a) is proved. Part (b) can be proved in a similar way.
In the sequel we will use stochastic integrals of nonrandom functions with respect to Wiener processes. Below we list some of their useful properties.
Proposition 4.26. Let $w$ and $v$ be $X$ - and $Y$-valued Wiener processes on $\mathbf{T}$ with $\operatorname{cov} w_{t}=W t$ and with $\operatorname{cov}\left(w_{t}, v_{t}\right)=R t$, let $\Phi \in B_{2}(\mathbf{T}, \mathcal{L}(X, Z))$ and let $\Psi \in$ $B_{2}(\mathbf{T}, \mathcal{L}(Y, U))$. Then
(a) $\int_{0}^{t} \Phi_{s} d w_{s}$ is $\mathcal{F}_{t}^{w}-$ measurable for all $0 \leq t \leq T$;
(b) $\int_{t}^{T} \Phi_{s} d w_{s}$ is independent of $\mathcal{F}_{t}^{w}$ for all $0 \leq t \leq T$;
(c) if $R=0$, then $\int_{0}^{T} \Phi_{s} d w_{s}$ and $\int_{0}^{T} \Psi_{s} d v_{s}$ are independent;
(d) $\left\{\int_{0}^{T} \Phi_{s} d w_{s}: \Phi \in B_{2}(\mathbf{T}, \mathcal{L}(X, Z)), Z \in \mathcal{H}\right\}$ is a Gaussian system;
(e) $\operatorname{cov}\left(\int_{0}^{t} \Phi_{r} d w_{r}, \int_{s}^{T} \Psi_{r} d v_{r}\right)=\int_{s}^{t} \Phi_{r} R \Psi_{r}^{*} d r, 0 \leq s \leq t \leq T ;$
(f) $\operatorname{tr}\left(\operatorname{cov} \int_{0}^{T} \Phi_{r} d w_{r}\right)=\operatorname{tr} \int_{0}^{T} W \Phi_{r}^{*} \Phi_{r} d r=\operatorname{tr} \int_{0}^{T} \Phi_{r}^{*} \Phi_{r} W d r$.

Proof. Part (a) follows from Theorem 4.21. Part (b) is a consequence of independence of the increments of $w$. Part (c) is obvious. To prove part (d), consider the Gaussian system $\mathcal{N}$ defined in proving Proposition 4.15. Obviously, for $\Phi \in B_{2}(\mathbf{T}, \mathcal{L}(X, Z))$ and for $h \in Z$,

$$
\left\langle\int_{0}^{T} \Phi_{s} d w_{s}, h\right\rangle \in \mathcal{N}
$$

This proves part (d). Parts (e) and (f) follow from Propositions 4.2(d) and 4.2(g), respectively.

### 4.4 Partially Observable Linear Systems

### 4.4.1 Solution Concepts

Consider the linear stochastic differential equation

$$
\begin{equation*}
d x_{t}=\left(A x_{t}+\varphi_{t}\right) d t+d m_{t}, \quad 0<t \leq T \tag{4.14}
\end{equation*}
$$

where we assume that $A \in \tilde{\mathcal{L}}(X), \varphi: \mathbf{T} \times \Omega \rightarrow X, m \in M_{2}(\mathbf{T}, X)$. A random process $x: \mathbf{T} \rightarrow L_{2}(\Omega, X)$ will be called a solution (in ordinary sense) of the equation (4.14) for given $x_{0} \in L_{2}(\Omega, X)$ if $x_{t} \in D(A)$ w.p. 1 for all $0 \leq t \leq T$ and if $x$ satisfies the integral equation

$$
\begin{equation*}
x_{t}=x_{0}+\int_{0}^{t}\left(A x_{s}+\varphi_{s}\right) d s+m_{t}, 0 \leq t \leq T \tag{4.15}
\end{equation*}
$$

Two solutions of the equation (4.14) will be said to be equal if they are modifications of each other.

We recall that by Theorem 1.22 , with a given closed linear operator $A$ on $X$, one can associate the separable Hilbert space $D(A)$ with the scalar product

$$
\langle x, y\rangle_{D(A)}=\langle x, y\rangle_{X}+\langle A x, A y\rangle_{X}
$$

such that $A \in \mathcal{L}(D(A), X)$ and $D(A) \subset X$ is a natural and tight embedding.
Theorem 4.27. Suppose that $A \in \tilde{\mathcal{L}}(X)$ generates a strongly continuous semigroup $\mathcal{U} \in \mathcal{S}(X), x_{0} \in L_{2}(\Omega, D(A)), \varphi \in L_{1}\left(\mathbf{T}, L_{2}(\Omega, D(A))\right)$ and $m \in M_{2}(\mathbf{T}, D(A))$. Then the random process

$$
\begin{equation*}
x_{t}=\mathcal{U}_{t} x_{0}+\int_{0}^{t} \mathcal{U}_{t-s} \varphi_{s} d s+\int_{0}^{t} \mathcal{U}_{t-s} d m_{s}, 0 \leq t \leq T \tag{4.16}
\end{equation*}
$$

is a unique solution of the equation (4.14).
Proof. First note that by Proposition 2.20, the conditions of this theorem on $x_{0}$, $\varphi$ and $m$ imply $x_{0} \in L_{2}(\Omega, X), \varphi \in L_{1}\left(\mathbf{T}, L_{2}(\Omega, X)\right)$ and $m \in M_{2}(\mathbf{T}, X)$. So, the integrals in (4.16) are Bochner and stochastic integrals of $X$ - and $\mathcal{L}(X)$-valued functions, respectively. We will show that these integrals can be interpreted in a stronger sense. Since $\mathcal{U}$ is a strongly continuous semigroup, $\mathcal{U} \in B(\mathbf{T}, \mathcal{L}(X))$. Let us show that $\mathcal{U} \in B(\mathbf{T}, \mathcal{L}(D(A)))$. Since $A$ is the infinitesimal generator of $\mathcal{U}$, we have $\mathcal{U}_{t}(D(A)) \subset D(A)$ for all $0 \leq t \leq T$. Let $0 \leq t \leq T$ and let $h \in D(A)$. We have

$$
\begin{aligned}
\left\|\mathcal{U}_{t} h\right\|_{D(A)}^{2} & =\left\|A \mathcal{U}_{t} h\right\|_{X}^{2}+\left\|\mathcal{U}_{t} h\right\|_{X}^{2}=\left\|\mathcal{U}_{t} A h\right\|_{X}^{2}+\left\|\mathcal{U}_{t} h\right\|_{X}^{2} \\
& \leq\left\|\mathcal{U}_{t}\right\|_{\mathcal{L}(X)}^{2}\left(\|A h\|_{X}^{2}+\|h\|_{X}^{2}\right)=\left\|\mathcal{U}_{t}\right\|_{\mathcal{L}(X)}^{2}\|h\|_{D(A)}^{2}
\end{aligned}
$$

Therefore, $\mathcal{U}_{t} \in \mathcal{L}(D(A)), 0 \leq t \leq T$, and

$$
\sup _{t \in \mathbf{T}}\left\|\mathcal{U}_{t}\right\|_{\mathcal{L}(D(A))} \leq \sup _{t \in \mathbf{T}}\left\|\mathcal{U}_{t}\right\|_{\mathcal{L}(X)}<\infty
$$

Since $D(A) \subset X$ is a natural embedding of separable Hilbert spaces, by Proposition $1.15(\mathrm{~b})$, we have $\mathcal{B}_{D(A)} \subset \mathcal{B}_{X}$. Hence, the strong $\mathcal{B}_{\mathrm{T}}$-measurability of the function $\mathcal{U}: \mathbf{T} \rightarrow \mathcal{L}(X)$ implies the strong $\mathcal{B}_{\mathbf{T}}$-measurability of the function $\mathcal{U}: \mathbf{T} \rightarrow \mathcal{L}(D(A))$. Thus, $\mathcal{U} \in B(\mathbf{T}, \mathcal{L}(D(A)))$. So, the Bochner and stochastic integrals in (4.16) can be interpreted as integrals of $D(A)$ - and $\mathcal{L}(D(A))$-valued functions, respectively. By Proposition 4.24(c), we obtain that the formula (4.16) defines the random process $x$ from $\mathbf{T}$ to $L_{2}(\Omega, D(A))$. Let us show that this random process satisfies the equation (4.15). Fix $0<t \leq T$ and substitute (4.16) in the right-hand side of (4.15). Applying Theorems 2.18, 2.22, 4.20, 4.23 and Proposition 4.24(b) and using (3.2), we have

$$
\begin{aligned}
x_{0}+ & \int_{0}^{t}\left(A\left(\mathcal{U}_{s} x_{0}+\int_{0}^{s} \mathcal{U}_{s-r} \varphi_{r} d r+\int_{0}^{s} \mathcal{U}_{s-r} d m_{r}\right)+\varphi_{s}\right) d s+m_{t} \\
= & \mathcal{U}_{t} x_{0}+\int_{0}^{t} \varphi_{r} d r+\int_{0}^{t} \int_{0}^{s} A \mathcal{U}_{s-r} \varphi_{r} d r d s \\
& +\int_{0}^{t} d m_{r}+\int_{0}^{t} \int_{0}^{s} A \mathcal{U}_{s-r} d m_{r} d s \\
= & \mathcal{U}_{t} x_{0}+\int_{0}^{t}\left(\varphi_{r}+\int_{r}^{t} A \mathcal{U}_{s-r} \varphi_{r} d s\right) d r+\int_{0}^{t}\left(I+\int_{r}^{t} A \mathcal{U}_{s-r} d s\right) d m_{r} \\
= & \mathcal{U}_{t} x_{0}+\int_{0}^{t} \mathcal{U}_{t-r} \varphi_{r} d r+\int_{0}^{t} \mathcal{U}_{t-r} d m_{r}=x_{t}
\end{aligned}
$$

Therefore, $x$ in (4.16) is a solution of the equation (4.15). If $y$ is also a solution of the equation (4.15), then for $z_{t}=x_{t}-y_{t}, 0 \leq t \leq T$, by (3.2), we have

$$
\begin{aligned}
z_{t} & =\int_{0}^{t} A z_{s} d s=\int_{0}^{t} A\left(\mathcal{U}_{t-s} z_{s}-\int_{0}^{t-s} \mathcal{U}_{r} A z_{s} d r\right) d s \\
& =\int_{0}^{t} A \mathcal{U}_{t-s} z_{s} d s-\int_{0}^{t} A \mathcal{U}_{r} \int_{0}^{t-r} A z_{s} d s d r \\
& =\int_{0}^{t} A \mathcal{U}_{t-r} z_{r} d r-\int_{0}^{t} A \mathcal{U}_{r} z_{t-r} d r=0
\end{aligned}
$$

Therefore, (4.16) is a unique solution of the equation (4.14).
Now consider the random process (4.16) for $\mathcal{U} \in \mathcal{S}(X)$ and for $x_{0}, \varphi$ and $m$ satisfying the following conditions which are weaker than in Theorem 4.27:

$$
\begin{equation*}
x_{0} \in L_{2}(\Omega, X), \varphi \in L_{1}\left(\mathbf{T}, L_{2}(\Omega, X)\right), m \in M_{2}(\mathbf{T}, X) \tag{4.17}
\end{equation*}
$$

Obviously, $x$ is still well defined by (4.16), while it may not satisfy the equation (4.15) since in general $x_{t} \notin D(A)$. The process $x$, defined by (4.16) under the above mentioned weaker conditions, is called a mild solution of the equation (4.14). In particular, when the conditions of Theorem 4.27 hold, a mild solution becomes a solution in the ordinary sense.

### 4.4.2 Linear Stochastic Evolution Systems

Developing the concept of mild solution, consider the random process

$$
\begin{equation*}
x_{t}=\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \varphi_{s} d s+\int_{0}^{t} \mathcal{U}_{t, s} d m_{s}, 0 \leq t \leq T \tag{4.18}
\end{equation*}
$$

where $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$ and (4.17) holds. Generally, (4.18) has no relation with a differential equation since a mild evolution operator does not have any generator. But, (4.18) could be considered as a generalization of (4.16) to the case of mild evolution operators. The system (4.18) under the weaker condition $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$ will be called a linear stochastic evolution system.

Some useful properties of linear stochastic evolution systems are given below.
Proposition 4.28. Let $x_{0} \in L_{2}(\Omega, X)$, $\operatorname{let} \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$, let $N \in B_{\infty}(\mathbf{T}, \mathcal{L}(X))$, let $\varphi \in L_{1}\left(\mathbf{T}, L_{2}(\Omega, X)\right)$ and let $m \in M_{2}(\mathbf{T}, X)$. Then the equation

$$
\begin{equation*}
x_{t}=\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, r}\left(N_{r} x_{r}+\varphi_{r}\right) d r+\int_{0}^{t} \mathcal{U}_{t, r} d m_{r}, 0 \leq t \leq T \tag{4.19}
\end{equation*}
$$

has

$$
\begin{equation*}
x_{t}=\mathcal{Y}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{Y}_{t, r} \varphi_{r} d r+\int_{0}^{t} \mathcal{Y}_{t, r} d m_{r}, 0 \leq t \leq T \tag{4.20}
\end{equation*}
$$

as its solution, where $\mathcal{Y}=\mathcal{P}_{N}(\mathcal{U})$. This solution is unique up to modification and belongs to $L_{\infty}\left(\mathbf{T}, L_{2}(\Omega, X)\right)$.

Proof. By Propositions 3.17(b) and 4.24(c), the formula (4.20) defines a function $x$ in $L_{\infty}\left(\mathbf{T}, L_{2}(\Omega, X)\right)$. Substituting (4.20) in the right-hand side of (4.19), we obtain

$$
\begin{aligned}
\mathcal{U}_{t, 0} x_{0} & +\int_{0}^{t} \mathcal{U}_{t, r} N_{r} \mathcal{Y}_{r, 0} x_{0} d r \\
& +\int_{0}^{t} \mathcal{U}_{t, r} \varphi_{r} d r+\int_{0}^{t} \mathcal{U}_{t, s} N_{s} \int_{0}^{s} \mathcal{Y}_{s, r} \varphi_{r} d r d s \\
& +\int_{0}^{t} \mathcal{U}_{t, r} d m_{r}+\int_{0}^{t} \mathcal{U}_{t, s} N_{s} \int_{0}^{s} \mathcal{Y}_{s, r} d m_{r} d s
\end{aligned}
$$

By Theorems 2.22 and 4.23 , the last expression is equal to

$$
\begin{aligned}
\mathcal{Y}_{t, 0} x_{0} & +\int_{0}^{t}\left(\mathcal{U}_{t, r}+\int_{r}^{t} \mathcal{U}_{t, s} N_{s} \mathcal{Y}_{s, r} d s\right) \varphi_{r} d r \\
& +\int_{0}^{t}\left(\mathcal{U}_{t, r}+\int_{r}^{t} \mathcal{U}_{t, s} N_{s} \mathcal{Y}_{s, r} d s\right) d m_{r}
\end{aligned}
$$

Finally, by $\mathcal{Y}=\mathcal{P}_{N}(\mathcal{U})$ and by (4.20), we obtain that the substitution of $x_{t}$ from (4.20) into the right-hand side of (4.19) gives the left-hand side of (4.19). Thus, the function $x_{t}$ defined by (4.20) is a solution of the equation (4.19). The uniqueness of this solution can be proved via Theorem 2.45.

Proposition 4.29. Let $x_{0} \in L_{2}(\Omega, X)$, let $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$, let $\varphi \in L_{1}\left(\mathbf{T}, L_{2}(\Omega, X)\right)$, let $m \in M_{2}(\mathbf{T}, X)$ and let $x$ be defined by (4.18). Then

$$
x_{t}=\mathcal{U}_{t, s} x_{s}+\int_{s}^{t} \mathcal{U}_{t, r} \varphi_{r} d r+\int_{s}^{t} \mathcal{U}_{t, r} d m_{r}, 0 \leq s \leq t \leq T
$$

Proof. By (4.18),

$$
\begin{aligned}
x_{t}= & \mathcal{U}_{t, s}\left(\mathcal{U}_{s, 0} x_{0}+\int_{0}^{s} \mathcal{U}_{s, r} \varphi_{r} d r+\int_{0}^{s} \mathcal{U}_{s, r} d m_{r}\right) \\
& +\int_{s}^{t} \mathcal{U}_{t, r} \varphi_{r} d r+\int_{s}^{t} \mathcal{U}_{t, r} d m_{r} \\
= & \mathcal{U}_{t, s} x_{s}+\int_{s}^{t} \mathcal{U}_{t, r} \varphi_{r} d r+\int_{s}^{t} \mathcal{U}_{t, r} d m_{r} .
\end{aligned}
$$

This proves the proposition.
Let us introduce the following useful concept. If a random process $\xi$ has the form

$$
\xi_{t}=\xi_{0}+\int_{0}^{t} f_{s} d s+\int_{0}^{t} \Phi_{s} d m_{s}, 0 \leq t \leq T
$$

where we suppose $\xi_{0} \in L_{2}(\Omega, X), f \in L_{1}\left(\mathbf{T}, L_{2}(\Omega, X)\right), \Phi \in \Lambda_{m}^{2}(\mathbf{T} ; Z, X)$ and $m \in M_{2}(\mathbf{T}, Z)$, then $\xi$ is said to have

$$
d \xi_{t}=f_{t} d t+\Phi_{t} d m_{t}
$$

as its stochastic differential. In this case we use the notation

$$
\begin{equation*}
\int_{0}^{T} K_{t} d \xi_{t}=\int_{0}^{T} K_{t} f_{t} d t+\int_{0}^{T} K_{t} \Phi_{t} d m_{t} \tag{4.21}
\end{equation*}
$$

where $K$ is an operator valued-function so that the integrals in the right-hand side of (4.21) are defined.

### 4.4.3 Partially Observable Linear Systems

A stochastic equation, when it is used as a mathematical model of some real process, is called a state or signal system. Respectively, its solution is called a state or signal process. Since a solution of a stochastic equation (denote it by $x$ ) is a random process (in general), $x$ presents probabilistic distributions of states of a corresponding real process, but it does not exactly determine them. To improve information contained in $x$, another random process $z$ is considered so that $z$ is related with $x$ and contains partial information about the states of the real process under consideration, which is not available from $x$. An equation that relates $z$ and $x$ is called an observation system and, respectively, $z$ is called an observation process or, briefly, observations. State (or signal) and observation systems taken together define a partially observable system. Often, a partially observable system is called a state-observation or signal-observation system too.

When a state system is deterministic and, consequently, $x$ is nonrandom, the states of the corresponding real process can be determined exactly by the values of the function $x$. In this case there is no need for an observation system and this reduces the corresponding partially observable system to only a state system.

The main object of our study is a partially observable linear system in which the state or signal system is a linear stochastic evolution system and the observation process is a linear transformation of the state process disturbed by a random process (called a noise process).

### 4.5 Basic Estimation in Hilbert Spaces

Often, we are faced with a problem to say something about one object while another object, related with the first one, is observed. The mathematical theory of studying this problem based on probabilistic methods is called estimation theory.

### 4.5.1 Estimation of Random Variables

Let $\eta \in L_{2}(\Omega, X)$ and let $\xi \in L_{2}(\Omega, Z)$. Denote by $\mathbf{P}_{\xi}$ the measure on $\mathcal{B}_{Z}$ generated by $\xi$. In estimation theory any function in $m\left(Z, \mathbf{P}_{\xi}, X\right)$ is called an estimator, and for $\varphi \in m\left(Z, \mathbf{P}_{\xi}, X\right)$, the random variable $\varphi \circ \xi$ is called an estimate of $\eta$ based on $\xi$. The function $\varphi_{0} \in m\left(Z, \mathbf{P}_{\xi}, X\right)$ is called an optimal estimator and, respectively, $\varphi_{0} \circ \xi$ is called a best estimate of $\eta$ based on $\xi$ if

$$
\begin{equation*}
\mathbf{E}\left\|\eta-\left(\varphi_{0} \circ \xi\right)\right\|^{2}=\inf _{\varphi} \mathbf{E}\|\eta-(\varphi \circ \xi)\|^{2} \tag{4.22}
\end{equation*}
$$

where the infimum is taken over all estimators $\varphi \in m\left(Z, \mathbf{P}_{\xi}, X\right)$ for which $(\varphi \circ \xi) \in$ $L_{2}(\Omega, X)$. In fact, by Proposition 2.27, the infimum in (4.22) is taken over the space $L_{2}\left(Z, \mathbf{P}_{\xi}, X\right)$.

A function in the form $\varphi(x)=\Lambda x+b$, where $\Lambda \in \mathcal{L}(Z, X)$ and $b \in X$, is called a linear estimator and, respectively, a random variable $\varphi \circ \xi=\Lambda \xi+b$ is
called a linear estimate of $\eta$ based on $\xi$. The function $\varphi_{0}(x)=\Lambda_{0} x+b_{0}$, where $\Lambda_{0} \in \mathcal{L}(Z, X)$ and $b_{0} \in X$, is called an optimal linear estimator and, respectively, the random variable $\varphi_{0} \circ \xi=\Lambda_{0} \xi+b_{0}$ is called a best linear estimate of $\eta$ based on $\xi$ if

$$
\mathbf{E}\left\|\eta-\Lambda_{0} \xi-b_{0}\right\|^{2}=\inf _{\Lambda, b} \mathbf{E}\|\eta-\Lambda \xi-b\|^{2}
$$

where the infimum is taken over all $\Lambda \in \mathcal{L}(Z, X)$ and all $b \in X$.
Proposition 4.30. Given $\eta \in L_{2}(\Omega, X)$ and $\xi \in L_{2}(\Omega, Z)$, there exists a best estimate of $\eta$ based on $\xi$ which is unique in $L_{2}(\Omega, \sigma(\xi), \mathbf{P}, X)$ and it is equal to the conditional expectation $\mathbf{E}(\eta \mid \xi)$. Furthermore, the corresponding optimal estimator is unique in $L_{2}\left(Z, \mathbf{P}_{\xi}, X\right)$.

Proof. By Proposition 2.27, the space $\left\{\varphi \circ \xi: \varphi \in L_{2}\left(Z, \mathbf{P}_{\xi}, X\right)\right\}$ of all estimates is equal to $L_{2}(\Omega, \sigma(\xi), \mathbf{P}, X)$. Hence, by (4.22), a best estimate of $\eta$ based on $\xi$ is a random variable at which the functional $J(\zeta)=\|\eta-\zeta\|_{L_{2}}^{2}$ takes its minimum value on $L_{2}(\Omega, \sigma(\xi), \mathbf{P}, X)$. Since $J$ is a strictly convex functional (see Proposition $1.30(\mathrm{~b})$ ), by Proposition $2.3, J$ takes on minimum value at some unique random variable $\zeta_{0} \in L_{2}(\Omega, \sigma(\xi), \mathbf{P}, X)$ and by Theorem 2.6,

$$
\forall \zeta \in L_{2}(\Omega, \sigma(\xi), \mathbf{P}, X),\left\langle J^{\prime}\left(\zeta_{0}\right), \zeta\right\rangle=2 \mathbf{E}\left\langle\eta-\zeta_{0}, \zeta\right\rangle=0
$$

Hence, $\zeta_{0}$ is the projection of $\eta \in L_{2}(\Omega, X)$ to $L_{2}(\Omega, \sigma(\xi), \mathbf{P}, X)$. So, we conclude that $\zeta_{0}$ is a unique best estimate of $\eta$ based on $\xi$ and by Proposition 4.4, $\zeta_{0}=$ $\mathbf{E}(\eta \mid \xi)$. Finally, by Proposition $2.27, \mathbf{E}(\eta \mid \xi)$ can be represented as $\mathbf{E}(\eta \mid \xi)=\varphi_{0} \circ \xi$ for some unique optimal estimator $\varphi_{0} \in L_{2}\left(Z, \mathbf{P}_{\xi}, X\right)$.

Thus, the problem on existence and uniqueness of optimal estimators is positively solved. But, designing optimal estimators as a function $\varphi_{0}$ of $\xi$ is a central problem in estimation theory.

Another situation takes place with optimal linear estimators. The existence and uniqueness of optimal linear estimators can not always be solved positively. But, if they exist, then they can be easily designed in the form $\Lambda_{0} \xi+b_{0}$.

Proposition 4.31. If a best linear estimate $\hat{\eta}$ of $\eta \in L_{2}(\Omega, X)$ based on $\xi \in L_{2}(\Omega, Z)$ exists, then it is unbiased, i.e., $\mathbf{E}(\eta-\hat{\eta})=0$.

Proof. If $\hat{\eta}$ is the best linear estimate of $\eta$ based on $\xi$, then

$$
\forall \Lambda \in \mathcal{L}(Z, X) \text { and } \forall b \in X, \mathbf{E}\langle\eta-\hat{\eta}, \Lambda \xi+b\rangle=0
$$

Taking $\Lambda=0$ and varying $b$ in $X$, we obtain $\mathbf{E}(\eta-\hat{\eta})=0$.
By Proposition 4.31, a best linear estimate $\hat{\eta}$ (if it exists) of $\eta \in L_{2}(\Omega, X)$ based on $\xi \in L_{2}(\Omega, Z)$ has the form $\hat{\eta}=\mathbf{E} \eta+\Lambda_{0}(\xi-\mathbf{E} \xi)$ for some $\Lambda_{0} \in \mathcal{L}(Z, X)$. The next proposition determines a condition on $\Lambda_{0}$.

Proposition 4.32. Suppose that $\eta \in L_{2}(\Omega, X), \xi \in L_{2}(\Omega, Z), P=\operatorname{cov} \xi$ and $Q=$ $\operatorname{cov}(\xi, \eta)$. Then a random variable $\hat{\eta}=\mathbf{E} \eta+\Lambda_{0}(\xi-\mathbf{E} \xi)$ is a best linear estimate of $\eta$ based on $\xi$ if and only if $\Lambda=\Lambda_{0}$ is a solution of the operator equation

$$
\begin{equation*}
\Lambda P=Q^{*} \tag{4.23}
\end{equation*}
$$

Proof. Let $\Lambda_{0} \in \mathcal{L}(Z, X)$ be a solution of the equation (4.23). For arbitrary $\Lambda \in$ $\mathcal{L}(Z, X)$ and $b \in X$, we have

$$
\begin{aligned}
\mathbf{E} \| \eta & -\Lambda \xi-b\left\|^{2}-\mathbf{E}\right\| \eta-\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi) \|^{2} \\
& =\operatorname{tr}(\operatorname{cov}(\eta-\Lambda \xi-b))-\operatorname{tr}\left(\operatorname{cov}\left(\eta-\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi)\right)\right)+\|\mathbf{E}(\eta-\Lambda \xi-b)\|^{2} \\
& =\operatorname{tr}\left(\Lambda P \Lambda^{*}-Q^{*} \Lambda^{*}-\Lambda Q-\Lambda_{0} P \Lambda_{0}^{*}+Q^{*} \Lambda_{0}^{*}+\Lambda_{0} Q\right)+\|\mathbf{E}(\eta-\Lambda \xi-b)\|^{2} \\
& =\operatorname{tr}\left(\left(\Lambda-\Lambda_{0}\right) P\left(\Lambda-\Lambda_{0}\right)^{*}\right)+\|\mathbf{E}(\eta-\Lambda \xi-b)\|^{2} \geq 0
\end{aligned}
$$

where we used the fact that $\Lambda_{0}$ is a solution of the equation (4.23). Hence, $\hat{\eta}=$ $\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi)$ is a best linear estimate of $\eta$ based on $\xi$. Conversely, let $\hat{\eta}=$ $\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi)$ be a best linear estimate of $\eta$ based on $\xi$. We have to show that $\Lambda_{0}$ satisfies (4.23). For $\lambda \in \mathbb{R}$, let

$$
\eta_{\lambda}=\mathbf{E} \eta+\left(\Lambda_{0}+\lambda\left(\Lambda_{0} P-Q^{*}\right)\right)(\xi-\mathbf{E} \xi)
$$

We have

$$
\begin{aligned}
0 \leq & \mathbf{E}\left\|\eta-\mathbf{E} \eta-\left(\Lambda_{0}+\lambda\left(\Lambda_{0} P-Q^{*}\right)\right)(\xi-\mathbf{E} \xi)\right\|^{2} \\
& -\mathbf{E}\left\|\eta-\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi)\right\|^{2} \\
= & \operatorname{tr}\left(\operatorname{cov}\left(\eta-\mathbf{E} \eta-\left(\Lambda_{0}+\lambda\left(\Lambda_{0} P-Q^{*}\right)\right)(\xi-\mathbf{E} \xi)\right)\right) \\
& -\operatorname{tr}\left(\operatorname{cov}\left(\eta-\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi)\right)\right) \\
= & \lambda^{2} \operatorname{tr}\left(\left(\Lambda_{0} P-Q^{*}\right) P\left(\Lambda_{0} P-Q^{*}\right)^{*}\right)+2 \lambda \operatorname{tr}\left(\left(\Lambda_{0} P-Q^{*}\right)\left(\Lambda_{0} P-Q^{*}\right)^{*}\right) .
\end{aligned}
$$

Since $\lambda \in \mathbb{R}$ is arbitrary, we obtain $\operatorname{tr}\left(\left(\Lambda_{0} P-Q^{*}\right)\left(\Lambda_{0} P-Q^{*}\right)^{*}\right)=0$. Therefore,

$$
\left\|\Lambda_{0} P-Q^{*}\right\|_{\mathcal{L}} \leq\left\|\Lambda_{0} P-Q^{*}\right\|_{\mathcal{L}_{2}}=\operatorname{tr}\left(\left(\Lambda_{0} P-Q^{*}\right)\left(\Lambda_{0} P-Q^{*}\right)^{*}\right)=0
$$

i.e., $\Lambda_{0}$ is a solution of the equation (4.23).

The next proposition shows that in the Gaussian case a best linear estimate coincides with the corresponding best estimate.

Proposition 4.33. Suppose that $\eta \in L_{2}(\Omega, X)$ and $\xi \in L_{2}(\Omega, Z)$ define a Gaussian system. If there exists a best linear estimate $\hat{\eta}$ of $\eta$ based on $\xi$, then it is equal to the best estimate of $\eta$ based on $\xi$.

Proof. In view of Propositions 4.4, 4.30 and 4.32 , it is sufficient to show that

$$
\begin{equation*}
\forall \varphi \in L_{2}\left(Z, \mathbf{P}_{\xi}, X\right), \mathbf{E}\left\langle\eta-\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi), \varphi \circ \xi\right\rangle=0 \tag{4.24}
\end{equation*}
$$

where $\Lambda_{0}$ is a solution of the equation (4.23) with $P=\operatorname{cov} \xi$ and $Q=\operatorname{cov}(\xi, \eta)$. One can compute

$$
\operatorname{cov}\left(\eta-\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi), \xi\right)=Q^{*}-\Lambda_{0} P=0
$$

Since $\xi$ and $\eta$ define a Gaussian system, by Theorem 4.6, the random variables $\eta-\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi)$ and $\xi$ are independent and, as a consequence, the random variables $\eta-\mathbf{E} \eta-\Lambda_{0}(\xi-\mathbf{E} \xi)$ and $\varphi \circ \xi$ are independent for all $\varphi \in L_{2}\left(Z, \mathbf{P}_{\xi}, X\right)$. Thus, (4.24) holds.

### 4.5.2 Estimation of Random Processes

Often, a random variable is estimated based on a random process. For this case, the results of Section 4.5 . 1 can be modified in a respective way.

Let $\eta$ be a random variable in $L_{2}(\Omega, X)$ and let $\xi_{t}, 0 \leq t \leq T$, be a random process in $L_{2}(\Omega, C(\mathbf{T}, Z))$. Consider $\xi$ as a random variable with values in $L_{2}(\mathbf{T}, Z)$ and denote by $\sigma(\xi)$ the $\sigma$-algebra generated by this random variable. By Proposition 2.30, $\sigma(\xi)=\sigma\left(\xi_{t} ; 0 \leq t \leq T\right)$. Therefore,

$$
\mathbf{E}(\eta \mid \xi)=\mathbf{E}\left(\eta \mid \xi_{t} ; 0 \leq t \leq T\right)
$$

So, by Proposition 4.30, the best estimate of $\eta$ based on $\xi$, provided that $\xi$ is an $L_{2}(\mathbf{T}, Z)$-valued random variable, is equal to $\mathbf{E}\left(\eta \mid \xi_{t} ; 0 \leq t \leq T\right)$. Thus, the best estimate of $\eta$ based on the random process $\xi_{t}, 0 \leq t \leq T$, can be defined as the best estimate of $\eta$ based on the random variable $\xi$ and it is equal to $\mathbf{E}\left(\eta \mid \xi_{t} ; 0 \leq t \leq T\right)$.

Now suppose that a random variable $\eta$ in $L_{2}(\Omega, X)$ and a random process $\xi_{t}$, $0 \leq t \leq T$, in $L_{2}(\Omega, C(\mathbf{T}, Z))$ define a Gaussian system, i.e.,

$$
\mathcal{N}=\left\{\langle\eta, h\rangle,\left\langle\xi_{t}, g\right\rangle: h \in X, g \in Z, 0 \leq t \leq T\right\}
$$

is a Gaussian system. Obviously,

$$
\forall \varphi \in L_{2}(\mathbf{T}, Z), \quad \int_{0}^{T}\left\langle\xi_{t}, \varphi_{t}\right\rangle d t \in \overline{\operatorname{span} \mathcal{N}}
$$

Hence, the random variable $\eta$ and the $L_{2}(\mathbf{T}, Z)$-valued random variable $\xi$ define a Gaussian system. So, by Proposition 4.33, if there exists a best linear estimate of $\eta$ based on the random variable $\xi$, then it is equal to

$$
\mathbf{E}(\eta \mid \xi)=\mathbf{E}\left(\eta \mid \xi_{t}, 0 \leq t \leq T\right)
$$

Thus, in this case,

$$
\mathbf{E}\left(\eta \mid \xi_{t}, 0 \leq t \leq T\right)=\mathbf{E} \eta+\Lambda_{0}\left(\xi_{t}-\mathbf{E} \xi_{t}, 0 \leq t \leq T\right)
$$

for some $\Lambda_{0} \in \mathcal{L}\left(L_{2}(\mathbf{T}, Z), X\right)$.

In estimating a random variable based on a random process, we do not prefer linear estimates defined as above. Instead, we use estimates in a linear feedback form. A random variable

$$
\begin{equation*}
\zeta=b+\int_{0}^{T} K_{t} d \xi_{t} \tag{4.25}
\end{equation*}
$$

where $b \in X$ and $K \in B_{2}(\mathbf{T}, \mathcal{L}(Z, X))$, is called an estimate of $\eta$ based on $\xi_{t}$, $0 \leq t \leq T$, in a linear feedback form provided that $\xi$ has a stochastic differential and the stochastic integral in (4.25) is defined. Obviously, a vector $b \in X$ and a function $K \in B_{2}(\mathbf{T}, \mathcal{L}(Z, X))$ determine a linear feedback estimator. If the paths of the process $\xi$ are a.e. differentiable w.p. 1 and $\xi^{\prime} \in L_{2}\left(\Omega, L_{2}(\mathbf{T}, Z)\right)$, then (4.25) can be written as

$$
\zeta=b+\int_{0}^{T} K_{t} d \xi_{t}=b+\int_{0}^{T} K_{t} \xi_{t}^{\prime} d t
$$

In this case, since

$$
J f=\int_{0}^{T} K_{t} f_{t} d t, f \in L_{2}(\mathbf{T}, Z)
$$

defines a bounded linear operator from $L_{2}(\mathbf{T}, Z)$ to $X$, the estimate (4.25) in a linear feedback form can be interpreted as a linear estimate of $\eta$ based on the derivative of $\xi$. But, as it will follow from Theorem 4.35, in most useful cases the random process $\xi$ has nowhere differentiable paths w.p.1, although the estimate in the linear feedback form (4.25) is well defined when the random process $\xi$ has a stochastic differential.

Proposition 4.34. Let $\eta \in L_{2}(\Omega, X)$ be a random variable with $\mathbf{E} \eta=0$ and let $\xi$ be a random process which has the stochastic differential

$$
d \xi_{t}=f_{t} d t+\Phi_{t} d v_{t}, 0<t \leq T, \xi_{0}=0
$$

where $f \in L_{2}(\mathbf{T} \times \Omega, Z), \mathbf{E} f_{t}=0$ for a.e. $t \in \mathbf{T}, \Phi \in B_{\infty}(\mathbf{T}, \mathcal{L}(Y, Z))$ and $v$ is a $Y$-valued Wiener process on $\mathbf{T}$. Suppose that $\eta$ and $\xi$ define a Gaussian system. Then there exists a function $K \in B_{2}(\mathbf{T}, \mathcal{L}(Z, X))$ such that

$$
\begin{equation*}
\mathbf{E}\left(\eta \mid \xi_{t} ; 0 \leq t \leq T\right)=\int_{0}^{T} K_{t} d \xi_{t} \tag{4.26}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\forall G \in B_{2}(\mathbf{T}, \mathcal{L}(Z)), \operatorname{cov}\left(\eta-\int_{0}^{T} K_{t} d \xi_{t}, \int_{0}^{T} G_{t} d \xi_{t}\right)=0 \tag{4.27}
\end{equation*}
$$

Proof. Since $\eta$ and $\xi_{t}, 0 \leq t \leq T$, define a Gaussian system, then

$$
\eta-\mathbf{E}\left(\eta \mid \xi_{t}, 0 \leq t \leq T\right) \text { and } \sigma\left(\xi_{t} ; 0 \leq t \leq T\right)
$$

are independent. So, (4.26) implies (4.27). Let us prove the converse. Selecting the function $G$ in (4.27) as $G_{s}=I$ if $0 \leq s \leq t$ and $G_{s}=0$ if $t<s \leq T$, we see that (4.27) implies the independence of

$$
\eta-\int_{0}^{T} K_{t} d \xi_{t}
$$

and $\sigma\left(\xi_{t} ; 0 \leq t \leq T\right)$ (see Theorem 4.6). So,

$$
\begin{aligned}
\mathbf{E}\left(\eta \mid \xi_{t}, 0 \leq t \leq T\right)-\int_{0}^{T} K_{t} d \xi_{t} & =\mathbf{E}\left(\eta-\int_{0}^{T} K_{t} d \xi_{t} \mid \xi_{t} ; 0 \leq t \leq T\right) \\
& =\mathbf{E}\left(\eta-\int_{0}^{T} K_{t} d \xi_{t}\right)=0
\end{aligned}
$$

The proof is completed.
Now consider a partially observable system with a signal process $\xi$ and an observation process $\eta$. The estimation problem of finding the best estimate of $\eta_{t}$ based on $\xi_{s}, 0 \leq s \leq \tau$, is called a filtering problem in case $t=\tau$. When $t<\tau(t>\tau)$, this problem is called a smoothing or interpolation (prediction or extrapolation) problem. Estimators in these problems are called a filter, a smoother and a predictor, respectively. Among these estimation problems, the important one is the filtering problem. Smoothing and prediction problems can be reduced to filtering problems.

### 4.6 Improving the Brownian Motion Model

In Section 4.2 Wiener processes were presented as a suitable model for Brownian motion and the equation (4.5) was derived for a diffusion process. In this section we will continue this discussion.

### 4.6.1 White, Colored and Wide Band Noise Processes

Let us turn back to Section 4.2 where a Brownian motion was discussed. A microscopic particle suspended in liquid has a finite velocity at each time moment and covers a finite distance on each finite time interval. Therefore, a Wiener process that was taken as a mathematical model of a Brownian motion would be expected to have differentiable paths of finite variation. However, the following takes place instead.

Theorem 4.35. The paths of a (one-dimensional) Wiener process are nowhere differentiable w.p. 1 and have infinite variation over each finite time interval.

Accordingly, the derivative $w^{\prime}$ of a Wiener process $w$ could be understood only in a generalized sense. In fact, $w^{\prime}$ is a generalized Gaussian random process
(i.e., the paths of $w^{\prime}$ are generalized functions) with zero expectation and the covariance $\operatorname{cov}\left(w_{t}^{\prime}, w_{s}^{\prime}\right)=\delta(t-s)$ where $\delta$ is the Dirac delta-function (see Hida [53] and Krylov [67]). To imagine the Dirac delta function, the reader can suppose that it is the generalized density function of the probability distribution $\mathbf{P}_{\delta}$ on $\mathbb{R}$ concentrated at the origin, i.e.,

$$
\mathbf{P}_{\delta}(\{0\})=1 \text { and } \mathbf{P}_{\delta}(\mathbb{R} \backslash\{0\})=0
$$

The generalized derivative of a Wiener process is called a Gaussian white noise process or a white noise process or, simply, white noise.

Often, in engineering for a Wiener process $w$, the informal representation

$$
w_{t}=\int_{0}^{t} w_{s}^{\prime} d s
$$

is used and, consequently, the equation (4.5) is replaced by

$$
x_{t}^{\prime}=F\left(t, x_{t}\right)+G\left(t, x_{t}\right) w_{t}^{\prime} .
$$

Below sometimes we use this informal representation as well, keeping in mind that $w^{\prime}$ is not a random process in the ordinary sense.

Disagreement between Theorem 4.35 and the real nature of Brownian motion makes it necessary to revise the properties (A)-(F) of a Brownian motion considered in Section 4.2. A vulnerable one among them is the property (C). Indeed, when the disjoint intervals ( $s, t$ ] and ( $\sigma, r$ ] are close to each other (for example, when $s=r$ ) we could expect (probably weak) dependence of the increments $w_{t}-w_{s}$ and $w_{r}-w_{\sigma}$. Taking this dependence into consideration, we can correct the property $(\mathrm{C})$ in the following form.
$\left(\mathrm{C}^{\prime}\right)$ There is a number $\varepsilon>0$ such that the increments $w_{t}-w_{s}$ and $w_{r}-w_{\sigma}$ are independent for all $0 \leq \sigma<r<r+\varepsilon \leq s<t \leq T$.

Closely related with the modified property ( $\mathrm{C}^{\prime}$ ), let us introduce the following definition from Fleming and Rishel [48], p. 126.

Definition 4.36. A random process $\varphi: \mathbf{T} \rightarrow X$ is called an $X$-valued wide band noise process or, simply, a wide band noise, if there exists a number $\varepsilon>0$ such that

$$
\operatorname{cov}\left(\varphi_{t}, \varphi_{s}\right)= \begin{cases}\Lambda_{t, s}, & 0 \leq t-s<\varepsilon  \tag{4.28}\\ 0, & t-s \geq \varepsilon\end{cases}
$$

where $\Lambda$ is a nonzero function. If in addition $\mathbf{E} \varphi_{t}=0$ and $\Lambda_{t, s}=\Lambda_{t-s}$, then $\varphi$ is said to be stationary in a wide sense. The function $\Lambda$ is called the autocovariance function of $\varphi$.

For $0 \leq \sigma<r \leq s<t \leq T$ and for the random process

$$
\xi_{t}=\int_{0}^{t} \varphi_{s} d s, 0 \leq t \leq T
$$

where $\varphi$ is the wide band noise process from Definition 4.36, one can easily calculate

$$
\begin{aligned}
\operatorname{cov}\left(\xi_{t}-\xi_{s}, \xi_{r}-\xi_{\sigma}\right) & =\operatorname{cov}\left(\int_{s}^{t} \varphi_{\alpha} d \alpha, \int_{\sigma}^{r} \varphi_{\beta} d \beta\right) \\
& =\int_{s}^{\min (t, r+\varepsilon)} \operatorname{cov}\left(\varphi_{\alpha}, \int_{\sigma}^{r} \varphi_{\beta} d \beta\right) d \alpha \\
& =\int_{s}^{\min (t, r+\varepsilon)} \int_{\max (\sigma, \alpha-\varepsilon)}^{r} \operatorname{cov}\left(\varphi_{\alpha}, \varphi_{\beta}\right) d \beta d \alpha \\
& =\int_{s}^{\min (t, r+\varepsilon)} \int_{\max (\sigma, \alpha-\varepsilon)}^{r} \Lambda_{\alpha, \beta} d \beta d \alpha
\end{aligned}
$$

if $s<r+\varepsilon$ and $\operatorname{cov}\left(\xi_{t}-\xi_{s}, \xi_{r}-\xi_{\sigma}\right)=0$ if $s \geq r+\varepsilon$. So, if in addition $\varphi$ is Gaussian, then the random process $\xi$ satisfies the above mentioned condition ( $\mathrm{C}^{\prime}$ ).

To compare white and wide band noise processes, let $w$ be a standard Wiener process and define

$$
\varphi_{t}^{\varepsilon}=\frac{w_{t+\varepsilon}-w_{t}}{\varepsilon}, 0 \leq t \leq T, \varepsilon>0
$$

One can easily compute that $\mathbf{E} \varphi_{t}^{\varepsilon}=0$ and

$$
\Lambda_{t, s}=\operatorname{cov}\left(\varphi_{t}^{\varepsilon}, \varphi_{s}^{\varepsilon}\right)= \begin{cases}\varepsilon^{-2}(\varepsilon-(t-s)), & 0<t-s<\varepsilon \\ 0, & t-s \geq \varepsilon\end{cases}
$$

Hence, the process $\varphi^{\varepsilon}$, that is an approximation to the physically impossible white noise process $w^{\prime}$, is a stationary in a wide sense, wide band, noise process. Thus, the white noise process $w^{\prime}$ is an ideal case of wide band noise processes $\varphi^{\varepsilon}$ when $\varepsilon$ is infinitely small making $\Lambda_{t, t}$ infinitely large.

Note that it is convenient to work with Gaussian white noise (or Wiener) processes and, therefore, basic mathematical methods of control and estimation of stochastic systems has been developed for white noise driven systems. At the same time, the practical problems involve wide band noise.

Note that there are noise processes which are close to wide band noise, while the estimation results for them are similar to the respective results for white noise. They are called colored noise processes. A colored noise is an output of a linear system under an additive white noise disturbance, i.e., it is a solution of the linear stochastic differential equation

$$
d \xi_{t}=A \xi_{t} d t+\Phi_{t} d w_{t}, \xi_{0}=0,0<t \leq T
$$

A mild solution of this equation has the form

$$
\begin{equation*}
\xi_{t}=\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, \quad 0 \leq t \leq T \tag{4.29}
\end{equation*}
$$

where $\mathcal{U}$ is the strongly continuous semigroup generated by $A$. Therefore, in general by $X$-valued colored noise we will mean a random process $\xi$ in the form (4.29) where it is assumed that $\mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), \Phi \in B_{\infty}(\mathbf{T}, \mathcal{L}(Y, X))$ and $w$ is a $Y$-valued Wiener process on $\mathbf{T}$.

### 4.6.2 Integral Representation of Wide Band Noises

There are different approaches to a wide band noise phenomenon. For example, Kushner in [69] uses an approximative approach. Here we discuss an approach based on a certain integral representation from Bashirov [9].

Consider the random process

$$
\begin{equation*}
\varphi_{t}=\int_{\max (0, t-\varepsilon)}^{t} \Phi_{t, \theta-t} d w_{\theta}, 0 \leq t \leq T \tag{4.30}
\end{equation*}
$$

where $0<\varepsilon<T, \Phi \in B_{2}(\mathbf{T} \times[-\varepsilon, 0], \mathcal{L}(Y, X))$ and $w$ is a $Y$-valued Wiener process on $\mathbf{T}$. Obviously,

$$
\operatorname{cov}\left(\varphi_{t}, \varphi_{s}\right)=\int_{\max (0, t-\varepsilon)}^{s} \Phi_{t, \theta-t} W \Phi_{s, \theta-s}^{*} d \theta \text { if } 0 \leq t-s<\varepsilon
$$

and $\operatorname{cov}\left(\varphi_{t}, \varphi_{s}\right)=0$ if $t-s \geq \varepsilon$, where $W$ is the covariance operator of $w$. Hence, the random process $\varphi$ defined by (4.30) is a wide band noise process.

In real systems, the presence of the wide band noise process (4.30), which can also informally be represented as

$$
\varphi_{t}=\int_{\max (0, t-\varepsilon)}^{t} \Phi_{t, \theta-t} d w_{\theta}=\int_{\max (0, t-\varepsilon)}^{t} \Phi_{t, \theta-t} w_{\theta}^{\prime} d \theta=\int_{-\min (\varepsilon, t)}^{0} \Phi_{t, \theta} w_{t+\theta}^{\prime} d \theta
$$

can be interpreted by vibration. At moment $t$ a vibration that is formed by the action of white noise during the time between $t-\varepsilon$ and $t$ affects the system. Values of white noise until the moment $t-\varepsilon$ do not take part in the formation of the vibration at the moment $t$, because their weight is sufficiently small and we can neglect them in the mathematical model (4.30). Consequently, the parameters $\Phi$ and $\varepsilon$ of the wide band noise process (4.30) have the following meaning: $\Phi$ stands for the coefficient of relaxing the initial effect of white noise at different time moments (and, therefore, if $X=Y=\mathbb{R}$, it is natural to assume that under fixed $t$ the function $\Phi$ is increasing in $\theta$ and, consequently, it is a.e. differentiable in $\theta$ with $\Phi_{t,-\varepsilon}=0$ ) and $\varepsilon$ represents the interval outside of which the consequences of the disturbing noises are not valid. The function $\Phi$ will be called a relaxing function. By this interpretation, the wide band noise process (4.30) corresponds to real cases when a vibration generated by white noise stands to affect the systems starting at the initial time $t=0$ (a reason for this may be switching the systems on from resting state to dynamic state that changes their sensitivity to random disturbances) and, hence, when $0<t<\varepsilon$ the wide band noise $\varphi$ is formed by $w_{\theta}^{\prime}$, $0 \leq \theta \leq t$.

Proposition 4.37. Let $0<\varepsilon<T$, let $W \in \mathcal{L}_{1}(Y)$ with $W \geq 0$ and suppose that $\Phi \in B_{2}(-\varepsilon, 0 ; \mathcal{L}(Y, X))$ is a solution of the equation

$$
\begin{equation*}
\int_{-\varepsilon}^{-s} \Phi_{\theta} W \Phi_{\theta+s}^{*} d \theta=\Lambda_{s}, \quad 0 \leq s \leq \varepsilon \tag{4.31}
\end{equation*}
$$

where $\Lambda:[0, \varepsilon] \rightarrow \mathcal{L}_{1}(X)$ is a given function. Then the random process

$$
\begin{equation*}
\varphi_{t}=\int_{\max (0, t-\varepsilon)}^{t} \Phi_{\theta-t} d w_{\theta}, 0 \leq t \leq T \tag{4.32}
\end{equation*}
$$

where $w$ is a $Y$-valued Wiener process on $\mathbf{T}$ and $W$ is its covariance operator, is a Gaussian wide band noise process. Furthermore, the restriction of $\varphi$ to $[\varepsilon, T]$ is stationary in a wide sense and has the autocovariance function $\Lambda$.

Proof. Comparing (4.30) and (4.32), we see that (4.32) is a Gaussian wide band noise process. For $\varepsilon \leq t \leq T$ and for $0 \leq s \leq \varepsilon, \mathbf{E} \varphi_{t}=0$ and the autocovariance function of (4.32) is equal to

$$
\operatorname{cov}\left(\varphi_{t+s}, \varphi_{t}\right)=\int_{t+s-\varepsilon}^{t} \Phi_{\theta-t-s} W \Phi_{\theta-t}^{*} d \theta=\int_{-\varepsilon}^{-s} \Phi_{\theta} W \Phi_{\theta+s}^{*} d \theta
$$

which is independent of $t$. So, since the time moment $\varepsilon$ the process $\varphi$ defined by (4.32) is stationary in a wide sense and has $\Lambda$ as its autocovariance function.

Practically, engineers meet the Gaussian stationary in wide sense wide band noise processes which are observed by their autocovariance functions. Therefore, given an autocovariance function $\Lambda_{s}, 0 \leq s \leq \varepsilon$, to construct a wide band noise process in the form (4.32), one must solve the equation (4.31) in $\Phi$. In the onedimensional case, when $X=Y=\mathbb{R}$ and $W=1$, the equation (4.31) reduces to

$$
\begin{equation*}
\int_{-\varepsilon}^{-s} \phi_{\theta} \phi_{\theta+s} d \theta=\lambda_{s}, 0 \leq s \leq \varepsilon \tag{4.33}
\end{equation*}
$$

where the operator-valued functions $\Phi$ and $\Lambda$ are replaced by the real-valued functions $\phi$ and $\lambda$. The following theorem gives a method of construction of infinitely many relaxing functions $\phi$ corresponding to a given autocovariance function $\lambda$.
Theorem 4.38. Let $\varepsilon>0$ and let $\lambda \in L_{2}(0, \varepsilon ; \mathbb{R})$. Define the function $\lambda^{*}$ as the even extension of $\lambda$ to the real line vanishing outside of $[-\varepsilon, \varepsilon]$. Assume that $\lambda^{*}$ is positive definite, i.e.,

$$
\sum_{i=1}^{n} \sum_{j=1}^{n} \lambda_{t_{i}-t_{j}}^{*} z_{i} \bar{z}_{j} \geq 0
$$

for all finite collections $\left\{t_{1}, \ldots, t_{n}\right\}$ of real numbers and $\left\{z_{1}, \ldots, z_{n}\right\}$ of complex numbers, where $\bar{z}_{j}$ is the conjugate of the complex number $z_{j}$, and

$$
\begin{equation*}
\int_{0}^{\infty}\left[\mathcal{F}\left(\lambda^{*}\right)\right]_{\omega} d \omega<\infty \tag{4.34}
\end{equation*}
$$

where $\mathcal{F}\left(\lambda^{*}\right)$ is the Fourier transformation of $\lambda^{*}$. Then there exists a solution $\phi$ of the equation (4.33) in the space $L_{2}(-\varepsilon, 0 ; \mathbb{R})$. If $\lambda$ is a nonzero function, then the number of distinct solutions of the equation (4.33) is infinite.

Proof. With each $\phi \in L_{2}(-\varepsilon, 0 ; \mathbb{R})$ associate two functions $\phi^{*}$ and $\phi^{* *}$. Let $\phi^{*}$ be the extension of $\phi$ to the real line vanishing outside of $[-\varepsilon, 0]$ and define $\phi^{* *}$ by $\phi_{r}^{* *}=\phi_{-r}^{*}$ for $-\infty<r<\infty$. Then the equation (4.33) can be written in the form $\lambda^{*}=\phi^{*} \star \phi^{* *}$, where $\phi^{*} \star \phi^{* *}$ is the convolution of $\phi^{*}$ and $\phi^{* *}$. From the properties of the Fourier integral (see Papoulis [79]), it follows that $\mathcal{F}\left(\lambda^{*}\right)=\mathcal{F}\left(\phi^{*}\right) \mathcal{F}\left(\phi^{* *}\right)$ or

$$
\left[\mathcal{F}\left(\lambda^{*}\right)\right]_{\omega}=\left[\mathcal{F}\left(\phi^{*}\right)\right]_{\omega} \overline{\left[\mathcal{F}\left(\phi^{*}\right)\right]_{\omega}},-\infty<\omega<\infty
$$

Therefore, if

$$
\begin{equation*}
\left[\mathcal{F}\left(\phi^{*}\right)\right]_{\omega}=x_{\omega}+i y_{\omega},-\infty<\omega<\infty \tag{4.35}
\end{equation*}
$$

where $x$ and $y$ are unknown real-valued functions and $i$ is the imaginary unit, then

$$
\begin{equation*}
\left[\mathcal{F}\left(\lambda^{*}\right)\right]_{\omega}=x_{\omega}^{2}+y_{\omega}^{2},-\infty<\omega<\infty \tag{4.36}
\end{equation*}
$$

Note that $\mathcal{F}\left(\lambda^{*}\right)$ is a nonnegative even function of a real variable, since $\lambda^{*}$ is even and positive definite. In order to obtain $\phi^{*}$ to be real-valued, we must find an even function $x$ and an odd function $y$ satisfying (4.36). This can be done in the following way. Let $0 \leq \alpha \leq 1$. Construct a measurable even function $x$ and a measurable odd function $y$ satisfying

$$
x_{\omega}^{2}=\alpha\left[\mathcal{F}\left(\lambda^{*}\right)\right]_{\omega} \text { and } y_{\omega}^{2}=(1-\alpha)\left[\mathcal{F}\left(\lambda^{*}\right)\right]_{\omega},-\infty<\omega<\infty .
$$

This can be done easily by considering different branches of the square root. By the condition (4.34), for each such pair $(x, y)$, the inverse Fourier transformation

$$
\phi^{*}=\mathcal{F}^{-1}\left(\mathcal{F}\left(\phi^{*}\right)\right)=\mathcal{F}^{-1}(x+i y)
$$

exists and is a real-valued square integrable function vanishing outside of $[-\varepsilon, 0]$ (otherwise, $\lambda^{*}$ will take nonzero values for $|s|>\varepsilon$ ). The restriction of each $\phi^{*}$, constructed in the above mentioned way, to $[-\varepsilon, 0]$ is a solution of the equation (4.33). From the above construction of $\phi^{*}$, it is clear that the number of solutions of the equation (4.33) is infinite if $\lambda$ is a nonzero function.

Note that the condition on positive definiteness of $\lambda^{*}$ in Theorem 4.38 is ordinary since $\lambda$ is an autocovariance function. The condition (4.34) guarantees the existence of $\mathcal{F}^{-1}(x+i y)$ as a square integrable function. The non-uniqueness of solution of the equation (4.33) demonstrates that the covariance function does not provide complete information about the respective wide band noise process. Theorem 4.38 implies that among all the wide band noise processes that are stationary in a wide sense and have the given autocovariance function $\lambda$ (start with a small time moment $\varepsilon$ ), there is a sufficiently wide class of such processes which have the integral representation in which $w$ is a standard Wiener process and the relaxing
function $\phi$ belongs to the space $L_{2}(\varepsilon, 0 ; \mathbb{R})$. In the sequel, we will consider the Hilbert space-valued wide band noise processes represented in the integral form for which the respective relaxing functions are differentiable and vanish at $-\varepsilon$. By the above mentioned interpretation, these conditions are reasonable.

## Chapter 5

## Separation Principle

The main result of this chapter is an extension of the separation principle for linear quadratic optimal control problems under partial observations to a case when the noise processes of the state and the observations are dependent.

Convention. In this chapter it is always assumed that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space, $X, Z, Z_{1}, Z_{2}, U, U_{1}, U_{2}, H \in \mathcal{H}, T>0, \mathbf{T}=[0, T]$ is a finite time interval and $\Delta_{t}=\{(s, r): 0 \leq r \leq s \leq t\}$ for $t>0$.

### 5.1 Setting of Control Problem

Setting of each optimal control problem requires a determination of three objects: a state-observation system, a set of admissible controls and a cost functional. In this section these three objects are defined for a linear quadratic optimal control problem under partial observations, which is the main control problem in this chapter.

### 5.1.1 State-Observation System

Define a linear state-observation system by

$$
\begin{align*}
& x_{t}^{u}=\mathcal{U}_{t, 0} l+\int_{0}^{t} \mathcal{U}_{t, s}\left(B_{s} u_{s}+b_{s}\right) d s+\int_{0}^{t} \mathcal{U}_{t, s} d m_{s}, 0 \leq t \leq T  \tag{5.1}\\
& z_{t}^{u}=\int_{0}^{t}\left(C_{s} x_{s}^{u}+c_{s}\right) d s+n_{t}, 0 \leq t \leq T \tag{5.2}
\end{align*}
$$

where $u$ is a control taken from the set of admissible controls $U_{\text {ad }}$ which will be defined below, and $x^{u}$ and $z^{u}$ are the state and observation processes corresponding to the control $u$. The following conditions are supposed to hold:
$\left(\mathbf{C}_{\mathbf{1}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), B \in B_{\infty}(\mathbf{T}, \mathcal{L}(U, X)), C \in B_{\infty}(\mathbf{T}, \mathcal{L}(X, Z)) ;$

[^2]$\left(\mathbf{C}_{\mathbf{2}}\right) l \in L_{2}(\Omega, X), b \in L_{2}(\mathbf{T} \times \Omega, X), c \in L_{2}(\mathbf{T} \times \Omega, Z), m \in M_{2}(\mathbf{T}, X), n \in$ $M_{2}(\mathbf{T}, Z)$.

Below we will use the following notation. For $h \in L_{2}(\mathbf{T} \times \Omega ; Z)$ and for $0<t<T$, we denote by $h^{t}$ and $h^{t+}$ the $L_{2}(0, t ; Z)$ - and $L_{2}(t, T ; Z)$-valued random variables obtained by restriction of $h$ to $[0, t] \times \Omega$ and to $(t, T] \times \Omega$, respectively.

Remark 5.1. By Proposition $4.24(\mathrm{c})$, for given $u \in L_{2}(\mathbf{T} \times \Omega, U)$, the state system (5.1) defines the random process $x^{u}$ in $L_{\infty}\left(\mathbf{T}, L_{2}(\Omega, X)\right)$. Hence, the random process $z^{u}$, defined by (5.2), belongs to $m\left(\Omega, L_{2}(\mathbf{T}, Z)\right)$. Moreover, if the stronger condition $n \in M_{2}^{c}(\mathbf{T}, Z)$ holds, then by Proposition $4.8, z^{u} \in m(\Omega, C(\mathbf{T}, Z))$.

Remark 5.2. The conditions $\left(\mathbf{C}_{\mathbf{1}}\right)-\left(\mathbf{C}_{\mathbf{2}}\right)$ do not contain anything about the relation between $l, b, c, m$ and $n$. They may be independent as well as dependent. Under the conditions $\left(\mathbf{C}_{\mathbf{1}}\right)-\left(\mathbf{C}_{\mathbf{2}}\right)$, the observations make sense even if $C=0$ because observing only the noise processes $c$ and $n$, useful information about the state process can be obtained. Moreover, the conditions $\left(\mathbf{C}_{\mathbf{1}}\right)-\left(\mathbf{C}_{\mathbf{2}}\right)$ accept the case when the observations until the current time moment $t$ depend on the future of the signal noise, i.e., when the $\sigma$-algebras $\sigma\left(z^{u, t}\right)$ and $\sigma\left(b^{t+}, m_{s}-m_{t} ; t<s \leq T\right)$ are dependent.

### 5.1.2 Set of Admissible Controls

Let $z^{u} \in m\left(\Omega, L_{2}(\mathbf{T}, Z)\right)$ be the random process corresponding to the control $u \in L_{2}(\mathbf{T} \times \Omega, U)$ by (5.1)-(5.2) (see Remark 5.1). As above, for $0<t \leq T$, the restriction of $z^{u}$ to $[0, t] \times \Omega$, considered as an $L_{2}(0, t ; Z)$-valued random variable, is denoted by $z^{u, t}$. Consider

$$
U_{t}^{u}=L_{2}\left(\Omega, \sigma\left(z^{u, t}\right), \mathbf{P}, U\right)
$$

We denote $z^{0, t}=z^{u, t}$ and $U_{t}^{0}=U_{t}^{u}$ if $u=0$. Let

$$
\begin{gathered}
\tilde{U}^{0}=\int_{0}^{T} U_{t}^{0} d t=\left\{u \in L_{2}(\mathbf{T} \times \Omega, U): u_{t} \in U_{t}^{0} \text { for a.e. } t \in \mathbf{T}\right\}, \\
\tilde{U}=\left\{u \in L_{2}(\mathbf{T} \times \Omega, U): u_{t} \in U_{t}^{u} \text { for a.e. } t \in \mathbf{T}\right\}
\end{gathered}
$$

where the integral means a Hilbertian sum of subspaces (see Section 2.4.3). By Proposition 2.29(a), for fixed $u \in L_{2}(\mathbf{T} \times \Omega, U),\left\{U_{t}^{u}: 0<t \leq T\right\}$ is a nondecreasing family of subspaces of $L_{2}(\Omega, U)$. Additionally, by Proposition $2.29(\mathrm{~b}), \tilde{U}^{0}$ is a subspace of $L_{2}(\mathbf{T} \times \Omega, U)$. The same can not be said about $\tilde{U}$.

Since $\tilde{U}$ consists of functions $u \in L_{2}(\mathbf{T} \times \Omega, U)$ adapted with respect to the partial observations, it could be chosen as a set of admissible controls. But, the complicated structure of $\tilde{U}$ makes it inconvenient in studying optimal control problems. On the other hand, $\tilde{U}^{0}$ has an excellent structure, but the choice of $\tilde{U}^{0}$ as a set of admissible controls means disregarding the partial observations. Hence,
following Bensoussan and Viot [33], the set of admissible controls will be defined by

$$
\begin{equation*}
U_{\mathrm{ad}}=\tilde{U}^{0} \cap \tilde{U} \tag{5.3}
\end{equation*}
$$

Note that $U_{\text {ad }} \neq \varnothing$ since at least it contains the nonrandom controls. The properties of $U_{\text {ad }}$, studied below, show that $U_{\text {ad }}$ is a good trade-off $\tilde{U}$ against $\tilde{U}^{0}$.

### 5.1.3 Quadratic Cost Functional

To complete setting of the main optimal control problem, we also consider the cost functional

$$
\begin{align*}
J(u)= & \mathbf{E}\left(\left\langle x_{T}^{u}, Q_{T} x_{T}^{u}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{c}
x_{t}^{u} \\
u_{t}
\end{array}\right],\left[\begin{array}{cc}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{l}
x_{t}^{u} \\
u_{t}
\end{array}\right]\right\rangle d t\right. \\
& \left.+2\left\langle q, x_{T}^{u}\right\rangle+2 \int_{0}^{T}\left\langle\left[\begin{array}{c}
f_{t} \\
g_{t}
\end{array}\right],\left[\begin{array}{c}
x_{t}^{u} \\
u_{t}
\end{array}\right]\right\rangle d t\right) \tag{5.4}
\end{align*}
$$

and suppose that the following conditions hold:
$\left(\mathbf{C}_{\mathbf{3}}^{\prime}\right) Q_{T} \in \mathcal{L}(X), Q_{T}^{*}=Q_{T}, F \in B_{\infty}(\mathbf{T}, \mathcal{L}(X)), G, G^{-1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(U)), L \in$ $B_{\infty}(\mathbf{T}, \mathcal{L}(X, U)), F_{t}^{*}=F_{t}$ and $G_{t}^{*}=G_{t}$ for a.e. $t \in \mathbf{T} ;$
$\left(\mathbf{C}_{4}\right) q \in L_{2}(\Omega, X), f \in L_{2}(\mathbf{T} \times \Omega, X), g \in L_{2}(\mathbf{T} \times \Omega, U)$.
Below we will use the Riccati equation (3.9). The above conditions do not guarantee the existence of a solution of the equation (3.9) (see Theorem 3.22). Therefore, we will also need the following condition:
(RE) The equation (3.9) has a solution in $B(\mathbf{T}, \mathcal{L}(X))$.
Note that if $Q \in B(\mathbf{T}, \mathcal{L}(X))$ is a solution of the equation (3.9), then in view of $\left(\mathbf{C}_{3}^{\prime}\right), Q_{t}^{*}=Q_{t}, 0 \leq t \leq T$.

Minimizing the cost functional (5.4) over the state-observation system (5.1)(5.2) on the set of admissible controls $U_{\text {ad }}$ defined by (5.3) is the main optimal control problem in this chapter. Briefly, this problem will be called the problem (5.1)-(5.4). A control in $U_{\mathrm{ad}}$, at which the functional (5.4) takes on its minimum value, is called an optimal control.

### 5.2 Separation Principle

In this section the separation principle, which is essential in studying optimal control problems for partially observable systems, is extended to dependent noise disturbances in the problem (5.1)-(5.4). In this section it is always assumed that the conditions $\left(\mathbf{C}_{\mathbf{1}}\right),\left(\mathbf{C}_{\mathbf{2}}\right),\left(\mathbf{C}_{\mathbf{3}}^{\prime}\right),\left(\mathbf{C}_{\mathbf{4}}\right)$ and $(\mathbf{R E})$, defined in Section 5.1, hold.

### 5.2.1 Properties of Admissible Controls

Lemma 5.3. If $u \in \tilde{U}$, then $U_{t}^{0} \subset U_{t}^{u}, 0<t \leq T$.
Proof. Let $u \in \tilde{U}$. Define

$$
\xi_{t}^{u}=\int_{0}^{t} \mathcal{U}_{t, s} B_{s} u_{s} d s, \eta_{t}^{u}=\int_{0}^{t} C_{s} \xi_{s}^{u} d s, 0 \leq t \leq T
$$

We have

$$
x_{t}^{u}=x_{t}^{0}+\xi_{t}^{u}, z_{t}^{u}=z_{t}^{0}+\eta_{t}^{u}, 0 \leq t \leq T
$$

where $x^{0}$ and $z^{0}$ are the random processes (5.1) and (5.2), respectively, corresponding to $u=0$. Fix arbitrary $0<t \leq T$ and define the operator

$$
\Psi_{t}: L_{2}(0, t ; U) \rightarrow L_{2}(0, t ; Z)
$$

by

$$
\left[\Psi_{t} v\right]_{s}=\int_{0}^{s} \int_{0}^{r} C_{r} \mathcal{U}_{r, \sigma} B_{\sigma} v_{\sigma} d \sigma d r, 0 \leq s \leq t, v \in L_{2}(0, t ; U)
$$

Obviously, $\Psi_{t} \in \mathcal{L}\left(L_{2}(0, t ; U), L_{2}(0, t ; Z)\right)$. Using the operator $\Psi_{t}$, one can write $\eta^{u, t}=\Psi_{t} u^{t}$. Therefore,

$$
\begin{equation*}
z^{u, t}=z^{0, t}+\Psi_{t} u^{t}, 0<t \leq T \tag{5.5}
\end{equation*}
$$

On the other hand $u \in \tilde{U}$ implies

$$
u_{s} \in U_{s}^{u} \subset U_{t}^{u}=L_{2}\left(\Omega, \sigma\left(z^{u, t}\right), \mathbf{P}, U\right)
$$

for a.e. $s \in(0, t]$. Therefore,

$$
u^{t} \in L_{2}\left(\Omega, \sigma\left(z^{u, t}\right), \mathbf{P}, L_{2}(0, t ; U)\right)
$$

By Proposition 2.27, there exists

$$
\Phi_{t} \in L_{2}\left(L_{2}(0, t ; Z), \mathbf{P}_{z^{u, t}}, L_{2}(0, t ; U)\right)
$$

where $\mathbf{P}_{z^{u, t}}$ is the distribution of $z^{u, t}$, such that $u^{t}=\Phi_{t}\left(z^{u, t}\right)$. So, using (5.5), we have

$$
z^{0, t}=\left(I-\Psi_{t} \Phi_{t}\right)\left(z^{u, t}\right), 0<t \leq T
$$

Thus, by Proposition 2.28(b),

$$
L_{2}\left(\Omega, \sigma\left(z^{0, t}\right), \mathbf{P}, U\right) \subset L_{2}\left(\Omega, \sigma\left(z^{u, t}\right), \mathbf{P}, U\right)
$$

i.e., $U_{t}^{0} \subset U_{t}^{u}, 0<t \leq T$.

Lemma 5.4. If $u \in \tilde{U}^{0}$, then $U_{t}^{u} \subset U_{t}^{0}, 0<t \leq T$.

Proof. Under notation introduced in proving Lemma 5.3, consider the equality (5.5). In a similar way as in proving Lemma 5.3 we have $u^{t}=\tilde{\Phi}_{t}\left(z^{0, t}\right)$ for some $\tilde{\Phi}_{t} \in$ $L_{2}\left(L_{2}(0, t ; Z), \mathbf{P}_{z^{0, t}}, L_{2}(0, t ; U)\right)$, where $\mathbf{P}_{z^{0, t}}$ is the distribution of $z^{0, t}$. Hence, by (5.5),

$$
z^{u, t}=\left(I+\Psi_{t} \tilde{\Phi}_{t}\right)\left(z^{0, t}\right), 0<t \leq T
$$

This implies $U_{t}^{u} \subset U_{t}^{0}, 0<t \leq T$.
Proposition 5.5. If $u \in U_{\mathrm{ad}}$, then $U_{t}^{u}=U_{t}^{0}, 0<t \leq T$.
Proof. Since $U_{\mathrm{ad}}=\tilde{U}^{0} \cap \tilde{U}$, the statement follows from Lemmas 5.3 and 5.4.
Remark 5.6. In Bensoussan and Viot [33] it is shown that the condition $u \in \tilde{U}$ is not sufficient for $U_{t}^{u}=U_{t}^{0}, 0<t \leq T$.

For the further study of admissible controls, we define the Hilbertian sum

$$
\tilde{U}_{\varepsilon}^{u}=\int_{0}^{T} U_{t-\varepsilon}^{u} d t
$$

where $\varepsilon>0, u \in L_{2}(\mathbf{T} \times \Omega, U)$ and $U_{t-\varepsilon}^{u}=U$ if $0<t \leq \varepsilon$. If $u=0$, then we write $\tilde{U}_{\varepsilon}^{0}=\tilde{U}_{\varepsilon}^{u}$.
Lemma 5.7. If $\varepsilon>0$ and if $u \in \tilde{U}_{\varepsilon}^{0}$, then $U_{t}^{u}=U_{t}^{0}$ for all $0<t \leq T$.
Proof. Suppose $u \in \tilde{U}_{\varepsilon}^{0}$. First, we will show that $U_{t}^{0} \subset U_{t}^{u}$ for $0<t \leq T$. Since $U_{t}^{u}=U_{t}^{0}=U$ for $-\varepsilon<t \leq 0$, it is sufficient to show that $U_{t}^{0} \subset U_{t}^{u}$ for $-\varepsilon<t \leq a$ implies $U_{t}^{0} \subset U_{t}^{u}$ for $a<t \leq a+\varepsilon$, where $-\varepsilon<a \leq T-\varepsilon$. Fix $t$ satisfying $a<t \leq a+\varepsilon$. By this assumption, we have

$$
u_{s} \in U_{s-\varepsilon}^{0} \subset U_{s-\varepsilon}^{u} \subset U_{s}^{u} \subset U_{t}^{u}, \text { a.e. } s \in[0, t]
$$

Therefore, $u^{t}=\Phi_{t}\left(z^{u, t}\right)$ for some

$$
\Phi_{t} \in L_{2}\left(L_{2}(0, t ; Z), \mathbf{P}_{z^{u, t}}, L_{2}(0, t ; U)\right)
$$

(see proof of Lemma 5.3). Substituting this in (5.5), we have $z^{0, t}=\left(I-\Psi_{t} \Phi_{t}\right)\left(z^{u, t}\right)$ which implies $U_{t}^{0} \subset U_{t}^{u}$ for all $a<t \leq a+\varepsilon$. So, $U_{t}^{0} \subset U_{t}^{u}$ for all $0<t \leq T$. On the other hand by Lemma 5.4, $u \in \tilde{U}_{\varepsilon}^{0} \subset \tilde{U}^{0}$ implies $U_{t}^{u} \subset U_{t}^{0}, 0<t \leq T$. Thus, $U_{t}^{u}=U_{t}^{0}$ for all $0<t \leq T$.

Lemma 5.8. If $\varepsilon>0$ and if $u \in \tilde{U}_{\varepsilon}^{u}$, then $U_{t}^{u}=U_{t}^{0}$ for all $0<t \leq T$.
Proof. This can be proved in a similar way as Lemma 5.7.
Remark 5.9. By Lemma 5.3 (Lemma 5.4), the condition $u \in \tilde{U}\left(u \in \tilde{U}^{0}\right)$ implies only one side inclusion $U_{t}^{0} \subset U_{t}^{u}\left(U_{t}^{u} \subset U_{t}^{0}\right)$ for $0<t \leq T$. But, under the condition of Lemma 5.7 or 5.8 , we have the equality $U_{t}^{0}=U_{t}^{u}$ for $0<t \leq T$.

Proposition 5.10. $U_{\mathrm{ad}}$ is dense in $\tilde{U}^{0}$.
Proof. Let $u \in \tilde{U}^{0}$. For $0<\varepsilon \leq T$, denote

$$
u_{t}^{\varepsilon}= \begin{cases}u_{t-\varepsilon}, & \varepsilon<t \leq T \\ 0, & 0 \leq t \leq \varepsilon\end{cases}
$$

Obviously, $u^{\varepsilon}$ converges to $u$ in $L_{2}(\mathbf{T} \times \Omega, U)$ and, hence, in $\tilde{U}^{0}$ as $\varepsilon \rightarrow 0$. On the other hand $u \tilde{U}^{\varepsilon} \in \tilde{U}^{0}$ implies $u^{\varepsilon} \in \tilde{U}_{\varepsilon}^{0}$. Hence, $u^{\varepsilon} \in \tilde{U}_{\varepsilon}^{0} \subset \tilde{U}^{0}$ and, by Lemma 5.7, $u^{\varepsilon} \in \tilde{U}_{\varepsilon}^{u^{\varepsilon}} \subset \tilde{U}^{u^{\varepsilon}}$. This yields $u^{\varepsilon} \in \tilde{U}^{0} \cap \tilde{U}^{u^{\varepsilon}}$, i.e., $u^{\varepsilon} \in U_{\text {ad }}$. Thus, $U_{\text {ad }}$ is dense in $\tilde{U}^{0}$.

Proposition 5.11. If $\varepsilon>0$ and if $u \in \tilde{U}_{\varepsilon}^{u}$, then $u \in U_{\mathrm{ad}}$.
Proof. Let $u \in \tilde{U}_{\tilde{U}}^{u}$. Then, by Lemma 5.8 , we have $u \in \tilde{U}_{\varepsilon}^{0} \subset \tilde{U}^{0}$. Also, $u \in \tilde{U}_{\varepsilon}^{u} \subset$ $\tilde{U}^{u}$. Hence, $u \in \tilde{U}^{0} \cap \tilde{U}^{u}=U_{\mathrm{ad}}$.

Thus, by Proposition 5.11, the set of admissible controls $U_{\text {ad }}$ contains all functions in $L_{2}(\mathbf{T} \times \Omega, U)$ which are adapted with respect to the partial observations having a small delay. Since in practice, for physical reasons, designing controls for current time takes away some time for processing observation data, the use of $\tilde{U}^{0} \cap \tilde{U}$ as a set of admissible controls rather than $\tilde{U}$ is quite reasonable. The properties of $U_{\text {ad }}=\tilde{U}^{0} \cap \tilde{U}$ presented in Propositions 5.5 and 5.10 make $U_{\text {ad }}$ convenient in studying optimal control problems.
Remark 5.12. If in the condition $\left(\mathbf{C}_{2}\right)$ we take $n \in M_{2}^{c}(\mathbf{T}, Z)$ instead of $n \in$ $M_{2}(\mathbf{T}, Z)$, then $z^{u} \in m\left(\Omega, C(\mathbf{T}, Z)\right.$ ) (see Remark 5.1). At the same time $z^{u} \in$ $m\left(\Omega, L_{2}(\mathbf{T}, Z)\right)$. Let $z^{c, u, t}$ and $z^{u, t}$ be random variables with values in the spaces $C(0, t ; Z)$ and $L_{2}(0, t ; Z)$, respectively, obtained by restriction of $z^{u}$ from $\mathbf{T} \times \Omega$ to $[0, t] \times \Omega$. Similar to the definitions of $U_{t}^{u}, \tilde{U}^{0}$ and $\tilde{U}$, one can define

$$
\begin{aligned}
& U_{t}^{c, u}=L_{2}\left(\Omega, \sigma\left(z^{c, u, t}\right), \mathbf{P}, U\right), \tilde{U}^{c, 0}=\int_{0}^{T} U_{t}^{c, 0} d t \\
& \tilde{U}^{c}=\left\{u \in L_{2}(\mathbf{T} \times \Omega, U): u_{t} \in U_{t}^{c, u} \text { for a.e. } t \in \mathbf{T}\right\}
\end{aligned}
$$

In Bensoussan and Viot [33] (as well as in Curtain and Ichikawa [38] and in Bashirov [7]) the set $U_{\mathrm{ad}}^{c}=\tilde{U}^{c, 0} \cap \tilde{U}^{c}$ is taken as a set of admissible controls. By Proposition $2.31(\mathrm{~b})$, we have $U_{\mathrm{ad}}^{c}=U_{\mathrm{ad}}$, i.e., the sets $U_{\mathrm{ad}}^{c}$ and $U_{\mathrm{ad}}$ are equal. But, $U_{\text {ad }}^{c}$ can be defined only for observations with continuous paths, whereas the definition of $U_{\text {ad }}$ does not use the continuity of observation paths. Therefore, we conclude that $U_{\mathrm{ad}}$ is an extension of $U_{\mathrm{ad}}^{c}$ so that this extension allows observations with continuous as well as discontinuous paths.
Proposition 5.13. $\inf _{U_{\mathrm{ad}}} J(u)=\inf _{\tilde{U}^{0}} J(u)$.
Proof. One can observe that (5.1) defines a continuous operator $u \rightarrow x^{u}$ from $\tilde{U}^{0}$ to $L_{\infty}\left(\mathbf{T}, L_{2}(\Omega, X)\right)$. So, $J$ is continuous on $\tilde{U}^{0}$. Hence, the statement follows from Proposition 5.10.

### 5.2.2 Extended Separation Principle

Lemma 5.14. If the functional $J$ takes its minimum value on $\tilde{U}^{0}$ at $u^{*} \in \tilde{U}^{0}$, then

$$
\begin{equation*}
u_{t}^{*}=G_{t}^{-1} \mathbf{E}_{t}^{0}\left(B_{t}^{*} y_{t}-L_{t} x_{t}^{*}-g_{t}\right), \text { a.e. } t \in \mathbf{T}, \tag{5.6}
\end{equation*}
$$

where $x^{*}=x^{u^{*}}, \mathbf{E}_{t}^{0}=\mathbf{E}\left(\cdot \mid z^{0, t}\right)$ and

$$
\begin{equation*}
y_{t}=-\mathcal{U}_{T, t}^{*}\left(Q_{T} x_{T}^{*}+q\right)-\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(F_{s} x_{s}^{*}+L_{s}^{*} u_{s}^{*}+f_{s}\right) d s, 0 \leq t \leq T . \tag{5.7}
\end{equation*}
$$

Proof. Let $u \in \tilde{U}^{0}$. Since $\tilde{U}^{0}$ is a Hilbert space, we have $u^{*}+\lambda u \in \tilde{U}^{0}$ for all $\lambda \in \mathbb{R}$. Denote

$$
h_{t}=\int_{0}^{t} \mathcal{U}_{t, s} B_{s} u_{s} d s, 0 \leq t \leq T
$$

One can verify that

$$
\begin{aligned}
0 \leq & J\left(u^{*}+\lambda u\right)-J\left(u^{*}\right) \\
= & 2 \lambda \mathbf{E} \int_{0}^{T}\left\langle G_{t} u_{t}^{*}-B_{t}^{*} y_{t}+L_{t} x_{t}^{*}+g_{t}, u_{t}\right\rangle d t \\
& +\lambda^{2} \mathbf{E} \int_{0}^{T}\left\langle h_{t},\left(F_{t}-L_{t}^{*} G_{t}^{-1} L_{t}\right) h_{t}\right\rangle d t \\
& +\lambda^{2} \mathbf{E} \int_{0}^{T}\left\langle u_{t}+G_{t}^{-1} L_{t} h_{t}, G_{t}\left(u_{t}+G_{t}^{-1} L_{t} h_{t}\right)\right\rangle d t+\lambda^{2} \mathbf{E}\left\langle h_{T}, Q_{T} h_{T}\right\rangle .
\end{aligned}
$$

Dividing both sides of the above inequality consequently by $\lambda>0$ and by $\lambda<0$ and then tending $\lambda$ to 0 , we obtain

$$
\mathbf{E} \int_{0}^{T}\left\langle G_{t} u_{t}^{*}-B_{t}^{*} y_{t}+L_{t} x_{t}^{*}+g_{t}, u_{t}\right\rangle d t=0
$$

Since $u$ is arbitrary in $\tilde{U}^{0}$, the equality (5.6) holds.
Now let $u^{*} \in U_{\text {ad }}$ be an optimal control in the problem (5.1)-(5.4). By Proposition 5.13 , the functional $J$ takes its minimum value on $\tilde{U}^{0}$ at the control $u^{*} \in U_{\text {ad }} \subset \tilde{U}^{0}$. Hence, by Lemma 5.14, the equalities (5.6) and (5.7) hold. Let $0<\tau \leq t \leq T$. Substituting (5.6) in (5.1) and (5.7) and using Proposition 4.29, we have

$$
\begin{aligned}
x_{t}^{*} & =\mathcal{U}_{t, \tau} x_{\tau}^{*}+\int_{\tau}^{t} \mathcal{U}_{t, s} d m_{s}+\int_{\tau}^{t} \mathcal{U}_{t, s}\left(B_{s} G_{s}^{-1} \mathbf{E}_{s}^{0}\left(B_{s}^{*} y_{s}-L_{s} x_{s}^{*}-g_{s}\right)+b_{s}\right) d s \\
y_{t} & =-\mathcal{U}_{T, t}^{*}\left(Q_{T} x_{T}^{*}+q\right)-\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(F_{s} x_{s}^{*}+L_{s}^{*} G_{s}^{-1} \mathbf{E}_{s}^{0}\left(B_{s}^{*} y_{s}-L_{s} x_{s}^{*}-g_{s}\right)+f_{s}\right) d s
\end{aligned}
$$

Since $\mathbf{E}_{\tau}^{0} \mathbf{E}_{s}^{0} \xi=\mathbf{E}_{\tau}^{0} \xi$ for $0<\tau \leq s \leq T$, we obtain

$$
\begin{align*}
& \mathbf{E}_{\tau}^{0} x_{t}^{*}=\mathbf{E}_{\tau}^{0}( \mathcal{U}_{t, \tau} x_{\tau}^{*}+\int_{\tau}^{t} \mathcal{U}_{t, s} d m_{s} \\
&\left.+\int_{\tau}^{t} \mathcal{U}_{t, s}\left(B_{s} G_{s}^{-1}\left(B_{s}^{*} y_{s}-L_{s} x_{s}^{*}-g_{s}\right)+b_{s}\right) d s\right)  \tag{5.8}\\
& \mathbf{E}_{\tau}^{0} y_{t}=-\mathbf{E}_{\tau}^{0}\left(\mathcal{U}_{T, t}^{*}\left(Q_{T} x_{T}^{*}+q\right)\right. \\
&\left.+\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(F_{s} x_{s}^{*}+L_{s}^{*} G_{s}^{-1}\left(B_{s}^{*} y_{s}-L_{s} x_{s}^{*}-g_{s}\right)+f_{s}\right) d s\right) \tag{5.9}
\end{align*}
$$

Lemma 5.15. The following equality holds:

$$
\begin{equation*}
\mathbf{E}_{\tau}^{0}\left(y_{t}+Q_{t} x_{t}^{*}+\alpha_{t}\right)=0,0<\tau \leq t \leq T \tag{5.10}
\end{equation*}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the equation (3.9) and

$$
\begin{align*}
\alpha_{t}= & \mathcal{Y}_{T, t}^{*} q+\int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(Q_{s} b_{s}-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1} g_{s}+f_{s}\right) d s \\
& +\int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s} d m_{s}, \quad 0 \leq t \leq T \tag{5.11}
\end{align*}
$$

Proof. See Section 5.2.4.
Theorem 5.16 (Extended Separation Principle). Under the conditions $\left(\mathbf{C}_{\mathbf{1}}\right),\left(\mathbf{C}_{\mathbf{2}}\right)$, $\left(\mathbf{C}_{\mathbf{3}}^{\prime}\right),\left(\mathbf{C}_{\mathbf{4}}\right)$ and $(\mathbf{R E})$, let $u^{*} \in U_{\mathrm{ad}}$ be an optimal control in the problem (5.1)(5.4). Denote

$$
x^{*}=x^{u^{*}}, \mathbf{E}_{t}^{*}=\mathbf{E}\left(\cdot \mid z^{u^{*}, t}\right), 0<t \leq T
$$

Then $u^{*}$ has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathbf{E}_{t}^{*} x_{t}^{*}-G_{t}^{-1} B_{t}^{*} \mathbf{E}_{t}^{*} \alpha_{t}-G_{t}^{-1} \mathbf{E}_{t}^{*} g_{t}, \text { a.e. } t \in \mathbf{T} \tag{5.12}
\end{equation*}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the equation (3.9) and $\alpha$ is defined by (5.11). This optimal control is unique if the equation (3.9) has a unique solution.

Proof. Substituting $\tau=t$ in (5.10), we have

$$
\mathbf{E}_{t}^{0} y_{t}=-\mathbf{E}_{t}^{0}\left(Q_{t} x_{t}^{*}+\alpha_{t}\right), 0<t \leq T
$$

Since $u^{*} \in U_{\text {ad }}$, by Proposition 5.5, $U_{t}^{u^{*}}=U_{t}^{0}$ for all $0<t \leq T$. This implies $\mathbf{E}_{t}^{*}=\mathbf{E}_{t}^{0}$ for all $0<t \leq T$. So, from (5.6), we obtain (5.12). Obviously, (5.12) determines a unique optimal control (if it exists) when $Q$ is a unique solution of the equation (3.9).

Theorem 5.16 expresses the separation principle when the relation between the noise processes acting on state and observations is arbitrary. By (5.12), designing an optimal control is separated into two steps, the first of them being computing the conditional expectations $\mathbf{E}_{t}^{*} x_{t}^{*}, \mathbf{E}_{t}^{*} \alpha_{t}, \mathbf{E}_{t}^{*} g_{t}$ and the second finding an optimal control by a deterministic method using the results of the first step.

By (5.12) and (5.11), an optimal control at current time $t$ depends on random processes $b$ and $m$ on $(t, T]$. This is natural as we consider arbitrarily related noise processes and, therefore, observations available up to time $t$ may contain information about the future of signal noise, i.e., the $\sigma$-algebras $\sigma\left(z^{u^{*}, t}\right)$ and $\sigma\left(b^{t+}, m_{s}-m_{t} ; t<s \leq T\right)$ may be dependent (see Remark 5.2). The formulae (5.12) and (5.11) show how this information must be used in optimal control.

The statement of Theorem 5.16 will be called the extended separation principle.

### 5.2.3 Classical Separation Principle

The following particular case of Theorem 5.16 will be called a classical separation principle.
Theorem 5.17 (Classical Separation Principle). Under the conditions $\left(\mathbf{C}_{\mathbf{1}}\right),\left(\mathbf{C}_{\mathbf{2}}\right)$, $\left(\mathbf{C}_{3}^{\prime}\right),(\mathbf{R E})$ and
$\left(\mathbf{C}_{4}^{\prime}\right) q \in X, f \in L_{2}(\mathbf{T}, X), g \in L_{2}(\mathbf{T}, U) ;$
$\left(\mathbf{C}_{\mathbf{5}}\right) \sigma\left(l, b^{t}, c^{t}, n_{s}, m_{s} ; 0 \leq s \leq t\right)$ and $\sigma\left(b^{t+}, m_{s}-m_{t} ; t<s \leq T\right)$ are independent for all $0<t \leq T$;
let $u^{*} \in U_{\mathrm{ad}}$ be an optimal control in the problem (5.1)-(5.4). Denote

$$
x^{*}=x^{u^{*}}, \mathbf{E}_{t}^{*}=\mathbf{E}\left(\cdot \mid z^{u^{*}, t}\right), 0<t \leq T
$$

Then $u^{*}$ has the form

$$
u_{t}^{*}=u_{t}^{0}-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathbf{E}_{t}^{*} x_{t}^{*}, \text { a.e. } t \in \mathbf{T}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the equation (3.9) and $u^{0}$ is a function in $L_{2}(\mathbf{T}, U)$ defined by

$$
\begin{aligned}
u_{t}^{0}= & -G_{t}^{-1} g_{t}-G_{t}^{-1} B_{t}^{*} \mathcal{Y}_{T, t}^{*} q \\
& -G_{t}^{-1} B_{t}^{*} \int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(Q_{s} \mathbf{E} b_{s}-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1} g_{s}+f_{s}\right) d s, \text { a.e. } t \in \mathbf{T}
\end{aligned}
$$

This optimal control is unique if the equation (3.9) has a unique solution.
Proof. By ( $\mathbf{C}_{5}$ ), we have

$$
\mathbf{E}_{t}^{*}\left(\int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s} b_{s} d s+\int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s} d m_{s}\right)=\int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s} \mathbf{E} b_{s} d s
$$

So, the statement follows from Theorem 5.16.

Comparing Theorems 5.16 and 5.17 , one can observe that Theorem 5.16 removes the only essential restriction (that is the condition $\left(\mathbf{C}_{\mathbf{5}}\right)$ ) under which the classical separation principle is true. This weakening completes the form of an optimal control with additional terms.

### 5.2.4 Proof of Lemma 5.15

First, we will derive an expression for $\mathbf{E}_{\tau}^{0} Q_{t} x_{t}^{*}$. For convenience, let

$$
\tilde{F}_{t}=F_{t}-\left(Q_{t} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right), \text { a.e. } t \in \mathbf{T}
$$

and let

$$
h_{t}=B_{t} G_{t}^{-1}\left(B_{t}^{*} y_{t}-L_{t} x_{t}^{*}-g_{t}\right)+b_{t}, \text { a.e. } t \in \mathbf{T}
$$

Then, by (3.9) and (5.8), we have

$$
\begin{align*}
\mathbf{E}_{\tau}^{0} Q_{t} x_{t}^{*}= & \mathbf{E}_{\tau}^{0}\left(\mathcal{U}_{T, t}^{*} Q_{T} \mathcal{U}_{T, t} x_{t}^{*}+\int_{t}^{T} \mathcal{U}_{s, t}^{*} \tilde{F}_{s} \mathcal{U}_{s, t} x_{t}^{*} d s\right) \\
= & \mathbf{E}_{\tau}^{0}\left(\mathcal{U}_{T, t}^{*} Q_{T}\left(x_{T}^{*}-\int_{t}^{T} \mathcal{U}_{T, r} d m_{r}-\int_{t}^{T} \mathcal{U}_{T, r} h_{r} d r\right)\right. \\
& \left.+\int_{t}^{T} \mathcal{U}_{s, t}^{*} \tilde{F}_{s}\left(x_{s}^{*}-\int_{t}^{s} \mathcal{U}_{s, r} d m_{r}-\int_{t}^{s} \mathcal{U}_{s, r} h_{r} d r\right) d s\right) \\
= & \mathbf{E}_{\tau}^{0}\left(\mathcal{U}_{T, t}^{*} Q_{T} x_{T}^{*}+\int_{t}^{T} \mathcal{U}_{s, t}^{*} \tilde{F}_{s} x_{s}^{*} d s\right. \\
& -\int_{t}^{T} \mathcal{U}_{r, t}^{*}\left(\mathcal{U}_{T, r}^{*} Q_{T} \mathcal{U}_{T, r}+\int_{r}^{T} \mathcal{U}_{s, r}^{*} \tilde{F}_{s} \mathcal{U}_{s, r} d s\right) d m_{r} \\
& \left.-\int_{t}^{T} \mathcal{U}_{r, t}^{*}\left(\mathcal{U}_{T, r}^{*} Q_{T} \mathcal{U}_{T, r}+\int_{r}^{T} \mathcal{U}_{s, r}^{*} \tilde{F}_{s} \mathcal{U}_{s, r} d s\right) h_{r} d r\right) \\
= & \mathbf{E}_{\tau}^{0}\left(\mathcal{U}_{T, t}^{*} Q_{T} x_{T}^{*}+\int_{t}^{T} \mathcal{U}_{s, t}^{*} \tilde{F}_{s} x_{s}^{*} d s\right. \\
& \left.-\int_{t}^{T} \mathcal{U}_{s, t}^{*} Q_{s} d m_{s}-\int_{t}^{T} \mathcal{U}_{s, t}^{*} Q_{s} h_{s} d s\right) \\
= & \mathbf{E}_{\tau}^{0}\left(\mathcal{U}_{T, t}^{*} Q_{T} x_{T}^{*}-\int_{t}^{T} \mathcal{U}_{s, t}^{*} Q_{s} d m_{s}\right. \\
& +\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(F_{s}-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1} B_{s}^{*} Q_{s}-L_{s}^{*} G_{s}^{-1} L_{s}\right) x_{s}^{*} d s \\
& \left.+\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(Q_{s} B_{s} G_{s}^{-1} g_{s}-Q_{s} B_{s} G_{s}^{-1} B_{s}^{*} y_{s}-Q_{s} b_{s}\right) d s\right) \tag{5.13}
\end{align*}
$$

Also, since $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U})$, by Proposition 4.28, for the random variable $\alpha$ defined by (5.11), we have

$$
\begin{align*}
\alpha_{t}= & \mathcal{U}_{T, t}^{*} q+\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(Q_{s} b_{s}-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1} g_{s}+f_{s}\right. \\
& \left.-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1} B_{s}^{*} \alpha_{s}\right) d s+\int_{t}^{T} \mathcal{U}_{s, t}^{*} Q_{s} d m_{s} \tag{5.14}
\end{align*}
$$

Therefore, from (5.9), (5.13) and (5.14), we obtain

$$
\mathbf{E}_{\tau}^{0}\left(y_{t}+Q_{t} x_{t}^{*}+\alpha_{t}\right)=\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1} B_{s}^{*} \mathbf{E}_{\tau}^{0}\left(y_{s}+Q_{s} x_{s}^{*}+\alpha_{s}\right) d s
$$

If

$$
\lambda_{t, \tau}=\left\|\mathbf{E}_{\tau}^{0}\left(y_{t}+Q_{t} x_{t}^{*}+\alpha_{t}\right)\right\|
$$

then

$$
\lambda_{t, \tau} \leq c \int_{t}^{T} \lambda_{s, \tau} d s, c=\text { const. } \geq 0
$$

which by Theorem 2.45, implies $\lambda_{t, \tau}=0,0<\tau \leq t \leq T$. The proof is completed.

### 5.3 Generalization to a Game Problem

In fact, an optimal control problem is a simple game of one player which tries to minimize (or maximize) a cost functional. Generally, a game is played by two or more players each of which has his (her) own profit. In this section a game of two players will be considered. One of them will try to minimize and the other to maximize a given functional. Under a linear state-observation system and a quadratic functional, the results of Section 5.2 will be generalized to this game.

### 5.3.1 Setting of Game Problem

Consider the state system (5.1), in which the Hilbert space $U$ is decomposed into the product of two Hilbert spaces $U_{1}$ and $U_{2}$. In this case, each function $u \in L_{2}(\mathbf{T} \times \Omega, U)$ can be represented as a pair of $u_{1} \in L_{2}\left(\mathbf{T} \times \Omega, U_{1}\right)$ and $u_{2} \in$ $L_{2}\left(\mathbf{T} \times \Omega, U_{2}\right)$. The functions $u_{1}$ and $u_{2}$ will be considered as control actions of the first and second players, respectively. In view of decomposition $U=U_{1} \times U_{2}$, the functions $B, L, G$ and $g$ from (5.1) and (5.4) could be decomposed in a respective way. Also, it will be supposed that each player has his (her) own observation system
in the form (5.2). Realizing the above, we obtain the state-observation system

$$
\begin{align*}
x_{t}^{u_{1}, u_{2}}= & \mathcal{U}_{t, 0} l+\int_{0}^{t} \mathcal{U}_{t, s}\left(\left[B_{1, s} B_{2, s}\right]\left[\begin{array}{l}
u_{1, s} \\
u_{2, s}
\end{array}\right]+b_{s}\right) d s \\
& +\int_{0}^{t} \mathcal{U}_{t, s} d m_{s}, 0 \leq t \leq T  \tag{5.15}\\
z_{i, t}^{u_{1}, u_{2}}= & \int_{0}^{t}\left(C_{i, s} x_{s}^{u_{1}, u_{2}}+c_{i, s}\right) d s+n_{i, t}, 0 \leq t \leq T, i=1,2 \tag{5.16}
\end{align*}
$$

and the quadratic functional

$$
\begin{align*}
J\left(u_{1}, u_{2}\right)= & \mathbf{E}\left(\left\langle x_{T}^{u_{1}, u_{2}}, Q_{T} x_{T}^{u_{1}, u_{2}}\right\rangle\right. \\
& +\int_{0}^{T}\left\langle\left[\begin{array}{c}
x_{t}^{u_{1}, u_{2}} \\
u_{1, t} \\
u_{2, t}
\end{array}\right],\left[\begin{array}{ccc}
F_{t} & L_{1, t}^{*} & L_{2, t}^{*} \\
L_{1, t} & G_{1, t} & R_{t}^{*} \\
L_{2, t} & R_{t} & G_{2, t}
\end{array}\right]\left[\begin{array}{c}
x_{t}^{u_{1}, u_{2}} \\
u_{1, t} \\
u_{2, t}
\end{array}\right]\right\rangle d t \\
& \left.+2\left\langle q, x_{T}^{u_{1}, u_{2}}\right\rangle+2 \int_{0}^{T}\left\langle\left[\begin{array}{c}
f_{t} \\
g_{1, t} \\
g_{2, t}
\end{array}\right],\left[\begin{array}{c}
x_{t}^{u_{1}, u_{2}} \\
u_{1, t} \\
u_{2, t}
\end{array}\right]\right\rangle d t\right) \tag{5.17}
\end{align*}
$$

In this section we suppose that the following conditions hold:
$\left(\mathbf{G}_{\mathbf{1}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), B_{i} \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(U_{i}, X\right)\right), C_{i} \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, Z_{i}\right)\right), i=1,2 ;$
$\left(\mathbf{G}_{\mathbf{2}}\right) l \in L_{2}(\Omega, X), b \in L_{2}(\mathbf{T} \times \Omega, X), c_{i} \in L_{2}\left(\mathbf{T} \times \Omega, Z_{i}\right), m \in M_{2}(\mathbf{T}, X)$, $n_{i} \in M_{2}\left(\mathbf{T}, Z_{i}\right), i=1,2 ;$
$\left(\mathbf{G}_{\mathbf{3}}^{\prime}\right) Q_{T} \in \mathcal{L}(X), Q_{T}^{*}=Q_{T}, F \in B_{\infty}(\mathbf{T}, \mathcal{L}(X)), G_{i}, G_{i}^{-1} \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(U_{i}\right)\right), R \in$ $B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(U_{1}, U_{2}\right)\right), F_{t}^{*}=F_{t}, G_{1, t}>0$ and $G_{2, t}<0$ for a.e. $t \in \mathbf{T}, L_{i} \in$ $B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, U_{i}\right)\right),\left(G_{1}-R^{*} G_{2}^{-1} R\right)^{-1} \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(U_{1}\right)\right),\left(G_{2}-R G_{1}^{-1} R^{*}\right)^{-1} \in$ $B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(U_{2}\right)\right), i=1,2 ;$
$\left(\mathbf{G}_{\mathbf{4}}\right) q \in L_{2}(\Omega, X), f \in L_{2}(\mathbf{T} \times \Omega, X), g_{i} \in L_{2}\left(\mathbf{T} \times \Omega, U_{i}\right), i=1,2$.
As it was mentioned above, we denote $U=U_{1} \times U_{2}$ and

$$
u=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right], B=\left[\begin{array}{ll}
B_{1} & B_{2}
\end{array}\right], L=\left[\begin{array}{l}
L_{1} \\
L_{2}
\end{array}\right], G=\left[\begin{array}{ll}
G_{1} & R^{*} \\
R & G_{2}
\end{array}\right], g=\left[\begin{array}{l}
g_{1} \\
g_{2}
\end{array}\right] .
$$

By Proposition 1.24, the condition $\left(\mathbf{G}_{\mathbf{3}}^{\prime}\right)$ implies the existence of $G_{t}^{-1}$ for a.e. $t \in \mathbf{T}$ and $G^{-1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(U))$. Therefore, we can consider the operator Riccati equation (3.9). We suppose that
(RE) The equation (3.9) has a solution in $B(\mathbf{T}, \mathcal{L}(X))$.

The set of admissible controls of each player we define as in the problem (5.1)-(5.4). For $u_{1} \in L_{2}\left(\mathbf{T} \times \Omega, U_{1}\right)$ and $u_{2} \in L_{2}\left(\mathbf{T} \times \Omega, U_{2}\right)$, consider

$$
U_{i, t}^{u_{1}, u_{2}}=L_{2}\left(\Omega, \sigma\left(z_{i}^{u_{1}, u_{2}, t}\right), \mathbf{P}, U_{i}\right), i=1,2,0<t \leq T
$$

where $z_{i}^{u_{1}, u_{2}, t}$ denotes an $L_{2}\left(0, t ; Z_{i}\right)$-valued random variable, obtained by restriction of $z_{i}^{u_{1}, u_{2}}$ from $\mathbf{T} \times \Omega$ to $[0, t] \times \Omega$. Let

$$
\begin{aligned}
& \tilde{U}_{1}^{0, u_{2}}=\int_{0}^{T} U_{1, t}^{0, u_{2}} d t=\left\{u_{1} \in L_{2}\left(\mathbf{T} \times \Omega, U_{1}\right): u_{1, t} \in U_{1, t}^{0, u_{2}} \text { for a.e. } t \in \mathbf{T}\right\}, \\
& \tilde{U}_{2}^{u_{1}, 0}=\int_{0}^{T} U_{2, t}^{u_{1}, 0} d t=\left\{u_{2} \in L_{2}\left(\mathbf{T} \times \Omega, U_{2}\right): u_{2, t} \in U_{2, t}^{u_{1}, 0} \text { for a.e. } t \in \mathbf{T}\right\} .
\end{aligned}
$$

Also, define

$$
\begin{aligned}
& \tilde{U}_{1}^{u_{2}}=\left\{u_{1} \in L_{2}\left(\mathbf{T} \times \Omega, U_{1}\right): u_{1, t} \in U_{1, t}^{u_{1}, u_{2}} \text { for a.e. } t \in \mathbf{T}\right\}, \\
& \tilde{U}_{2}^{u_{1}}=\left\{u_{2} \in L_{2}\left(\mathbf{T} \times \Omega, U_{2}\right): u_{2, t} \in U_{2, t}^{u_{1}, u_{2}} \text { for a.e. } t \in \mathbf{T}\right\} .
\end{aligned}
$$

The set of admissible controls in the considered game will be defined as

$$
\begin{equation*}
U_{\mathrm{ad}}=\left\{\left(u_{1}, u_{2}\right): u_{1} \in\left(\tilde{U}_{1}^{0, u_{2}} \cap \tilde{U}_{1}^{u_{2}}\right), u_{2} \in\left(\tilde{U}_{2}^{u_{1}, 0} \cap \tilde{U}_{2}^{u_{1}}\right)\right\} \tag{5.18}
\end{equation*}
$$

where $u_{1}$ and $u_{2}$ are admissible controls of the first and second players, respectively. Note that for fixed $u_{1}$, the cross section $\tilde{U}_{2}^{u_{1}, 0} \cap \tilde{U}_{2}^{u_{1}}$ of $U_{\text {ad }}$ agrees with the set of admissible controls defined for the control problem (5.1)-(5.4). The same holds for the cross sections at fixed $u_{2}$.

Our aim in this section is to study a saddle point of the functional (5.17) on $U_{\mathrm{ad}}$. A saddle point is a pair $\left(u_{1}^{*}, u_{2}^{*}\right) \in U_{\mathrm{ad}}$ such that

$$
\begin{equation*}
J\left(u_{1}^{*}, u_{2}\right) \leq J\left(u_{1}^{*}, u_{2}^{*}\right) \leq J\left(u_{1}, u_{2}^{*}\right) \tag{5.19}
\end{equation*}
$$

for all $u_{1} \in\left(\tilde{U}_{1}^{0, u_{2}^{*}} \cap \tilde{U}_{1}^{u_{2}^{*}}\right)$ and for all $u_{2} \in\left(\tilde{U}_{2}^{u_{1}^{*}, 0} \cap \tilde{U}_{2}^{u_{1}^{*}}\right)$. Briefly, this problem will be called the game (5.15)-(5.18). The technique used in studying the control problem (5.1)-(5.4) will be applied to study the game (5.15)-(5.18). Two cases will be considered. In the first case the observations of the first player will be observed by the second player as well. In the second case the players will have the same observations.

### 5.3.2 Case 1: The First Player Has Worse Observations

The mathematical condition corresponding to the considered case is formulated as
$\left(\mathbf{G}_{\mathbf{5}}^{\prime}\right) \sigma\left(z_{1}^{u_{1}, u_{2}, t}\right) \subset \sigma\left(z_{2}^{u_{1}, u_{2}, t}\right)$ for all $\left(u_{1}, u_{2}\right) \in U_{\mathrm{ad}}$ and for all $0<t \leq T$.

The condition $\left(\mathbf{G}_{\mathbf{5}}^{\prime}\right)$ means that the second player is completely informed about the observations of the first player, i.e., the first player has worse observations than the second one.

Consider the game (5.15)-(5.18) under the conditions $\left(\mathbf{G}_{\mathbf{1}}\right),\left(\mathbf{G}_{\mathbf{2}}\right),\left(\mathbf{G}_{\mathbf{3}}^{\prime}\right)$, $(\mathbf{R E}),\left(\mathbf{G}_{\mathbf{4}}\right)$ and $\left(\mathbf{G}_{\mathbf{5}}^{\prime}\right)$. Suppose $\left(u_{1}^{*}, u_{2}^{*}\right) \in U_{\text {ad }}$ is a saddle point in the game (5.15)-(5.18). Denote

$$
u^{*}=\left[\begin{array}{l}
u_{1}^{*} \\
u_{2}^{*}
\end{array}\right], x^{*}=x^{u_{1}^{*}, u_{2}^{*}}, \mathbf{E}_{i, t}^{u_{1}, u_{2}}=\mathbf{E}\left(\cdot \mid z_{i}^{u_{1}, u_{2}, t}\right), i=1,2,0<t \leq T
$$

and consider the random process $y$ defined by (5.7). Since the functional (5.17) takes its minimum value at

$$
u_{1}^{*} \in\left(\tilde{U}_{1}^{0, u_{2}^{*}} \cap \tilde{U}_{1}^{u_{2}^{*}}\right) \subset \tilde{U}_{1}^{0, u_{2}^{*}}
$$

under fixed $u_{2}=u_{2}^{*}$, then by Lemma 5.14,

$$
\begin{equation*}
u_{1, t}^{*}=G_{1, t}^{-1} \mathbf{E}_{1, t}^{0, u_{2}^{*}}\left(B_{1, t}^{*} y_{t}-L_{1, t} x_{t}^{*}-g_{1, t}-R_{t}^{*} u_{2, t}^{*}\right), \text { a.e. } t \in \mathbf{T} \tag{5.20}
\end{equation*}
$$

In a similar way, we have

$$
\begin{equation*}
u_{2, t}^{*}=G_{2, t}^{-1} \mathbf{E}_{2, t}^{u_{1}^{*}, 0}\left(B_{2, t}^{*} y_{t}-L_{2, t} x_{t}^{*}-g_{2, t}-R_{t} u_{1, t}^{*}\right), \text { a.e. } t \in \mathbf{T} \tag{5.21}
\end{equation*}
$$

According to the condition $\left(\mathbf{G}_{5}^{\prime}\right)$ and Proposition 5.5,

$$
\begin{equation*}
U_{1, t}^{0, u_{2}^{*}}=U_{1, t}^{u_{1}^{*}, u_{2}^{*}} \subset U_{2, t}^{u_{1}^{*}, u_{2}^{*}}=U_{2, t}^{u_{1}^{*}, 0}, 0<t \leq T . \tag{5.22}
\end{equation*}
$$

Hence,

$$
\mathbf{E}_{2, t}^{u_{1}^{*}, 0} u_{1, t}^{*}=\mathbf{E}_{2, t}^{u_{1}^{*}, 0}\left(\mathbf{E}_{1, t}^{0, u_{2}^{*}} u_{1, t}^{*}\right)=\mathbf{E}_{1, t}^{0, u_{2}^{*}} u_{1, t}^{*}=u_{1, t}^{*} \text {, a.e. } t \in \mathbf{T} .
$$

So, by (5.21),

$$
u_{2, t}^{*}=G_{2, t}^{-1} \mathbf{E}_{2, t}^{u_{1}^{*}, 0}\left(B_{2, t}^{*} y_{t}-L_{2, t} x_{t}^{*}-g_{2, t}\right)-G_{2, t}^{-1} R_{t} u_{1, t}^{*}, \text { a.e. } t \in \mathbf{T}
$$

Using this equality in (5.20), we obtain

$$
\begin{align*}
u_{1, t}^{*}= & \left(G_{1, t}-R_{t}^{*} G_{2, t}^{-1} R_{t}\right)^{-1} \mathbf{E}_{1, t}^{0, u_{2}}\left(\left(B_{1, t}^{*}-R_{t}^{*} G_{2, t}^{-1} B_{2, t}^{*}\right) y_{t}\right. \\
& \left.-\left(L_{1, t}-R_{t}^{*} G_{2, t}^{-1} L_{2, t}\right) x_{t}^{*}-g_{1, t}+R_{t}^{*} G_{2, t}^{-1} g_{2, t}\right), \text { a.e. } t \in \mathbf{T} . \tag{5.23}
\end{align*}
$$

Now let $0<\tau \leq t \leq T$. Using (5.22) in the formulae (5.20) and (5.21), we have

$$
\begin{aligned}
& \mathbf{E}_{1, \tau}^{0, u_{2}^{*}} u_{1, t}^{*}=G_{1, t}^{-1} \mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(B_{1, t}^{*} y_{t}-L_{1, t} x_{t}^{*}-g_{1, t}-R_{t}^{*} u_{2, t}^{*}\right), \text { a.e. } t \in[\tau, T], \\
& \mathbf{E}_{1, \tau}^{0, u_{2}^{*}} u_{2, t}^{*}=G_{2, t}^{-1} \mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(B_{2, t}^{*} y_{t}-L_{2, t} x_{t}^{*}-g_{2, t}-R_{t} u_{1, t}^{*}\right), \text { a.e. } t \in[\tau, T],
\end{aligned}
$$

which imply

$$
\begin{aligned}
& \mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(G_{1, t} u_{1, t}^{*}+R_{t}^{*} u_{2, t}^{*}\right)=\mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(B_{1, t}^{*} y_{t}-L_{1, t} x_{t}^{*}-g_{1, t}\right), \text { a.e. } t \in[\tau, T], \\
& \mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(R_{1} u_{1, t}^{*}+G_{2, t} u_{2, t}^{*}\right)=\mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(B_{2, t}^{*} y_{t}-L_{2, t} x_{t}^{*}-g_{2, t}\right), \text { a.e. } t \in[\tau, T] .
\end{aligned}
$$

Using the notation introduced above, we can write

$$
G_{t} \mathbf{E}_{1, \tau}^{0, u_{2}^{*}} u_{t}^{*}=\mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(B_{t}^{*} y_{t}-L_{t} x_{t}^{*}-g_{t}\right), \text { a.e. } t \in[\tau, T]
$$

which implies

$$
\begin{equation*}
\mathbf{E}_{1, \tau}^{0, u_{2}^{*}} u_{t}^{*}=G_{t}^{-1} \mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(B_{t}^{*} y_{t}-L_{t} x_{t}^{*}-g_{t}\right), \text { a.e. } t \in[\tau, T] \tag{5.24}
\end{equation*}
$$

Similar to the derivation of the formulae (5.8) and (5.9), substituting (5.24) in (5.15) and (5.7), for all $0<\tau \leq t \leq T$, we have

$$
\begin{align*}
\mathbf{E}_{1, \tau}^{0, u_{2}^{*}} x_{t}^{*}= & \mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(\mathcal{U}_{t, \tau} x_{\tau}^{*}+\int_{\tau}^{t} \mathcal{U}_{t, s} d m_{s}\right. \\
& \left.+\int_{\tau}^{t} \mathcal{U}_{t, s}\left(B_{s} G_{s}^{-1}\left(B_{s}^{*} y_{s}-L_{s} x_{s}^{*}-g_{s}\right)+b_{s}\right) d s\right)  \tag{5.25}\\
\mathbf{E}_{1, \tau}^{0, u_{2}^{*}} y_{t}= & -\mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(\mathcal{U}_{T, t}^{*}\left(Q_{T} x_{T}^{*}+q\right)\right. \\
& \left.+\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(F_{s} x_{s}^{*}+L_{s}^{*} G_{s}^{-1}\left(B_{s}^{*} y_{s}-L_{s} x_{s}^{*}-g_{s}\right)+f_{s}\right) d s\right) \tag{5.26}
\end{align*}
$$

Applying Lemma 5.15 to (5.25)-(5.26), we obtain

$$
\begin{equation*}
\mathbf{E}_{1, \tau}^{0, u_{2}^{*}} y_{t}=-\mathbf{E}_{1, \tau}^{0, u_{2}^{*}}\left(Q_{t} x_{t}^{*}+\alpha_{t}\right), 0<\tau \leq t \leq T \tag{5.27}
\end{equation*}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the equation (3.9) and $\alpha$ is defined by (5.11). Using (5.27) in (5.23), we have

$$
\begin{align*}
u_{1, t}^{*}= & -\left(G_{1, t}-R_{t}^{*} G_{2, t}^{-1} R_{t}\right)^{-1} \mathbf{E}_{1, t}^{0, u_{2}^{*}}\left(\left(\left(B_{1, t}^{*}-R_{t}^{*} G_{2, t}^{-1} B_{2, t}^{*}\right) Q_{t}\right.\right. \\
& \left.+L_{1, t}-R_{t}^{*} G_{2, t}^{-1} L_{2, t}\right) x_{t}^{*}+\left(B_{1, t}^{*}-R_{t}^{*} G_{2, t}^{-1} B_{2, t}^{*}\right) \alpha_{t} \\
& \left.+g_{1, t}-R_{t}^{*} G_{2, t}^{-1} g_{2, t}\right), \text { a.e. } t \in \mathbf{T} . \tag{5.28}
\end{align*}
$$

Thus, we can state the following theorem.
Theorem 5.18. Under the conditions $\left(\mathbf{G}_{\mathbf{1}}\right),\left(\mathbf{G}_{\mathbf{2}}\right),\left(\mathbf{G}_{\mathbf{3}}^{\prime}\right),(\mathbf{R E}),\left(\mathbf{G}_{\mathbf{4}}\right)$ and $\left(\mathbf{G}_{\mathbf{5}}^{\prime}\right)$, let $\left(u_{1}^{*}, u_{2}^{*}\right) \in U_{\mathrm{ad}}$ be a saddle point in the game (5.15)-(5.18). Denote

$$
x^{*}=x^{u_{1}^{*}, u_{2}^{*}}, \quad \mathbf{E}_{1, t}^{u_{1}^{*}, u_{2}^{*}}=\mathbf{E}\left(\cdot \mid z_{1}^{u_{1}^{*}, u_{2}^{*}, t}\right)
$$

Then $u_{1}^{*}$ has the form

$$
\begin{align*}
u_{1, t}^{*}= & -\left(G_{1, t}-R_{t}^{*} G_{2, t}^{-1} R_{t}\right)^{-1} \mathbf{E}_{1, t}^{u_{1, t}^{*} u_{2}^{*}}\left(\left(\left(B_{1, t}^{*}-R_{t}^{*} G_{2, t}^{-1} B_{2, t}^{*}\right) Q_{t}\right.\right. \\
& \left.+L_{1, t}-R_{t}^{*} G_{2, t}^{-1} L_{2, t}\right) x_{t}^{*}+\left(B_{1, t}^{*}-R_{t}^{*} G_{2, t}^{-1} B_{2, t}^{*}\right) \alpha_{t} \\
& \left.+g_{1, t}-R_{t}^{*} G_{2, t}^{-1} g_{2, t}\right), \text { a.e. } t \in \mathbf{T} \tag{5.29}
\end{align*}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the equation (3.9) and $\alpha$ is defined by (5.11).
Proof. By (5.22), $\mathbf{E}_{1, t}^{0, u_{2}^{*}}=\mathbf{E}_{1, t}^{u_{1}^{*}, u_{2}^{*}}, 0<t \leq T$. Hence, (5.29) follows from (5.28).
Theorem 5.18 can be interpreted in the following way: since by $\left(\mathbf{G}_{\mathbf{5}}^{\prime}\right)$, the second player is completely informed about the observations of the first player, he (she) can compute the $u_{1}^{*}$ component of a saddle point. But, generally, the first player can not do the same about $u_{2}^{*}$ as he (she) has worse observations.

### 5.3.3 Case 2: The Players Have the Same Observations

The mathematical condition corresponding to this case is formulated as
$\left(\mathbf{G}_{\mathbf{5}}\right) \sigma\left(z_{1}^{u_{1}, u_{2}, t}\right)=\sigma\left(z_{2}^{u_{1}, u_{2}, t}\right)$ for all $\left(u_{1}, u_{2}\right) \in U_{\mathrm{ad}}$ and for all $0<t \leq T$.
In particular, the condition $\left(\mathbf{G}_{\mathbf{5}}\right)$ holds if

$$
\left\{\begin{array}{l}
Z_{1}=Z_{2}=Z, C_{1}=C_{2}=C \in B_{\infty}(\mathbf{T}, \mathcal{L}(X, Z)) \\
c_{1}=c_{2}=c \in L_{2}(\mathbf{T} \times \Omega, Z), n_{1}=n_{2}=n \in M_{2}(\mathbf{T}, Z)
\end{array}\right.
$$

Obviously, the condition $\left(\mathbf{G}_{\mathbf{5}}\right)$ implies $\mathbf{E}_{1, t}^{u_{1}^{*}, u_{2}^{*}}=\mathbf{E}_{2, t}^{u_{1}^{*}, u_{2}^{*}}$.
Theorem 5.19. Under the conditions $\left(\mathbf{G}_{\mathbf{1}}\right),\left(\mathbf{G}_{\mathbf{2}}\right),\left(\mathbf{G}_{\mathbf{3}}^{\prime}\right),(\mathbf{R E}),\left(\mathbf{G}_{\mathbf{4}}\right)$ and $\left(\mathbf{G}_{\mathbf{5}}\right)$, let $u^{*}=\left(u_{1}^{*}, u_{2}^{*}\right) \in U_{\mathrm{ad}}$ be a saddle point in the game (5.15)-(5.18). Denote

$$
u^{*}=\left[\begin{array}{l}
u_{1}^{*} \\
u_{2}^{*}
\end{array}\right], x^{*}=x^{u_{1}^{*}, u_{2}^{*}}, \mathbf{E}_{t}^{*}=\mathbf{E}_{1, t}^{u_{1}^{*}, u_{2}^{*}}=\mathbf{E}_{2, t}^{u_{1}^{*}, u_{2}^{*}}
$$

Then $u^{*}$ has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathbf{E}_{t}^{*} x_{t}^{*}-G_{t}^{-1} B_{t}^{*} \mathbf{E}_{t}^{*} \alpha_{t}-G_{t}^{-1} \mathbf{E}_{t}^{*} g_{t}, \text { a.e. } t \in \mathbf{T} \tag{5.30}
\end{equation*}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the equation (3.9) and $\alpha$ is defined by (5.11). A saddle point is unique if the equation (3.9) has a unique solution.
Proof. By Theorem 5.18, we have (5.29). Under the condition $\left(\mathbf{G}_{\mathbf{5}}\right)$, Theorem 5.18 can be applied to the second player. Therefore, we also have

$$
\begin{align*}
u_{2, t}^{*}= & -\left(G_{2, t}-R_{t} G_{1, t}^{-1} R_{t}^{*}\right)^{-1} \mathbf{E}_{2, t}^{u_{1}^{*}, u_{2}^{*}}\left(\left(\left(B_{2, t}^{*}-R_{t} G_{1, t}^{-1} B_{1, t}^{*}\right) Q_{t}\right.\right. \\
& \left.+L_{2, t}-R_{t} G_{1, t}^{-1} L_{1, t}\right) x_{t}^{*}+\left(B_{2, t}^{*}-R_{t} G_{1, t}^{-1} B_{1, t}^{*}\right) \alpha_{t} \\
& \left.+g_{2, t}-R_{t} G_{1, t}^{-1} g_{1, t}\right), \text { a.e. } t \in \mathbf{T} . \tag{5.31}
\end{align*}
$$

Combining (5.29) and (5.31) and using Proposition 1.24, we obtain (5.30). If $Q$ is a unique solution of the equation (3.9), then, obviously, (5.30) defines a unique saddle point (if it exists).

Finally, note that in the game considered in this section the noise processes of the state system (5.15) are arbitrarily related with the noise processes of the observation systems of the players, which are defined by (5.16). But, relation between the noise processes of the observation systems of the players is such that the condition $\left(\mathbf{G}_{\mathbf{5}}^{\prime}\right)$ or $\left(\mathbf{G}_{\mathbf{5}}\right)$ holds. A general case, when the noise processes of the observation systems of the players are arbitrarily related, needs a further investigation.

### 5.4 Minimizing Sequence

In this section a simple idea of constructing a minimizing sequence in the problem (5.1)-(5.4) will be realized. In this section it is assumed that the conditions $\left(\mathbf{C}_{\mathbf{1}}\right)$, $\left(\mathbf{C}_{\mathbf{2}}\right),\left(\mathbf{C}_{\mathbf{4}}\right)$ and the following hold:
$\left(\mathbf{C}_{\mathbf{3}}\right) Q_{T} \in \mathcal{L}(X), Q_{T} \geq 0, F \in B_{\infty}(\mathbf{T}, \mathcal{L}(X)), G, G^{-1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(U)), L \in$ $B_{\infty}(\mathbf{T}, \mathcal{L}(X, U)), G_{t}>0$ and $F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0$ for a.e. $t \in \mathbf{T}$.
Note that the condition $\left(\mathbf{C}_{\mathbf{3}}\right)$ is stronger than the condition $\left(\mathbf{C}_{\mathbf{3}}^{\prime}\right)$. In particular, by Theorem 3.22 , the conditions $\left(\mathbf{C}_{\mathbf{1}}\right)$ and ( $\mathbf{C}_{\mathbf{3}}$ ) imply the condition (RE), i.e., the existence and, moreover, the uniqueness of a solution $Q$ of the equation (3.9) in $B(\mathbf{T}, \mathcal{L}(X))$ satisfying $Q_{t} \geq 0,0 \leq t \leq T$. In this section the problem (5.1)-(5.4) will be considered under the conditions $\left(\mathbf{C}_{\mathbf{1}}\right)-\left(\mathbf{C}_{\mathbf{4}}\right)$.

### 5.4.1 Properties of Cost Functional

Lemma 5.20. The functional $J$ defined by (5.4) is strictly convex on $\tilde{U}^{0}$.
Proof. Suppose $v, w \in \tilde{U}^{0}, v \neq w$ and $0<\lambda<1$. From (5.1), we have

$$
x^{\lambda v+(1-\lambda) w}=\lambda x^{v}+(1-\lambda) x^{w} .
$$

Using this equality, one can compute

$$
\begin{aligned}
J(\lambda v+(1-\lambda) w)= & \lambda J(v)+(1-\lambda) J(w) \\
& -\lambda(1-\lambda) \mathbf{E}\left(\left\langle x_{T}^{v}-x_{T}^{w}, Q_{T}\left(x_{T}^{v}-x_{T}^{w}\right)\right\rangle\right. \\
& \left.+\int_{0}^{T}\left\langle\left[\begin{array}{r}
x_{t}^{v}-x_{t}^{w} \\
v_{t}-w_{t}
\end{array}\right],\left[\begin{array}{cc}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{c}
x_{t}^{v}-x_{t}^{w} \\
v_{t}-w_{t}
\end{array}\right]\right\rangle d t\right)
\end{aligned}
$$

Since $Q_{T} \geq 0$ and $F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0$ for a.e. $t \in \mathbf{T}$, we obtain

$$
\begin{equation*}
J(\lambda v+(1-\lambda) w)=\lambda J(v)+(1-\lambda) J(w)-\lambda(1-\lambda) \mathbf{E} \int_{0}^{T}\left\langle y_{t}^{v, w}, G_{t} y_{t}^{v, w}\right\rangle d t \tag{5.32}
\end{equation*}
$$

where

$$
y_{t}^{v, w}=v_{t}-w_{t}+G_{t}^{-1} L_{t}\left(x_{t}^{v}-x_{t}^{w}\right), \text { a.e. } t \in \mathbf{T}
$$

Let us show that $y_{t}^{v, w}=0$ for a.e. $t \in \mathbf{T}$ can not be a case. Suppose the converse. Then from (5.1), we have

$$
x_{t}^{v}-x_{t}^{w}=\int_{0}^{t} \mathcal{U}_{t, s} B_{s}\left(v_{s}-w_{s}\right) d s=-\int_{0}^{t} \mathcal{U}_{t, s} B_{s} G_{s}^{-1} L_{s}\left(x_{s}^{v}-x_{s}^{w}\right) d s
$$

Therefore, for some $c>0$,

$$
\mathbf{E}\left\|x_{t}^{v}-x_{t}^{w}\right\| \leq c \int_{0}^{t} \mathbf{E}\left\|x_{s}^{v}-x_{s}^{w}\right\| d s
$$

Applying Theorem 2.45, we obtain $x_{t}^{v}-x_{t}^{w}=0$ for all $0 \leq t \leq T$ and consequently, $v_{t}-w_{t}=0$ for a.e. $t \in \mathbf{T}$. The last equality is contrary to the assumption $v \neq w$. Hence, $v_{t}-w_{t}+G_{t}^{-1} L_{t}\left(x_{t}^{v}-x_{t}^{w}\right) \neq 0$ on some subset of $\mathbf{T}$ which has a positive measure. Using this conclusion and $G_{t}>0$, a.e. $t \in \mathbf{T}$, from (5.32), we obtain

$$
J(\lambda v+(1-\lambda) w)<\lambda J(v)+(1-\lambda) J(w)
$$

i.e., $J$ is strictly convex.

Lemma 5.21. If $\left\{u^{n}\right\}$ is a sequence in $\tilde{U}^{0}$ satisfying $\left\|u^{n}\right\|_{L_{2}} \rightarrow \infty$ as $n \rightarrow \infty$, then $J\left(u^{n}\right) \rightarrow \infty$ as $n \rightarrow \infty$.

Proof. Without loss of generality we will take $q=0, f=0$ and $g=0$. First, let us show that $\left\|u^{n}\right\|_{L_{2}} \rightarrow \infty$ implies

$$
\begin{equation*}
\mathbf{E} \int_{0}^{T}\left\|u_{t}^{n}+G_{t}^{-1} L_{t} x_{t}^{u^{n}}\right\|^{2} d t \rightarrow \infty \tag{5.33}
\end{equation*}
$$

Let

$$
h_{t}^{n}=u_{t}^{n}+G_{t}^{-1} L_{t} x_{t}^{u^{n}}, \text { a.e. } t \in \mathbf{T} .
$$

Substituting this in (5.1), we have

$$
x_{t}^{u^{n}}=\mathcal{U}_{t, 0} l+\int_{0}^{t} \mathcal{U}_{t, s}\left(B_{s} h_{s}^{n}-B_{s} G_{s}^{-1} L_{s} x_{s}^{u^{n}}+b_{s}\right) d s+\int_{0}^{t} \mathcal{U}_{t, s} d m_{s}
$$

Let $\mathcal{R}=\mathcal{P}_{-B G^{-1} L}(\mathcal{U})$. By Proposition 4.28,

$$
\begin{equation*}
x_{t}^{u^{n}}=\mathcal{R}_{t, 0} l+\int_{0}^{t} \mathcal{R}_{t, s}\left(B_{s} h_{s}^{n}+b_{s}\right) d s+\int_{0}^{t} \mathcal{R}_{t, s} d m_{s}, 0 \leq t \leq T \tag{5.34}
\end{equation*}
$$

(5.34) defines a continuous operator $h^{n} \rightarrow x^{u^{n}}$ from the space $L_{2}\left(\mathbf{T}, L_{2}(\Omega, U)\right)$ to the space $L_{2}\left(\mathbf{T}, L_{2}(\Omega, X)\right)$. Therefore, if a subsequence of $\left\{h^{n}\right\}$ is bounded in $L_{2}\left(\mathbf{T}, L_{2}(\Omega, U)\right)$, then the corresponding subsequence of $\left\{x^{u^{n}}\right\}$ is bounded in
$L_{2}\left(\mathbf{T}, L_{2}(\Omega, X)\right)$ too. This means the boundedness of the corresponding subsequence of $\left\{u^{n}\right\}$ in $L_{2}\left(\mathbf{T}, L_{2}(\Omega, U)\right)$. This is contrary to $\left\|u^{n}\right\|_{L_{2}} \rightarrow \infty$. Therefore, (5.33) holds. Now let us write (5.4) in the form

$$
\begin{aligned}
J(u)= & \mathbf{E}\left(\left\langle x_{T}^{u}, Q_{T} x_{T}^{u}\right\rangle+\int_{0}^{T}\left(\left\langle x_{t}^{u},\left(F_{t}-L_{t}^{*} G_{t}^{-1} L_{t}\right) x_{t}^{u}\right\rangle d t\right.\right. \\
& \left.+\int_{0}^{T}\left\langle u_{t}+G_{t}^{-1} L_{t} x_{t}^{u}, G_{t}\left(u_{t}+G_{t}^{-1} L_{t} x_{t}^{u}\right)\right\rangle d t\right)
\end{aligned}
$$

By the condition $\left(\mathbf{C}_{\mathbf{3}}\right), Q_{T} \geq 0, F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0, G_{t}>0$ for a.e. $t \in \mathbf{T}$ and $G, G^{-1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(U))$. Hence, by Proposition 2.35,

$$
J\left(u^{n}\right) \geq k^{-1} \mathbf{E} \int_{0}^{T}\left\|u_{t}^{n}+G_{t}^{-1} L_{t} x_{t}^{u^{n}}\right\|^{2} d t
$$

where $k=$ ess $\sup \left\|G_{t}^{-1}\right\|>0$. This shows that $J\left(u^{n}\right) \rightarrow \infty$.
Proposition 5.22. There exists a unique function $u^{*} \in \tilde{U}^{0}$ such that the functional (5.4) takes its minimum value on $\tilde{U}^{0}$ at $u^{*}$ and

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathbf{E}_{t}^{0} x_{t}^{*}-G_{t}^{-1} B_{t}^{*} \mathbf{E}_{t}^{0} \alpha_{t}-G_{t}^{-1} \mathbf{E}_{t}^{0} g_{t}, \text { a.e. } t \in \mathbf{T} \tag{5.35}
\end{equation*}
$$

where $x^{*}=x^{u^{*}}, \mathbf{E}_{t}^{0}=\mathbf{E}\left(\cdot \mid z^{0, t}\right), \mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the equation (3.9) and $\alpha$ is defined by (5.11).
Proof. Since $\tilde{U}^{0}$ is a subspace of $L_{2}\left(\mathbf{T}, L_{2}(\Omega, U)\right), \tilde{U}^{0}$ is closed and convex. By Lemmas 5.20 and 5.21, the functional (5.4) satisfies the conditions of Proposition 2.3. So, there exists a unique $u^{*} \in \tilde{U}^{0}$ at which the functional (5.4) takes its minimum value on $\tilde{U}^{0}$. The formula (5.35) follows from Lemmas 5.14 and 5.15.

### 5.4.2 Minimizing Sequence

Recall that a sequence $\left\{u^{n}\right\}$ in $U_{\text {ad }}$ is called a minimizing sequence in the problem (5.1)-(5.4) if

$$
J\left(u^{n}\right) \rightarrow \inf _{U_{\mathrm{ad}}} J(u), n \rightarrow \infty
$$

By definition of infimum, a minimizing sequence exists always and, obviously, is not unique.

Theorem 5.23. Under the conditions $\left(\mathbf{C}_{\mathbf{1}}\right)-\left(\mathbf{C}_{\mathbf{4}}\right)$, let

$$
\begin{align*}
u_{t}^{\lambda}= & -G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathbf{E}_{t-\lambda}^{0} x_{t}^{\lambda} \\
& -G_{t}^{-1} B_{t}^{*} \mathbf{E}_{t-\lambda}^{0} \alpha_{t}-G_{t}^{-1} \mathbf{E}_{t-\lambda}^{0} g_{t}, \text { a.e. } t \in \mathbf{T}, \lambda>0 \tag{5.36}
\end{align*}
$$

where $x^{\lambda}=x^{u^{\lambda}}, \mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the equation (3.9), $\alpha$ is defined by (5.11) and $\mathbf{E}_{t-\lambda}^{0}=\mathbf{E}$ for $0<t \leq \lambda$. Then $\left\{u^{\lambda_{n}}\right\}$ is a minimizing
sequence in the problem (5.1)-(5.4) for any sequence $\left\{\lambda_{n}\right\}$ of real numbers with $\lambda_{n} \rightarrow 0$. If there exists an optimal control $u^{*} \in U_{\mathrm{ad}}$ in the problem (5.1)-(5.4), then $u^{\lambda}$ converges to $u^{*}$ in the norm of $L_{2}(\mathbf{T} \times \Omega, U)$ as $\lambda \rightarrow 0$.

Proof. By Proposition 5.11, $u^{\lambda} \in U_{\text {ad }}$ for all $0<\lambda \leq T$. On the other hand, $u^{\lambda}$ converges to $u^{*}$ defined by (5.35) in the norm of $L_{2}(\mathbf{T} \times \Omega, U)$ when $\lambda \rightarrow 0$. So, by Propositions 5.13 and 5.22 , we have

$$
J\left(u^{\lambda}\right) \rightarrow J\left(u^{*}\right)=\inf _{\bar{U}^{0}} J(u)=\inf _{U_{\mathrm{ad}}} J(u), \lambda \rightarrow 0
$$

If an optimal control $u^{*} \in U_{\text {ad }}$ in the problem (5.1)-(5.4) exists, then it has the form (5.12) as well as (5.35). Hence, $u^{\lambda} \rightarrow u^{*}$ as $\lambda \rightarrow 0$ in the norm of $L_{2}(\mathbf{T} \times \Omega, U)$.

### 5.5 Linear Regulator Problem

A nonrandom version of the problem (5.1)-(5.4) is called a (deterministic) linear regulator problem.

### 5.5.1 Setting of Linear Regulator Problem

One can pass from the problem (5.1)-(5.4) to a linear regulator problem by taking $\mathcal{F}=\{\Omega, \varnothing\}$. In this case, all martingales in $M_{2}(\mathbf{T}, X)$ reduce to the zero function. Also, in this case $l, b, c, q, f, g$ become nonrandom, the observation system (5.2) has no meaning since the nonrandom state process need not be estimated and

$$
U_{\mathrm{ad}}=\tilde{U}^{1}=\tilde{U}^{0}=L_{2}(\mathbf{T}, U)
$$

Below we consider a linear regulator problem on $[\tau, T]$, where $0 \leq \tau<T$, instead of $[0, T]$ and select $l, b, q, f$ and $g$ in a special form. Realizing the above, we set a linear regulator problem in the form

$$
\begin{align*}
x_{t}^{u}= & \mathcal{U}_{t, \tau} l+\int_{\tau}^{t} \mathcal{U}_{t, s} B_{s} u_{s} d s, 0 \leq \tau \leq t \leq T  \tag{5.37}\\
J(u)= & \left\langle x_{T}^{u}+\rho_{T}, Q_{T}\left(x_{T}^{u}+\rho_{T}\right)\right\rangle \\
& +\int_{\tau}^{T}\left\langle\left[\begin{array}{c}
x_{t}^{u}+\rho_{t} \\
u_{t}
\end{array}\right],\left[\begin{array}{ll}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{c}
x_{t}^{u}+\rho_{t} \\
u_{t}
\end{array}\right]\right\rangle d t  \tag{5.38}\\
U_{\mathrm{ad}}= & L_{2}(\tau, T ; U) \tag{5.39}
\end{align*}
$$

In this section it is supposed that the following conditions hold:
$\left(\mathbf{R}_{\mathbf{1}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), B \in B_{\infty}(\mathbf{T}, \mathcal{L}(U, X)), l \in X, 0 \leq \tau<T ;$
$\left(\mathbf{R}_{\mathbf{2}}\right) Q_{T} \in \mathcal{L}(X), Q_{T} \geq 0, F \in B_{\infty}(\mathbf{T}, \mathcal{L}(X)), G, G^{-1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(U)), L \in$ $B_{\infty}(\mathbf{T}, \mathcal{L}(X, U)), G_{t}>0$ and $F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0$ for a.e. $t \in \mathbf{T}, \rho_{T} \in X$, $\rho \in L_{2}(\mathbf{T}, X)$.

A linear regulator problem consists of minimizing the functional (5.38) on the set of admissible controls (5.39) over the state system (5.37). This problem briefly will be called the problem (5.37)-(5.39). We prefer to call the feedback rule of a given control $u$ (the function $\varphi$ satisfying $u_{t}=\varphi_{t}\left(x_{t}^{u}\right)$ ) a regulator. A regulator is optimal if the respective control is optimal.

### 5.5.2 Optimal Regulator

The following theorem completely solves the problem (5.37)-(5.39).
Theorem 5.24. Under the conditions $\left(\mathbf{R}_{\mathbf{1}}\right)$ and $\left(\mathbf{R}_{\mathbf{2}}\right)$, there exists a unique optimal regulator in the problem (5.37)-(5.39) and the respective optimal control has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) x_{t}^{*}-G_{t}^{-1} B_{t}^{*} \alpha_{t}-G_{t}^{-1} L_{t} \rho_{t}, \text { a.e. } t \in[\tau, T] \tag{5.40}
\end{equation*}
$$

where $x^{*}=x^{u^{*}}, \mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the equation (3.9) and

$$
\begin{gather*}
\alpha_{t}=\mathcal{Y}_{T, t}^{*} Q_{T} \rho_{T}+\int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(F_{s}-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1} L_{s}\right) \rho_{s} d s, \tau \leq t \leq T  \tag{5.41}\\
x_{t}^{*}=\mathcal{Y}_{t, \tau} l-\int_{\tau}^{t} \mathcal{Y}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} \alpha_{s}+L_{s} \rho_{s}\right) d s, \tau \leq t \leq T \tag{5.42}
\end{gather*}
$$

If in addition $\rho=0$ and $\rho_{T}=0$, then $J\left(u^{*}\right)=\left\langle l, Q_{\tau} l\right\rangle$.
Proof. Let $\tau=0$ in the problem (5.37)-(5.39). Also, let $\mathcal{F}=\{\Omega, \varnothing\}$ and $b=0$ in the problem (5.1)-(5.4). Then as it was mentioned above, the sets of admissible controls in both of these problems are equal to $L_{2}(\mathbf{T}, U)$. One can observe that for

$$
\begin{equation*}
q=Q_{T} \rho_{T}, f_{t}=F_{t} \rho_{t}, g_{t}=L_{t} \rho_{t}, \text { a.e. } t \in \mathbf{T} \tag{5.43}
\end{equation*}
$$

the difference of the functionals (5.38) and (5.4) is equal to

$$
\left\langle\rho_{T}, Q_{T} \rho_{T}\right\rangle+\int_{0}^{T}\left\langle\rho_{t}, F_{t} \rho_{t}\right\rangle d t
$$

and it is independent of control actions. So, under the above assumptions, Theorem 5.17 could be applied to the problem (5.37)-(5.39). This leads to the formulae (5.40)-(5.42) for the optimal control (when $\tau=0$ ). The existence and the uniqueness of the optimal regulator follows from Proposition 5.22 because $\mathcal{F}=\{\Omega, \varnothing\}$ implies $U_{\mathrm{ad}}=\tilde{U}^{0}=\tilde{U}^{1}=L_{2}(\mathbf{T}, U)$. Now let $0<\tau<T$. In this case by an easy manipulation, the problem (5.37)-(5.39) reduces to the case $\tau=0$ and the formulae (5.40)-(5.42) can be obtained. Finally, if $\rho=0$ and $\rho_{\tau}=0$, then $\alpha=0$. Substituting them in (5.38), one can obtain $J\left(u^{*}\right)=\left\langle l, Q_{\tau} l\right\rangle$.

### 5.6 Existence of Optimal Control

In this section, using properties of controls in linear feedback form, the existence of an optimal control in the problem (5.1)-(5.4) will be reduced to a certain filtering problem. In this section it is supposed that the conditions $\left(\mathbf{C}_{\mathbf{1}}\right)-\left(\mathbf{C}_{\mathbf{3}}\right)$ and $\left(\mathbf{C}_{\mathbf{4}}^{\prime}\right)$ hold and $n$ is a Wiener martingale, i.e.,
$\left(\mathbf{E}_{\mathbf{1}}\right) n$ has the representation

$$
n_{t}=\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T
$$

where $\Psi \in B_{\infty}(\mathbf{T}, \mathcal{L}(Z))$ and $v$ is a $Z$-valued Wiener process on $\mathbf{T}$.
Also, we use the notation of Section 5.1.

### 5.6.1 Controls in Linear Feedback Form

Consider the stochastic optimal control problem (5.1)-(5.4). A function in the form

$$
\begin{equation*}
u_{t}=u_{t}^{0}+\int_{0}^{t} M_{t, s} d z_{s}^{u}, \text { a.e. } t \in \mathbf{T} \tag{5.44}
\end{equation*}
$$

where $u^{0} \in L_{2}(\mathbf{T}, U)$ and $M \in B_{2}\left(\Delta_{T}, \mathcal{L}(Z, U)\right)$, is called a control in linear feedback form. Note that by $\left(\mathbf{E}_{\mathbf{1}}\right)$, the integral in (5.44) is well defined.
Lemma 5.25. If $u$ has the representation (5.44) with $u^{0} \in L_{2}(\mathbf{T}, U)$ and with $M \in B_{2}\left(\Delta_{T}, \mathcal{L}(Z, U)\right)$, then it also has the representation

$$
\begin{equation*}
u_{t}=u_{t}^{1}+\int_{0}^{t} N_{t, s} d z_{s}^{0}, \text { a.e. } t \in \mathbf{T} \tag{5.45}
\end{equation*}
$$

for some $u^{1} \in L_{2}(\mathbf{T}, U)$ and $N \in B_{2}\left(\Delta_{T}, \mathcal{L}(Z, U)\right)$ and vice versa, where $z^{0}$ is the observation process (5.2) corresponding to zero control.

Proof. Suppose (5.44) holds. By (5.1)-(5.2), we have

$$
\begin{equation*}
z_{t}^{u}=z_{t}^{0}+\int_{0}^{t} \int_{0}^{s} C_{s} \mathcal{U}_{s, r} B_{r} u_{r} d r d s, 0 \leq t \leq T \tag{5.46}
\end{equation*}
$$

Using (5.46) in (5.44), we obtain

$$
\begin{equation*}
u_{t}=u_{t}^{0}+\int_{0}^{t} M_{t, s} d z_{s}^{0}+\int_{0}^{t} \int_{0}^{s} M_{t, s} C_{s} \mathcal{U}_{s, r} B_{r} u_{r} d r d s, \text { a.e. } t \in \mathbf{T} \tag{5.47}
\end{equation*}
$$

The equation (5.47) is a Volterra integral equation in $u$. Therefore, by Theorem 2.38 , there exists $G \in B_{2}\left(\Delta_{T}, \mathcal{L}(U)\right)$ such that

$$
u_{t}=u_{t}^{0}+\int_{0}^{t} M_{t, s} d z_{s}^{0}+\int_{0}^{t} G_{t, s}\left(u_{s}^{0}+\int_{0}^{s} M_{s, r} d z_{r}^{0}\right) d s, \text { a.e. } t \in \mathbf{T}
$$

Hence by Theorem 4.23, for

$$
u_{t}^{1}=u_{t}^{0}+\int_{0}^{t} G_{t, s} u_{s}^{0} d s, \text { a.e. } t \in \mathbf{T}
$$

and for

$$
N_{t, s}=M_{t, s}+\int_{s}^{t} G_{t, r} M_{r, s} d r, 0 \leq s \leq t \leq T
$$

we obtain the representation (5.45) for $u$. In a similar manner, starting from (5.45), the representation (5.44) can be obtained.

Proposition 5.26. The set $U_{\mathrm{ad}}$, defined by (5.3), contains all controls which are in the linear feedback form (5.44) with $u^{0} \in L_{2}(\mathbf{T}, U)$ and $M \in B_{2}\left(\Delta_{T}, \mathcal{L}(Z, U)\right)$.

Proof. If $u$ has the form (5.44), then $u \in \tilde{U}$. By Lemma 5.25, $u$ has the form (5.45) as well. Hence, $u \in \tilde{U}^{0}$. Thus, $u \in \tilde{U}^{0} \cap \tilde{U}=U_{\text {ad }}$.

Proposition 5.27. The set $U_{\mathrm{ad}}$, defined by (5.3), contains all controls in the form (5.45) where $u^{1} \in L_{2}(\mathbf{T}, U)$ and $N \in B_{2}\left(\Delta_{T}, \mathcal{L}(Z, U)\right)$.

Proof. This is similar to that of Proposition 5.26.

### 5.6.2 Existence of Optimal Control

By Proposition 5.22, the functional (5.4) takes its minimum value on $\tilde{U}^{0}$ at a unique control $u^{*}$ defined by (5.35). Let us find another representation for this $u^{*}$. Denote

$$
\begin{equation*}
x_{t}=\mathcal{U}_{t, 0}(l-\mathbf{E} l)+\int_{0}^{t} \mathcal{U}_{t, s}\left(b_{s}-\mathbf{E} b_{s}\right) d s+\int_{0}^{t} \mathcal{U}_{t, s} d m_{s}, 0 \leq t \leq T \tag{5.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{t}=\mathcal{U}_{t, 0} \mathbf{E} l+\int_{0}^{t} \mathcal{U}_{t, s}\left(B_{s} u_{s}^{*}+\mathbf{E} b_{s}\right) d s, 0 \leq t \leq T \tag{5.49}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbf{E}_{t}^{0} x_{t}^{*}=\mathbf{E}_{t}^{0} x_{t}+\eta_{t}, 0<t \leq T \tag{5.50}
\end{equation*}
$$

where $x^{*}=x^{u^{*}}$. Using (5.50) in (5.35), we have

$$
\begin{equation*}
u^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right)\left(\mathbf{E}_{t}^{0} x_{t}+\eta_{t}\right)-G_{t}^{-1} g_{t}-G_{t}^{-1} B_{t}^{*} \mathbf{E}_{t}^{0} \alpha_{t}, \text { a.e. } t \in \mathbf{T} \tag{5.51}
\end{equation*}
$$

Let $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U})$. By Proposition 4.28,

$$
\begin{align*}
\eta_{t}= & \mathcal{U}_{t, 0} \mathbf{E} l-\int_{0}^{t} \mathcal{U}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\left(\mathbf{E}_{t}^{0} x_{t}+\eta_{s}\right) d s \\
& +\int_{0}^{t} \mathcal{U}_{t, s}\left(\mathbf{E} b_{s}-B_{s} G_{s}^{-1} g_{s}-B_{s} G_{s}^{-1} B_{s}^{*} \mathbf{E}_{s}^{0} \alpha_{s}\right) d s \\
= & \mathcal{Y}_{t, 0} \mathbf{E} l-\int_{0}^{t} \mathcal{Y}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \mathbf{E}_{t}^{0} x_{t} d s \\
& +\int_{0}^{t} \mathcal{Y}_{t, s}\left(\mathbf{E} b_{s}-B_{s} G_{s}^{-1} g_{s}-B_{s} G_{s}^{-1} B_{s}^{*} \mathbf{E}_{s}^{0} \alpha_{s}\right) d s \tag{5.52}
\end{align*}
$$

Let

$$
\begin{align*}
y_{t}= & \left(B_{t}^{*} Q_{t}+L_{t}\right) x_{t}+B_{t}^{*} \int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s}\left(b_{s}-\mathbf{E} b_{s}\right) d s \\
& +B_{t}^{*} \int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s} d m_{s}, \quad 0 \leq t \leq T \tag{5.53}
\end{align*}
$$

and let

$$
\begin{align*}
u_{t}^{1}= & -G_{t}^{-1} g_{t}-G_{t}^{-1} B_{t}^{*} \mathcal{Y}_{T, t}^{*} q-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathcal{Y}_{t, 0} \mathbf{E} l \\
& +G_{t}^{-1} B_{t}^{*} \int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1} g_{s}-Q_{s} \mathbf{E} b_{s}-f_{s}\right) d s \\
& -G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \int_{0}^{t} \mathcal{Y}_{t, s}\left(\mathbf{E} b_{s}-B_{s} G_{s}^{-1} g_{s}\right) d s \\
& +G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \int_{0}^{t} \mathcal{Y}_{t, s} B_{s} G_{s}^{-1} B_{s}^{*} \mathcal{Y}_{T, s}^{*} q d s \\
& -G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \int_{0}^{t} \int_{s}^{T} \mathcal{Y}_{t, s} B_{s} G_{s}^{-1} B_{s}^{*} \mathcal{Y}_{r, s}^{*} \\
& \quad \times\left(\left(Q_{r} B_{r}+L_{r}^{*}\right) G_{r}^{-1} g_{r}-Q_{r} \mathbf{E} b_{r}-f_{r}\right) d r d s, \text { a.e. } t \in \mathbf{T} . \tag{5.54}
\end{align*}
$$

Substituting (5.52) and (5.11) in (5.51) and using (5.53) and (5.54), we obtain

$$
\begin{equation*}
u_{t}^{*}=u_{t}^{1}-G_{t}^{-1} \mathbf{E}_{t}^{0} y_{t}+G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \int_{0}^{t} \mathcal{Y}_{t, s} B_{s} G_{s}^{-1} \mathbf{E}_{s}^{0} y_{s} d s, \text { a.e. } t \in \mathbf{T} \tag{5.55}
\end{equation*}
$$

Let $z_{t}$ be defined by

$$
\begin{equation*}
z_{t}=\int_{0}^{t}\left(C_{s} x_{s}+c_{s}-\mathbf{E} c_{s}\right) d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{5.56}
\end{equation*}
$$

where $x$ is defined by (5.48). Obviously, the difference $z_{t}^{0}-z_{t}$ is nonrandom for all $0 \leq t \leq T$. Also by $\left(\mathbf{E}_{\mathbf{1}}\right), z$ and $z^{0}$ have continuous paths. So by Proposition 2.30, we can write

$$
\begin{equation*}
\mathbf{E}_{t}^{0} y_{t}=\mathbf{E}\left(y_{t} \mid z_{s}^{0} ; 0<s \leq t\right)=\mathbf{E}\left(y_{t} \mid z_{s} ; 0<s \leq t\right), 0<t \leq T \tag{5.57}
\end{equation*}
$$

Below we will refer to the condition:
$\left(\mathbf{E}_{\mathbf{2}}\right)$ For $y$ and $z$, defined by (5.48), (5.53) and (5.56),

$$
\mathbf{E}\left(y_{t} \mid z_{s} ; 0<s \leq t\right)=\int_{0}^{t} K_{t, s} d z_{s}, 0<t \leq T
$$

where $K \in B_{2}\left(\Delta_{T}, \mathcal{L}(Z, U)\right)$.
Theorem 5.28. Under the conditions $\left(\mathbf{C}_{\mathbf{1}}\right)-\left(\mathbf{C}_{\mathbf{3}}\right),\left(\mathbf{C}_{\mathbf{4}}^{\prime}\right)$ and $\left(\mathbf{E}_{\mathbf{1}}\right)-\left(\mathbf{E}_{\mathbf{2}}\right)$, there exists a unique optimal control in the stochastic optimal control problem (5.1)-(5.4).

Proof. By (5.57) and ( $\mathbf{E}_{\mathbf{2}}$ ), the formula (5.55) defines a control $u^{*}$ in the form (5.45) for some $u^{1} \in L_{2}(\mathbf{T}, U)$ and $N \in B_{2}\left(\Delta_{T}, \mathcal{L}(Z, U)\right)$. Therefore, by Proposition 5.27, $u^{*}$ belongs to $\tilde{U}_{\text {ad }}$. On the other hand, by Proposition 5.22, the functional (5.4) takes its minimum value on $\tilde{U}^{0}$ at $u^{*}$, defined by (5.35), which is equal to $u^{*}$, defined by (5.55). Therefore, by Proposition 5.13, $u^{*}$ is an optimal control in the problem (5.1)-(5.4). The uniqueness of the optimal control follows from Theorem 5.16 because in view of Theorem 3.22 , the conditions $\left(\mathbf{C}_{\mathbf{1}}\right)$ and $\left(\mathbf{C}_{\mathbf{3}}\right)$ imply the existence of a unique solution of the equation (3.9).

### 5.6.3 Application to Existence of Saddle Points

Theorem 5.28 can be used to study the existence of saddle points. To demonstrate this, in this section we consider two games involving heat and wave equations.

Example 5.29. Assume that a string of unit length is given. Two players have access to every point on the string at any time moment. For the time period $T$, the first player wants to make the temperature of the string close to a certain value, say, to zero and the other one wants to make it much away from zero, both of them with minimum effort. At both end points of the string a constant temperature equal to zero is kept. Obviously, the fluctuation of temperature at points along the string will be modelled as wide band noise. Both players observe the average temperature over the string up to the current time moment with measurement noise that will be modelled as white noise. Mathematically, this "heating-cooling" game can be formulated as

$$
\begin{align*}
& \frac{\partial}{\partial t} x_{t, \theta}=\frac{\partial^{2}}{\partial \theta^{2}} x_{t, \theta}+u_{1, t, \theta}+u_{2, t, \theta}+\varphi_{t}, 0<t \leq T \\
& x_{0, \theta}=f_{\theta}, x_{t, 0}=x_{t, 1}=0,0 \leq \theta \leq 1,0 \leq t \leq T  \tag{5.58}\\
& z_{t}=\int_{0}^{t} \int_{0}^{1} x_{s, \theta} d \theta d s+w_{t}, 0 \leq t \leq T  \tag{5.59}\\
& J\left(u_{1}, u_{2}\right)=\mathbf{E} \int_{0}^{1} x_{T, \theta}^{2} d \theta+\mathbf{E} \int_{0}^{T} \int_{0}^{1}\left(u_{1, t, \theta}^{2}-u_{2, t, \theta}^{2}\right) d \theta d t \tag{5.60}
\end{align*}
$$

where the function $x$ expresses the temperature of the string, $u_{1}$ and $u_{2}$ are controls of the first and second players, respectively, and $z$ is the common observation process of the players. Here $w$ is a standard Wiener process and $\varphi$ is a wide band noise process represented in the form (see Section 4.6.2)

$$
\begin{equation*}
\varphi_{t}=\int_{\max (0, t-\varepsilon)}^{t} \phi_{\theta-t} d w_{\theta}, 0 \leq t \leq T \tag{5.61}
\end{equation*}
$$

with $0<\varepsilon<T$ and $\phi \in L_{2}(-\varepsilon, 0 ; \mathbb{R})$.
Let $X=L_{2}(0,1 ; \mathbb{R})$. Recall that the second order differential operator $d^{2} / d \theta^{2}$ defined on $D\left(d^{2} / d \theta^{2}\right)=\left\{h \in X:\left(d^{2} / d \theta^{2}\right) h \in X, h_{0}=h_{1}=0\right\}$ generates the strongly continuous semigroup $\mathcal{U}$ as defined in Example 3.5 with $\mathcal{U}_{t}=\mathcal{U}_{t}^{*}, t \geq 0$. Since $Q_{T}=I, F_{s}=0, L_{s}=0$ and

$$
B_{s} G_{s}^{-1} B_{s}^{*}=\left[\begin{array}{ll}
I & I
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & -I
\end{array}\right]\left[\begin{array}{l}
I \\
I
\end{array}\right]=0
$$

for the game (5.58)-(5.60), one can easily observe that $\mathcal{Y}_{t}=\mathcal{U}_{t}, t \geq 0$, and the Riccati equation (3.9) is trivial, expressing its solution explicitly in the form $Q_{t}=\mathcal{U}_{2(T-t)}$. Hence, by Theorem 5.19, if there exists a saddle point in this game, then it is unique and has the components

$$
\begin{align*}
& u_{1, t, \cdot}^{*}=-\mathcal{U}_{2(T-t)} \mathbf{E}_{t}^{*} x_{t, \cdot}^{*}-\mathbf{E}_{t}^{*} \int_{t}^{T} \mathcal{U}_{2 T-t-s} D \varphi_{s} d s, \text { a.e. } t \in \mathbf{T},  \tag{5.62}\\
& u_{2, t, \cdot}^{*}=\mathcal{U}_{2(T-t)} \mathbf{E}_{t}^{*} x_{t, \cdot}^{*}+\mathbf{E}_{t}^{*} \int_{t}^{T} \mathcal{U}_{2 T-t-s} D \varphi_{s} d s, \text { a.e. } t \in \mathbf{T} \tag{5.63}
\end{align*}
$$

where $D$ is defined by $[D h]_{\theta}=h,-\infty<h<\infty, 0 \leq \theta \leq 1$. Using (5.62)-(5.63) in (5.58), we obtain

$$
\begin{equation*}
x_{t, \cdot}^{*}=\mathcal{U}_{t} f+\int_{0}^{t} \mathcal{U}_{t-s} D \varphi_{s} d s, 0 \leq t \leq T \tag{5.64}
\end{equation*}
$$

Therefore, (5.62)-(5.63) can be rewritten as

$$
\begin{align*}
& u_{1, t, \cdot}^{*}=-\mathcal{U}_{2 T-t} f-\mathbf{E}_{t}^{*} \int_{0}^{T} \mathcal{U}_{2 T-t-s} D \varphi_{s} d s, \text { a.e. } t \in \mathbf{T}  \tag{5.65}\\
& u_{2, t, \cdot}^{*}=\mathcal{U}_{2 T-t} f+\mathbf{E}_{t}^{*} \int_{0}^{T} \mathcal{U}_{2 T-t-s} D \varphi_{s} d s, \text { a.e. } t \in \mathbf{T} \tag{5.66}
\end{align*}
$$

In order to show the existence of the saddle point, we will verify it on the pair $\left(u_{1}^{*}, u_{2}^{*}\right)$. At first, note that from the results of Section 8.1 it will follow that the conditions $\left(\mathbf{E}_{\mathbf{1}}\right)-\left(\mathbf{E}_{\mathbf{2}}\right)$ for the game (5.58)-(5.60) hold. Hence, $\left(u_{1}^{*}, u_{2}^{*}\right) \in U_{\mathrm{ad}}$. From Theorem 5.28, it is clear that

$$
\begin{equation*}
J\left(u_{1}^{*}, u_{2}^{*}\right) \leq J\left(u_{1}, u_{2}^{*}\right),\left(u_{1}, u_{2}^{*}\right) \in U_{\mathrm{ad}} \tag{5.67}
\end{equation*}
$$

Let us show that

$$
\begin{equation*}
J\left(u_{1}^{*}, u_{2}\right) \leq J\left(u_{1}^{*}, u_{2}^{*}\right),\left(u_{1}^{*}, u_{2}\right) \in U_{\mathrm{ad}} \tag{5.68}
\end{equation*}
$$

For, take any $u_{2}$ with $\left(u_{1}^{*}, u_{2}^{*}+u_{2}\right) \in U_{\text {ad }}$. Then

$$
\begin{aligned}
& J\left(u_{1}^{*}, u_{2}^{*}+u_{2}\right)-J\left(u_{1}^{*}, u_{2}^{*}\right) \\
&= 2 \mathbf{E}\left\langle\mathcal{U}_{T} f+\int_{0}^{T} \mathcal{U}_{T-s} D \varphi_{s} d s, \int_{0}^{T} \mathcal{U}_{T-t} u_{2, t, \cdot} d t\right\rangle_{X} \\
&+\mathbf{E}\left\|\int_{0}^{T} \mathcal{U}_{T-t} u_{2, t, \cdot} d t\right\|_{X}^{2}-2 \mathbf{E} \int_{0}^{T}\left\langle u_{2, t, \cdot}^{*}, u_{2, t, \cdot}\right\rangle_{X} d t-\mathbf{E} \int_{0}^{T}\left\|u_{2, t, \cdot}\right\|_{X}^{2} d t \\
& \leq 2 \mathbf{E} \int_{0}^{T}\left\langle\mathcal{U}_{2 T-t} f+\int_{0}^{T} \mathcal{U}_{2 T-t-s} D \varphi_{s} d s, u_{2, t, \cdot}\right\rangle_{X} d t \\
&-2 \mathbf{E} \int_{0}^{T}\left\langle\mathcal{U}_{2 T-t} f+\mathbf{E}_{t}^{*} \int_{0}^{T} \mathcal{U}_{2 T-t-s} D \varphi_{s} d s, u_{2, t, \cdot}\right\rangle_{X} d t \\
&+\mathbf{E} \int_{0}^{T}\left\|u_{2, t, \cdot}\right\|_{X}^{2} d t\left(\int_{0}^{T}\left\|\mathcal{U}_{T-t}\right\|_{\mathcal{L}(X)}^{2} d t-1\right) \\
&= \mathbf{E} \int_{0}^{T}\left\|u_{2, t, \cdot}\right\|_{X}^{2} d t\left(\int_{0}^{T}\left\|\mathcal{U}_{t}\right\|_{\mathcal{L}(X)}^{2} d t-1\right) .
\end{aligned}
$$

Since

$$
\begin{aligned}
\int_{0}^{T}\left\|\mathcal{U}_{t}\right\|_{\mathcal{L}(X)}^{2} d t & =\int_{0}^{T} \sup _{\|h\|=1} \sum_{n=1}^{\infty} 2 e^{-2 n^{2} \pi^{2} t}\left(\int_{0}^{1} h_{\theta} \sin (n \pi \theta) d \theta\right)^{2} d t \\
& \leq \sum_{n=1}^{\infty} \int_{0}^{T} e^{-2 n^{2} \pi^{2} t} d t \leq \sum_{n=1}^{\infty} \frac{1}{2 n^{2} \pi^{2}} \\
& \leq \frac{1}{2 \pi^{2}}\left(1+\int_{1}^{\infty} \frac{1}{z^{2}} d z\right)=\frac{1}{\pi^{2}}<1
\end{aligned}
$$

we obtain that a saddle point in the game (5.58)-(5.60) exists. Thus, the pair $\left(u_{1}^{*}, u_{2}^{*}\right)$ defined by (5.62)-(5.63) or (5.65)--(5.66) is a unique saddle point and $J\left(u_{1}^{*}, u_{2}^{*}\right)=\mathbf{E}\left\|x_{T, .}^{*}\right\|_{X}^{2}$ where $x^{*}$ is defined by (5.64).

Example 5.30. Now consider a game involving a vibrating string of unit length: let the state system be given by

$$
\begin{align*}
& \frac{\partial^{2}}{\partial t^{2}} x_{t, \theta}=\frac{\partial^{2}}{\partial \theta^{2}} x_{t, \theta}+u_{1, t, \theta}+u_{2, t, \theta}+\varphi_{t}, 0<t \leq T \\
& \quad x_{0, \theta}=f_{\theta},\left.\frac{\partial}{\partial t} x_{t, \theta}\right|_{t=0}=g_{\theta}, x_{t, 0}=x_{t, 1}=0,0 \leq \theta \leq 1,0 \leq t \leq T \tag{5.69}
\end{align*}
$$

the observation system by

$$
\begin{equation*}
z_{t}=\int_{0}^{t} \int_{0}^{1} x_{s, \theta} d \theta d s+w_{t}, 0 \leq t \leq T \tag{5.70}
\end{equation*}
$$

and the functional by

$$
\begin{align*}
J\left(u_{1}, u_{2}\right)= & \mathbf{E} \int_{0}^{1}\left(\left(\left.\frac{\partial}{\partial t} x_{t, \theta}\right|_{t=T}\right)^{2}+\left(\left.\frac{\partial}{\partial \theta} x_{t, \theta}\right|_{t=T}\right)^{2}\right) d \theta \\
& +\mathbf{E} \int_{0}^{T} \int_{0}^{1}\left(u_{1, t, \theta}^{2}-u_{2, t, \theta}^{2}\right) d \theta d t \tag{5.71}
\end{align*}
$$

Here $x_{t, \theta}$ expresses the displacement of the string at the point $\theta$ and at the time moment $t, u_{1}$ is a control of the first player which tries to minimize the functional (5.71) and $u_{2}$ is a control of the second player maximizing (5.71). Both players observe the process $z$ defined by (5.70). We assume that $w$ is a standard Wiener process and $\varphi$ is a wide band noise process defined by (5.61) with $0<\varepsilon<T$ and $\phi \in L_{2}(-\varepsilon, 0 ; \mathbb{R})$.

Consider the Hilbert space $X$ and the semigroup $\mathcal{U}$ on $X$ from Example 3.6. Recall that $\mathcal{U}$ is a contraction semigroup and its natural extension to the real line forms a group.

Let

$$
y_{t, \theta}=\left[\begin{array}{c}
x_{t, \theta} \\
(\partial / \partial t) x_{t, \theta}
\end{array}\right], y_{0, \cdot}=\left[\begin{array}{l}
f \\
g
\end{array}\right] \in X
$$

Since for $\xi \in L_{2}(0,1 ; \mathbb{R})$ with $(d / d \theta) \xi \in L_{2}(0,1 ; \mathbb{R})$, we have

$$
\xi_{\theta}=\sum_{n=1}^{\infty} \check{\xi}_{n} \sqrt{2} \sin (n \pi \theta) \Rightarrow \frac{d}{d \theta} \xi_{\theta}=\sum_{n=1}^{\infty} n \pi \check{\xi}_{n} \sqrt{2} \cos (n \pi \theta)
$$

by Parseval identity,

$$
\int_{0}^{1} \xi_{\theta}^{2} d \theta=\sum_{n=1}^{\infty} \check{\xi}_{n}^{2} \text { and } \int_{0}^{1}\left(\frac{\partial}{\partial \theta} \xi_{\theta}\right)^{2} d \theta=\sum_{n=1}^{\infty} n^{2} \pi^{2} \check{\xi}_{n}^{2}
$$

where $\left\{\check{\xi}_{n}\right\}$ is the sequence of Fourier coefficients in the half-range Fourier sine expansion of $\xi$. Therefore, the game (5.69)-(5.71) can be written as

$$
\begin{align*}
& y_{t, \cdot}=\mathcal{U}_{t} y_{0, \cdot}+\int_{0}^{t} \mathcal{U}_{t-s} \check{I}\left(u_{1, s, \cdot}+u_{2, s, \cdot}\right) d s+\int_{0}^{t} \mathcal{U}_{t-s} \check{I} D \varphi_{s} d s, 0 \leq t \leq T  \tag{5.72}\\
& z_{t}=\int_{0}^{t} \int_{0}^{1}\left[\begin{array}{ll}
I & 0
\end{array}\right] y_{s, \theta} d \theta d s+w_{t}, 0 \leq t \leq T  \tag{5.73}\\
& J\left(u_{1}, u_{2}\right)=\mathbf{E}\left\|y_{T, \cdot}\right\|_{X}^{2}+\mathbf{E} \int_{0}^{T}\left(\left\|u_{1, t, \cdot}\right\|_{L_{2}}^{2}-\left\|u_{2, t, \cdot}\right\|_{L_{2}}^{2}\right) d t \tag{5.74}
\end{align*}
$$

where $D$ is defined in Example 5.29 and

$$
\check{I}=\left[\begin{array}{l}
0 \\
I
\end{array}\right] \in \mathcal{L}\left(L_{2}(0,1 ; \mathbb{R}), X\right)
$$

Since $Q_{T}=I, F_{s}=0, L_{s}=0$ and $B_{s} G_{s}^{-1} B_{s}^{*}=0$ for the game (5.72)-(5.74), we obtain $\mathcal{Y}_{t}=\mathcal{U}_{t}$ and $Q_{t}=I, 0 \leq t \leq T$. Hence, by Theorem 5.19 , if there exists a saddle point in this game, then it is unique and has the components

$$
\begin{align*}
& u_{1, t, \cdot}^{*}=-\check{I}^{*} \mathbf{E}_{t}^{*} y_{t, \cdot}^{*}-\check{I}^{*} \mathbf{E}_{t}^{*} \int_{t}^{T} \mathcal{U}_{t-s} \check{I} D \varphi_{s} d s, \text { a.e. } t \in \mathbf{T}  \tag{5.75}\\
& u_{2, t, \cdot}^{*}=\check{I}^{*} \mathbf{E}_{t}^{*} y_{t, \cdot}^{*}+\check{I}^{*} \mathbf{E}_{t}^{*} \int_{t}^{T} \mathcal{U}_{t-s} \check{I} D \varphi_{s} d s, \text { a.e. } t \in \mathbf{T} \tag{5.76}
\end{align*}
$$

Substituting (5.75)-(5.76) in (5.72), we obtain

$$
\begin{equation*}
y_{t, \cdot}^{*}=\mathcal{U}_{t} y_{0, \cdot}+\int_{0}^{t} \mathcal{U}_{t-s} \check{I} D \varphi_{s} d s, 0 \leq t \leq T \tag{5.77}
\end{equation*}
$$

Therefore, (5.75)-(5.76) can be rewritten as

$$
\begin{align*}
& u_{1, t, \cdot}^{*}=-\check{I}^{*} \mathcal{U}_{t} y_{0, \cdot}-\mathbf{E}_{t}^{*} \int_{0}^{T} \check{I}^{*} \mathcal{U}_{t-s} \check{I} D \varphi_{s} d s, \text { a.e. } t \in \mathbf{T},  \tag{5.78}\\
& u_{2, t, \cdot}^{*}=\check{I}^{*} \mathcal{U}_{t} y_{0, \cdot}+\mathbf{E}_{t}^{*} \int_{0}^{T} \check{I}^{*} \mathcal{U}_{t-s} \check{I} D \varphi_{s} d s, \text { a.e. } t \in \mathbf{T} . \tag{5.79}
\end{align*}
$$

In order to show the existence of the saddle point, we will verify it on the pair $\left(u_{1}^{*}, u_{2}^{*}\right)$. From the results of Section 8.1 it will follow that the conditions $\left(\mathbf{E}_{\mathbf{1}}\right)-\left(\mathbf{E}_{\mathbf{2}}\right)$ for the game (5.72)-(5.74) hold. Hence, $\left(u_{1}^{*}, u_{2}^{*}\right) \in U_{\mathrm{ad}}$. From Theorem 5.28 , it is clear that the inequality (5.67) holds. Let us show the inequality (5.68) for the game (5.72)-(5.74). For, take any $u_{2}$ with $\left(u_{1}^{*}, u_{2}^{*}+u_{2}\right) \in U_{\text {ad }}$. Then

$$
\begin{aligned}
& J\left(u_{1}^{*}, u_{2}^{*}+u_{2}\right)-J\left(u_{1}^{*}, u_{2}^{*}\right) \\
&= 2 \mathbf{E}\left\langle\mathcal{U}_{T} y_{0, \cdot}+\int_{0}^{T} \mathcal{U}_{T-s} \check{I} D \varphi_{s} d s, \int_{0}^{T} \mathcal{U}_{T-t} \check{I} u_{2, t, \cdot} d t\right\rangle_{X} \\
&+\mathbf{E}\left\|\int_{0}^{T} \mathcal{U}_{T-t} \check{I} u_{2, t, \cdot} d t\right\|_{X}^{2}-2 \mathbf{E} \int_{0}^{T}\left\langle u_{2, t, \cdot}^{*}, u_{2, t, \cdot}\right\rangle_{L_{2}} d t-\mathbf{E} \int_{0}^{T}\left\|u_{2, t, \cdot}\right\|_{L_{2}}^{2} d t \\
& \leq 2 \mathbf{E} \int_{0}^{T}\left\langle\check{I}^{*} \mathcal{U}_{T} \mathcal{U}_{T-t}^{*} y_{0, \cdot}+\int_{0}^{T} \check{I}^{*} \mathcal{U}_{T-s} \mathcal{U}_{T-t}^{*} \check{I} D \varphi_{s} d s, u_{2, t, \cdot}\right\rangle_{L_{2}} d t \\
&-2 \mathbf{E} \int_{0}^{T}\left\langle\check{I}^{*} \mathcal{U}_{t} y_{0, \cdot}+\mathbf{E}_{t}^{*} \int_{0}^{T} \check{I}^{*} \mathcal{U}_{t-s} \check{I} D \varphi_{s} d s, u_{2, t, \cdot}\right\rangle_{L_{2}} d t \\
&+\mathbf{E} \int_{0}^{T}\left\|u_{2, t, \cdot}\right\|_{L_{2}}^{2} d t \cdot\left(\int_{0}^{T}\left\|\mathcal{U}_{T-t} \check{I}\right\|_{\mathcal{L}}^{2} d t-1\right) \leq 0
\end{aligned}
$$

if $0<T \leq 1$. Hence, the inequality (5.68) holds for $0<T \leq 1$ proving that a saddle point in the game (5.72)-(5.74) or (5.69)-(5.71) exists if $0<T \leq 1$. Thus, the pair $\left(u_{1}^{*}, u_{2}^{*}\right)$ defined by (5.75)-(5.76) or (5.78)-(5.79) is a unique saddle point and $J\left(u_{1}^{*}, u_{2}^{*}\right)=\mathbf{E}\left\|y_{T,}^{*}\right\|_{X}^{2}$ where $y^{*}$ is defined by (5.77) and $0<T \leq 1$.

### 5.7 Concluding Remarks

Let

$$
\begin{align*}
x_{t} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \varphi_{s}^{1} d s+\int_{0}^{t} \mathcal{U}_{t, s} d m_{s}, 0 \leq t \leq T  \tag{5.80}\\
y_{t} & =M_{t} x_{t}+\int_{t}^{T} N_{s, t} \varphi_{s}^{1} d s+\int_{t}^{T} N_{s, t} d m_{s}, 0 \leq t \leq T  \tag{5.81}\\
z_{t} & =\int_{0}^{t}\left(C_{s} x_{s}+\varphi_{s}^{2}\right) d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{5.82}
\end{align*}
$$

One can observe that the random processes $x, y$ and $z$ defined by (5.80)-(5.82) are the same as $x, y$ and $z$ defined by the formulae (5.48), (5.53) and (5.56) if

$$
\begin{gathered}
x_{0}=l-\mathbf{E} l, \varphi_{t}^{1}=b_{t}-\mathbf{E} b_{t}, \varphi_{t}^{2}=c_{t}-\mathbf{E} c_{t}, 0 \leq t \leq T \\
N_{s, t}=B_{t}^{*} \mathcal{Y}_{s, t}^{*} Q_{s},(s, t) \in \Delta_{T}, M_{t}=B_{t}^{*} Q_{t}+L_{t}, 0 \leq t \leq T
\end{gathered}
$$

Indeed the condition $\left(\mathbf{E}_{2}\right)$ means finding the best estimate of $y_{t}$ based on observations $z_{s}, 0 \leq s \leq t$, in a linear feedback form for all $0<t \leq T$. With the notation introduced above, this problem will be called the filtering problem (5.80)-(5.82) and will be studied in the following chapters under the condition that the covariance operator of the Wiener process $v$ is coercive, which in term implies that $Z$ has a finite dimension, i.e., $Z=\mathbb{R}^{n}$. Also, the processes $\varphi^{1}$ and $\varphi^{2}$ will be taken to be colored or wide band noise processes.

Two cases in the problem (5.80)-(5.82) must be specified. The first case assumes that the past of observations and the future of signal noise are independent, i.e., $\sigma\left(z_{s} ; 0 \leq s \leq t\right)$ and $\sigma\left(\varphi_{s}^{1}, m_{s}-m_{t} ; t<s \leq T\right)$ are independent for all $0<t \leq T$. In this case,

$$
\mathbf{E}_{t} y_{t}=\mathbf{E}\left(y_{t} \mid z_{s} ; 0 \leq s \leq t\right)=M_{t} \mathbf{E}\left(x_{t} \mid z_{s} ; 0 \leq s \leq t\right), 0<t \leq T
$$

and the problem (5.80)-(5.82) reduces to estimating $x_{t}$ based on observations $z_{s}, 0 \leq s \leq t$. This case includes the Kalman-Bucy filtering for independent or correlated white noises, discussed in Chapter 6, and the linear filtering problems when the signal noise anticipates the observation noise.

The second case is more complicated and requires the dependence of the $\sigma$ algebras $\sigma\left(z_{s} ; 0 \leq s \leq t\right)$ and $\sigma\left(\varphi_{s}^{1}, m_{s}-m_{t} ; t<s \leq T\right)$ for $t$ in some nontrivial subinterval of $\mathbf{T}$. In particular, this case includes filtering problems with the signal noise delaying the observation noise.

## Chapter 6

## Control and Estimation under Correlated White Noises

In this chapter the Kalman-Bucy estimation theory concerning correlated white noise processes and its application to designing optimal stochastic regulators are considered.

Convention. In this chapter it is always assumed that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space, $X, U, H \in \mathcal{H}, T>0, \mathbf{T}=[0, T]$ is a finite time interval and $\Delta_{t}=\{(s, r): 0 \leq r \leq s \leq t\}$ for $t>0$.

### 6.1 Estimation: Preliminaries

### 6.1.1 Setting of Estimation Problems

Let $(x, z)$ be a pair of random processes where

$$
\begin{equation*}
x_{t}=\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, 0 \leq t \leq T \tag{6.1}
\end{equation*}
$$

is a signal process and

$$
\begin{equation*}
z_{t}=\int_{0}^{t} C_{s} x_{s} d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{6.2}
\end{equation*}
$$

is an observation process. We will suppose that the following conditions hold:
$\left(\mathbf{E}_{1}^{\mathbf{w}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), C \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, \mathbb{R}^{n}\right)\right) ;$
$\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right) \Phi \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, X)), \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right),\left[\begin{array}{c}w \\ v\end{array}\right]$ is an $H \times \mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with $\operatorname{cov} v_{T}>0, x_{0}$ is a an $X$-valued Gaussian random variable with $\mathbf{E} x_{0}=0, x_{0}$ and $(w, v)$ are independent.

[^3]Also, throughout this chapter we will denote

$$
\left\{\begin{array}{l}
P_{0}=\operatorname{cov} x_{0},\left[\begin{array}{cc}
\bar{W} & \bar{R} \\
\bar{R}^{*} & \bar{V}
\end{array}\right]=T^{-1} \operatorname{cov}\left[\begin{array}{c}
w_{T} \\
v_{T}
\end{array}\right]  \tag{6.3}\\
W_{t}=\Phi_{t} \bar{W} \Phi_{t}^{*}, V_{t}=\Psi_{t} \bar{V} \Psi_{t}^{*}, R_{t}=\Phi_{t} \vec{R} \Psi_{t}^{*}, 0 \leq t \leq T
\end{array}\right.
$$

Let $t$ and $\tau$ be two time moments in $\mathbf{T}$. Since $x_{0}, w$ and $v$ define a Gaussian system, according to Proposition 4.34, in case $\tau>0$ we can expect that the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, has a linear feedback form, i.e.,

$$
\begin{equation*}
\hat{x}_{t}^{\tau}=\mathbf{E}\left(x_{t} \mid z_{s} ; 0 \leq s \leq \tau\right)=\int_{0}^{\tau} K_{s} d z_{s} \tag{6.4}
\end{equation*}
$$

for some $K \in B_{2}\left(0, \tau ; \mathcal{L}\left(\mathbb{R}^{n}, X\right)\right)$. One can see that (6.4) includes the case $\tau=0$ as well in view of

$$
\hat{x}_{t}^{0}=\mathbf{E}\left(x_{t} \mid z_{0}\right)=\mathbf{E} x_{t}=\mathcal{U}_{t, 0} \mathbf{E} x_{0}+\mathbf{E} \int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}=0
$$

Designing the conditional expectation $\mathbf{E}\left(x_{t} \mid z_{s} ; 0 \leq s \leq \tau\right)$ in the linear feedback form (6.4), where $x$ and $z$ are defined by (6.1) and (6.2), respectively, will be called the estimation problem (6.1)-(6.2). When $0 \leq t=\tau \leq T$ (respectively, $0 \leq \tau<t \leq T$ or $0 \leq t<\tau \leq T$ ), the estimation problem (6.1)-(6.2) will be called the filtering (respectively, prediction or smoothing) problem (6.1)-(6.2). In (6.4) we write $\hat{x}_{t}=\hat{x}_{t}^{\tau}$ in the case $t=\tau$.

Note that in (6.4) $K$ depends on $s$ as well as on $t$ and $\tau$. For brevity, we indicate only the dependence of $K$ on $s$. We say that an optimal linear feedback estimator in the estimation problem (6.1)-(6.2) is unique if the function $K$ satisfying (6.4) is unique a.e. on $[0, \tau]$ for $t$ and $\tau$ considered as fixed.

### 6.1.2 Wiener-Hopf Equation

By use of Proposition 4.34, one can derive an equation for $K$ satisfying (6.4).
Lemma 6.1. For $0<\tau \leq T$ and for $0 \leq t \leq T$, the equality (6.4) holds if and only if $K$ satisfies

$$
\begin{equation*}
K_{s} V_{s}+\int_{0}^{\tau} K_{r} \tilde{\Lambda}_{r, s} d r=\Lambda_{t, s} C_{s}^{*}+\chi_{[0, t]}(s) \mathcal{U}_{t, s} R_{s}, \text { a.e. } s \in[0, \tau] \tag{6.5}
\end{equation*}
$$

where $\Lambda$ and $\tilde{\Lambda}$ are defined by

$$
\begin{align*}
& \Lambda_{r, s}=\mathcal{U}_{r, 0} P_{0} \mathcal{U}_{s, 0}^{*}+\int_{0}^{\min (s, r)} \mathcal{U}_{r, \sigma} W_{\sigma} \mathcal{U}_{s, \sigma}^{*} d \sigma, s, r \in \mathbf{T},  \tag{6.6}\\
& \tilde{\Lambda}_{r, s}=C_{r} \Lambda_{r, s} C_{s}^{*}+\left\{\begin{array}{ll}
C_{r} \mathcal{U}_{r, s} R_{s}, & r>s \\
R_{r}^{*} \mathcal{U}_{s, r}^{*} C_{s}^{*}, & r \leq s
\end{array}\right\}, s, r \in \mathbf{T} \tag{6.7}
\end{align*}
$$

Proof. First, note that by Proposition 4.26(e),

$$
\begin{aligned}
\operatorname{cov}\left(x_{r}, x_{s}\right) & =\operatorname{cov}\left(\mathcal{U}_{r, 0} x_{0}, \mathcal{U}_{s, 0} x_{0}\right)+\operatorname{cov}\left(\int_{0}^{r} \mathcal{U}_{r, \sigma} \Phi_{\sigma} d w_{\sigma}, \int_{0}^{s} \mathcal{U}_{s, \sigma} \Phi_{\sigma} d w_{\sigma}\right) \\
& =\mathcal{U}_{r, 0} P_{0} \mathcal{U}_{s, 0}^{*}+\int_{0}^{\min (s, r)} \mathcal{U}_{r, \sigma} W_{\sigma} \mathcal{U}_{s, \sigma}^{*} d \sigma=\Lambda_{r, s}
\end{aligned}
$$

By Proposition 4.34, the equality (6.4) holds if and only if

$$
\begin{equation*}
\operatorname{cov}\left(\int_{0}^{\tau} K_{s} d z_{s}, \int_{0}^{\tau} G_{s} d z_{s}\right)=\operatorname{cov}\left(x_{t}, \int_{0}^{\tau} G_{s} d z_{s}\right) \tag{6.8}
\end{equation*}
$$

for all $G \in B_{2}\left(0, \tau ; \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$. Computing the left-hand side of (6.8), we obtain

$$
\begin{aligned}
& \operatorname{cov}\left(\int_{0}^{\tau} K_{s} d z_{s}, \int_{0}^{\tau} G_{s} d z_{s}\right) \\
&= \operatorname{cov}\left(\int_{0}^{\tau} K_{s} C_{s} x_{s} d s+\int_{0}^{\tau} K_{s} \Psi_{s} d v_{s}, \int_{0}^{\tau} G_{s} C_{s} x_{s} d s+\int_{0}^{\tau} G_{s} \Psi_{s} d v_{s}\right) \\
&= \int_{0}^{\tau} \int_{0}^{\tau} K_{r} C_{r} \Lambda_{r, s} C_{s}^{*} G_{s}^{*} d r d s+\int_{0}^{\tau} K_{s} V_{s} G_{s}^{*} d s \\
&+\operatorname{cov}\left(\int_{0}^{\tau} \int_{0}^{r} K_{r} C_{r} \mathcal{U}_{r, s} \Phi_{s} d w_{s} d r, \int_{0}^{\tau} G_{s} \Psi_{s} d v_{s}\right) \\
&+\operatorname{cov}\left(\int_{0}^{\tau} K_{r} \Psi_{r} d v_{r}, \int_{0}^{\tau} \int_{0}^{s} G_{s} C_{s} \mathcal{U}_{s, r} \Phi_{r} d w_{r} d s\right) \\
&= \int_{0}^{\tau}\left(K_{s} V_{s}+\int_{0}^{\tau} K_{r}\left(C_{r} \Lambda_{r, s} C_{s}^{*}+\left\{\begin{array}{ll}
C_{r} \mathcal{U}_{r, s} R_{s}, & r>s \\
R_{r}^{*} \mathcal{U}_{s, r}^{*} C_{s}^{*}, & r \leq s
\end{array}\right\}\right) d r\right) G_{s}^{*} d s \\
&= \int_{0}^{\tau}\left(K_{s} V_{s}+\int_{0}^{\tau} K_{r} \tilde{\Lambda}_{r, s} d r\right) G_{s}^{*} d s .
\end{aligned}
$$

Similarly, for the right-hand side of (6.8),

$$
\begin{aligned}
\operatorname{cov}\left(x_{t}, \int_{0}^{\tau} G_{s} d z_{s}\right)= & \operatorname{cov}\left(x_{t}, \int_{0}^{\tau} G_{s} C_{s} x_{s} d s\right) \\
& +\operatorname{cov}\left(\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, \int_{0}^{\tau} G_{s} \Psi_{s} d v_{s}\right) \\
= & \int_{0}^{\tau}\left(\Lambda_{t, s} C_{s}^{*}+\chi_{[0, t]}(s) \mathcal{U}_{t, s} R_{s}\right) G_{s}^{*} d s
\end{aligned}
$$

Equating the expressions for the two sides of (6.8) and using the arbitrariness of $G$, we obtain (6.5). So, (6.8) implies (6.5). Running back in the above calculations, one can show that (6.5) implies (6.8) too.

The equation (6.5) for $K$ is called a Wiener-Hopf equation.

### 6.2 Filtering

In this section we suppose that the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)$ and $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$ hold and we let $0 \leq t=\tau \leq T$.

### 6.2.1 Dual Linear Regulator Problem

Denote

$$
\left\{\begin{array}{l}
\mathcal{R}=\mathcal{D}_{t}(\mathcal{U}), \quad B=D_{t}(C), \quad F=D_{t}(W)  \tag{6.9}\\
G=D_{t}(V), L=D_{t}(R), \quad Q_{t}=P_{0}
\end{array}\right.
$$

where the transformations $\mathcal{D}_{t}$ and $D_{t}$ are defined in Section 3.2.2. Consider the linear regulator problem of minimizing the functional

$$
\begin{equation*}
J(\eta)=\left\langle\xi_{t}^{\eta}, Q_{t} \xi_{t}^{\eta}\right\rangle+\int_{0}^{t}\left(\left\langle\xi_{s}^{\eta}, F_{s} \xi_{s}^{\eta}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}\right\rangle+2\left\langle\eta_{s}, L_{s} \xi_{s}^{\eta}\right\rangle\right) d s \tag{6.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{s}^{\eta}=-\mathcal{R}_{s, 0} l+\int_{0}^{s} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, 0 \leq s \leq t \tag{6.11}
\end{equation*}
$$

and $\eta$ is an admissible control taken from $U_{\text {ad }}=L_{2}\left(0, t ; \mathbb{R}^{n}\right)$.
Lemma 6.2. Suppose that $0<t \leq T$ and $l \in X$. Then the control $\eta^{*} \in L_{2}\left(0, t ; \mathbb{R}^{n}\right)$ is optimal in the linear regulator problem (6.10)-(6.11) if and only if it satisfies

$$
\begin{equation*}
G_{s} \eta_{s}^{*}+\int_{0}^{t} \tilde{\Sigma}_{s, r}^{t} \eta_{r}^{*} d r=B_{s}^{*} \Sigma_{s, 0}^{t} l+L_{s} \mathcal{R}_{s, 0} l, \text { a.e. } s \in[0, t] \tag{6.12}
\end{equation*}
$$

where

$$
\begin{align*}
& \Sigma_{s, r}^{t}=\mathcal{R}_{t, s}^{*} Q_{t} \mathcal{R}_{t, r}+\int_{\max (s, r)}^{t} \mathcal{R}_{\sigma, s}^{*} F_{\sigma} \mathcal{R}_{\sigma, r} d \sigma, s, r \in[0, t],  \tag{6.13}\\
& \tilde{\Sigma}_{s, r}^{t}=B_{s}^{*} \Sigma_{s, r}^{t} B_{r}+\left\{\begin{array}{ll}
L_{s} \mathcal{R}_{s, r} B_{r}, & r<s \\
B_{s}^{*} \mathcal{R}_{r, s}^{*} L_{r}^{*}, & r \geq s
\end{array}\right\} s, r \in[0, t] \tag{6.14}
\end{align*}
$$

Proof. Let $\eta^{*}$ be an optimal control in the problem (6.10)-(6.11) and let

$$
\xi^{*}=\xi^{\eta^{*}}, \eta \in L_{2}\left(0, t ; \mathbb{R}^{n}\right), \lambda \in \mathbb{R}, \nu_{s}=\int_{0}^{s} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, 0 \leq s \leq t
$$

We have

$$
\begin{aligned}
0 \leq & J\left(\eta^{*}+\lambda \eta\right)-J\left(\eta^{*}\right) \\
= & 2 \lambda\left(\left\langle\nu_{t}, Q_{t} \xi_{t}^{*}\right\rangle+\int_{0}^{t}\left(\left\langle\nu_{s}, F_{s} \xi_{s}^{*}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}^{*}\right\rangle+\left\langle\eta_{s}, L_{s} \xi_{s}^{*}\right\rangle+\left\langle\eta_{s}^{*}, L_{s} \nu_{s}\right\rangle\right) d s\right) \\
& +\lambda^{2}\left(\left\langle\nu_{t}, Q_{t} \nu_{t}\right\rangle+\int_{0}^{t}\left(\left\langle\nu_{s}, F_{s} \nu_{s}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}\right\rangle+2\left\langle\eta_{s}, L_{s} \nu_{s}\right\rangle\right) d s\right) .
\end{aligned}
$$

Dividing both sides of the obtained inequality consequently by $\lambda>0$ and $\lambda<0$ and then tending $\lambda$ to 0 , we obtain

$$
\left\langle\nu_{t}, Q_{t} \xi_{t}^{*}\right\rangle+\int_{0}^{t}\left(\left\langle\nu_{s}, F_{s} \xi_{s}^{*}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}^{*}\right\rangle+\left\langle\eta_{s}, L_{s} \xi_{s}^{*}\right\rangle+\left\langle\eta_{s}^{*}, L_{s} \nu_{s}\right\rangle\right) d s=0
$$

Substituting $\nu$ in the obtained equality and using the arbitrariness of $\eta$ in the space $L_{2}\left(0, t ; \mathbb{R}^{n}\right)$, we obtain that for a.e. $s \in[0, t]$,

$$
G_{s} \eta_{s}^{*}+B_{s}^{*} \mathcal{R}_{t, s}^{*} Q_{t} \xi_{t}^{*}+\int_{s}^{t} B_{s}^{*} \mathcal{R}_{r, s}^{*} F_{r} \xi_{r}^{*} d r+L_{s} \xi_{s}^{*}+\int_{s}^{t} B_{s}^{*} \mathcal{R}_{r, s}^{*} L_{r}^{*} \eta_{r}^{*} d r=0
$$

Now, substituting $\xi^{*}$ from (6.11) in the obtained equality and using (6.13) and (6.14), we obtain (6.12). Also, running back in the above calculations, we obtain that if $\eta^{*}$ satisfies (6.12), then it is an optimal control in the problem (6.10)(6.11).

Theorem 6.3. Let $0<t \leq T$. Then under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)$, ( $\left.\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$ and (6.9), the best estimate $\hat{x}_{t}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq t$, in the filtering problem (6.1)-(6.2) is equal to (6.4) (when $\tau=t$ ) if and only if the function, defined by $\eta_{s}^{*}=K_{t-s}^{*} l$, a.e. $s \in[0, t]$, is an optimal control in the linear regulator problem (6.10)-(6.11) for all $l \in X$.

Proof. By Lemmas 6.1 and 6.2, it is sufficient to show that $K$ is a solution of the equation (6.5) (when $\tau=t$ ) if and only if $\eta_{s}^{*}=K_{t-s}^{*} l$, a.e. $s \in[0, t]$, is a solution of the equation (6.12). We will use the relation (6.9) between the functions included in the equations (6.5) and (6.12). First, let us show that

$$
\begin{equation*}
\Sigma_{s, r}^{t}=\Lambda_{t-r, t-s}^{*} \quad \text { and } \quad \tilde{\Sigma}_{s, r}^{t}=\tilde{\Lambda}_{t-r, t-s}^{*} \tag{6.15}
\end{equation*}
$$

where $\Sigma^{t}, \tilde{\Sigma}^{t}, \Lambda$ and $\tilde{\Lambda}$ are defined by (6.13)-(6.14) and (6.6)-(6.7). These equalities follow from

$$
\begin{aligned}
\Sigma_{s, r}^{t} & =\mathcal{U}_{t-s, 0} P_{0} \mathcal{U}_{t-r, 0}^{*}+\int_{\max (s, r)}^{t} \mathcal{U}_{t-s, t-\sigma} W_{t-\sigma} \mathcal{U}_{t-r, t-\sigma}^{*} d \sigma \\
& =\mathcal{U}_{t-s, 0} P_{0} \mathcal{U}_{t-r, 0}^{*}+\int_{0}^{\min (t-s, t-r)} \mathcal{U}_{t-s, \sigma} W_{\sigma} \mathcal{U}_{t-r, \sigma}^{*} d \sigma \\
& =\Lambda_{t-r, t-s}^{*}, \\
\tilde{\Sigma}_{s, r}^{t} & =B_{s}^{*} \Sigma_{s, r}^{t} B_{r}+\left\{\begin{array}{ll}
L_{s} \mathcal{R}_{s, r} B_{r}, & r<s \\
B_{s}^{*} \mathcal{R}_{r, s}^{*} L_{r}^{*}, & r \geq s
\end{array}\right\} \\
& =C_{t-s} \Lambda_{t-r, t-s}^{*} C_{t-r}^{*}+\left\{\begin{array}{ll}
R_{t-s}^{*} \mathcal{U}_{t-r, t-s}^{*} C_{t-r}^{*}, & r<s \\
C_{t-s} \mathcal{U}_{t-s, t-r} R_{t-r}, & r \geq s
\end{array}\right\} \\
& =\tilde{\Lambda}_{t-r, t-s}^{*} .
\end{aligned}
$$

Now let $\eta_{s}^{*}=K_{t-s}^{*} l, 0 \leq s \leq t$, be a solution of the equation (6.12). By (6.9) and (6.15), we have

$$
V_{t-s} K_{t-s}^{*} l+\int_{0}^{t} \tilde{\Lambda}_{t-r, t-s}^{*} K_{t-r}^{*} l d r=C_{t-s} \Lambda_{t, t-s}^{*} l+R_{t-s}^{*} \mathcal{U}_{t, t-s}^{*} l
$$

Using the arbitrariness of $l$ and replacing $s$ by $t-s$, we obtain

$$
V_{s} K_{s}^{*}+\int_{0}^{t} \tilde{\Lambda}_{t-r, s}^{*} K_{t-r}^{*} d r=C_{s} \Lambda_{t, s}^{*}+R_{s}^{*} \mathcal{U}_{t, s}^{*}
$$

or

$$
V_{s} K_{s}^{*}+\int_{0}^{t} \tilde{\Lambda}_{r, s}^{*} K_{r}^{*} d r=C_{s} \Lambda_{t, s}^{*}+R_{s}^{*} \mathcal{U}_{t, s}^{*}
$$

Taking adjoints of the left- and right-hand sides of the last equality, we conclude that $K$ is a solution of the equation (6.5) (when $\tau=t$ ). In a similar way, considering $K$ as a solution of the equation (6.5) (when $\tau=t$ ), one can show that $\eta_{s}^{*}=K_{t-s}^{*} l$, a.e. $s \in[0, t]$, is a solution of the equation (6.12) for all $l \in X$.

Theorem 6.3 expresses the duality between the filtering problem (6.1)-(6.2) and the linear regulator problem (6.10)-(6.11). According to this duality, the optimal filter in the problem (6.1)-(6.2) and the optimal control in the problem (6.10)-(6.11) are related as the functions used in the setting of these problems. This relation includes (a) reversing time, (b) taking adjoints and (c) corresponding rearrangement.

### 6.2.2 Optimal Linear Feedback Filter

Theorems 6.3 and 5.24 lead to the following result.
Theorem 6.4. Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)$ and $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$, there exists a unique optimal linear feedback filter in the filtering problem (6.1)-(6.2) and the best estimate $\hat{x}_{t}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq t$, is equal to

$$
\begin{equation*}
\hat{x}_{t}=\int_{0}^{t} \mathcal{Y}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d z_{s}, 0 \leq t \leq T \tag{6.16}
\end{equation*}
$$

where $\mathcal{Y}=\mathcal{P}_{-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U})$ and $P$ is a unique solution of the dual Riccati equation

$$
\begin{align*}
P_{s}= & \mathcal{U}_{s, 0} P_{0} \mathcal{U}_{s, 0}^{*}+\int_{0}^{s} \mathcal{U}_{s, r}\left(W_{r}\right. \\
& \left.\quad-\left(P_{r} C_{r}^{*}+R_{r}\right) V_{r}^{-1}\left(C_{r} P_{r}+R_{r}^{*}\right)\right) \mathcal{U}_{s, r}^{*} d r, 0 \leq s \leq T \tag{6.17}
\end{align*}
$$

Proof. The case $t=0$ is trivial. Let $0<t \leq T$. Introduce the notation (6.9) and consider the linear regulator problem (6.10)-(6.11). We have

$$
\begin{aligned}
F_{s}-L_{s}^{*} G_{s}^{-1} L_{s} & =W_{t-s}-R_{t-s} V_{t-s}^{-1} R_{t-s}^{*} \\
& =\Phi_{t-s} \bar{W} \Phi_{t-s}^{*}-\Phi_{t-s} \bar{R} \Psi_{t-s}^{*}\left(\Psi_{t-s} \bar{V} \Psi_{t-s}^{*}\right)^{-1} \Psi_{t-s} \bar{R}^{*} \Phi_{t-s}^{*} \\
& =\Phi_{t-s}\left(\bar{W}-\bar{R} \bar{V}^{-1} \bar{R}^{*}\right) \Phi_{t-s}^{*} \\
& =T^{-1} \Phi_{t-s} \operatorname{cov}\left(w_{T}-\bar{R} \bar{V}^{-1} v_{T}\right) \Phi_{t-s}^{*} \\
& \geq 0, \text { a.e. } s \in[0, t] .
\end{aligned}
$$

Also, in view of $\bar{V}>0$ and $\|h\|^{2}=\left\|\Psi_{t-s}^{-1 *} \Psi_{t-s}^{*} h\right\|^{2} \leq\left\|\Psi_{t-s}^{-1 *}\right\|^{2}\left\|\Psi_{t-s}^{*} h\right\|^{2}$,

$$
\begin{aligned}
\left\langle G_{s} h, h\right\rangle & =\left\langle\Psi_{t-s} \bar{V} \Psi_{t-s}^{*} h, h\right\rangle \\
& \geq c\left\|\Psi_{t-s}^{*} h\right\|^{2} \geq c\left\|\Psi_{t-s}^{-1 *}\right\|^{-2}\|h\|^{2}, \text { a.e. } s \in[0, t]
\end{aligned}
$$

where $c>0$ is a constant. Therefore, Theorem 5.24 can be applied to the problem (6.10)-(6.11) according to which an optimal control in the problem (6.10)-(6.11) is unique and has the form

$$
\begin{equation*}
\eta_{s}^{*}=G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \mathcal{K}_{s, 0} l, \text { a.e. } s \in[0, t] \tag{6.18}
\end{equation*}
$$

where $\mathcal{K}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{R})$ and $Q$ is a unique solution of the equation

$$
\begin{align*}
Q_{s}= & \mathcal{R}_{t, s}^{*} Q_{t} \mathcal{R}_{t, s}+\int_{s}^{t} \mathcal{R}_{r, s}^{*}\left(F_{r}\right. \\
& \left.\quad-\left(Q_{r} B_{r}+L_{r}^{*}\right) G_{r}^{-1}\left(B_{r}^{*} Q_{r}+L_{r}\right)\right) \mathcal{R}_{r, s} d r, 0 \leq s \leq t \tag{6.19}
\end{align*}
$$

Let $P_{s}=Q_{t-s}$. Then by (6.19), we have

$$
\begin{aligned}
P_{s}= & \mathcal{R}_{t, t-s}^{*} P_{0} \mathcal{R}_{t, t-s}+\int_{t-s}^{t} \mathcal{R}_{r, t-s}^{*}\left(F_{r}\right. \\
& \left.\quad-\left(P_{t-r} B_{r}+L_{r}^{*}\right) G_{r}^{-1}\left(B_{r}^{*} P_{t-r}+L_{r}\right)\right) \mathcal{R}_{r, t-s} d r \\
= & \mathcal{R}_{t, t-s}^{*} P_{0} \mathcal{R}_{t, t-s}+\int_{0}^{s} \mathcal{R}_{t-r, t-s}^{*}\left(F_{t-r}\right. \\
& \left.\quad-\left(P_{r} B_{t-r}+L_{t-r}^{*}\right) G_{t-r}^{-1}\left(B_{t-r}^{*} P_{r}+L_{t-r}\right)\right) \mathcal{R}_{t-r, t-s} d r
\end{aligned}
$$

So by (6.9), we obtain that $P$ satisfies the equation (6.17). Note that the equation (6.17) defines $P$ on $\mathbf{T}$ while (6.19) defines $Q$ only on $[0, t]$. By Theorem 3.24, $P$ is a unique solution of the equation (6.17) in $B(\mathbf{T}, \mathcal{L}(X))$ satisfying $P_{s} \geq 0$ for $0 \leq s \leq T$. Now consider the mild evolution operator $\mathcal{K}$. It is defined on the triangular set $\Delta_{t}=\{(s, r): 0 \leq r \leq s \leq t\}$. By Proposition 3.18(a) and (6.9), we have

$$
\mathcal{D}_{t}(\mathcal{K})=\mathcal{D}_{t}\left(\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}\left(\mathcal{D}_{t}(\mathcal{U})\right)\right)=\left.\mathcal{P}_{-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U})\right|_{\Delta_{t}}=\left.\mathcal{Y}\right|_{\Delta_{t}}
$$

Therefore, $\mathcal{D}_{t}(\mathcal{K})$ is the restriction of $\mathcal{Y}$ from $\Delta_{T}$ to the narrower triangular set $\Delta_{t}$. Finally, using (6.9), the relation between $(\mathcal{K}, Q)$ and $(\mathcal{Y}, P)$ and Theorem 6.3, we conclude that there exists a unique optimal linear feedback filter in the filtering problem (6.1)-(6.2) and it is determined by

$$
\begin{equation*}
K_{s}=K_{t, s}=\mathcal{Y}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1}, \text { a.e. } s \in[0, t] \tag{6.20}
\end{equation*}
$$

This implies (6.16).

### 6.2.3 Error Process

The difference $e_{t}=x_{t}-\hat{x}_{t}, 0 \leq t \leq T$, is called the error process in the filtering problem (6.1)-(6.2).

Proposition 6.5. For the error process in the filtering problem (6.1)-(6.2), the equality cove $e_{t}=P_{t}, 0 \leq t \leq T$, holds where $P$ is a solution of the equation (6.17).

Proof. Obviously,

$$
\operatorname{cov} e_{0}=\operatorname{cov} x_{0}=P_{0}
$$

Let $0<t \leq T$. Since $\hat{x}_{t}$ is the projection of $x_{t}$ from $L_{2}(\Omega, X)$ onto its subspace $L_{2}\left(\Omega, \sigma\left(z_{s} ; 0 \leq s \leq t\right), \mathbf{P}, X\right)$,

$$
\operatorname{cov}\left(x_{t}, \hat{x}_{t}\right)=\operatorname{cov} \hat{x}_{t}+\operatorname{cov}\left(x_{t}-\hat{x}_{t}, \hat{x}_{t}\right)=\operatorname{cov} \hat{x}_{t} .
$$

Therefore,

$$
\begin{equation*}
\operatorname{cov} e_{t}=\operatorname{cov}\left(x_{t}-\hat{x}_{t}\right)=\operatorname{cov} x_{t}-\operatorname{cov} \hat{x}_{t} . \tag{6.21}
\end{equation*}
$$

Recall that

$$
\begin{equation*}
\operatorname{cov} x_{t}=\Lambda_{t, t}=\mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, r} W_{r} \mathcal{U}_{t, r}^{*} d r \tag{6.22}
\end{equation*}
$$

Let us compute $\operatorname{cov} \hat{x}_{t}$. Similar to the proof of Lemma 6.1, we have

$$
\operatorname{cov} \hat{x}_{t}=\operatorname{cov} \int_{0}^{t} K_{s} d z_{s}=\int_{0}^{t}\left(K_{s} V_{s}+\int_{0}^{t} K_{r} \tilde{\Lambda}_{r, s} d r\right) K_{s}^{*} d s
$$

where $K$ is defined by (6.20). Since $K$ is a solution of the Wiener-Hopf equation (6.5) when $\tau=t$,

$$
\begin{aligned}
\operatorname{cov} \hat{x}_{t} & =\int_{0}^{t}\left(\Lambda_{t, s} C_{s}^{*}+\mathcal{U}_{t, s} R_{s}\right) K_{s}^{*} d s \\
& =\int_{0}^{t} \mathcal{U}_{t, s}\left(\left(\mathcal{U}_{s, 0} P_{0} \mathcal{U}_{s, 0}^{*}+\int_{0}^{s} \mathcal{U}_{s, r} W_{r} \mathcal{U}_{s, r}^{*} d r\right) C_{s}^{*}+R_{s}\right) K_{s}^{*} d s
\end{aligned}
$$

By use of (6.17) and (6.20), we have

$$
\begin{aligned}
& \operatorname{cov} \hat{x}_{t}= \int_{0}^{t} \mathcal{U}_{t, s} R_{s} V_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right) \mathcal{Y}_{t, s}^{*} d s \\
&+\int_{0}^{t} \mathcal{U}_{t, s} P_{s} C_{s}^{*} V_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right) \mathcal{Y}_{t, s}^{*} d s \\
&+\int_{0}^{t} \int_{0}^{s} \mathcal{U}_{t, r}\left(P_{r} C_{r}^{*}+R_{r}\right) V_{r}^{-1}\left(C_{r} P_{r}+R_{r}^{*}\right) \mathcal{U}_{s, r}^{*} C_{s}^{*} V_{s}^{-1} \\
& \quad \times\left(C_{s} P_{s}+R_{s}^{*}\right) \mathcal{Y}_{t, s}^{*} d r d s
\end{aligned}
$$

since $\mathcal{Y}=\mathcal{P}_{-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U})$, we obtain

$$
\begin{align*}
\operatorname{cov} \hat{x}_{t}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right) \mathcal{Y}_{t, s}^{*} d s \\
& +\int_{0}^{t} \mathcal{U}_{t, r}\left(P_{r} C_{r}^{*}+R_{r}\right) V_{r}^{-1}\left(C_{r} P_{r}+R_{r}^{*}\right)\left(\mathcal{U}_{t, r}^{*}-\mathcal{Y}_{t, r}^{*}\right) d r \\
= & \int_{0}^{t} \mathcal{U}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s \tag{6.23}
\end{align*}
$$

Finally, combining (6.21), (6.22) and (6.23) and using (6.17), we conclude that $\operatorname{cov} e_{t}=P_{t}$.

Proposition 6.6. For the error process in the filtering problem (6.1)-(6.2), the equality

$$
\operatorname{cov}\left(e_{t}, e_{s}\right)= \begin{cases}\mathcal{Y}_{t, s} P_{s}, & 0 \leq s<t \leq T \\ P_{t} \mathcal{Y}_{s, t}^{*}, & 0 \leq t<s \leq T\end{cases}
$$

holds, where $\mathcal{Y}=\mathcal{P}_{-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U})$ and $P$ is a solution of the equation (6.17). Proof. Let $0 \leq s<t \leq T$. Since $\mathcal{Y}=\mathcal{P}_{-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U})$, by Propositions 4.28 and 4.29,

$$
x_{t}=\mathcal{Y}_{t, s} x_{s}+\int_{s}^{t} \mathcal{Y}_{t, r}\left(P_{r} C_{r}^{*}+R_{r}\right) V_{r}^{-1} C_{r} x_{r} d r+\int_{s}^{t} \mathcal{Y}_{t, r} \Phi_{r} d w_{r}
$$

and

$$
\hat{x}_{t}=\mathcal{Y}_{t, s} \hat{x}_{s}+\int_{s}^{t} \mathcal{Y}_{t, r}\left(P_{r} C_{r}^{*}+R_{r}\right) V_{r}^{-1}\left(C_{r} x_{r} d r+\Psi_{r} d v_{r}\right)
$$

Therefore,

$$
e_{t}=\mathcal{Y}_{t, s} e_{s}-\int_{s}^{t} \mathcal{Y}_{t, r}\left(P_{r} C_{r}^{*}+R_{r}\right) V_{r}^{-1} \Psi_{r} d v_{r}+\int_{s}^{t} \mathcal{Y}_{t, r} \Phi_{r} d w_{r}
$$

Since $\sigma\left(x_{0}, w_{r}, v_{r} ; 0 \leq r \leq s\right)$ and $\sigma\left(w_{r}-w_{s}, v_{r}-v_{s} ; s<r \leq T\right)$ are independent,

$$
\operatorname{cov}\left(e_{t}, e_{s}\right)=\operatorname{cov}\left(\mathcal{Y}_{t, s} e_{s}, e_{s}\right)=\mathcal{Y}_{t, s} P_{s}
$$

where Proposition 6.5 is used. If $0 \leq t<s \leq T$, then in a similar way one can show that $\operatorname{cov}\left(e_{t}, e_{s}\right)=P_{t} \mathcal{Y}_{s, t}^{*}$.

### 6.2.4 Innovation Process

The random process

$$
\begin{equation*}
\bar{z}_{t}=z_{t}-\int_{0}^{t} C_{s} \hat{x}_{s} d s, 0 \leq t \leq T \tag{6.24}
\end{equation*}
$$

is called the innovation process associated with the estimation problem (6.1)-(6.2).
Proposition 6.7. Let $\mathcal{F}_{t}^{z}$ be the natural filtration of $z$ and let $\bar{z}$ be the innovation process defined by (6.24). Then $\left\{\bar{z}_{t}, \mathcal{F}_{t}^{z}\right\} \in M_{2}^{c}\left(\mathbf{T}, \mathbb{R}^{n}\right)$.

Proof. Obviously, $\bar{z}_{t} \in L_{2}\left(\Omega, \mathcal{F}_{t}^{z}, \mathbf{P}, \mathbb{R}^{n}\right)$ for all $0 \leq t \leq T, \bar{z}$ has continuous paths and $\bar{z}_{0}=0$. Let us show that $\bar{z}$ is a martingale. By (6.2),

$$
\begin{aligned}
\bar{z}_{t} & =\int_{0}^{t} C_{r} x_{r} d r+\int_{0}^{t} \Psi_{r} d v_{r}-\int_{0}^{t} C_{r} \hat{x}_{r} d r \\
& =\int_{0}^{t} C_{r}\left(x_{r}-\hat{x}_{r}\right) d r+\int_{0}^{t} \Psi_{r} d v_{r}
\end{aligned}
$$

Hence, for $0 \leq s<t \leq T$, we have

$$
\mathbf{E}\left(\bar{z}_{t}-\bar{z}_{s} \mid \mathcal{F}_{s}^{z}\right)=\int_{s}^{t} C_{r} \mathbf{E}\left(x_{r}-\mathbf{E}\left(x_{r} \mid \mathcal{F}_{r}^{z}\right) \mid \mathcal{F}_{s}^{z}\right) d r-\mathbf{E}\left(\int_{s}^{t} \Psi_{r} d v_{r} \mid \mathcal{F}_{s}^{z}\right)=0
$$

This implies $\bar{z}_{s}=\mathbf{E}\left(\bar{z}_{t} \mid \mathcal{F}_{s}^{z}\right)$. Thus, $\left\{\bar{z}_{t}, \mathcal{F}_{t}^{z}\right\} \in M_{2}^{c}\left(\mathbf{T}, \mathbb{R}^{n}\right)$.

Proposition 6.8. The innovation process (6.24) has the representation

$$
\begin{equation*}
\bar{z}_{t}=\int_{0}^{t} \Psi_{s} d \gamma_{s}, \quad 0 \leq t \leq T \tag{6.25}
\end{equation*}
$$

where $\left\{\gamma_{t}, \mathcal{F}_{t}^{z}\right\}$ is an $\mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with the covariance operator $\bar{V}$.

Proof. It is sufficient to show that the random process $\gamma$, defined by

$$
\begin{equation*}
\gamma_{t}=\int_{0}^{t} \Psi_{s}^{-1} d \bar{z}_{s}, \quad 0 \leq t \leq T \tag{6.26}
\end{equation*}
$$

is a Wiener process with respect to the filtration $\left\{\mathcal{F}_{t}^{z}\right\}$ and its covariance operator is $\bar{V}$. By Proposition 6.7 and Theorem $4.21(\mathrm{~b}),\left\{\gamma_{t}, \mathcal{F}_{t}^{z}\right\} \in M_{2}^{c}\left(\mathbf{T}, \mathbb{R}^{n}\right)$. In order to study the Dolean measure and the covariance function of $\gamma$, at first, note that, if
$0 \leq s \leq t$, then

$$
\begin{aligned}
\operatorname{cov}\left(v_{t}, e_{s}\right)= & \operatorname{cov}\left(v_{t}, \int_{0}^{s} \mathcal{U}_{s, r} \Phi_{r} d w_{r}-\int_{0}^{s} K_{s, r}\left(C_{r} x_{r} d r+\Psi_{r} d v_{r}\right)\right) \\
= & \operatorname{cov}\left(v_{t}, \int_{0}^{s} \mathcal{U}_{s, r} \Phi_{r} d w_{r}\right)-\operatorname{cov}\left(v_{t}, \int_{0}^{s} \int_{0}^{r} K_{s, r} C_{r} \mathcal{U}_{r, \alpha} \Phi_{\alpha} d w_{\alpha} d r\right) \\
& -\operatorname{cov}\left(v_{t}, \int_{0}^{s} K_{s, r} \Psi_{r} d v_{r}\right) \\
= & \int_{0}^{s} \bar{R}^{*} \Phi_{r}^{*} \mathcal{U}_{s, r}^{*} d r-\int_{0}^{s} \int_{0}^{r} \bar{R}^{*} \Phi_{\alpha}^{*} \mathcal{U}_{r, \alpha}^{*} C_{r}^{*} K_{s, r}^{*} d \alpha d r-\int_{0}^{s} \bar{V} \Psi_{r}^{*} K_{s, r}^{*} d r \\
= & \int_{0}^{s} \bar{R}^{*} \Phi_{\alpha}^{*}\left(\mathcal{U}_{s, \alpha}^{*}-\int_{\alpha}^{s} \mathcal{U}_{r, \alpha}^{*} C_{r}^{*} K_{s, r}^{*} d r\right) d \alpha-\int_{0}^{s} \bar{V} \Psi_{r}^{*} K_{s, r}^{*} d r
\end{aligned}
$$

where $e$ is the error process (see Section 6.2.3) and $K$ is defined by (6.20). From $\mathcal{Y}=\mathcal{P}_{-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U})$ and (6.20), we obtain that $0 \leq s \leq t$ implies

$$
\begin{align*}
\operatorname{cov}\left(v_{t}, e_{s}\right) & =\int_{0}^{s} \bar{R}^{*} \Phi_{\alpha}^{*} \mathcal{Y}_{s, \alpha}^{*} d \alpha-\int_{0}^{s} \bar{V} \Psi_{r}^{*}\left(\Psi_{r} \bar{V} \Psi_{r}^{*}\right)^{-1}\left(C_{r} P_{r}+\Psi_{r} \bar{R}^{*} \Phi_{r}^{*}\right) \mathcal{Y}_{s, r}^{*} d r \\
& =\int_{0}^{s} \bar{R}^{*} \Phi_{r}^{*} \mathcal{Y}_{s, r}^{*} d r-\int_{0}^{s} \Psi_{r}^{-1}\left(C_{r} P_{r}+\Psi_{r} \bar{R}^{*} \Phi_{r}^{*}\right) \mathcal{Y}_{s, r}^{*} d r \\
& =-\int_{0}^{s} \Psi_{r}^{-1} C_{r} P_{r} \mathcal{Y}_{s, r}^{*} d r \tag{6.27}
\end{align*}
$$

Thus, using (6.27) and Proposition 6.6, we can calculate

$$
\begin{aligned}
\operatorname{cov} \gamma_{t}= & \operatorname{cov} \int_{0}^{t} \Psi_{s}^{-1} d \bar{z}_{s}=\operatorname{cov}\left(\int_{0}^{t} \Psi_{s}^{-1} d z_{s}-\int_{0}^{t} \Psi_{s}^{-1} C_{s} \hat{x}_{s} d s\right) \\
= & \operatorname{cov}\left(\int_{0}^{t} \Psi_{s}^{-1} \Psi_{s} d v_{s}+\int_{0}^{t} \Psi_{s}^{-1} C_{s}\left(x_{s}-\hat{x}_{s}\right) d s\right) \\
= & \operatorname{cov}\left(v_{t}+\int_{0}^{t} \Psi_{s}^{-1} C_{s} e_{s} d s\right) \\
= & \bar{V} t+\int_{0}^{t} \operatorname{cov}\left(v_{t}, e_{s}\right) C_{s}^{*} \Psi_{s}^{-1 *} d s+\int_{0}^{t} \Psi_{s}^{-1} C_{s} \operatorname{cov}\left(e_{s}, v_{t}\right) d s \\
& +\int_{0}^{t} \int_{0}^{t} \Psi_{r}^{-1} C_{r} \operatorname{cov}\left(e_{r}, e_{s}\right) C_{s}^{*} \Psi_{s}^{-1 *} d s d r \\
= & \bar{V} t-\int_{0}^{t} \int_{0}^{s} \Psi_{r}^{-1} C_{r} P_{r} \mathcal{Y}_{s, r}^{*} C_{s}^{*} \Psi_{s}^{-1 *} d r d s \\
& -\int_{0}^{t} \int_{0}^{s} \Psi_{s}^{-1} C_{s} \mathcal{Y}_{s, r} P_{r} C_{r}^{*} \Psi_{r}^{-1 *} d r d s+\int_{0}^{t} \int_{0}^{r} \Psi_{r}^{-1} C_{r} \mathcal{Y}_{r, s} P_{s} C_{s}^{*} \Psi_{s}^{-1 *} d s d r \\
& +\int_{0}^{t} \int_{r}^{t} \Psi_{r}^{-1} C_{r} P_{r} \mathcal{Y}_{s, r}^{*} C_{s}^{*} \Psi_{s}^{-1 *} d s d r=\bar{V} t
\end{aligned}
$$

Now let us study the Dolean measure $\lambda$ and the covariance function $M$ of $\gamma$ (see Section 4.1.4). Let $(s, t] \times F$ be any predictable rectangle with respect to the filtration $\left\{\mathcal{F}_{t}^{z}\right\}$. It is easy to see that $\gamma, \bar{z}$ and $z$ define a Gaussian system. Therefore, $\left.\mathbf{E}\left(\bar{z}_{t}-\bar{z}_{s}\right) \mid \mathcal{F}_{s}^{z}\right)=0$ implies the independence of $\bar{z}_{t}-\bar{z}_{s}$ and $\mathcal{F}_{s}^{z}$ and, hence, the independence of $\gamma_{t}-\gamma_{s}$ and $\mathcal{F}_{s}^{z}$. Using this fact and Proposition 4.2(f), we obtain

$$
\begin{aligned}
\lambda((s, t] \times F) & =\mathbf{E}\left(\chi_{F}\left\|\gamma_{t}-\gamma_{s}\right\|^{2}\right) \\
& =\mathbf{P}(F) \mathbf{E}\left\|\gamma_{t}-\gamma_{s}\right\|^{2} \\
& =\mathbf{P}(F) \operatorname{tr}\left(\operatorname{cov}\left(\gamma_{t}-\gamma_{s}\right)\right) \\
& =\mathbf{P}(F)\left(\operatorname{tr}\left(\operatorname{cov} \gamma_{t}\right)-\operatorname{tr}\left(\operatorname{cov} \gamma_{s}\right)\right) \\
& =\mathbf{P}(F)(\operatorname{tr} \bar{V})(t-s) \\
& =(\operatorname{tr} \bar{V}) \mathbf{P}(F) \ell((s, t])
\end{aligned}
$$

So, $\lambda=(\operatorname{tr} \bar{V})(\mathbf{P} \otimes \ell)$. Respectively, for the covariance function $M$ of $\gamma$, we have

$$
\begin{aligned}
\int_{(s, t] \times F} M d \lambda & =\mathbf{E}\left(\chi_{F}\left(\left(\gamma_{t}-\gamma_{s}\right) \otimes\left(\gamma_{t}-\gamma_{s}\right)\right)\right) \\
& =\mathbf{P}(F) \operatorname{cov}\left(\gamma_{t}-\gamma_{s}\right)=\mathbf{P}(F) \bar{V}(t-s) \\
& =\int_{(s, t]} \int_{F} \bar{V} d \mathbf{P} d t=(\operatorname{tr} \bar{V})^{-1} \int_{(s, t] \times F} \bar{V} d \lambda .
\end{aligned}
$$

We conclude that $M_{t, \omega}=(\operatorname{tr} \bar{V})^{-1} \bar{V},(t, \omega) \in \mathbf{T} \times \Omega$. Thus, by Definition 4.10, $\left\{\gamma_{t}, \mathcal{F}_{t}^{z}\right\}$ is an $\mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with the covariance operator $\bar{V}$.

Theorem 6.9. The best estimate in the filtering problem (6.1)-(6.2) has the following representation in the form of a stochastic integral with respect to the innovation process:

$$
\begin{equation*}
\hat{x}_{t}=\int_{0}^{t} \mathcal{U}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d \bar{z}_{s}, 0 \leq t \leq T \tag{6.28}
\end{equation*}
$$

Proof. By Theorem 6.4 and Proposition 4.28, we have

$$
\begin{aligned}
\hat{x}_{t}= & \int_{0}^{t} \mathcal{Y}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d z_{s} \\
= & \int_{0}^{t} \mathcal{U}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d z_{s} \\
& -\int_{0}^{t} \mathcal{U}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} C_{s} \hat{x}_{s} d s \\
= & \int_{0}^{t} \mathcal{U}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d \bar{z}_{s}
\end{aligned}
$$

where $\mathcal{Y}$ and $\mathcal{U}$ are related as in Theorem 6.4.

Example 6.10. Let $\mathcal{U}_{t}, t \geq 0$, be a strongly continuous semigroup (see Examples $3.3-3.9$ and $3.42-3.45$ for the definitions of useful specific semigroups) and let $A$ be its infinitesimal generator. Then by Theorem 6.9, the best estimate in the filtering problem (6.1)-(6.2) is a mild solution of the linear stochastic differential equation

$$
d \hat{x}_{t}=A \hat{x}_{t} d t+\left(P_{t} C_{t}^{*}+R_{t}\right) V_{t}^{-1}\left(d z_{t}-C_{t} \hat{x}_{t} d t\right), 0<t \leq T, \hat{x}_{0}=0
$$

### 6.3 Prediction

In this section we suppose that the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)$ and $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$ hold and, additionally, $0 \leq \tau<t \leq T$.

### 6.3.1 Dual Linear Regulator Problem

Introduce the notation (6.9) and consider the linear regulator problem of minimizing the functional

$$
\begin{equation*}
J(\eta)=\left\langle\xi_{t}^{\eta}, Q_{t} \xi_{t}^{\eta}\right\rangle+\int_{t-\tau}^{t}\left(\left\langle\xi_{s}^{\eta}, F_{s} \xi_{s}^{\eta}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}\right\rangle+2\left\langle\eta_{s}, L_{s} \xi_{s}^{\eta}\right\rangle\right) d s \tag{6.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{s}^{\eta}=-\mathcal{R}_{s, 0} l+\int_{t-\tau}^{s} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, t-\tau \leq s \leq t \tag{6.30}
\end{equation*}
$$

and $\eta$ is an admissible control taken from $U_{\mathrm{ad}}=L_{2}\left(t-\tau, t ; \mathbb{R}^{n}\right)$.
Lemma 6.11. Suppose that $0<\tau<t \leq T$ and $l \in X$. Then a control $\eta^{*} \in$ $L_{2}\left(t-\tau, t ; \mathbb{R}^{n}\right)$ is optimal in the linear regulator problem (6.29)-(6.30) if and only if it satisfies

$$
\begin{equation*}
G_{s} \eta_{s}^{*}+\int_{t-\tau}^{t} \tilde{\Sigma}_{s, r}^{t} \eta_{r}^{*} d r=B_{s}^{*} \Sigma_{s, 0}^{t} l+L_{s} \mathcal{R}_{s, 0} l, \text { a.e. } s \in[t-\tau, t] \tag{6.31}
\end{equation*}
$$

where $\Sigma^{t}$ and $\tilde{\Sigma}^{t}$ are defined by (6.13) and (6.14).
Proof. Let $\eta^{*}$ be an optimal control in the problem (6.29)-(6.30) and let

$$
\begin{equation*}
\xi^{*}=\xi^{\eta^{*}}, \eta \in L_{2}\left(t-\tau, t ; \mathbb{R}^{n}\right), \nu_{s}=\int_{t-\tau}^{s} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, t-\tau \leq s \leq t \tag{6.32}
\end{equation*}
$$

Similar to the proof of Lemma 6.2, one can obtain

$$
\left\langle\nu_{t}, Q_{t} \xi_{t}^{*}\right\rangle+\int_{t-\tau}^{t}\left(\left\langle\nu_{s}, F_{s} \xi_{s}^{*}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}^{*}\right\rangle+\left\langle\eta_{s}, L_{s} \xi_{s}^{*}\right\rangle+\left\langle\eta_{s}^{*}, L_{s} \nu_{s}\right\rangle\right) d s=0
$$

Substituting $\nu$ from (6.32) in the obtained equality and using arbitrariness of $\eta$ in $L_{2}\left(t-\tau, t ; \mathbb{R}^{n}\right)$, we obtain that for a.e. $s \in[t-\tau, t]$,

$$
G_{s} \eta_{s}^{*}+B_{s}^{*} \mathcal{R}_{t, s}^{*} Q_{t} \xi_{t}^{*}+\int_{s}^{t} B_{s}^{*} \mathcal{R}_{r, s}^{*} F_{r} \xi_{r}^{*} d r+L_{s} \xi_{s}^{*}+\int_{s}^{t} B_{s}^{*} \mathcal{R}_{r, s}^{*} L_{r}^{*} \eta_{r}^{*} d r=0
$$

Now substituting $\xi^{*}$ from (6.30) in the obtained equality and using (6.13) and (6.14), we obtain (6.31). Also, running back in the above calculations, we conclude that if $\eta^{*}$ satisfies (6.31), then it is an optimal control in the problem (6.29)(6.30).

Theorem 6.12. Let $0<\tau<t \leq T$. Then under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right),\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$ and (6.9), the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, in the prediction problem (6.1)-(6.2) is equal to (6.4) if and only if the function, defined by $\eta_{s}^{*}=K_{t-s}^{*} l$, a.e. $s \in[t-\tau, t]$, is an optimal control in the linear regulator problem (6.29)-(6.30) for all $l \in X$.

Proof. This can be proved in a similar way as Theorem 6.3 by use of Lemmas 6.1 and 6.11.

By Theorem 6.12, the linear regulator problem (6.29)-(6.30) is dual to the prediction problem (6.1)-(6.2).

### 6.3.2 Optimal Linear Feedback Predictor

Theorems 6.12 and 5.24 lead to the following result.
Theorem 6.13. Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)$ and $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$, there exists a unique optimal linear feedback predictor in the prediction problem (6.1)-(6.2) and the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, is equal to

$$
\hat{x}_{t}^{\tau}=\mathcal{U}_{t, \tau} \hat{x}_{\tau}, 0 \leq \tau<t \leq T
$$

where $\hat{x}_{\tau}$ is the best estimate in the filtering problem (6.1)-(6.2).
Proof. The case $\tau=0$ is trivial. Let $0<\tau<t \leq T$. Introduce the notation (6.9) and consider the linear regulator problem (6.29)-(6.30). By Theorem 5.24, the optimal control in the problem (6.29)-(6.30) is unique and has the form

$$
\eta_{s}^{*}=G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \mathcal{K}_{s, t-\tau} \mathcal{R}_{t-\tau, 0} l, \text { a.e. } s \in[t-\tau, t]
$$

where $\mathcal{K}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{R})$ and $Q$ is a solution of the equation (6.19) on interval $[t-\tau, t]$. In proving Theorem 6.4, it was shown that the function $P_{s}=Q_{t-s}$, $0 \leq s \leq t$, is the unique solution of the Riccati equation (6.17) and $\mathcal{D}_{t}(\mathcal{K})=\left.\mathcal{Y}\right|_{\Delta_{t}}$, where $\mathcal{Y}=\mathcal{P}_{-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U})$. Thus, using the notation (6.9), by Theorem 6.12,
we easily obtain that there exists a unique optimal linear feedback predictor in the prediction problem (6.1)-(6.2) which is determined by

$$
K_{s}=K_{t, \tau, s}=\mathcal{U}_{t, \tau} \mathcal{Y}_{\tau, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1}, \text { a.e. } s \in[0, \tau]
$$

Consequently, the best estimate $\hat{x}_{t}^{\tau}$ in the prediction problem (6.1)-(6.2) is equal to

$$
\hat{x}_{t}^{\tau}=\mathcal{U}_{t, \tau} \int_{0}^{\tau} \mathcal{Y}_{\tau, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d z_{s}=\mathcal{U}_{t, \tau} \hat{x}_{\tau}
$$

The proof is completed.

### 6.4 Smoothing

In this section we suppose that the conditions $\left(\mathbf{E}_{1}^{\mathbf{w}}\right)$ and $\left(\mathbf{E}_{2}^{\mathbf{w}}\right)$ hold and, additionally, $0 \leq t<\tau \leq T$.

### 6.4.1 Dual Linear Regulator Problem

Introduce the notation (6.9) in which $t$ is replaced by $\tau$, i.e.,

$$
\left\{\begin{array}{l}
\mathcal{R}=\mathcal{D}_{\tau}(\mathcal{U}), \quad B=D_{\tau}(C), \quad F=D_{\tau}(W)  \tag{6.33}\\
G=D_{\tau}(V), \quad L=D_{\tau}(R), \quad Q_{\tau}=P_{0}
\end{array}\right.
$$

Consider the linear regulator problem of minimizing the functional

$$
\begin{equation*}
J(\eta)=\left\langle\xi_{\tau}^{\eta}, Q_{\tau} \xi_{\tau}^{\eta}\right\rangle+\int_{0}^{\tau}\left(\left\langle\xi_{s}^{\eta}, F_{s} \xi_{s}^{\eta}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}\right\rangle+2\left\langle\eta_{s}, L_{s} \xi_{s}^{\eta}\right\rangle\right) d s \tag{6.34}
\end{equation*}
$$

where

$$
\xi_{s}^{\eta}=\left\{\begin{array}{cl}
-\mathcal{R}_{s, \tau-t} l, & s \geq \tau-t  \tag{6.35}\\
0, & s<\tau-t
\end{array}\right\}+\int_{0}^{s} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, 0 \leq s \leq \tau
$$

and $\eta$ is an admissible control taken from $U_{\mathrm{ad}}=L_{2}\left(0, \tau ; \mathbb{R}^{n}\right)$.
Lemma 6.14. Suppose that $0 \leq t<\tau \leq T$ and $l \in X$. Then the control $\eta^{*} \in$ $L_{2}\left(0, \tau ; \mathbb{R}^{n}\right)$ is optimal in the linear regulator problem (6.34)-(6.35) if and only if it satisfies

$$
\begin{equation*}
G_{s} \eta_{s}^{*}+\int_{0}^{\tau} \tilde{\Sigma}_{s, r}^{\tau} \eta_{r}^{*} d r=B_{s}^{*} \Sigma_{s, \tau-t}^{\tau} l+\chi_{[\tau-t, \tau]}(s) L_{s} \mathcal{R}_{s, \tau-t} l, \text { a.e. } s \in[0, \tau] \tag{6.36}
\end{equation*}
$$

where $\Sigma^{\tau}$ and $\tilde{\Sigma}^{\tau}$ are defined by (6.13) and (6.14).

Proof. Let $\eta^{*}$ be an optimal control in the problem (6.34)-(6.35) and let

$$
\begin{equation*}
\xi^{*}=\xi^{\eta^{*}}, \eta \in L_{2}\left(0, \tau ; \mathbb{R}^{n}\right), \nu_{s}=\int_{0}^{s} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, 0 \leq s \leq \tau \tag{6.37}
\end{equation*}
$$

Similar to the proof of Lemma 6.2, we have

$$
\left\langle\nu_{\tau}, Q_{\tau} \xi_{\tau}^{*}\right\rangle+\int_{0}^{\tau}\left(\left\langle\nu_{s}, F_{s} \xi_{s}^{*}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}^{*}\right\rangle+\left\langle\eta_{s}, L_{s} \xi_{s}^{*}\right\rangle+\left\langle\eta_{s}^{*}, L_{s} \nu_{s}\right\rangle\right) d s=0
$$

Substituting $\nu$ from (6.37) in the obtained equality and using the arbitrariness of $\eta$ in $L_{2}\left(0, \tau ; \mathbb{R}^{n}\right)$, we obtain that for a.e. $s \in[0, \tau]$,

$$
G_{s} \eta_{s}^{*}+B_{s}^{*} \mathcal{R}_{\tau, s}^{*} Q_{\tau} \xi_{\tau}^{*}+\int_{s}^{\tau} B_{s}^{*} \mathcal{R}_{r, s}^{*} F_{r} \xi_{r}^{*} d r+L_{s} \xi_{s}^{*}+\int_{s}^{\tau} B_{s}^{*} \mathcal{R}_{r, s}^{*} L_{r}^{*} \eta_{r}^{*} d r=0
$$

Now substituting $\xi^{*}$ from (6.35) in the obtained equality and using (6.13) and (6.14), we obtain (6.36). Also, running back in the above calculations, we obtain that if $\eta^{*}$ satisfies (6.36), then it is an optimal control in the problem (6.34)(6.35).

Theorem 6.15. Let $0 \leq t<\tau \leq T$. Then under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)$, $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$ and (6.33), the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, in the smoothing problem (6.1)-(6.2) is equal to (6.4) if and only if the function, defined by $\eta_{s}^{*}=K_{\tau-s}^{*} l$, a.e. $s \in[0, \tau]$, is an optimal control in the linear regulator problem (6.34)-(6.35) for all $l \in X$.

Proof. This can be proved in a similar way as Theorem 6.3 by use of Lemmas 6.1 and 6.14.

Thus, the smoothing problem (6.1)-(6.2) and the linear regulator problem (6.34)-(6.35) are dual.

### 6.4.2 Optimal Linear Feedback Smoother

To find the formulae for the optimal linear feedback smoother, the problem (6.34)(6.35) will be written in the following equivalent form:

$$
\begin{align*}
J(\eta)= & \left\langle\zeta_{\tau}^{\eta}-\rho_{\tau}, Q_{\tau}\left(\zeta_{\tau}^{\eta}-\rho_{\tau}\right)\right\rangle+\int_{0}^{\tau}\left(\left\langle\zeta_{s}^{\eta}-\rho_{s}, F_{s}\left(\zeta_{s}^{\eta}-\rho_{s}\right)\right\rangle\right. \\
& \left.+\left\langle\eta_{s}, G_{s} \eta_{s}\right\rangle+2\left\langle\eta_{s}, L_{s}\left(\zeta_{s}^{\eta}-\rho_{s}\right)\right\rangle\right) d s \tag{6.38}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta_{s}^{\eta}=\int_{0}^{s} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, 0 \leq s \leq \tau \tag{6.39}
\end{equation*}
$$

$\eta$ is an admissible control in $U_{\mathrm{ad}}=L_{2}\left(0, \tau ; \mathbb{R}^{n}\right)$ and

$$
\rho_{s}=\left\{\begin{array}{ll}
\mathcal{R}_{s, \tau-t} l, & s \geq \tau-t  \tag{6.40}\\
0, & s<\tau-t
\end{array}\right\}, 0 \leq s \leq \tau
$$

One can observe that the functionals (6.34) and (6.38) are equal. According to Theorem 5.24, the optimal control $\eta^{*}$ in the linear regulator problem (6.38)-(6.40) (and (6.34)-(6.35) as well) can be represented as

$$
\begin{equation*}
\eta_{s}^{*}=-G_{s}^{-1}\left(\left(B_{s}^{*} Q_{s}+L_{s}\right) \zeta_{s}^{*}-B_{s}^{*} \alpha_{s}-L_{s} \rho_{s}\right), \text { a.e. } s \in[0, \tau] \tag{6.41}
\end{equation*}
$$

where

$$
\begin{align*}
& \zeta_{s}^{*}=\zeta_{s}^{\eta^{*}}=\int_{0}^{s} \mathcal{K}_{s, r} B_{r} G_{r}^{-1}\left(B_{r}^{*} \alpha_{r}+L_{r} \rho_{r}\right) d r, 0 \leq s \leq \tau  \tag{6.42}\\
& \alpha_{s}=\mathcal{K}_{\tau, s}^{*} Q_{\tau} \rho_{\tau}+\int_{s}^{\tau} \mathcal{K}_{r, s}^{*}\left(F_{r}-\left(Q_{r} B_{r}+L_{r}^{*}\right) G_{r}^{-1} L_{r}\right) \rho_{r} d r, 0 \leq s \leq \tau \tag{6.43}
\end{align*}
$$

$\mathcal{K}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{R})$ and $Q$ is a solution of the Riccati equation

$$
\begin{align*}
Q_{s}= & \mathcal{R}_{\tau, s}^{*} Q_{\tau} \mathcal{R}_{\tau, s}+\int_{s}^{\tau} \mathcal{R}_{r, s}^{*}\left(F_{r}\right. \\
& \left.-\left(Q_{r} B_{r}+L_{r}^{*}\right) G_{r}^{-1}\left(B_{r}^{*} Q_{r}+L_{r}\right)\right) \mathcal{R}_{r, s} d r, 0 \leq s \leq \tau \tag{6.44}
\end{align*}
$$

Lemma 6.16. Under the above notation,

$$
\alpha_{s}=\left\{\begin{array}{ll}
Q_{s} \mathcal{R}_{s, \tau-t} l, & s \geq \tau-t  \tag{6.45}\\
\mathcal{K}_{\tau-t, s}^{*} Q_{\tau-t} l, & s<\tau-t
\end{array}\right\}, 0 \leq s \leq \tau
$$

Proof. By Proposition 3.23, the equation (6.44) is equivalent to

$$
\begin{equation*}
Q_{s}=\mathcal{K}_{\tau, s}^{*} Q_{\tau} \mathcal{R}_{\tau, s}+\int_{s}^{\tau} \mathcal{K}_{r, s}^{*}\left(F_{r}-\left(Q_{r} B_{r}+L_{r}^{*}\right) G_{r}^{-1} L_{r}\right) \mathcal{R}_{r, s} d r, 0 \leq s \leq \tau . \tag{6.46}
\end{equation*}
$$

Let $\tau-t \leq s \leq \tau$. Using (6.40) and (6.46) in (6.43), we have

$$
\begin{aligned}
\alpha_{s} & =\mathcal{K}_{\tau, s}^{*} Q_{\tau} \mathcal{R}_{\tau, \tau-t} l+\int_{s}^{\tau} \mathcal{K}_{r, s}^{*}\left(F_{r}-\left(Q_{r} B_{r}+L_{r}^{*}\right) G_{r}^{-1} L_{r}\right) \mathcal{R}_{r, \tau-t} l d r \\
& =\left(\mathcal{K}_{\tau, s}^{*} Q_{\tau} \mathcal{R}_{\tau, s}+\int_{s}^{\tau} \mathcal{K}_{r, s}^{*}\left(F_{r}-\left(Q_{r} B_{r}+L_{r}^{*}\right) G_{r}^{-1} L_{r}\right) \mathcal{R}_{r, s} d r\right) \mathcal{R}_{s, \tau-t} l \\
& =Q_{s} \mathcal{R}_{s, \tau-t} l .
\end{aligned}
$$

If $0 \leq s<\tau-t$, then in a similar way, we have

$$
\begin{aligned}
\alpha_{s}= & \mathcal{K}_{\tau, s}^{*} Q_{\tau} \mathcal{R}_{\tau, \tau-t} l+\int_{\tau-t}^{\tau} \mathcal{K}_{r, s}^{*}\left(F_{r}-\left(Q_{r} B_{r}+L_{r}^{*}\right) G_{r}^{-1} L_{r}\right) \mathcal{R}_{r, \tau-t} l d r \\
= & \mathcal{K}_{\tau-t, s}^{*}\left(\mathcal{K}_{\tau, \tau-t}^{*} Q_{\tau} \mathcal{R}_{\tau, \tau-t}\right. \\
& \left.\quad+\int_{\tau-t}^{\tau} \mathcal{K}_{r, \tau-t}^{*}\left(F_{r}-\left(Q_{r} B_{r}+L_{r}^{*}\right) G_{r}^{-1} L_{r}\right) \mathcal{R}_{r, \tau-t} d r\right) l \\
& =\mathcal{K}_{\tau-t, s}^{*} Q_{\tau-t} l .
\end{aligned}
$$

Thus, the proof of the lemma is completed.

Lemma 6.17. Under the above notation,

$$
\begin{align*}
\zeta_{s}^{*}= & \int_{0}^{\min (s, \tau-t)} \mathcal{K}_{s, r} B_{r} G_{r}^{-1} B_{r}^{*} \mathcal{K}_{\tau-t, r}^{*} Q_{\tau-t} l d r \\
& +\left\{\begin{array}{ll}
\mathcal{R}_{s, \tau-t} l-\mathcal{K}_{s, \tau-t} l, & s \geq \tau-t \\
0, & s<\tau-t
\end{array}\right\}, 0 \leq s \leq \tau \tag{6.47}
\end{align*}
$$

Proof. By (6.40) and (6.45), we have

$$
B_{r}^{*} \alpha_{r}+L_{r} \rho_{r}=\left\{\begin{array}{ll}
\left(B_{r}^{*} Q_{r}+L_{r}\right) \mathcal{R}_{r, \tau-t} l, & r \geq \tau-t  \tag{6.48}\\
B_{r}^{*} \mathcal{K}_{\tau-t, r}^{*} Q_{\tau-t} l, & r<\tau-t
\end{array}\right\}, \text { a.e. } r \in[0, \tau] .
$$

Substituting this expression in (6.42), we obtain

$$
\begin{aligned}
\zeta_{s}^{*}= & \int_{0}^{\min (s, \tau-t)} \mathcal{K}_{s, r} B_{r} G_{r}^{-1} B_{r}^{*} \mathcal{K}_{\tau-t, r}^{*} Q_{\tau-t} l d r \\
& +\int_{\min (s, \tau-t)}^{s} \mathcal{K}_{s, r} B_{r} G_{r}^{-1}\left(B_{r}^{*} Q_{r}+L_{r}\right) \mathcal{R}_{r, \tau-t} l d r
\end{aligned}
$$

Since $\mathcal{K}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{R})$, the last equality implies (6.47).
Theorem 6.18. Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)$ and $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$, there exists a unique optimal linear feedback smoother in the smoothing problem (6.1)-(6.2) and the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, is equal to

$$
\begin{equation*}
\hat{x}_{t}^{\tau}=\hat{x}_{t}+P_{t} \int_{t}^{\tau} \mathcal{Y}_{s, t}^{*} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t<\tau \leq T \tag{6.49}
\end{equation*}
$$

where $\bar{z}$ is the innovation process defined by (6.24), $\hat{x}_{t}$ is the best estimate in the filtering problem (6.1)-(6.2), $\mathcal{Y}=\mathcal{P}_{-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U})$ and $P$ is a unique solution of the equation (6.17).

Proof. Introduce the notation (6.33) and consider the linear regulator problem (6.34)-(6.35). By (6.41), (6.47) and (6.48), the optimal control in the problem (6.34)-(6.35) is unique and is equal to

$$
\begin{align*}
\eta_{s}^{*}= & -G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \int_{0}^{\min (s, \tau-t)} \mathcal{K}_{s, r} B_{r} G_{r}^{-1} B_{r}^{*} \mathcal{K}_{\tau-t, r}^{*} Q_{\tau-t} l d r \\
& +G_{s}^{-1}\left\{\begin{array}{ll}
\left(B_{s}^{*} Q_{s}+L_{s}\right) \mathcal{K}_{s, \tau-t} l, & s \geq \tau-t \\
B_{s}^{*} \mathcal{K}_{\tau-t, s}^{*} Q_{\tau-t} l, & s<\tau-t
\end{array}\right\}, \text { a.e. } s \in[0, \tau] \tag{6.50}
\end{align*}
$$

where $\mathcal{K}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{R})$ and $Q$ is a solution of the equation (6.44). In proving Theorem 6.4 it was shown that $P_{s}=Q_{\tau-s}, 0 \leq s \leq \tau$, is a unique solution of the equation (6.17) and $\mathcal{D}_{\tau}(\mathcal{K})=\left.\mathcal{Y}\right|_{\Delta_{\tau}}$. Therefore, applying Theorem
6.15, we conclude that there is a unique optimal linear feedback smoother in the smoothing problem (6.1)-(6.2) and it is determined by

$$
\begin{aligned}
K_{s}=K_{t, \tau, s}= & -\int_{\max (s, t)}^{\tau} P_{t} \mathcal{Y}_{r, t}^{*} C_{r}^{*} V_{r}^{-1} C_{r} \mathcal{Y}_{r, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d r \\
& +\left\{\begin{array}{ll}
\mathcal{Y}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1}, & s \leq t \\
P_{t} \mathcal{Y}_{s, t}^{*} C_{s}^{*} V_{s}^{-1}, & s>t
\end{array}\right\}, \text { a.e. } s \in[0, \tau]
\end{aligned}
$$

Finally by Theorem 6.4 and (6.24), we obtain

$$
\begin{aligned}
\hat{x}_{t}^{\tau}= & \int_{0}^{\tau} K_{s} d z_{s} \\
= & \int_{0}^{t} \mathcal{Y}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d z_{s}+\int_{t}^{\tau} P_{t} \mathcal{Y}_{s, t}^{*} C_{s}^{*} V_{s}^{-1} d z_{s} \\
& -\int_{t}^{\tau} \int_{0}^{r} P_{t} \mathcal{Y}_{r, t}^{*} C_{r}^{*} V_{r}^{-1} C_{r} \mathcal{Y}_{r, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d z_{s} d r \\
= & \hat{x}_{t}+P_{t} \int_{t}^{\tau} \mathcal{Y}_{r, t}^{*} C_{r}^{*} V_{r}^{-1}\left(d z_{r}-C_{r} \hat{x}_{r} d r\right) \\
= & \hat{x}_{t}+P_{t} \int_{t}^{\tau} \mathcal{Y}_{r, t}^{*} C_{r}^{*} V_{r}^{-1} d \bar{z}_{r} .
\end{aligned}
$$

Thus, the proof of the theorem is completed.

### 6.5 Stochastic Regulator Problem

In this section the control problem (5.1)-(5.4) from Chapter 5 will be called a linear stochastic regulator problem and it will be considered under correlated white noise processes.

### 6.5.1 Setting of the Problem

Consider the problem (5.1)-(5.4) in which the state-observation system (5.1)-(5.2) and the functional (5.4) are defined in the form

$$
\begin{align*}
x_{t}^{u} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} B_{s} u_{s} d s+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, 0 \leq t \leq T  \tag{6.51}\\
z_{t}^{u} & =\int_{0}^{t} C_{s} x_{s}^{u} d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T  \tag{6.52}\\
J(u) & =\mathbf{E}\left(\left\langle x_{T}^{u}, Q_{T} x_{T}^{u}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{c}
x_{t}^{u} \\
u_{t}
\end{array}\right],\left[\begin{array}{cc}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{c}
x_{t}^{u} \\
u_{t}
\end{array}\right]\right\rangle d t\right) \tag{6.53}
\end{align*}
$$

and a control $u$ is taken from the set of admissible controls $U_{\text {ad }}$ as defined by (5.3) in Section 5.1.2. This problem will be called the linear stochastic regulator
problem (6.51)-(6.53). The deterministic function $\varphi$ is called a stochastic regulator if $u_{t}=\varphi_{t}\left(x_{t}^{u}\right)$, a.e. $t \in \mathbf{T}$, belongs to $U_{\text {ad }}$. A stochastic regulator is optimal if the respective control is optimal.

In this section the following conditions are supposed to hold:
$\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{w}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), B \in B_{\infty}(\mathbf{T}, \mathcal{L}(U, X)), C \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, \mathbb{R}^{n}\right)\right) ;$
$\left(\mathbf{R}_{2}^{\mathbf{w}}\right) \Phi \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, X)), \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right),\left[\begin{array}{c}w \\ v\end{array}\right]$ is an $H \times \mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with $\operatorname{cov} v_{T}>0, x_{0}$ is an $X$-valued Gaussian random variable with $\mathbf{E} x_{0}=0, x_{0}$ and $(w, v)$ are independent;
$\left(\mathbf{R}_{3}^{\mathbf{w}}\right) Q_{T} \in \mathcal{L}(X), Q_{T} \geq 0, F \in B_{\infty}(\mathbf{T}, \mathcal{L}(X)), G, G^{-1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(U)), L \in$ $B_{\infty}(\mathbf{T}, \mathcal{L}(X, U)), G_{t}>0$ and $F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0$ for a.e. $t \in \mathbf{T}$.

Note that $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{w}}\right)$ is the same as $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)$ completed with the condition about $B$, and $\left(\mathbf{R}_{\mathbf{2}}^{\mathbf{w}}\right)$ and $\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{w}}\right)$ are the same as $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$ and $\left(\mathbf{C}_{\mathbf{3}}\right)$, respectively.

In this section we will use the operators $\bar{W}, \bar{V}, \bar{R}$ and $P_{0}$, as well as the functions $W, V$ and $R$ defined by (6.3). Also, for given $u \in U_{\text {ad }}$, we denote

$$
\mathbf{E}_{t}^{u}=\mathbf{E}\left(\cdot \mid z_{s}^{u}, 0 \leq s \leq t\right) \text { and } \hat{x}_{t}^{u}=\mathbf{E}_{t}^{u} x_{t}^{u}, 0 \leq t \leq T
$$

If $u_{t}=u_{t}^{*}$, then $x_{t}^{*}=x_{t}^{u^{*}}, z_{t}^{*}=z_{t}^{u^{*}}, \mathbf{E}_{t}^{*}=\mathbf{E}_{t}^{u^{*}}$ and $\hat{x}_{t}^{*}=\hat{x}_{t}^{u^{*}}, 0 \leq t \leq T$. Similarly, we use the notation $x_{t}^{0}=x_{t}^{u}, z_{t}^{0}=z_{t}^{u}, \mathbf{E}_{t}^{0}=\mathbf{E}_{t}^{u}$ and $\hat{x}_{t}^{0}=\hat{x}_{t}^{u}$ when $u_{t}=0,0 \leq t \leq T$.

### 6.5.2 Optimal Stochastic Regulator

The following results completely solve the problem (6.51)-(6.53).
Proposition 6.19. For the system (5.51)-(5.52), the error process

$$
e_{t}=x_{t}^{u}-\hat{x}_{t}^{u}, 0 \leq t \leq T, u \in U_{\mathrm{ad}}
$$

and the innovation process

$$
\bar{z}_{t}=z_{t}^{u}-\int_{0}^{t} C_{s} \hat{x}_{s}^{u} d s, 0 \leq t \leq T, u \in U_{\mathrm{ad}}
$$

are independent of selection of $u \in U_{\mathrm{ad}}$. Furthermore,

$$
\begin{equation*}
\operatorname{cove} e_{t}=P_{t} \text { and } \bar{z}_{t}=\int_{0}^{t} \Psi_{s} d \gamma_{s}, 0 \leq t \leq T \tag{6.54}
\end{equation*}
$$

where $P$ is a unique solution of the equation (6.17), $\left\{\gamma_{t}, \mathcal{F}_{t}^{z^{0}}\right\}$ is an $\mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with the covariance operator $\bar{V}$.

Proof. For $u \in U_{\mathrm{ad}}$,

$$
\hat{x}_{t}^{u}=\mathbf{E}_{t}^{u}\left(\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}\right)+\int_{0}^{t} \mathcal{U}_{t, s} B_{s} u_{s} d s
$$

Therefore, by Proposition 5.5,

$$
e_{t}=x_{t}^{u}-\hat{x}_{t}^{u}=x_{t}^{0}-\mathbf{E}_{t}^{u} x_{t}^{0}=x_{t}^{0}-\mathbf{E}_{t}^{0} x_{t}^{0}=x_{t}^{0}-\hat{x}_{t}^{0}
$$

i.e., the error process $e$ is independent of selection of $u \in U_{\mathrm{ad}}$. Thus, we have

$$
\begin{aligned}
\bar{z}_{t} & =z_{t}^{u}-\int_{0}^{t} C_{s} \hat{x}_{s}^{u} d s \\
& =\int_{0}^{t} C_{s}\left(x_{s}^{u}-\hat{x}_{s}^{u}\right) d s+\int_{0}^{t} \Psi_{s} d v_{s} \\
& =\int_{0}^{t} C_{s}\left(x_{s}^{0}-\hat{x}_{s}^{0}\right) d s+\int_{0}^{t} \Psi_{s} d v_{s} \\
& =z_{t}^{0}-\int_{0}^{t} C_{s} \hat{x}_{s}^{0} d s
\end{aligned}
$$

i.e., the innovation process $\bar{z}$ is independent of selection of $u \in U_{\text {ad }}$ too. Finally, (6.54) follows from Propositions 6.5 and 6.8.

Theorem 6.20. Under the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{w}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{w}}\right)$, there exists a unique optimal stochastic regulator in the problem (6.51)-(6.53) and the respective optimal control has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \hat{x}_{t}^{*}, \text { a.e. } t \in \mathbf{T} \tag{6.55}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{x}_{t}^{*} & =\int_{0}^{t} \mathcal{R}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d z_{s}^{*} \\
& =\int_{0}^{t} \mathcal{Y}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d \bar{z}_{s} \\
& =\int_{0}^{t} \mathcal{Y}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} \Psi_{s} d \gamma_{s}, \quad 0 \leq t \leq T \tag{6.56}
\end{align*}
$$

$\mathcal{R}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)-\left(P C^{*}+R\right) V^{-1} C}(\mathcal{U}), \mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ and $P$ are unique solutions of the Riccati equations (3.9) and (6.17), respectively, $\left\{\gamma_{t}, \mathcal{F}_{t}^{z^{0}}\right\}$ is an $\mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with the covariance operator $\bar{V}$.

Proof. The existence and the uniqueness of an optimal stochastic regulator in the problem (6.51)-(6.53) follow from Theorems 5.28 and 6.4. Moreover, by Theorem 5.17, the representation (6.55) holds for $u^{*}$. Using this in ( 6.51 ), we obtain

$$
x_{t}^{*}=\mathcal{U}_{t, 0} x_{0}-\int_{0}^{t} \mathcal{U}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \hat{x}_{s}^{*} d s+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}
$$

By Proposition 5.5, $\mathbf{E}_{t}^{*}=\mathbf{E}_{t}^{0}$. Therefore, applying Theorem 6.9,

$$
\begin{aligned}
\hat{x}_{t}^{*} & =\mathbf{E}_{t}^{*}\left(\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}\right)-\int_{0}^{t} \mathcal{U}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \hat{x}_{s}^{*} d s \\
& =\mathbf{E}_{t}^{0}\left(\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}\right)-\int_{0}^{t} \mathcal{U}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \hat{x}_{s}^{*} d s \\
& =\int_{0}^{t} \mathcal{U}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1}\left(d z_{s}^{0}-C_{s} \hat{x}_{s}^{0} d s\right)-\int_{0}^{t} \mathcal{U}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \hat{x}_{s}^{*} d s .
\end{aligned}
$$

Hence, by Proposition 6.19,

$$
\hat{x}_{t}^{*}=\int_{0}^{t} \mathcal{U}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1}\left(d z_{s}^{*}-C_{s} \hat{x}_{s}^{*} d s\right)-\int_{0}^{t} \mathcal{U}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \hat{x}_{s}^{*} d s
$$

Thus, using Propositions 4.28 and 6.19 , we obtain the equations in (6.56) too.
Lemma 6.21. For the functional

$$
\hat{J}(u)=\mathbf{E}\left(\left\langle\hat{x}_{T}^{u}, Q_{T} \hat{x}_{T}^{u}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{c}
\hat{x}_{t}^{u}  \tag{6.57}\\
u_{t}
\end{array}\right],\left[\begin{array}{cc}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{c}
\hat{x}_{t}^{u} \\
u_{t}
\end{array}\right]\right\rangle d t\right)
$$

subjected to the system (6.51)-(6.52),

$$
\hat{J}\left(u^{*}\right)=\operatorname{tr} \int_{0}^{T} \bar{V}^{-1} \Psi_{t}^{-1}\left(C_{t} P_{t}+R_{t}^{*}\right) Q_{t}\left(P_{t} C_{t}^{*}+R_{t}\right) \Psi_{t}^{-1 *} d t
$$

where $u^{*}$ is an optimal control in the problem (6.51)-(6.53) and $Q$ and $P$ are unique solutions of the Riccati equations (3.9) and (6.17), respectively.

Proof. Using (6.55) and Proposition 4.2(f), we obtain

$$
\begin{aligned}
\hat{J}\left(u^{*}\right)= & \mathbf{E}\left\langle\hat{x}_{T}^{*}, Q_{T} \hat{x}_{T}^{*}\right\rangle \\
& +\mathbf{E} \int_{0}^{T}\left\langle\hat{x}_{t}^{*},\left(F_{t}-L_{t}^{*} G_{t}^{-1} L_{t}+Q_{t} B_{t} G_{t}^{-1} B_{t}^{*} Q_{t}\right) \hat{x}_{t}^{*}\right\rangle d t \\
= & \operatorname{tr}\left(\operatorname{cov}\left(Q_{T}^{1 / 2} \hat{x}_{T}^{*}\right)\right) \\
& +\operatorname{tr} \int_{0}^{T} \operatorname{cov}\left(\left(F_{t}-L_{t}^{*} G_{t}^{-1} L_{t}+Q_{t} B_{t} G_{t}^{-1} B_{t}^{*} Q_{t}\right)^{1 / 2} \hat{x}_{t}^{*}\right) d t .
\end{aligned}
$$

We will use the representation (6.56) for $\hat{x}^{*}$. By Proposition 4.26(f) and Theorem 3.22 ,

$$
\begin{aligned}
& \hat{J}\left(u^{*}\right)= \operatorname{tr} \int_{0}^{T} \bar{V}^{-1} \Psi_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right) \mathcal{Y}_{T, s}^{*} Q_{T} \mathcal{Y}_{T, s}\left(P_{s} C_{s}^{*}+R_{s}\right) \Psi_{s}^{-1 *} d s \\
&+\operatorname{tr} \int_{0}^{T} \int_{0}^{t} \bar{V}^{-1} \Psi_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right) \mathcal{Y}_{t, s}^{*} F_{t} \mathcal{Y}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) \Psi_{s}^{-1 *} d s d t \\
&-\operatorname{tr} \int_{0}^{T} \int_{0}^{t} \bar{V}^{-1} \Psi_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right) \mathcal{Y}_{t, s}^{*} L_{t}^{*} G_{t}^{-1} L_{t} \mathcal{Y}_{t, s} \\
& \times\left(P_{s} C_{s}^{*}+R_{s}\right) \Psi_{s}^{-1 *} d s d t \\
&+\operatorname{tr} \int_{0}^{T} \int_{0}^{t} \bar{V}^{-1} \Psi_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right) \mathcal{Y}_{t, s}^{*} Q_{t} B_{t} G_{t}^{-1} B_{t}^{*} Q_{t} \mathcal{Y}_{t, s} \\
& \quad \times\left(P_{s} C_{s}^{*}+R_{s}\right) \Psi_{s}^{-1 *} d s d t \\
&= \operatorname{tr} \int_{0}^{T} \bar{V}^{-1} \Psi_{s}^{-1}\left(C_{s} P_{s}+R_{s}^{*}\right) Q_{s}\left(P_{s} C_{s}^{*}+R_{s}\right) \Psi_{s}^{-1 *} d s
\end{aligned}
$$

The proof is completed.
Proposition 6.22. The minimum of the functional $J$ in the problem (6.51)-(6.53) is equal to

$$
\begin{aligned}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T} P_{T}\right)+\operatorname{tr} \int_{0}^{T} F_{t} P_{t} d t \\
& +\operatorname{tr} \int_{0}^{T} \bar{V}^{-1} \Psi_{t}^{-1}\left(C_{t} P_{t}+R_{t}^{*}\right) Q_{t}\left(P_{t} C_{t}^{*}+R_{t}\right) \Psi_{t}^{-1 *} d t
\end{aligned}
$$

where $Q$ and $P$ are unique solutions of the Riccati equations (3.9) and (6.17), respectively.

Proof. Let $e_{t}=x_{t}^{*}-\hat{x}_{t}^{*}, 0 \leq t \leq T$, be the error process. We have

$$
\begin{aligned}
\mathbf{E}\left\langle e_{T}, Q_{T} e_{T}\right\rangle & =\mathbf{E}\left\langle x_{T}^{*}, Q_{T} x_{T}^{*}\right\rangle-2 \mathbf{E}\left\langle x_{T}^{*}, Q_{T} \hat{x}_{T}^{*}\right\rangle+\mathbf{E}\left\langle\hat{x}_{T}^{*}, Q_{T} \hat{x}_{T}^{*}\right\rangle \\
& =\mathbf{E}\left\langle x_{T}^{*}, Q_{T} x_{T}^{*}\right\rangle-\mathbf{E}\left\langle\hat{x}_{T}^{*}, Q_{T} \hat{x}_{T}^{*}\right\rangle .
\end{aligned}
$$

Similarly,

$$
\mathbf{E} \int_{0}^{T}\left\langle e_{t}, F_{t} e_{t}\right\rangle d t=\mathbf{E} \int_{0}^{T}\left\langle x_{t}^{*}, F_{t} x_{t}^{*}\right\rangle d t-\mathbf{E} \int_{0}^{T}\left\langle\hat{x}_{t}^{*}, F_{t} \hat{x}_{t}^{*}\right\rangle d t
$$

Also,

$$
\mathbf{E} \int_{0}^{T}\left\langle u_{t}^{*}, L_{t} x_{t}^{*}\right\rangle d t=\mathbf{E} \int_{0}^{T}\left\langle u_{t}^{*}, L_{t} \mathbf{E}_{t}^{*} x_{t}^{*}\right\rangle d t=\mathbf{E} \int_{0}^{T}\left\langle u_{t}^{*}, L_{t} \hat{x}_{t}^{*}\right\rangle d t
$$

Therefore, by Proposition 6.5,

$$
\begin{aligned}
J\left(u^{*}\right)= & \mathbf{E}\left(\left\langle x_{T}^{*}, Q_{T} x_{T}^{*}\right\rangle+\int_{0}^{T}\left(\left\langle x_{t}^{*}, F_{t} x_{t}^{*}\right\rangle+2\left\langle u_{t}^{*}, L_{t} x_{t}^{*}\right\rangle+\left\langle u_{t}^{*}, G_{T} u_{t}^{*}\right\rangle\right) d t\right) \\
= & \mathbf{E}\left(\left\langle\hat{x}_{T}^{*}, Q_{T} \hat{x}_{T}^{*}\right\rangle+\int_{0}^{T}\left(\left\langle\hat{x}_{t}^{*}, F_{t} \hat{x}_{t}^{*}\right\rangle+2\left\langle u_{t}^{*}, L_{t} \hat{x}_{t}^{*}\right\rangle+\left\langle u_{t}^{*}, G_{T} u_{t}^{*}\right\rangle\right) d t\right) \\
& +\mathbf{E}\left(\left\langle e_{T}, Q_{T} e_{T}\right\rangle+\int_{0}^{T}\left\langle e_{t}, F_{t} e_{t}\right\rangle d t\right) \\
= & \hat{J}\left(u^{*}\right)+\operatorname{tr}\left(\operatorname{cov}\left(Q_{T}^{1 / 2} e_{T}\right)\right)+\operatorname{tr} \int_{0}^{T} \operatorname{cov}\left(F_{t}^{1 / 2} e_{t}\right) d t \\
= & \hat{J}\left(u^{*}\right)+\operatorname{tr}\left(Q_{T} P_{T}\right)+\operatorname{tr} \int_{0}^{T} F_{t} P_{t} d t .
\end{aligned}
$$

Thus, by Lemma 6.21, the statement is obtained.
Example 6.23. In order to present the optimal stochastic regulator in differential form, assume that the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{w}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{w}}\right)$ hold so that $\mathcal{U} \in \mathcal{S}(X)$ and $A$ is the infinitesimal generator of $\mathcal{U}$. Then the state-observation system (6.51)-(6.52) under $u=u^{*}$ can be written in the differential form

$$
\left\{\begin{array}{l}
d x_{t}^{*}=\left(A x_{t}^{*}+B_{t} u_{t}^{*}\right) d t+\Phi_{t} d w_{t}, 0<t \leq T, x_{0}^{*}=x_{0}  \tag{6.58}\\
d z_{t}^{*}=C_{t} x_{t}^{*} d t+\Psi_{t} d v_{t}, 0<t \leq T, z_{t}^{*}=0
\end{array}\right.
$$

By (6.55), the optimal control $u^{*}$ in the problem (6.51)-(6.53) has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \hat{x}_{t}^{*}, \text { a.e. } t \in \mathbf{T} \tag{6.59}
\end{equation*}
$$

where $\hat{x}^{*}$ is a mild solution of the linear stochastic differential equation

$$
\begin{align*}
d \hat{x}_{t}^{*}=( & \left.A \hat{x}_{t}^{*}+B_{t} u_{t}^{*}\right) d t+\left(P_{t} C_{t}^{*}+\Phi_{t} \bar{R} \Psi_{t}^{*}\right) \\
& \times\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1}\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right), 0<t \leq T, \hat{x}_{0}^{*}=0, \tag{6.60}
\end{align*}
$$

with $P$ and $Q$ being, respectively, unique scalar product solutions of the differential Riccati equations

$$
\begin{align*}
\frac{d}{d t} P_{t} & -P_{t} A^{*}-A P_{t}-\Phi_{t} \bar{W} \Phi_{t}^{*}+\left(P_{t} C_{t}^{*}+\Phi_{t} \bar{R} \Psi_{t}^{*}\right) \\
& \times\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1}\left(C_{t} P_{t}+\Psi_{t} \bar{R}^{*} \Phi_{t}^{*}\right)=0,0<t \leq T, P_{0}=\operatorname{cov} x_{0}  \tag{6.61}\\
\frac{d}{d t} Q_{t} & +Q_{t} A+A^{*} Q_{t}+F_{t} \\
& -\left(Q_{t} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right)=0,0 \leq t<T, Q_{T} \text { is given. } \tag{6.62}
\end{align*}
$$

## Chapter 7

## Control and Estimation under Colored Noises

In this chapter the control and estimation results of Chapter 6 are modified to the colored noise processes.

Convention. In this chapter it is always assumed that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space, $X, U, H \in \mathcal{H}, T>0, \mathbf{T}=[0, T]$ is a finite time interval and $\Delta_{t}=\{(s, r): 0 \leq r \leq s \leq t\}$ for $t>0$.

### 7.1 Estimation

### 7.1.1 Setting of Estimation Problems

Let $(x, z)$ be a partially observable system so that

$$
\begin{align*}
x_{t} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \varphi_{s}^{1} d s+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, 0 \leq t \leq T  \tag{7.1}\\
z_{t} & =\int_{0}^{t}\left(C_{s} x_{s}+\varphi_{s}^{2}\right) d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{7.2}
\end{align*}
$$

where

$$
\begin{equation*}
\varphi_{t}^{1}=\int_{0}^{t} \mathcal{U}_{t, s}^{1} \Phi_{s}^{1} d w_{s}, \varphi_{t}^{2}=\int_{0}^{t} \mathcal{U}_{t, s}^{2} \Phi_{s}^{2} d w_{s}, 0 \leq t \leq T \tag{7.3}
\end{equation*}
$$

Suppose that the following conditions hold:
$\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{c}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), C \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, \mathbb{R}^{n}\right)\right) ;$
$\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{c}}\right) \mathcal{U}^{1} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), \mathcal{U}^{2} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right), \Phi, \Phi^{1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, X)), \Phi^{2} \in$ $B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(H, \mathbb{R}^{n}\right)\right), \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right),\left[\begin{array}{c}w \\ v\end{array}\right]$ is an $H \times \mathbb{R}^{n}$-valued Wiener
process on $\mathbf{T}$ with $\operatorname{cov} v_{T}>0, x_{0}$ is a an $X$-valued Gaussian random variable with $\mathbf{E} x_{0}=0, x_{0}$ and $(w, v)$ are independent.

Also, we will use the notation

$$
P_{0}=\operatorname{cov} x_{0},\left[\begin{array}{ll}
\bar{W} & \bar{R}  \tag{7.4}\\
\bar{R}^{*} & \bar{V}
\end{array}\right]=T^{-1} \operatorname{cov}\left[\begin{array}{l}
w_{T} \\
v_{T}
\end{array}\right], V_{t}=\Psi_{t} \bar{V} \Psi_{t}^{*}, 0 \leq t \leq T
$$

and the decompositions

$$
\begin{gather*}
\tilde{W}_{t}=\left[\begin{array}{lll}
W_{t} & W_{t}^{01} & W_{t}^{02} \\
W_{t}^{01 *} & W_{t}^{11} & W_{t}^{12} \\
W_{t}^{02 *} & W_{t}^{12 *} & W_{t}^{22}
\end{array}\right]=\left[\begin{array}{ccc}
\Phi_{t} \bar{W} \Phi_{t}^{*} & \Phi_{t} \bar{W} \Phi_{t}^{1 *} & \Phi_{t} \bar{W} \Phi_{t}^{2 *} \\
\Phi_{t}^{1} \bar{W} \Phi_{t}^{*} & \Phi_{t}^{1} \bar{W} \Phi_{t}^{1 *} & \Phi_{t}^{1} \bar{W} \Phi_{t}^{2 *} \\
\Phi_{t}^{2} \bar{W} \Phi_{t}^{*} & \Phi_{t}^{2} \bar{W} \Phi_{t}^{1 *} & \Phi_{t}^{2} \bar{W} \Phi_{t}^{2 *}
\end{array}\right],  \tag{7.5}\\
\tilde{R}_{t}=\left[\begin{array}{l}
R_{t} \\
R_{t}^{1} \\
R_{t}^{2}
\end{array}\right]=\left[\begin{array}{c}
\Phi_{t} \bar{R} \Psi_{t}^{*} \\
\Phi_{t}^{1} \bar{R} \Psi_{t}^{*} \\
\Phi_{t}^{2} \bar{R} \Psi_{t}^{*}
\end{array}\right], 0 \leq t \leq T \tag{7.6}
\end{gather*}
$$

One can observe that the difference between the signal-observation systems (6.1)-(6.2) and (7.1)-(7.2) is the presence of the colored noise processes $\varphi^{1}$ and $\varphi^{2}$ in (7.1)-(7.2). We will study the estimation problem of estimating $x_{t}$ based on $z_{s}$, $0 \leq s \leq \tau$, where $t, \tau \in \mathbf{T}$ and $(x, z)$ is defined by (7.1)-(7.3). This problem will be called the estimation (filtering, prediction, smoothing) problem (7.1)-(7.3).

### 7.1.2 Reduction

Let

$$
\tilde{\mathcal{U}}=\mathcal{P}_{D}\left(\mathcal{U} \odot \mathcal{U}^{1} \odot \mathcal{U}^{2}\right), \quad D=\left[\begin{array}{lll}
0 & I & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \in \mathcal{L}\left(X \times X \times \mathbb{R}^{n}\right)
$$

Using Theorem 3.13, one can obtain that

$$
\tilde{\mathcal{U}}_{t, s}=\left[\begin{array}{ccc}
\mathcal{U}_{t, s} & \mathcal{E}_{t, s} & 0  \tag{7.7}\\
0 & \mathcal{U}_{t, s}^{1} & 0 \\
0 & 0 & \mathcal{U}_{t, s}^{2}
\end{array}\right], 0 \leq s \leq t \leq T
$$

where

$$
\begin{equation*}
\mathcal{E}_{t, s}=\int_{s}^{t} \mathcal{U}_{t, r} \mathcal{U}_{r, s}^{1} d r, 0 \leq s \leq t \leq T \tag{7.8}
\end{equation*}
$$

Also, let

$$
\tilde{\Phi}=\left[\begin{array}{l}
\Phi  \tag{7.9}\\
\Phi^{1} \\
\Phi^{2}
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(H, X \times X \times \mathbb{R}^{n}\right)\right)
$$

With this notation, the evolution of the process

$$
\tilde{x}_{t}=\left[\begin{array}{c}
x_{t}  \tag{7.10}\\
\varphi_{t}^{1} \\
\varphi_{t}^{2}
\end{array}\right], 0 \leq t \leq T
$$

### 7.1. Estimation

can be expressed as

$$
\begin{aligned}
\tilde{x}_{t}= & \left(\mathcal{U} \odot \mathcal{U}^{1} \odot \mathcal{U}^{2}\right)_{t, 0} \tilde{x}_{0}+\int_{0}^{t}\left(\mathcal{U} \odot \mathcal{U}^{1} \odot \mathcal{U}^{2}\right)_{t, s} D \tilde{x}_{s} d s \\
& +\int_{0}^{t}\left(\mathcal{U} \odot \mathcal{U}^{1} \odot \mathcal{U}^{2}\right)_{t, s} \tilde{\Phi}_{s} d w_{s}, \quad 0 \leq t \leq T
\end{aligned}
$$

or as (see Proposition 4.28)

$$
\begin{equation*}
\tilde{x}_{t}=\tilde{\mathcal{U}}_{t, 0} \tilde{x}_{0}+\int_{0}^{t} \tilde{\mathcal{U}}_{t, s} \tilde{\Phi}_{s} d w_{s}, 0 \leq t \leq T . \tag{7.11}
\end{equation*}
$$

Similarly, for the observation system (7.2), we have

$$
\begin{equation*}
z_{t}=\int_{0}^{t} \tilde{C}_{s} \tilde{x}_{s} d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{7.12}
\end{equation*}
$$

where

$$
\tilde{C}=\left[\begin{array}{lll}
C & 0 & I \tag{7.13}
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X \times X \times \mathbb{R}^{n}, \mathbb{R}^{n}\right)\right)
$$

Thus, we can state the following result.
Lemma 7.1. The best estimates in the estimation problems (7.1)-(7.3) and (7.11)(7.12) are related as in

$$
\mathbf{E}\left(x_{t} \mid z_{s} ; 0 \leq s \leq \tau\right)=\tilde{I} \mathbf{E}\left(\tilde{x}_{t} \mid z_{s} ; 0 \leq s \leq \tau\right), t, \tau \in \mathbf{T}
$$

where

$$
\tilde{I}=\left[\begin{array}{lll}
I & 0 & 0 \tag{7.14}
\end{array}\right] \in \mathcal{L}\left(X \times X \times \mathbb{R}^{n}, X\right)
$$

Proof. This follows from the equality $x_{t}=\tilde{I} \tilde{x}_{t}, 0 \leq t \leq T$.
Thus, the estimation problem (7.1)-(7.3) is reduced to the estimation problem (7.11)-(7.12).

### 7.1.3 Optimal Linear Feedback Estimators

Theorem 7.2. Suppose the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{c}}\right)$ and $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{c}}\right)$ hold, let

$$
\hat{\tilde{x}}_{t}=\left[\begin{array}{c}
\hat{x}_{t} \\
\psi_{t}^{1} \\
\psi_{t}^{2}
\end{array}\right]=\int_{0}^{t} \tilde{\mathcal{Y}}_{t, s}\left(\tilde{P}_{s} \tilde{C}_{s}^{*}+\tilde{R}_{s}\right) V_{s}^{-1} d z_{s}, 0 \leq t \leq T
$$

and let

$$
\bar{z}_{t}=z_{t}-\int_{0}^{t} \tilde{C}_{s} \hat{\tilde{x}}_{s} d s=z_{t}-\int_{0}^{t}\left(C_{s} \hat{x}_{s}+\psi_{s}^{2}\right) d s, 0 \leq t \leq T
$$

$\underset{\tilde{\mathcal{V}}}{\text { where }} \tilde{\mathcal{U}}, \tilde{C}, \tilde{\Phi}, \tilde{W}$ and $\tilde{R}$ are defined by (7.7)-(7.8), (7.13), (7.9), (7.5) and (7.6), $\tilde{\mathcal{Y}}=\mathcal{P}_{-\left(\tilde{P} \tilde{C}^{*}+\tilde{R}\right) V^{-1} \tilde{C}}(\tilde{\mathcal{U}})$, and $\tilde{P}$ is a unique solution of the Riccati equation

$$
\begin{align*}
\tilde{P}_{t}= & \tilde{\mathcal{U}}_{t, 0} \tilde{P}_{0} \tilde{\mathcal{U}}_{t, 0}^{*}+\int_{0}^{t} \tilde{\mathcal{U}}_{t, s}\left(\tilde{W}_{s}\right. \\
& \left.-\left(\tilde{P}_{s} \tilde{C}_{s}^{*}+\tilde{R}_{s}\right) V_{s}^{-1}\left(\tilde{C}_{s} \tilde{P}_{s}+\tilde{R}_{s}^{*}\right)\right) \tilde{\mathcal{U}}_{t, s}^{*} d s, 0 \leq t \leq T \tag{7.15}
\end{align*}
$$

with $\tilde{P}_{0}=\operatorname{cov} \tilde{x}_{0}$. Then there exists a unique optimal linear feedback filter (predictor and smoother) in the estimation problem (7.1)-(7.3) and depending on $t$ and $\tau$, the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, in the estimation problem (7.1)-(7.3) is equal to

$$
\begin{aligned}
& \hat{x}_{t}=\hat{x}_{t}^{t}=\int_{0}^{t} \tilde{I} \tilde{\mathcal{Y}}_{t, s}\left(\tilde{P}_{s} \tilde{C}_{s}^{*}+\tilde{R}_{s}\right) V_{s}^{-1} d z_{s}, 0 \leq t \leq T \\
& \hat{x}_{t}^{\tau}=\tilde{I} \tilde{\mathcal{U}}_{t, \tau} \hat{\tilde{x}}_{\tau}=\mathcal{U}_{t, \tau} \hat{x}_{\tau}+\mathcal{E}_{t, \tau} \psi_{\tau}^{1}, 0 \leq \tau<t \leq T \\
& \hat{x}_{t}^{\tau}=\hat{x}_{t}+\tilde{I} \tilde{P}_{t} \int_{t}^{\tau} \tilde{\mathcal{Y}}_{s, t}^{*} \tilde{C}_{s}^{*} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t<\tau \leq T
\end{aligned}
$$

where $\tilde{I}$ and $\mathcal{E}$ are as defined by (7.14) and (7.8), respectively.
Proof. This is a consequence of Theorems 6.4, 6.13, 6.18 and Lemma 7.1.

### 7.1.4 About the Riccati Equation (7.15)

The solution $\tilde{P}$ of the Riccati equation (7.15) can be decomposed as

$$
\tilde{P}_{t}=\left[\begin{array}{lll}
P_{t}^{00} & P_{t}^{01} & P_{t}^{02}  \tag{7.16}\\
P_{t}^{01 *} & P_{t}^{11} & P_{t}^{12} \\
P_{t}^{02 *} & P_{t}^{12 *} & P_{t}^{22}
\end{array}\right] \in \mathcal{L}\left(X \times X \times \mathbb{R}^{n}\right), 0 \leq t \leq T
$$

Below we derive an equation for each component of $\tilde{P}$ in this decomposition.
Proposition 7.3. Suppose the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{c}}\right)$ and $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{c}}\right)$ hold, let the solution $\tilde{P}$ of the equation (7.15) be decomposed as (7.16) and let

$$
\left\{\begin{array}{l}
M_{t}=P_{t}^{00} C_{t}^{*}+P_{t}^{02}+R_{t}, 0 \leq t \leq T  \tag{7.17}\\
M_{t}^{1}=P_{t}^{01 *} C_{t}^{*}+P_{t}^{12}+R_{t}^{1}, 0 \leq t \leq T \\
M_{t}^{2}=P_{t}^{02 *} C_{t}^{*}+P_{t}^{22}+R_{t}^{2}, 0 \leq t \leq T
\end{array}\right.
$$

Then $\left(P^{00}, P^{01}, P^{02}, P^{11}, P^{12}, P^{22}\right)$ is a unique solution of the following system of
equations:

$$
\begin{align*}
P_{t}^{00}= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}+P_{s}^{01}+P_{s}^{01 *}\right. \\
& \left.\quad-M_{s} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s, 0 \leq t \leq T,  \tag{7.18}\\
P_{t}^{01}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{01}+P_{s}^{11}-M_{s} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{t, s}^{1 *} d s, 0 \leq t \leq T,  \tag{7.19}\\
P_{t}^{02}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{02}+P_{s}^{12}-M_{s} V_{s}^{-1} M_{s}^{2 *}\right) \mathcal{U}_{t, s}^{2 *} d s, 0 \leq t \leq T,  \tag{7.20}\\
P_{t}^{11}= & \int_{0}^{t} \mathcal{U}_{t, s}^{1}\left(W_{s}^{11}-M_{s}^{1} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{t, s}^{1 *} d s, 0 \leq t \leq T,  \tag{7.21}\\
P_{t}^{12}= & \int_{0}^{t} \mathcal{U}_{t, s}^{1}\left(W_{s}^{12}-M_{s}^{1} V_{s}^{-1} M_{s}^{2 *}\right) \mathcal{U}_{t, s}^{2 *} d s, 0 \leq t \leq T  \tag{7.22}\\
P_{t}^{22}= & \int_{0}^{t} \mathcal{U}_{t, s}^{2}\left(W_{s}^{22}-M_{s}^{2} V_{s}^{-1} M_{s}^{2 *}\right) \mathcal{U}_{t, s}^{2 *} d s, 0 \leq t \leq T \tag{7.23}
\end{align*}
$$

Proof. Using (7.5)-(7.7), (7.13) and

$$
\tilde{P}_{0}=\left[\begin{array}{ccc}
P_{0} & 0 & 0  \tag{7.24}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \in \mathcal{L}\left(X \times X \times \mathbb{R}^{n}\right)
$$

in the equation (7.15), one can easily verify that the components $P^{11}, P^{12}$ and $P^{22}$ of $\tilde{P}$ satisfy the equations (7.21)-(7.23). For the component $P^{01}$,

$$
\begin{align*}
P_{t}^{01}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{01}-M_{s} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{t, s}^{1 *} d s \\
& +\int_{0}^{t} \mathcal{E}_{t, s}\left(W_{s}^{11}-M_{s}^{1} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{t, s}^{1 *} d s \tag{7.25}
\end{align*}
$$

By (7.8) and (7.21),

$$
\begin{aligned}
P_{t}^{01}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{01}-M_{s} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{t, s}^{1 *} d s \\
& +\int_{0}^{t} \int_{s}^{t} \mathcal{U}_{t, r} \mathcal{U}_{r, s}^{1}\left(W_{s}^{11}-M_{s}^{1} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{r, s}^{1 *} \mathcal{U}_{t, r}^{1 *} d r d s \\
= & \int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{01}-M_{s} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{t, s}^{1 *} d s \\
& +\int_{0}^{t} \mathcal{U}_{t, r}\left(\int_{0}^{r} \mathcal{U}_{r, s}^{1}\left(W_{s}^{11}-M_{s}^{1} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{r, s}^{1 *} d s\right) \mathcal{U}_{t, r}^{1 *} d r \\
= & \int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{01}+P_{s}^{11}-M_{s} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{t, s}^{1 *} d s
\end{aligned}
$$

This proves (7.19). For the component $P^{00}$ of $\tilde{P}$,

$$
\begin{aligned}
P_{t}^{00}= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}-M_{s} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s \\
& +\int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{01}-M_{s} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{E}_{t, s}^{*} d s \\
& +\int_{0}^{t} \mathcal{E}_{t, s}\left(W_{s}^{01 *}-M_{s}^{1} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s \\
& +\int_{0}^{t} \mathcal{E}_{t, s}\left(W_{s}^{11}-M_{s}^{1} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{E}_{t, s}^{*} d s
\end{aligned}
$$

Note that, if $0 \leq s \leq r \leq t \leq T$, then

$$
\begin{align*}
\mathcal{E}_{t, s} & =\int_{s}^{t} \mathcal{U}_{t, \sigma} \mathcal{U}_{\sigma, s}^{1} d \sigma=\int_{s}^{r} \mathcal{U}_{t, \sigma} \mathcal{U}_{\sigma, s}^{1} d \sigma+\int_{r}^{t} \mathcal{U}_{t, \sigma} \mathcal{U}_{\sigma, s}^{1} d \sigma \\
& =\mathcal{U}_{t, r} \mathcal{E}_{r, s}+\mathcal{E}_{t, r} \mathcal{U}_{r, s}^{1} \tag{7.26}
\end{align*}
$$

Hence, by (7.26), (7.25), (7.21), (7.19) and (7.8),

$$
\begin{aligned}
P_{t}^{00}= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}-M_{s} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s \\
& +\int_{0}^{t} \int_{s}^{t} \mathcal{U}_{t, r} \mathcal{U}_{r, s}\left(W_{s}^{01}-M_{s} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{r, s}^{1 *} \mathcal{U}_{t, r}^{*} d r d s \\
& +\int_{0}^{t} \mathcal{E}_{t, s}\left(W_{s}^{01 *}-M_{s}^{1} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s \\
& +\int_{0}^{t} \int_{s}^{t} \mathcal{U}_{t, r} \mathcal{E}_{r, s}\left(W_{s}^{11}-M_{s}^{1} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{r, s}^{1 *} \mathcal{U}_{t, r}^{*} d r d s \\
& +\int_{0}^{t} \int_{s}^{t} \mathcal{E}_{t, r} \mathcal{U}_{r, s}^{1}\left(W_{s}^{11}-M_{s}^{1} V_{s}^{-1} M_{s}^{1 *}\right) \mathcal{U}_{r, s}^{1 *} \mathcal{U}_{t, r}^{*} d r d s \\
= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}-M_{s} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s \\
& +\int_{0}^{t} \mathcal{U}_{t, r} P_{r}^{01} \mathcal{U}_{t, r}^{*} d r+\int_{0}^{t} \mathcal{E}_{t, r} P_{r}^{11} \mathcal{U}_{t, r}^{*} d r \\
& +\int_{0}^{t} \mathcal{E}_{t, s}\left(W_{s}^{01 *}-M_{s}^{1} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s \\
= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}+P_{s}^{01}-M_{s} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s \\
& +\int_{0}^{t} \int_{s}^{t} \mathcal{U}_{t, r} \mathcal{U}_{r, s}^{1}\left(W_{s}^{01 *}+P_{s}^{11}-M_{s}^{1} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{r, s}^{*} \mathcal{U}_{t, r}^{*} d r d s \\
= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}+P_{s}^{01}+P_{s}^{01 *}-M_{s} V_{s}^{-1} M_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s .
\end{aligned}
$$

This proves (7.18). Finally, for the component $P^{02}$,

$$
\begin{aligned}
P_{t}^{02}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{02}-M_{s} V_{s}^{-1} M_{s}^{2 *}\right) \mathcal{U}_{t, s}^{2 *} d s \\
& +\int_{0}^{t} \mathcal{E}_{t, s}\left(W_{s}^{12}-M_{s}^{1} V_{s}^{-1} M_{s}^{2 *}\right) \mathcal{U}_{t, s}^{2 *} d s
\end{aligned}
$$

By (7.8) and (7.22),

$$
\begin{aligned}
P_{t}^{02}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{02}-M_{s} V_{s}^{-1} M_{s}^{2 *}\right) \mathcal{U}_{t, s}^{2 *} d s \\
& +\int_{0}^{t} \int_{s}^{t} \mathcal{U}_{t, r} \mathcal{U}_{r, s}^{1}\left(W_{s}^{12}-M_{s}^{1} V_{s}^{-1} M_{s}^{2 *}\right) \mathcal{U}_{r, s}^{2 *} \mathcal{U}_{t, r}^{2 *} d r d s \\
= & \int_{0}^{t} \mathcal{U}_{t, s}\left(W_{s}^{02}+P_{s}^{12}-M_{s} V_{s}^{-1} M_{s}^{2 *}\right) \mathcal{U}_{t, s}^{2 *} d s
\end{aligned}
$$

This proves (7.20). The uniqueness of solution of the system (7.18)-(7.23) follows from the uniqueness of solution of the equation (7.15).

Proposition 7.4. Suppose the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{c}}\right)$ and $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{c}}\right)$ hold. Then for the error process $e_{t}=x_{t}-\hat{x}_{t}, 0 \leq t \leq T$, in the filtering problem (7.1)-(7.3), the equality cove $e_{t}=P_{t}^{00}, 0 \leq t \leq T$, holds where $P^{00}$ is defined by (7.18)-(7.23).

Proof. This follows from Proposition 6.5.

### 7.1.5 Example: Optimal Filter in Differential Form

Example 7.5. In order to obtain the equations of the best estimate in the filtering problem (7.1)-(7.3) in differential form, assume that the conditions $\left(\mathbf{E}_{1}^{\mathbf{c}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{c}}\right)$ hold so that $\mathcal{U}, \mathcal{U}^{1} \in \mathcal{S}(X), \mathcal{U}^{2} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $A, A_{1}$ and $A_{2}$ are the infinitesimal generators of $\mathcal{U}, \mathcal{U}^{1}$ and $\mathcal{U}^{2}$, respectively. Then the best estimate $\hat{x}$ in the filtering problem (7.1)-(7.3) together with $\psi^{1}$ and $\psi^{2}$ is a mild solution of the simultaneous linear stochastic differential equations

$$
\left\{\begin{align*}
d \hat{x}_{t}= & A \hat{x}_{t} d t+\psi_{t}^{1} d t+\left(P_{t}^{00} C_{t}^{*}+P_{t}^{02}+\Phi_{t} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1}  \tag{7.27}\\
& \times\left(d z_{t}-C_{t} \hat{x}_{t} d t-\psi_{t}^{2} d t\right), 0<t \leq T, \hat{x}_{0}=0 \\
d \psi_{t}^{1}= & A_{1} \psi_{t}^{1} d t+\left(P_{t}^{01 *} C_{t}^{*}+P_{t}^{12}+\Phi_{t}^{1} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \\
& \times\left(d z_{t}-C_{t} \hat{x}_{t} d t-\psi_{t}^{2} d t\right), 0<t \leq T, \psi_{0}^{1}=0 \\
d \psi_{t}^{2}= & A_{2} \psi_{t}^{2} d t+\left(P_{t}^{02 *} C_{t}^{*}+P_{t}^{22}+\Phi_{t}^{2} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \\
& \times\left(d z_{t}-C_{t} \hat{x}_{t} d t-\psi_{t}^{2} d t\right), 0<t \leq T, \psi_{0}^{2}=0
\end{align*}\right.
$$

where $\left(P^{00}, P^{01}, P^{02}, P^{11}, P^{12}, P^{22}\right)$ is a unique scalar product solution of the system of differential equations

$$
\begin{align*}
\frac{d}{d t} P_{t}^{00}- & P_{t}^{00} A^{*}-A P_{t}^{00}-P_{t}^{01}-P_{t}^{01 *}-\Phi_{t} \bar{W} \Phi_{t}^{*} \\
& +M_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t}^{*}=0,0<t \leq T, P_{0}^{00}=P_{0}  \tag{7.28}\\
\frac{d}{d t} P_{t}^{01}- & P_{t}^{01} A_{1}^{*}-A P_{t}^{01}-P_{t}^{11}-\Phi_{t} \bar{W} \Phi_{t}^{1 *} \\
& +M_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t}^{1 *}=0,0<t \leq T, P_{0}^{01}=0  \tag{7.29}\\
\frac{d}{d t} P_{t}^{02}- & P_{t}^{02} A_{2}^{*}-A P_{t}^{02}-P_{t}^{12}-\Phi_{t} \bar{W} \Phi_{t}^{2 *} \\
& +M_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t}^{2 *}=0,0<t \leq T, P_{0}^{02}=0  \tag{7.30}\\
\frac{d}{d t} P_{t}^{11}- & P_{t}^{11} A_{1}^{*}-A_{1} P_{t}^{11}-\Phi_{t}^{1} \bar{W} \Phi_{t}^{1 *} \\
& +M_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t}^{1 *}=0,0<t \leq T, P_{0}^{11}=0  \tag{7.31}\\
\frac{d}{d t} P_{t}^{12}- & P_{t}^{12} A_{2}^{*}-A_{1} P_{t}^{12}-\Phi_{t}^{1} \bar{W} \Phi_{t}^{2 *} \\
& +M_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t}^{2 *}=0,0<t \leq T, P_{0}^{12}=0  \tag{7.32}\\
\frac{d}{d t} P_{t}^{22}- & P_{t}^{22} A_{2}^{*}-A_{2} P_{t}^{22}-\Phi_{t}^{2} \bar{W} \Phi_{t}^{2 *} \\
& +M_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t}^{2 *}=0,0<t \leq T, P_{0}^{22}=0 \tag{7.33}
\end{align*}
$$

with the functions $M, M^{1}$ and $M^{2}$ as defined by (7.17). Indeed, under the above conditions, we have

$$
\mathcal{U} \odot \mathcal{U}^{1} \odot \mathcal{U}^{2} \in \mathcal{S}\left(X \times X \times \mathbb{R}^{n}\right)
$$

Since $\tilde{\mathcal{U}}$ is the perturbation of the semigroup $\mathcal{U} \odot \mathcal{U}^{1} \odot \mathcal{U}^{2}$ by the bounded operator

$$
D=\left[\begin{array}{lll}
0 & I & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

by Theorem 3.15, we conclude that $\tilde{\mathcal{U}} \in \mathcal{S}\left(X \times X \times \mathbb{R}^{n}\right)$ and its infinitesimal generator is

$$
\tilde{A}=\left[\begin{array}{ccc}
A & I & 0  \tag{7.34}\\
0 & A_{1} & 0 \\
0 & 0 & A_{2}
\end{array}\right]
$$

Thus, applying the results of Example 6.10 to the filtering problem (7.11)-(7.12), we obtain the system (7.27) for the optimal filter. The equations (7.28)-(7.33) are exactly the equations (7.18)-(7.23) written in differential form which follow from Theorem 3.28 and (7.15).

### 7.2 Stochastic Regulator Problem

### 7.2.1 Setting of the Problem

Consider the problem (5.1)-(5.4) in which the state-observation system (5.1)-(5.2) and the functional (5.4) are defined in the form

$$
\begin{align*}
x_{t}^{u}= & \mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} B_{s} u_{s} d s \\
& +\int_{0}^{t} \mathcal{U}_{t, s} \varphi_{s}^{1} d s+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, 0 \leq t \leq T  \tag{7.35}\\
z_{t}^{u}= & \int_{0}^{t}\left(C_{s} x_{s}^{u}+\varphi_{s}^{2}\right) d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T  \tag{7.36}\\
J(u)= & \mathbf{E}\left(\left\langle x_{T}^{u}, Q_{T} x_{T}^{u}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{c}
x_{t}^{u} \\
u_{t}
\end{array}\right],\left[\begin{array}{cc}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{c}
x_{t}^{u} \\
u_{t}
\end{array}\right]\right\rangle d t\right), \tag{7.37}
\end{align*}
$$

where $\varphi^{1}$ and $\varphi^{2}$ are defined by (7.3) and a control $u$ is taken from the set of admissible controls $U_{\text {ad }}$ as defined by (5.3) in Section 5.1.2. This problem will be called the linear stochastic regulator problem (7.35)-(7.37).

In this section the following conditions are supposed to hold:
$\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{c}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), B \in B_{\infty}(\mathbf{T}, \mathcal{L}(U, X)), C \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, \mathbb{R}^{n}\right)\right) ;$
$\left(\mathbf{R}_{\mathbf{2}}^{\mathbf{c}}\right) \mathcal{U}^{1} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), \mathcal{U}^{2} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right), \Phi, \Phi^{1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, X)), \Phi^{2} \in$ $B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(H, \mathbb{R}^{n}\right)\right), \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right),\left[\begin{array}{c}w \\ v\end{array}\right]$ is an $H \times \mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with $\operatorname{cov} v_{T}>0, x_{0}$ is a an $X$-valued Gaussian random variable with $\mathbf{E} x_{0}=0, x_{0}$ and $(w, v)$ are independent;
$\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{c}}\right) Q_{T} \in \mathcal{L}(X), Q_{T} \geq 0, F \in B_{\infty}(\mathbf{T}, \mathcal{L}(X)), G, G^{-1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(U)), L \in$ $B_{\infty}(\mathbf{T}, \mathcal{L}(X, U)), G_{t}>0$ and $F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0$ for a.e. $t \in \mathbf{T}$.
Note that $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{c}}\right)$ is the same as $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{c}}\right)$ completed with the condition about $B$, and $\left(\mathbf{R}_{2}^{\mathbf{c}}\right)$ and $\left(\mathbf{R}_{3}^{\mathbf{c}}\right)$ are the same as $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{c}}\right)$ and $\left(\mathbf{C}_{3}\right)$, respectively.

### 7.2.2 Reduction

Let

$$
\tilde{x}_{t}^{u}=\left[\begin{array}{c}
x_{t}^{u}  \tag{7.38}\\
\varphi_{t}^{1} \\
\varphi_{t}^{2}
\end{array}\right], 0 \leq t \leq T
$$

Similar to Section 7.1.2, for $\tilde{\mathcal{U}}, \tilde{C}$ and $\tilde{\Phi}$, defined by (7.7)-(7.8), (7.13) and (7.9), and for

$$
\tilde{B}=\left[\begin{array}{c}
B  \tag{7.39}\\
0 \\
0
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(U, X \times X \times \mathbb{R}^{n}\right)\right)
$$

the processes $\tilde{x}^{u}$ and $z^{u}$ can be expressed by

$$
\begin{align*}
& \tilde{x}_{t}^{u}=\tilde{\mathcal{U}}_{t, 0} \tilde{x}_{0}+\int_{0}^{T} \tilde{\mathcal{U}}_{t, s} \tilde{B}_{s} u_{s} d s+\int_{0}^{t} \tilde{\mathcal{U}}_{t, s} \tilde{\Phi}_{s} d w_{s}, 0 \leq t \leq T  \tag{7.40}\\
& z_{t}^{u}=\int_{0}^{t} \tilde{C}_{s} \tilde{x}_{s}^{u} d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{7.41}
\end{align*}
$$

Also, the functional (7.37) can be written as

$$
J(u)=\mathbf{E}\left(\left\langle\tilde{x}_{T}^{u}, \tilde{Q}_{T} \tilde{x}_{T}^{u}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{c}
\tilde{x}_{t}^{u}  \tag{7.42}\\
u_{t}
\end{array}\right],\left[\begin{array}{cc}
\tilde{F}_{t} & \tilde{L}_{t}^{*} \\
\tilde{L}_{t} & G_{t}
\end{array}\right]\left[\begin{array}{c}
\tilde{x}_{t}^{u} \\
u_{t}
\end{array}\right]\right\rangle d t\right)
$$

where

$$
\begin{align*}
\tilde{Q}_{T} & =\left[\begin{array}{ccc}
Q_{T} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \in \mathcal{L}\left(X \times X \times \mathbb{R}^{n}\right)  \tag{7.43}\\
\tilde{F} & =\left[\begin{array}{ccc}
F & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X \times X \times \mathbb{R}^{n}\right)\right)  \tag{7.44}\\
\tilde{L} & =\left[\begin{array}{lll}
L & 0 & 0
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X \times X \times \mathbb{R}^{n}, U\right)\right) \tag{7.45}
\end{align*}
$$

Lemma 7.6. The functional (7.37), subject to (7.35)-(7.36), and the functional (7.42), subject to (7.40)-(7.41), are the same on $U_{\mathrm{ad}}$ as defined by (5.3).

Proof. This follows from (7.38).
Thus, the problem (7.35)-(7.37) is reduced to the linear stochastic regulator problem (7.40)-(7.42).

### 7.2.3 Optimal Stochastic Regulator

Theorem 7.7. Under the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{c}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{c}}\right)$, there exists a unique optimal stochastic regulator in the problem (7.35)-(7.37) and the respective optimal control has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(\tilde{B}_{t}^{*} \tilde{Q}_{t}+\tilde{L}_{t}\right) \hat{\tilde{x}}_{t}^{*}, \text { a.e. } t \in \mathbf{T}, \tag{7.46}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\tilde{x}}_{t}^{*}=\int_{0}^{t} \tilde{\mathcal{R}}_{t, s}\left(\tilde{P}_{s} \tilde{C}_{s}^{*}+\tilde{R}_{s}\right) V_{s}^{-1} d z_{s}^{*}, 0 \leq t \leq T \tag{7.47}
\end{equation*}
$$

$\tilde{P}$ is a unique solution of the Riccati equation (7.15), $\tilde{Q}$ is a unique solution of the Riccati equation

$$
\begin{align*}
\tilde{Q}_{t}= & \tilde{\mathcal{U}}_{T, t}^{*} \tilde{Q}_{T} \tilde{\mathcal{U}}_{T, t}+\int_{t}^{T} \tilde{\mathcal{U}}_{s, t}^{*}\left(\tilde{F}_{s}\right. \\
& \left.-\left(\tilde{Q}_{s} \tilde{B}_{s}+\tilde{L}_{s}^{*}\right) G_{s}^{-1}\left(\tilde{B}_{s}^{*} \tilde{Q}_{s}+\tilde{L}_{s}\right)\right) \tilde{\mathcal{U}}_{s, t} d s, 0 \leq t \leq T \tag{7.48}
\end{align*}
$$

$\tilde{\mathcal{U}}, \tilde{B}, \tilde{C}, \tilde{\Phi}, \tilde{Q}_{T}, \tilde{F}$ and $\tilde{L}$ are defined by (7.7)-(7.8), (7.39), (7.13), (7.9) and


Proof. This follows from Theorem 6.20 and Lemma 7.6.

### 7.2.4 About the Riccati Equation (7.48)

Proposition 7.8. Suppose the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{c}}\right)$ and $\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{c}}\right)$ hold. Then the solution $\tilde{Q}$ of the equation (7.48) can be decomposed as

$$
\tilde{Q}_{t}=\left[\begin{array}{lll}
Q_{t}^{00} & Q_{t}^{01} & 0  \tag{7.49}\\
Q_{t}^{01 *} & Q_{t}^{11} & 0 \\
0 & 0 & 0
\end{array}\right] \in \mathcal{L}\left(X \times X \times \mathbb{R}^{n}\right), 0 \leq t \leq T,
$$

where $\left(Q^{00}, Q^{01}, Q^{11}\right)$ is a unique solution of the system of equations

$$
\begin{align*}
& Q_{t}^{00}=\mathcal{U}_{T, t}^{*} Q_{T} \mathcal{U}_{T, t}+\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(F_{s}-N_{s} G_{s}^{-1} N_{s}^{*}\right) \mathcal{U}_{s, t} d s, 0 \leq t \leq T,  \tag{7.50}\\
& Q_{t}^{01}=\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(Q_{s}^{00}-N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01}\right) \mathcal{U}_{s, t}^{1} d s, 0 \leq t \leq T,  \tag{7.51}\\
& Q_{t}^{11}=\int_{t}^{T} \mathcal{U}_{s, t}^{1 *}\left(Q_{s}^{01}+Q_{s}^{01 *}-Q_{s}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01}\right) \mathcal{U}_{s, t}^{1} d s, 0 \leq t \leq T, \tag{7.52}
\end{align*}
$$

and $N=Q^{00} B+L^{*}$.
Proof. Using (7.7), (7.39), (7.43)-(7.45) and writing

$$
\tilde{Q}_{t}=\left[\begin{array}{lll}
Q_{t}^{00} & Q_{t}^{01} & Q_{t}^{02} \\
Q_{t}^{01 *} & Q_{t}^{11} & Q_{t}^{12} \\
Q_{t}^{02 *} & Q_{t}^{12 *} & Q_{t}^{22}
\end{array}\right]
$$

in the equation (7.48), one can easily verify that

$$
Q_{t}^{02}=0, Q_{t}^{12}=0 \text { and } Q_{t}^{22}=0
$$

and the component $Q^{00}$ satisfies the equation (7.50). For the component $Q^{01}$,

$$
\begin{align*}
Q_{t}^{01}= & \mathcal{U}_{T, t}^{*} Q_{T} \mathcal{E}_{T, t}+\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(F_{s}-N_{s} G_{s}^{-1} N_{s}^{*}\right) \mathcal{E}_{s, t} d s \\
& -\int_{t}^{T} \mathcal{U}_{s, t}^{*} N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01} \mathcal{U}_{s, t}^{1} d s . \tag{7.53}
\end{align*}
$$

By (7.8) and (7.50),

$$
\begin{aligned}
Q_{t}^{01}= & \int_{t}^{T} \mathcal{U}_{r, t}^{*} \mathcal{U}_{T, r}^{*} Q_{T} \mathcal{U}_{T, r} \mathcal{U}_{r, t}^{1} d r \\
& +\int_{t}^{T} \int_{t}^{s} \mathcal{U}_{r, t}^{*} \mathcal{U}_{s, r}^{*}\left(F_{s}-N_{s} G_{s}^{-1} N_{s}^{*}\right) \mathcal{U}_{s, r} \mathcal{U}_{r, t}^{1} d r d s \\
& -\int_{t}^{T} \mathcal{U}_{s, t}^{*} N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01} \mathcal{U}_{s, t}^{1} d s \\
= & \int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(Q_{s}^{00}-N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01}\right) \mathcal{U}_{s, t}^{1} d s
\end{aligned}
$$

This proves (7.51). For the component $Q^{11}$ of $\tilde{Q}$,

$$
\begin{aligned}
Q_{t}^{11}= & \mathcal{E}_{T, t}^{*} Q_{T} \mathcal{E}_{T, t}+\int_{t}^{T} \mathcal{E}_{s, t}^{*}\left(F_{s}-N_{s} G_{s}^{-1} N_{s}^{*}\right) \mathcal{E}_{s, t} d s \\
& -\int_{t}^{T} \mathcal{E}_{s, t}^{*} N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01} \mathcal{U}_{s, t}^{1} d s-\int_{t}^{T} \mathcal{U}_{s, t}^{1 *} Q_{s}^{01 *} B_{s} G_{s}^{-1} N_{s}^{*} \mathcal{E}_{s, t} d s \\
& -\int_{t}^{T} \mathcal{U}_{s, t}^{1 *} Q^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01} \mathcal{U}_{s, t}^{1} d s
\end{aligned}
$$

Using (7.8), (7.26), (7.50), (7.51) and (7.53),

$$
\begin{aligned}
Q_{t}^{11}= & \int_{t}^{T} \mathcal{U}_{r, t}^{1 *} \mathcal{U}_{T, r}^{*} Q_{T}\left(\mathcal{U}_{T, r} \mathcal{E}_{r, t}+\mathcal{E}_{T, r} \mathcal{U}_{r, t}^{1}\right) d r \\
& +\int_{t}^{T} \int_{t}^{s} \mathcal{U}_{r, t}^{1 *} \mathcal{U}_{s, r}^{*}\left(F_{s}-N_{s} G_{s}^{-1} N_{s}^{*}\right)\left(\mathcal{U}_{s, r} \mathcal{E}_{r, t}+\mathcal{E}_{s, r}^{1} \mathcal{U}_{r, t}^{1}\right) d r d s \\
& -\int_{t}^{T} \int_{t}^{s} \mathcal{U}_{r, t}^{1 *} \mathcal{U}_{s, r}^{*} N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01} \mathcal{U}_{s, r}^{1} \mathcal{U}_{r, t}^{1} d r d s \\
& -\int_{t}^{T} \mathcal{U}_{s, t}^{1 *} Q_{s}^{01 *} B_{s} G_{s}^{-1} N_{s}^{*} \mathcal{E}_{s, t} d s-\int_{t}^{T} \mathcal{U}_{s, t}^{1 *} Q_{s}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01} \mathcal{U}_{s, t}^{1} d s \\
= & \int_{t}^{T} \mathcal{U}_{r, t}^{1 *} Q_{r}^{00} \mathcal{E}_{r, t} d r+\int_{t}^{T} \mathcal{U}_{r, t}^{1 *} Q_{r}^{01} \mathcal{U}_{r, t}^{1} d r \\
& -\int_{t}^{T} \mathcal{U}_{s, t}^{1 *} Q_{s}^{01 *} B_{s} G_{s}^{-1} N_{s}^{*} \mathcal{E}_{s, t} d s-\int_{t}^{T} \mathcal{U}_{s, t}^{1 *} Q_{s}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01} \mathcal{U}_{s, t}^{1} d s \\
= & \int_{t}^{T} \int_{t}^{s} \mathcal{U}_{r, t}^{1 *} \mathcal{U}_{s, r}^{1 *}\left(Q_{s}^{00}-Q_{s}^{01 *} B_{s} G_{s}^{-1} N_{s}^{*}\right) \mathcal{U}_{s, r} \mathcal{U}_{r, t}^{1} d r d s \\
& +\int_{t}^{T} \mathcal{U}_{s, t}^{1 *}\left(Q_{s}^{01}-Q_{s}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01}\right) \mathcal{U}_{s, t}^{1} d s \\
= & \int_{t}^{T} \mathcal{U}_{s, t}^{1 *}\left(Q_{s}^{01}+Q_{s}^{01 *}-Q_{s}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01}\right) \mathcal{U}_{s, t}^{1} d s .
\end{aligned}
$$

This proves (7.51). The uniqueness of solution of the system (7.50)-(7.52) follows from the uniqueness of solution of the equation (7.48).

Proposition 7.9. Suppose the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{c}}\right)$ and $\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{c}}\right)$ hold. Then the solution $Q^{01}$ of the equation (7.51) has the representation

$$
\begin{equation*}
Q_{t}^{01}=\int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s}^{00} \mathcal{U}_{s, t}^{1} d s, 0 \leq t \leq T \tag{7.54}
\end{equation*}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q^{00}+L\right)}(\mathcal{U})$.
Proof. Let $N=Q^{00} B+L$. Then we have

$$
\mathcal{Y}_{s, t}^{*}=\mathcal{U}_{s, t}^{*}-\int_{t}^{s} \mathcal{Y}_{r, t}^{*} N_{r} G_{r}^{-1} B_{r}^{*} \mathcal{U}_{s, r}^{*} d r, 0 \leq t \leq s \leq T
$$

Using this in (7.51), we obtain

$$
\begin{aligned}
Q_{t}^{01}= & \int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(Q_{s}^{00}-N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01}\right) \mathcal{U}_{s, t}^{1} d s \\
& +\int_{t}^{T} \int_{t}^{s} \mathcal{Y}_{r, t}^{*} N_{r} G_{r}^{-1} B_{r}^{*} \mathcal{U}_{s, r}^{*}\left(Q_{s}^{00}-N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01}\right) \mathcal{U}_{s, t}^{1} d r d s \\
= & \int_{t}^{T} \mathcal{Y}_{s, t}^{*}\left(Q_{s}^{00}-N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01}\right) \mathcal{U}_{s, t}^{1} d s \\
& +\int_{t}^{T} \int_{r}^{T} \mathcal{Y}_{r, t}^{*} N_{r} G_{r}^{-1} B_{r}^{*} \mathcal{U}_{s, r}^{*}\left(Q_{s}^{00}-N_{s} G_{s}^{-1} B_{s}^{*} Q_{s}^{01}\right) \mathcal{U}_{s, r}^{1} \mathcal{U}_{r, t}^{1} d s d r \\
= & \int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s}^{00} \mathcal{U}_{s, t}^{1} d s
\end{aligned}
$$

The proof is completed.
Proposition 7.10. Suppose the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{c}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{c}}\right)$ hold. Then the minimum of the functional $J$ in the problem (7.35)-(7.37) is equal to

$$
\begin{aligned}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T} P_{T}\right)+\operatorname{tr} \int_{0}^{T} F_{t} P_{t}^{00} d t \\
& +\operatorname{tr} \int_{0}^{T} \bar{V}^{-1} \Psi_{t}^{-1}\left[\begin{array}{l}
M_{t} \\
M_{t}^{1}
\end{array}\right]^{*}\left[\begin{array}{ll}
Q_{t}^{00} & Q_{t}^{01} \\
Q_{t}^{01 *} & Q_{t}^{11}
\end{array}\right]\left[\begin{array}{l}
M_{t} \\
M_{t}^{1}
\end{array}\right] \Psi_{t}^{-1 *} d t
\end{aligned}
$$

where $\left(P^{00}, P^{01}, P^{02}, P^{11}, P^{12}, P^{22}\right)$ is a solution of the system of equations (7.18)(7.23), $\left(Q^{00}, Q^{01}, Q^{11}\right)$ is a solution of the system of equations (7.50)-(7.52) and $M$ and $M^{1}$ are defined by (7.17).

Proof. This follows from Proposition 6.22.

### 7.2.5 Example: Optimal Stochastic Regulator in Differential Form

Example 7.11. Assume that the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{c}}\right)-\left(\mathbf{R}_{3}^{\mathbf{c}}\right)$ hold so that $\mathcal{U}, \mathcal{U}^{1} \in \mathcal{S}(X)$, $\mathcal{U}^{2} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $A, A_{1}$ and $A_{2}$ are the infinitesimal generators of $\mathcal{U}, \mathcal{U}^{1}$ and $\mathcal{U}^{2}$, respectively. Then the system (7.35)-(7.36), under $u=u^{*}$, can be written as

$$
\left\{\begin{array}{l}
d x_{t}^{*}=\left(A x_{t}^{*}+\varphi_{t}^{1}+B_{t} u_{t}^{*}\right) d t+\Phi_{t} d w_{t}, 0<t \leq T, x_{0}^{*}=x_{0}  \tag{7.55}\\
d \varphi_{t}^{1}=A_{1} \varphi_{t}^{1} d t+\Phi_{t}^{1} d w_{t}, 0<t \leq T, \varphi_{0}^{1}=0 \\
d \varphi_{t}^{2}=A_{2} \varphi_{t}^{2} d t+\Phi_{t}^{2} d w_{t}, 0<t \leq T, \varphi_{0}^{2}=0 \\
d z_{t}^{*}=\left(C_{t} x_{t}^{*}+\varphi_{t}^{2}\right) d t+\Psi_{t} d v_{t}, 0<t \leq T, z_{0}^{*}=0
\end{array}\right.
$$

By (7.46), the optimal control $u^{*}$ has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{*}-G_{t}^{-1} B_{t}^{*} Q_{t}^{01} \psi_{t}^{1}, \text { a.e. } t \in \mathbf{T} \tag{7.56}
\end{equation*}
$$

Note that by Proposition 7.9, $u^{*}$ can also be represented in the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{*}-G_{t}^{-1} B_{t}^{*} \int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s}^{00} \mathcal{U}_{s, t}^{1} \psi_{t}^{1} d s, \text { a.e. } t \in \mathbf{T} \tag{7.57}
\end{equation*}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q^{00}+L\right)}(\mathcal{U})$, which agrees with the extended separation principle (see Theorem 5.16). Here, $\left(\hat{x}^{*}, \psi^{1}, \psi^{2}\right)$ is a mild solution of the system of linear stochastic differential equations (see Example 7.5)

$$
\left\{\begin{align*}
d \hat{x}_{t}^{*}= & \left(A \hat{x}_{t}^{*}+\psi_{t}^{1}+B_{t} u_{t}^{*}\right) d t+\left(P_{t}^{00} C_{t}^{*}+P_{t}^{02}+\Phi_{t} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1}  \tag{7.58}\\
& \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t-\psi_{t}^{2} d t\right), 0<t \leq T, \hat{x}_{0}^{*}=0 \\
d \psi_{t}^{1}= & A_{1} \psi_{t}^{1} d t+\left(P_{t}^{01 *} C_{t}^{*}+P_{t}^{12}+\Phi_{t}^{1} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \\
& \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t-\psi_{t}^{2} d t\right), 0<t \leq T, \psi_{0}^{1}=0 \\
d \psi_{t}^{2}= & A_{2} \psi_{t}^{2} d t+\left(P_{t}^{02 *} C_{t}^{*}+P_{t}^{22}+\Phi_{t}^{2} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \\
& \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t-\psi_{t}^{2} d t\right), 0<t \leq T, \psi_{0}^{2}=0
\end{align*}\right.
$$

with $\left(P^{00}, P^{01}, P^{02}, P^{11}, P^{12}, P^{22}\right)$ satisfying (7.28)-(7.33) in the scalar product sense. Also, using Theorem 3.27, one can show that $\left(Q^{00}, Q^{01}, Q^{11}\right)$ is a unique scalar product solution of the system of differential equations

$$
\begin{aligned}
\frac{d}{d t} Q_{t}^{00}+ & Q_{t}^{00} A+A^{*} Q_{t}^{00}+F_{t} \\
& -\left(Q_{t}^{00} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right)=0,0 \leq t<T, Q_{T}^{00}=Q_{T} \\
\frac{d}{d t} Q_{t}^{01}+ & Q_{t}^{01} A_{1}+A^{*} Q_{t}^{01}+Q_{t}^{00} \\
& -\left(Q_{t}^{00} B_{t}+L_{t}^{*}\right) G_{t}^{-1} B_{t}^{*} Q_{t}^{01}=0,0 \leq t<T, Q_{T}^{01}=0 \\
\frac{d}{d t} Q_{t}^{11}+ & Q_{t}^{11} A_{1}+A_{1}^{*} Q_{t}^{11}+Q_{t}^{01}+Q_{t}^{01 *} \\
& -Q_{t}^{01 *} B_{t} G_{t}^{-1} B_{t}^{*} Q_{t}^{01}=0,0 \leq t<T, Q_{T}^{11}=0
\end{aligned}
$$

## Chapter 8

## Control and Estimation under Wide Band Noises

In this chapter the control and estimation results of Chapter 6 are modified to the wide band noise processes.

Convention. In this chapter it is always assumed that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space, $X, U, H \in \mathcal{H}, T>0, \mathbf{T}=[0, T]$ is a finite time interval and $\Delta_{t}=\{(s, r): 0 \leq r \leq s \leq t\}$ for $t>0$.

### 8.1 Estimation

### 8.1.1 Setting of Estimation Problems

In this section we will study the estimation problems for the partially observable system (7.1)-(7.2) in which $\varphi^{1}$ and $\varphi^{2}$ are wide band noise processes. So, let

$$
\begin{align*}
x_{t} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \varphi_{s}^{1} d s+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, 0 \leq t \leq T  \tag{8.1}\\
z_{t} & =\int_{0}^{t}\left(C_{s} x_{s}+\varphi_{s}^{2}\right) d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{8.2}
\end{align*}
$$

where

$$
\begin{equation*}
\varphi_{t}^{1}=\int_{\max (0, t-\varepsilon)}^{t} \Phi_{t, \theta-t}^{1} d w_{\theta}, \varphi_{t}^{2}=\int_{\max (0, t-\delta)}^{t} \Phi_{t, \alpha-t}^{2} d w_{\alpha}, 0 \leq t \leq T \tag{8.3}
\end{equation*}
$$

Recall that the integral representation for wide band noise processes was discussed in Section 4.6.2 according to which (8.3) defines a pair of wide band noise processes $\varphi^{1}$ and $\varphi^{2}$.

Assume that the following conditions hold:
$\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{b}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), C \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, \mathbb{R}^{n}\right)\right)$;
$\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{b}}\right) \Phi \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, X)), \Phi^{1} \in L_{\infty}\left(\mathbf{T}, B_{2}(-\varepsilon, 0 ; \mathcal{L}(H, X))\right), 0<\varepsilon<T, \Phi^{2} \in$ $L_{\infty}\left(\mathbf{T}, B_{2}\left(-\delta, 0 ; \mathcal{L}\left(H, \mathbb{R}^{n}\right)\right)\right), 0<\delta<T, \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right),\left[\begin{array}{c}w \\ v\end{array}\right]$ is an $H \times \mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with $\operatorname{cov} v_{T}>0, x_{0}$ is a an $X$-valued Gaussian random variable with $\mathbf{E} x_{0}=0, x_{0}$ and $(w, v)$ are independent.
The problem of estimating $x_{t}$ based on the observations $z_{s}, 0 \leq s \leq \tau$, where $t, \tau \in \mathbf{T}$ and $(x, z)$ is defined by (8.1)-(8.3), will be called the estimation (filtering, prediction, smoothing) problem (8.1)-(8.3). This problem will be solved by use of the product space method, successfully applied in Chapter 7 dealing with colored noises.

In this section we will use the notation $P_{0}, \bar{W}, \bar{R}, \bar{V}$ and $V$ from (7.4). Also, we will denote

$$
\left\{\begin{array}{l}
\tilde{X}=L_{2}(-\varepsilon, 0 ; X), \tilde{\mathbb{R}}^{n}=L_{2}\left(-\delta, 0 ; \mathbb{R}^{n}\right)  \tag{8.4}\\
\tilde{X}=W^{1,2}(-\varepsilon, 0 ; X), \tilde{\mathbb{R}}^{n}=W^{1,2}\left(-\delta, 0 ; \mathbb{R}^{n}\right),
\end{array}\right.
$$

and consider the semigroups of right translation $\mathcal{T}^{1}$ and $\mathcal{T}^{2}$, defined by

$$
\begin{align*}
& {\left[\mathcal{T}_{t}^{1} f\right]_{\theta}=\left\{\begin{array}{ll}
f_{\theta-t}, & \theta-t \geq-\varepsilon \\
0, & \theta-t<-\varepsilon
\end{array}\right\},-\varepsilon \leq \theta \leq 0, t \geq 0, f \in \tilde{X}}  \tag{8.5}\\
& {\left[\mathcal{T}_{t}^{2} g\right]_{\alpha}=\left\{\begin{array}{ll}
g_{\alpha-t}, & \alpha-t \geq-\delta \\
0, & \alpha-t<-\delta
\end{array}\right\},-\delta \leq \alpha \leq 0, t \geq 0, g \in \tilde{\mathbb{R}}^{n}} \tag{8.6}
\end{align*}
$$

### 8.1.2 The First Reduction

Define the linear operators $\check{\Gamma}^{1}$ and $\check{\Gamma}^{2}$ by

$$
\begin{align*}
& \check{\Gamma}^{1} \in \mathcal{L}(\check{X}, X): \check{\Gamma}^{1} f=f_{0}, f \in \check{X}  \tag{8.7}\\
& \check{\Gamma}^{2} \in \mathcal{L}\left(\check{\mathbb{R}}^{n}, \mathbb{R}^{n}\right): \check{\Gamma}^{2} g=g_{0}, g \in \check{\mathbb{R}}^{n} . \tag{8.8}
\end{align*}
$$

Recall that $\check{\Gamma}^{1}$ and $\check{\Gamma}^{2}$ are unbounded operators from $\tilde{X}$ and $\tilde{\mathbb{R}}^{n}$ to $X$ and $\mathbb{R}^{n}$, respectively.

Let

$$
\check{x}_{t}=\left[\begin{array}{c}
x_{t}  \tag{8.9}\\
\check{\varphi}_{t}^{1} \\
\check{\varphi}_{t}^{2}
\end{array}\right] \in X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}, 0 \leq t \leq T
$$

where $x$ is the random process, defined by (8.1), and $\check{\varphi}^{1}$ and $\check{\varphi}^{2}$ are the $\tilde{X}$ - and $\tilde{\mathbb{R}}^{n}$-valued random processes defined by

$$
\begin{align*}
{\left[\check{\varphi}_{t}^{1}\right]_{\theta} } & =\int_{\max (0, t-\varepsilon-\theta)}^{t} \bar{\Phi}_{s, s-t+\theta}^{1} d w_{s},-\varepsilon \leq \theta \leq 0,0 \leq t \leq T  \tag{8.10}\\
{\left[\check{\varphi}_{t}^{2}\right]_{\alpha} } & =\int_{\max (0, t-\delta-\alpha)}^{t} \bar{\Phi}_{s, s-t+\alpha}^{2} d w_{s},-\delta \leq \alpha \leq 0,0 \leq t \leq T \tag{8.11}
\end{align*}
$$

with

$$
\begin{align*}
& \bar{\Phi}_{t, \theta}^{1}=\left\{\begin{array}{ll}
\Phi_{t-\theta, \theta}^{1}, & t-\theta \leq T \\
0, & t-\theta>T
\end{array}\right\},-\varepsilon \leq \theta \leq 0,0 \leq t \leq T  \tag{8.12}\\
& \bar{\Phi}_{t, \alpha}^{2}=\left\{\begin{array}{ll}
\Phi_{t-\alpha, \alpha}^{2}, & t-\alpha \leq T \\
0, & t-\alpha>T
\end{array}\right\},-\delta \leq \alpha \leq 0,0 \leq t \leq T \tag{8.13}
\end{align*}
$$

In this section we will derive equations for the processes $\check{x}$ and $z$, defined by (8.9) and (8.2) that will use the unbounded operators $\check{\Gamma}^{1}$ and $\check{\Gamma}^{2}$.

Lemma 8.1. For $\check{\varphi}^{1}$ and $\check{\varphi}^{2}$, defined by (8.10) and (8.11), respectively,

$$
\begin{align*}
\check{\varphi}_{t}^{1} & =\int_{0}^{t} \mathcal{T}_{t-s}^{1} \check{\Phi}_{s}^{1} d w_{s}, \quad 0 \leq t \leq T  \tag{8.14}\\
\check{\varphi}_{t}^{2} & =\int_{0}^{t} \mathcal{T}_{t-s}^{2} \check{\Phi}_{s}^{2} d w_{s}, \quad 0 \leq t \leq T \tag{8.15}
\end{align*}
$$

where $\mathcal{T}^{1}$ and $\mathcal{T}^{2}$ are the semigroups of right translation defined by (8.5) and (8.6), $\check{\Phi}^{1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, \tilde{X}))$ and $\breve{\Phi}^{2} \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(H, \tilde{\mathbb{R}}^{n}\right)\right)$ are defined by

$$
\begin{align*}
& {\left[\check{\Phi}_{t}^{1} h\right]_{\theta}=\bar{\Phi}_{t, \theta}^{1} h,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T, h \in H}  \tag{8.16}\\
& {\left[\check{\Phi}_{t}^{2} h\right]_{\alpha}=\bar{\Phi}_{t, \alpha}^{2} h,-\delta \leq \alpha \leq 0,0 \leq t \leq T, h \in H} \tag{8.17}
\end{align*}
$$

with $\bar{\Phi}^{1}$ and $\bar{\Phi}^{2}$ from (8.12)-(8.13).
Proof. Clearly, $\check{\Phi}^{1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, \tilde{X}))$ and $\check{\Phi}^{2} \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(H, \tilde{\mathbb{R}}^{n}\right)\right)$. Let us prove the representation (8.14) for $\breve{\varphi}^{1}$. By (8.5) and (8.16), for $h \in H$, we have

$$
\begin{aligned}
{\left[\mathcal{T}_{t-s}^{1} \check{\Phi}_{s}^{1} h\right]_{\theta} } & =\left\{\begin{array}{ll}
{\left[\check{\Phi}_{s}^{1} h\right]_{s-t+\theta},} & s-t+\theta \geq-\varepsilon \\
0, & s-t+\theta<-\varepsilon
\end{array}\right\} \\
& =\left\{\begin{array}{ll}
\bar{\Phi}_{s, s-t+\theta}^{1} h, & s-t+\theta \geq-\varepsilon \\
0, & s-t+\theta<-\varepsilon
\end{array}\right\}
\end{aligned}
$$

Therefore, by (8.10),

$$
\left[\check{\varphi}_{t}^{1}\right]_{\theta}=\int_{\max (0, t-\varepsilon-\theta)}^{t} \bar{\Phi}_{s, s-t+\theta}^{1} d w_{s}=\left[\int_{0}^{t} \mathcal{T}_{t-s}^{1} \check{\Phi}_{s}^{1} d w_{s}\right]_{\theta}
$$

and, consequently, (8.14) holds. In a similar way the representation (8.15) for $\breve{\varphi}^{2}$ can be proved.

Lemma 8.2. Let

$$
\check{\Phi}=\left[\begin{array}{l}
\Phi  \tag{8.18}\\
\check{\Phi}^{1} \\
\check{\Phi}^{2}
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(H, X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)\right)
$$

where the functions $\check{\Phi}^{1}$ and $\check{\Phi}^{2}$ are defined by (8.16) and (8.17), respectively, and let

$$
\check{\mathcal{U}}_{t, s}=\left[\begin{array}{ccc}
\mathcal{U}_{t, s} & \check{\mathcal{E}}_{t, s} & 0  \tag{8.19}\\
0 & \mathcal{T}_{t-s}^{1} & 0 \\
0 & 0 & \mathcal{T}_{t-s}^{2}
\end{array}\right] \in \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right), 0 \leq s \leq t \leq T
$$

where

$$
\begin{equation*}
\check{\mathcal{E}}_{t, s} f=\int_{\max (-\varepsilon, s-t)}^{0} \mathcal{U}_{t, s-r} f_{r} d r, 0 \leq s \leq t \leq T, f \in \tilde{X} \tag{8.20}
\end{equation*}
$$

Then the random process $\check{x}$, defined by (8.9), has the representation

$$
\begin{equation*}
\check{x}_{t}=\check{\mathcal{U}}_{t, 0} \check{x}_{0}+\int_{0}^{t} \check{\mathcal{U}}_{t, s} \check{\Phi}_{s} d w_{s}, 0 \leq t \leq T . \tag{8.21}
\end{equation*}
$$

Furthermore, the observation system (8.2) can be written in the form

$$
\begin{equation*}
z_{t}=\int_{0}^{t} \check{C}_{s} \check{x}_{s} d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{8.22}
\end{equation*}
$$

where

$$
\check{C}=\left[\begin{array}{lll}
C & 0 & \check{\Gamma}^{2} \tag{8.23}
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X \times \tilde{X} \times \check{\mathbb{R}}^{n}, \mathbb{R}^{n}\right)\right)
$$

Proof. First, note that by Example 3.12, the function $\check{\mathcal{U}}$, defined by (8.19)-(8.20), belongs to $\mathcal{E}\left(\Delta_{T}, \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)\right)$. Since $\left[\check{\varphi}_{t}^{2}\right]_{0}=\varphi_{t}^{2}, 0 \leq t \leq T$, the formula (8.22) is obvious. Let us prove the representation (8.21). For the random process $x$, defined by (8.1) and (8.3), we have

$$
\begin{aligned}
x_{t} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \int_{\max (0, s-\varepsilon)}^{s} \mathcal{U}_{t, s} \Phi_{s, \theta-s}^{1} d w_{\theta} d s+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s} \\
& =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \int_{r}^{\min (r+\varepsilon, t)} \mathcal{U}_{t, s} \Phi_{s, r-s}^{1} d s d w_{r}+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s} .
\end{aligned}
$$

Since for $h \in H$,

$$
\begin{aligned}
\left(\int_{r}^{\min (r+\varepsilon, t)} \mathcal{U}_{t, s} \Phi_{s, r-s}^{1} d s\right) h & =\int_{r}^{\min (r+\varepsilon, t)} \mathcal{U}_{t, s} \Phi_{s, r-s}^{1} h d s \\
& =\int_{r}^{\min (r+\varepsilon, t)} \mathcal{U}_{t, s} \bar{\Phi}_{r, r-s}^{1} h d s \\
& =\int_{r}^{\min (r+\varepsilon, t)} \mathcal{U}_{t, s}\left[\check{\Phi}_{r}^{1} h\right]_{r-s} d s \\
& =\int_{\max (-\varepsilon, r-t)}^{0} \mathcal{U}_{t, r-s}\left[\check{\Phi}_{r}^{1} h\right]_{s} d s=\check{\mathcal{E}}_{t, r} \check{\Phi}_{r}^{1} h
\end{aligned}
$$

where (8.12), (8.16) and (8.20) are used, we obtain

$$
x_{t}=\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \check{\mathcal{E}}_{t, r} \check{\Phi}_{r}^{1} d w_{r}+\int_{0}^{t} \mathcal{U}_{t, r} \Phi_{r} d w_{r}, 0 \leq t \leq T
$$

Combining this equality with (8.14) and (8.15) and using (8.19), we obtain the representation (8.21).

Lemma 8.3. The best estimates in the estimation problems (8.1)-(8.3) and (8.21)(8.22) are related as in

$$
\mathbf{E}\left(x_{t} \mid z_{s} ; 0 \leq s \leq \tau\right)=\tilde{I} \mathbf{E}\left(\check{x}_{t} \mid z_{s} ; 0 \leq s \leq \tau\right), t, \tau \in \mathbf{T}
$$

where

$$
\tilde{I}=\left[\begin{array}{lll}
I & 0 & 0 \tag{8.24}
\end{array}\right] \in \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}, X\right)
$$

Proof. This follows from the equality $x_{t}=\tilde{I} \check{x}_{t}, 0 \leq t \leq T$.

Thus, the estimation problem (8.1)-(8.3) is reduced to the estimation problem (8.21)-(8.22), where in the latter the noise disturbances are white noises.

### 8.1.3 The Second Reduction

Although the partially observable system (8.21)-(8.22) is driven only by white noise, the estimation results stated in Chapter 6 can be directly applied to this system only if $\Phi^{2}=0$ which compensates for the unboundedness of $\check{\Gamma}^{2}$ (as an operator from $\tilde{\mathbb{R}}^{n}$ to $\mathbb{R}^{n}$ ). This in turn means that in the original estimation problem (8.1)-(8.3) the observation system (8.2) must be free of wide band noise disturbance. If $\Phi^{2} \neq 0$, then to handle the unboundedness of $\check{\Gamma}^{2}$, one can approximate $\check{\Gamma}^{2}$ by bounded operators. This approach is used by Bashirov [9] under an additional condition of continuity on $\Phi^{2}$ and it is closely related with a linear regulator problem under delays in control studied by Ichikawa [55]. The realization of this approach meets many difficulties and requires routine calculations. Instead, under some more restrictive conditions of differentiability on $\Phi^{2}$, the difficulties of the above mentioned approach can be easily avoided and a reduced filtering problem can be obtained in terms of only bounded linear operators.

Additionally, note that the operator $\check{\Gamma}^{1}$, defined by (8.7), is implicitly involved in the system (8.21)-(8.22) such that the unboundedness of $\check{\Gamma}^{1}$ (as an operator from $\tilde{X}$ to $X$ ) is absorbed by $\check{\mathcal{E}}$, defined by (8.20). In studying the components of the Riccati equation associated with the system (8.21)-(8.22) this unboundedness creates difficulties. To avoid them, we will impose a differentiability condition on $\Phi^{1}$ too.

Thus, we will suppose that the conditions $\left(\mathbf{E}_{1}^{\mathbf{b}}\right)$ and $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{b}}\right)$ hold and
$\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}\right)$ the operator-valued functions $\Phi^{1}, \Phi^{1 *}, \Phi^{2}$ and $\Phi^{2 *}$ are strongly differentiable in each of the variables with

$$
\begin{aligned}
& \frac{\partial}{\partial t} \Phi^{1}, \frac{\partial}{\partial \theta} \Phi^{1} \in L_{\infty}\left(\mathbf{T}, B_{2}(-\varepsilon, 0 ; \mathcal{L}(H, X))\right) \\
& \frac{\partial}{\partial t} \Phi^{2}, \frac{\partial}{\partial \alpha} \Phi^{2} \in L_{\infty}\left(\mathbf{T}, B_{2}\left(-\delta, 0 ; \mathcal{L}\left(H, \mathbb{R}^{n}\right)\right)\right)
\end{aligned}
$$

and $\Phi_{t,-\varepsilon}^{1}=0$ and $\Phi_{t,-\delta}^{2}=0$ for all $0 \leq t \leq T$.
Note that by Proposition 2.8(d), $\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}\right)$ implies

$$
\begin{aligned}
& \frac{\partial}{\partial t} \Phi^{1 *}, \frac{\partial}{\partial \theta} \Phi^{1 *} \in L_{\infty}\left(\mathbf{T}, B_{2}(-\varepsilon, 0 ; \mathcal{L}(X, H))\right) \\
& \frac{\partial}{\partial t} \Phi^{2 *}, \frac{\partial}{\partial \alpha} \Phi^{2 *} \in L_{\infty}\left(\mathbf{T}, B_{2}\left(-\delta, 0 ; \mathcal{L}\left(\mathbb{R}^{n}, H\right)\right)\right)
\end{aligned}
$$

$\Phi_{t,-\varepsilon}^{1 *}=0$ and $\Phi_{t,-\delta}^{2 *}=0$ for all $0 \leq t \leq T$.
Remark 8.4. By the physical interpretation of wide band noises discussed in Section 4.6 .2 , the functions $\Phi^{1}$ and $\Phi^{2}$ are coefficients of relaxing. Therefore, in the one-dimensional case, they are naturally expected to be increasing (and, hence, a.e. differentiable) functions of the second variable satisfying $\Phi_{t,-\varepsilon}^{1}=0$ and $\Phi_{t,-\delta}^{2}=0$.

Let

$$
\tilde{x}_{t}=\left[\begin{array}{c}
x_{t}  \tag{8.25}\\
\tilde{\varphi}_{t}^{1} \\
\tilde{\varphi}_{t}^{2}
\end{array}\right] \in X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}, 0 \leq t \leq T
$$

where $x$ is defined by (8.1) and (8.3) and $\tilde{\varphi}^{1}$ and $\tilde{\varphi}^{2}$ are defined by

$$
\begin{align*}
& {\left[\tilde{\varphi}_{t}^{1}\right]_{\theta}=\int_{\max (0, t-\varepsilon-\theta)}^{t} \frac{\partial}{\partial \theta} \bar{\Phi}_{s, s-t+\theta}^{1} d w_{s},-\varepsilon \leq \theta \leq 0,0 \leq t \leq T}  \tag{8.26}\\
& {\left[\tilde{\varphi}_{t}^{2}\right]_{\alpha}=\int_{\max (0, t-\delta-\alpha)}^{t} \frac{\partial}{\partial \alpha} \bar{\Phi}_{s, s-t+\alpha}^{2} d w_{s},-\delta \leq \alpha \leq 0,0 \leq t \leq T} \tag{8.27}
\end{align*}
$$

with $\bar{\Phi}^{1}$ and $\bar{\Phi}^{2}$ from (8.12)-(8.13).
Lemma 8.5. For $\tilde{\varphi}^{1}$ and $\tilde{\varphi}^{2}$, defined by (8.26) and (8.27), respectively,

$$
\begin{align*}
& \tilde{\varphi}_{t}^{1}=\int_{0}^{t} \mathcal{T}_{t-s}^{1} \tilde{\Phi}_{s}^{1} d w_{s}, 0 \leq t \leq T  \tag{8.28}\\
& \tilde{\varphi}_{t}^{2}=\int_{0}^{t} \mathcal{T}_{t-s}^{2} \tilde{\Phi}_{s}^{2} d w_{s}, \quad 0 \leq t \leq T \tag{8.29}
\end{align*}
$$

where $\mathcal{T}^{1}$ and $\mathcal{T}^{2}$ are defined by (8.5) and (8.6) and $\tilde{\Phi}^{1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, \tilde{X}))$ and $\tilde{\Phi}^{2} \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(H, \tilde{\mathbb{R}}^{n}\right)\right)$ are defined by

$$
\begin{align*}
& {\left[\tilde{\Phi}_{t}^{1} h\right]_{\theta}=\frac{\partial}{\partial \theta} \bar{\Phi}_{t, \theta}^{1} h,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T, h \in H}  \tag{8.30}\\
& {\left[\tilde{\Phi}_{t}^{2} h\right]_{\alpha}=\frac{\partial}{\partial \alpha} \bar{\Phi}_{t, \alpha}^{2} h,-\delta \leq \alpha \leq 0,0 \leq t \leq T, h \in H} \tag{8.31}
\end{align*}
$$

with $\bar{\Phi}^{1}$ and $\bar{\Phi}^{2}$ from (8.12)-(8.13).
Proof. By the condition ( $\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}$ ), we have

$$
\tilde{\Phi}^{1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, \tilde{X})) \text { and } \tilde{\Phi}^{2} \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(H, \tilde{\mathbb{R}}^{n}\right)\right)
$$

Let us prove the representation (8.28) for $\tilde{\varphi}^{1}$. By (8.5) and (8.30), for $h \in H$, we have

$$
\begin{aligned}
{\left[\mathcal{T}_{t-s}^{1} \tilde{\Phi}_{s}^{1} h\right]_{\theta} } & =\left\{\begin{array}{ll}
{\left[\tilde{\Phi}_{s}^{1} h\right]_{s-t+\theta},} & s-t+\theta \geq-\varepsilon \\
0, & s-t+\theta<-\varepsilon
\end{array}\right\} \\
& =\left\{\begin{array}{ll}
(\partial / \partial \theta) \bar{\Phi}_{s, s-t+\theta}^{1} h, & s-t+\theta \geq-\varepsilon \\
0, & s-t+\theta<-\varepsilon
\end{array}\right\}
\end{aligned}
$$

Therefore, by (8.26),

$$
\left[\tilde{\varphi}_{t}^{1}\right]_{\theta}=\int_{\max (0, t-\varepsilon-\theta)}^{t} \frac{\partial}{\partial \theta} \bar{\Phi}_{s, s-t+\theta}^{1} d w_{s}=\left[\int_{0}^{t} \mathcal{T}_{t-s}^{1} \tilde{\Phi}_{s}^{1} d w_{s}\right]_{\theta}
$$

and, consequently, (8.28) holds. In a similar way the representation (8.29) for $\tilde{\varphi}^{2}$ can be proved.

Let $\Gamma^{1}$ and $\Gamma^{2}$ be the integral operators from $\tilde{X}$ and $\tilde{\mathbb{R}}^{n}$ to $X$ and $\mathbb{R}^{n}$, respectively, defined by

$$
\begin{align*}
\Gamma^{1} f & =\int_{-\varepsilon}^{0} f_{\theta} d \theta, f \in \tilde{X}  \tag{8.32}\\
\Gamma^{2} g & =\int_{-\delta}^{0} g_{\alpha} d \alpha, g \in \tilde{\mathbb{R}}^{n} \tag{8.33}
\end{align*}
$$

In the following lemma we will use the mild evolution operator $\tilde{\mathcal{U}}$ which we define by

$$
\tilde{\mathcal{U}}=\mathcal{P}_{D}\left(\mathcal{U} \odot \mathcal{T}^{1} \odot \mathcal{T}^{2}\right), D=\left[\begin{array}{lll}
0 & \Gamma^{1} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \in \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)
$$

Using Theorem 3.13, one can obtain

$$
\tilde{\mathcal{U}}_{t, s}=\left[\begin{array}{ccc}
\mathcal{U}_{t, s} & \mathcal{E}_{t, s} & 0  \tag{8.34}\\
0 & \mathcal{T}_{t-s}^{1} & 0 \\
0 & 0 & \mathcal{T}_{t-s}^{2}
\end{array}\right], 0 \leq s \leq t \leq T
$$

where

$$
\begin{equation*}
\mathcal{E}_{t, s}=\int_{s}^{t} \mathcal{U}_{t, r} \Gamma^{1} \mathcal{T}_{r-s}^{1} d r, 0 \leq s \leq t \leq T \tag{8.35}
\end{equation*}
$$

Lemma 8.6. Let

$$
\tilde{\Phi}=\left[\begin{array}{c}
\Phi  \tag{8.36}\\
\tilde{\Phi}^{1} \\
\tilde{\Phi}^{2}
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(H, X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)\right)
$$

where the functions $\tilde{\Phi}^{1}$ and $\tilde{\Phi}^{2}$ are defined by (8.30)-(8.31). Then the random process $\tilde{x}$ defined by (8.25) has the representation

$$
\begin{equation*}
\tilde{x}_{t}=\tilde{\mathcal{U}}_{t, 0} \tilde{x}_{0}+\int_{0}^{t} \tilde{\mathcal{U}}_{t, s} \tilde{\Phi}_{s} d w_{s}, 0 \leq t \leq T \tag{8.37}
\end{equation*}
$$

where $\tilde{\mathcal{U}}$ is defined by (8.34)-(8.35).
Proof. Let $h \in H$ and let $0 \leq r \leq s \leq t \leq T$. Using the expression for $\left[\mathcal{T}_{s-r}^{1} \tilde{\Phi}_{r}^{1} h\right]_{\theta}$, obtained in proving Lemma 8.5, we have

$$
\Gamma^{1} \mathcal{T}_{s-r}^{1} \tilde{\Phi}_{r}^{1} h=\int_{\min (0, s-r-\varepsilon)}^{0} \frac{\partial}{\partial \theta} \bar{\Phi}_{r, r-s+\theta}^{1} h d \theta
$$

Hence, by $\left(\mathbf{E}_{3}^{\mathbf{b}}\right)$,

$$
\begin{aligned}
\int_{r}^{t} \mathcal{U}_{t, s} \Gamma^{1} \mathcal{T}_{s-r}^{1} \tilde{\Phi}_{r}^{1} h d s & =\int_{r}^{t} \mathcal{U}_{t, s} \int_{\min (0, s-r-\varepsilon)}^{0} \frac{\partial}{\partial \theta} \bar{\Phi}_{r, r-s+\theta}^{1} h d \theta d s \\
& =\int_{r}^{\min (t, r+\varepsilon)} \mathcal{U}_{t, s} \int_{s-r-\varepsilon}^{0} \frac{\partial}{\partial \theta} \bar{\Phi}_{r, r-s+\theta}^{1} h d \theta d s \\
& =\int_{r}^{\min (t, r+\varepsilon)} \mathcal{U}_{t, s}\left(\bar{\Phi}_{r, r-s}^{1}-\bar{\Phi}_{r,-\varepsilon}^{1}\right) h d s \\
& =\int_{r}^{\min (t, r+\varepsilon)} \mathcal{U}_{t, s} \Phi_{s, r-s}^{1} h d s
\end{aligned}
$$

Using this equality and (8.35), for the random process $x$ defined by (8.1) and (8.3), we obtain

$$
\begin{aligned}
x_{t} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \int_{\max (0, s-\varepsilon)}^{s} \mathcal{U}_{t, s} \Phi_{s, \theta-s}^{1} d w_{\theta} d s+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s} \\
& =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \int_{r}^{\min (r+\varepsilon, t)} \mathcal{U}_{t, s} \Phi_{s, r-s}^{1} d s d w_{r}+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s} \\
& =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \int_{r}^{t} \mathcal{U}_{t, s} \Gamma^{1} \mathcal{T}_{s-r}^{1} \tilde{\Phi}_{r}^{1} d s d w_{r}+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s} \\
& =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{E}_{t, r} \tilde{\Phi}_{r}^{1} d w_{r}+\int_{0}^{t} \mathcal{U}_{t, r} \Phi_{r} d w_{r}
\end{aligned}
$$

Combining the last equality together with the equalities (8.28) and (8.29), we obtain (8.37).

Lemma 8.7. The observation process $z$, defined by (8.2) and (8.3), has the representation

$$
\begin{equation*}
z_{t}=\int_{0}^{t} \tilde{C}_{s} \tilde{x}_{s} d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{8.38}
\end{equation*}
$$

where $\tilde{x}$ is defined by (8.25),

$$
\tilde{C}=\left[\begin{array}{lll}
C & 0 & \Gamma^{2} \tag{8.39}
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}, \mathbb{R}^{n}\right)\right)
$$

and $\Gamma^{2}$ is defined by (8.33).
Proof. It must be shown that

$$
\varphi_{t}^{2}=\Gamma^{2} \tilde{\varphi}_{t}^{2}, 0 \leq t \leq T
$$

where $\varphi^{2}$ and $\tilde{\varphi}^{2}$ are defined by (8.3) and (8.27), respectively. This follows from

$$
\begin{aligned}
\Gamma^{2} \tilde{\varphi}_{t}^{2} & =\int_{-\delta}^{0}\left[\tilde{\varphi}_{t}^{2}\right]_{\alpha} d \alpha \\
& =\int_{-\delta}^{0} \int_{\max (0, t-\delta-\alpha)}^{t} \frac{\partial}{\partial \alpha} \bar{\Phi}_{s, s-t+\alpha}^{2} d w_{s} d \alpha \\
& =\int_{\max (0, t-\delta)}^{t} \int_{t-s-\delta}^{0} \frac{\partial}{\partial \alpha} \bar{\Phi}_{s, s-t+\alpha}^{2} d \alpha d w_{s} \\
& =\int_{\max (0, t-\delta)}^{t}\left(\bar{\Phi}_{s, s-t}^{2}-\bar{\Phi}_{s,-\delta}^{2}\right) d w_{s} \\
& =\int_{\max (0, t-\delta)}^{t} \Phi_{t, s-t}^{2} d w_{s}=\varphi_{t}^{2} .
\end{aligned}
$$

Thus, (8.38) is proved.
Lemma 8.8. The best estimates in the estimation problems (8.1)-(8.3) and (8.37)(8.38) are related as in

$$
\mathbf{E}\left(x_{t} \mid z_{s} ; 0 \leq s \leq \tau\right)=\tilde{I} \mathbf{E}\left(\tilde{x}_{t} \mid z_{s}, 0 \leq s \leq \tau\right), t, \tau \in \mathbf{T}
$$

where $\tilde{I}$ is defined by (8.24).
Proof. In fact, this is Lemma 8.3 in which the system (8.21)-(8.22) is replaced by the system (8.37)-(8.38).

Thus, the estimation problem (8.1)-(8.3) is reduced to the estimation problem (8.37)-(8.38) in which the noise disturbances are white noises and all operators are bounded.

### 8.1.4 Optimal Linear Feedback Estimators

The theorem, stated below, formally looks similar to Theorem 7.2, but the same symbols used in these theorems may have different meanings.

Theorem 8.9. Suppose the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{b}}\right)-\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold, let

$$
\hat{\tilde{x}}_{t}=\left[\begin{array}{c}
\hat{x}_{t} \\
\tilde{\psi}_{t}^{1} \\
\tilde{\psi}_{t}^{2}
\end{array}\right]=\int_{0}^{t} \tilde{\mathcal{Y}}_{t, s}\left(\tilde{P}_{s} \tilde{C}_{s}^{*}+\tilde{\Phi}_{s} \bar{R} \Psi_{s}^{*}\right) V_{s}^{-1} d z_{s}, 0 \leq t \leq T
$$

and let

$$
\bar{z}_{t}=z_{t}-\int_{0}^{t} \tilde{C}_{s} \hat{\tilde{x}}_{s} d s=z_{t}-\int_{0}^{t}\left(C_{s} \hat{x}_{s}+\Gamma^{2} \tilde{\psi}_{s}^{2}\right) d s, 0 \leq t \leq T
$$

where $\tilde{\mathcal{U}}, \Gamma^{1}, \Gamma^{2}, \tilde{C}, \tilde{\Phi}, V, \bar{W}$ and $\bar{R}$ are defined by (8.34)-(8.35), (8.32)-(8.33),
 unique solution of the Riccati equation

$$
\begin{align*}
& \tilde{P}_{t}=\tilde{\mathcal{U}}_{t, 0} \tilde{P}_{0} \tilde{\mathcal{U}}_{t, 0}^{*}+\int_{0}^{t} \tilde{\mathcal{U}}_{t, s}\left(\tilde{\Phi}_{s} \bar{W} \tilde{\Phi}_{s}^{*}\right. \\
& \left.\quad-\left(\tilde{P}_{s} \tilde{C}_{s}^{*}+\tilde{\Phi}_{s} \bar{R} \Psi_{s}^{*}\right) V_{s}^{-1}\left(\tilde{C}_{s} \tilde{P}_{s}+\Psi_{s} \bar{R}^{*} \tilde{\Phi}_{s}^{*}\right)\right) \tilde{\mathcal{U}}_{t, s}^{*} d s, 0 \leq t \leq T \tag{8.40}
\end{align*}
$$

with

$$
\tilde{P}_{0}=\operatorname{cov}\left[\begin{array}{c}
x_{0}  \tag{8.41}\\
0 \\
0
\end{array}\right]=\left[\begin{array}{ccc}
P_{0} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \in \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)
$$

Then there exists a unique optimal linear feedback filter (predictor, smoother) in the estimation problem (8.1)-(8.3) and depending on $t$ and $\tau$, the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, in the estimation problem (8.1)-(8.3) is equal to

$$
\begin{aligned}
& \hat{x}_{t}=\hat{x}_{t}^{t}=\int_{0}^{t} \tilde{I} \tilde{\mathcal{Y}}_{t, s}\left(\tilde{P}_{s} \tilde{C}_{s}^{*}+\tilde{\Phi}_{s} \bar{R} \Psi_{s}^{*}\right) V_{s}^{-1} d z_{s}, 0 \leq t \leq T \\
& \hat{x}_{t}^{\tau}=\tilde{I} \tilde{\mathcal{U}}_{t, \tau} \hat{\tilde{x}}_{\tau}=\mathcal{U}_{t, \tau} \hat{x}_{\tau}+\mathcal{E}_{t, \tau} \tilde{\psi}_{\tau}^{1}, 0 \leq \tau<t \leq T \\
& \hat{x}_{t}^{\tau}=\hat{x}_{t}+\tilde{I} \tilde{P}_{t} \int_{t}^{\tau} \tilde{\mathcal{Y}}_{s, t}^{*} \tilde{C}_{s}^{*} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t<\tau \leq T
\end{aligned}
$$

where $\tilde{I}$ and $\mathcal{E}$ are as defined by (8.24) and (8.35).
Proof. This is a consequence of Theorems 6.4, 6.13, 6.18 and Lemma 8.8.

### 8.1.5 About the Riccati Equation (8.40)

The solution $\tilde{P}$ of the Riccati equation (8.40) can be decomposed as

$$
\tilde{P}_{t}=\left[\begin{array}{lll}
P_{t}^{00} & \tilde{P}_{t}^{01} & \tilde{P}_{t}^{02}  \tag{8.42}\\
\tilde{P}_{t}^{01 *} & \tilde{P}_{t}^{11} & \tilde{P}_{t}^{12} \\
\tilde{P}_{t}^{02 *} & \tilde{P}_{t}^{12 *} & \tilde{P}_{t}^{22}
\end{array}\right] \in \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right), 0 \leq t \leq T
$$

The following proposition presents a system of equations for the components of $\tilde{P}$ in this decomposition.

Proposition 8.10. Suppose the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{b}}\right)-\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold, let the solution $\tilde{P}$ of the equation (8.40) be decomposed as (8.42) and let

$$
\left\{\begin{array}{l}
\tilde{M}_{t}=P_{t}^{00} C_{t}^{*}+\tilde{P}_{t}^{02} \Gamma^{2 *}+\Phi_{t} \bar{R} \Psi_{t}^{*}, 0 \leq t \leq T  \tag{8.43}\\
\tilde{M}_{t}^{1}=\tilde{P}_{t}^{01 *} C_{t}^{*}+\tilde{P}_{t}^{12} \Gamma^{2 *}+\tilde{\Phi}_{t}^{1} \bar{R} \Psi_{t}^{*}, 0 \leq t \leq T \\
\tilde{M}_{t}^{2}=\tilde{P}_{t}^{02 *} C_{t}^{*}+\tilde{P}_{t}^{22} \Gamma^{2 *}+\tilde{\Phi}_{t}^{2} \bar{R} \Psi_{t}^{*}, 0 \leq t \leq T
\end{array}\right.
$$

Then $\left(P^{00}, \tilde{P}^{01}, \tilde{P}^{02}, \tilde{P}^{11}, \tilde{P}^{12}, \tilde{P}^{22}\right)$ is a unique solution of the system of equations

$$
\begin{align*}
P_{t}^{00}= & \mathcal{U}_{t, 0} P_{0} \mathcal{U}_{t, 0}^{*}+\int_{0}^{t} \mathcal{U}_{t, s}\left(\Phi_{s} \bar{W} \Phi_{s}^{*}\right. \\
& \left.\quad+\tilde{P}_{s}^{01} \Gamma^{1 *}+\Gamma^{1} \tilde{P}_{s}^{01 *}-\tilde{M}_{s} V_{s}^{-1} \tilde{M}_{s}^{*}\right) \mathcal{U}_{t, s}^{*} d s, 0 \leq t \leq T  \tag{8.44}\\
\tilde{P}_{t}^{01}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(\Phi_{s} \bar{W} \tilde{\Phi}_{s}^{1 *}+\Gamma^{1} \tilde{P}_{s}^{11}-\tilde{M}_{s} V_{s}^{-1} \tilde{M}_{s}^{1 *}\right) \mathcal{T}_{t-s}^{1 *} d s, 0 \leq t \leq T  \tag{8.45}\\
\tilde{P}_{t}^{02}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(\Phi_{s} \bar{W} \tilde{\Phi}_{s}^{2 *}+\Gamma^{1} \tilde{P}_{s}^{12}-\tilde{M}_{s} V_{s}^{-1} \tilde{M}_{s}^{2 *}\right) \mathcal{T}_{t-s}^{2 *} d s, 0 \leq t \leq T,  \tag{8.46}\\
\tilde{P}_{t}^{11}= & \int_{0}^{t} \mathcal{T}_{t-s}^{1}\left(\tilde{\Phi}_{s}^{1} \bar{W} \tilde{\Phi}_{s}^{1 *}-\tilde{M}_{s}^{1} V_{s}^{-1} \tilde{M}_{s}^{1 *}\right) \mathcal{T}_{t-s}^{1 *} d s, 0 \leq t \leq T  \tag{8.47}\\
\tilde{P}_{t}^{12}= & \int_{0}^{t} \mathcal{T}_{t-s}^{1}\left(\tilde{\Phi}_{s}^{1} \bar{W} \tilde{\Phi}_{s}^{2 *}-\tilde{M}_{s}^{1} V_{s}^{-1} \tilde{M}_{s}^{2 *}\right) \mathcal{T}_{t-s}^{2 *} d s, 0 \leq t \leq T  \tag{8.48}\\
\tilde{P}_{t}^{22}= & \int_{0}^{t} \mathcal{T}_{t-s}^{2}\left(\tilde{\Phi}_{s}^{2} \bar{W} \tilde{\Phi}_{s}^{2 *}-\tilde{M}_{s}^{2} V_{s}^{-1} \tilde{M}_{s}^{2 *}\right) \mathcal{T}_{t-s}^{2 *} d s, 0 \leq t \leq T \tag{8.49}
\end{align*}
$$

Proof. This can be proved in a similar way as Proposition 7.3.
Proposition 8.11. Suppose the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{b}}\right)-\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold. Then for the error process $e_{t}=x_{t}-\hat{x}_{t}, 0 \leq t \leq T$, in the filtering problem (8.1)-(8.3), the equality $\operatorname{cove} e_{t}=P_{t}^{00}, 0 \leq t \leq T$, holds where $P^{00}$ is defined by the system of equations (8.44)-(8.49).

Proof. This follows from Proposition 6.5.

### 8.1.6 Example: Optimal Filter in Differential Form

The following example concerning the filtering problem (8.1)-(8.3) is similar to Example 7.5.

Example 8.12. Assume that the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{b}}\right)-\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold so that $\mathcal{U} \in \mathcal{S}(X)$ and $A$ is the infinitesimal generator of $\mathcal{U}$. Then the best estimate $\hat{x}$ in the filtering problem (8.1)-(8.3) together with $\tilde{\psi}^{1}$ and $\tilde{\psi}^{2}$ is a mild solution of the system of equations

$$
\left\{\begin{align*}
d \hat{x}_{t}= & A \hat{x}_{t} d t+\Gamma^{1} \tilde{\psi}_{t}^{1} d t+\left(P_{t}^{00} C_{t}^{*}+\tilde{P}_{t}^{02} \Gamma^{2 *}+\Phi_{t} \bar{R} \Psi_{t}^{*}\right)  \tag{8.50}\\
& \times\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1}\left(d z_{t}-C_{t} \hat{x}_{t} d t-\Gamma^{2} \tilde{\psi}_{t}^{2} d t\right), 0<t \leq T, \hat{x}_{0}=0 \\
d \tilde{\psi}_{t}^{1}= & (-d / d \theta) \tilde{\psi}_{t}^{1} d t+\left(\tilde{P}_{t}^{01 *} C_{t}^{*}+\tilde{P}_{t}^{12} \Gamma^{2 *}+\tilde{\Phi}_{t}^{1} \bar{R} \Psi_{t}^{*}\right) \\
& \times\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1}\left(d z_{t}-C_{t} \hat{x}_{t} d t-\Gamma^{2} \tilde{\psi}_{t}^{2} d t\right), 0<t \leq T, \tilde{\psi}_{0}^{1}=0 \\
d \tilde{\psi}_{t}^{2}= & (-d / d \alpha) \tilde{\psi}_{t}^{2} d t+\left(\tilde{P}_{t}^{02 *} C_{t}^{*}+\tilde{P}_{t}^{22} \Gamma^{2 *}+\tilde{\Phi}_{t}^{2} \bar{R} \Psi_{t}^{*}\right) \\
& \times\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1}\left(d z_{t}-C_{t} \hat{x}_{t} d t-\Gamma^{2} \tilde{\psi}_{t}^{2} d t\right), 0<t \leq T, \tilde{\psi}_{0}^{2}=0
\end{align*}\right.
$$

where $\left(P^{00}, \tilde{P}^{01}, \tilde{P}^{02}, \tilde{P}^{11}, \tilde{P}^{12}, \tilde{P}^{22}\right)$ is a unique scalar product solution of the system of differential equations

$$
\begin{align*}
\frac{d}{d t} P_{t}^{00}-P_{t}^{00} A^{*}- & A P_{t}^{00}-\tilde{P}_{t}^{01} \Gamma^{1 *}-\Gamma^{1} \tilde{P}_{t}^{01 *}-\Phi_{t} \bar{W} \Phi_{t}^{*} \\
& +\tilde{M}_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \tilde{M}_{t}^{*}=0,0<t \leq T, P_{0}^{00}=P_{0}  \tag{8.51}\\
\frac{d}{d t} \tilde{P}_{t}^{01}-\tilde{P}_{t}^{01} \frac{d}{d \theta}- & A \tilde{P}_{t}^{01}-\Gamma^{1} \tilde{P}_{t}^{11}-\Phi_{t} \bar{W} \tilde{\Phi}_{t}^{1 *} \\
& +\tilde{M}_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \tilde{M}_{t}^{1 *}=0,0<t \leq T, \tilde{P}_{0}^{01}=0  \tag{8.52}\\
\frac{d}{d t} \tilde{P}_{t}^{02}-\tilde{P}_{t}^{02} \frac{d}{d \alpha}- & A \tilde{P}_{t}^{02}-\Gamma^{1} \tilde{P}_{t}^{12}-\Phi_{t} \bar{W} \tilde{\Phi}_{t}^{2 *} \\
& +\tilde{M}_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \tilde{M}_{t}^{2 *}=0,0<t \leq T, \tilde{P}_{0}^{02}=0  \tag{8.53}\\
\frac{d}{d t} \tilde{P}_{t}^{11}-\tilde{P}_{t}^{11} \frac{d}{d \theta}- & \left(-\frac{d}{d \theta}\right) \tilde{P}_{t}^{11}-\tilde{\Phi}_{t}^{1} \bar{W} \tilde{\Phi}_{t}^{1 *} \\
& +\tilde{M}_{t}^{1}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \tilde{M}_{t}^{1 *}=0,0<t \leq T, \tilde{P}_{0}^{11}=0  \tag{8.54}\\
& \left(-\frac{d}{d \theta}\right) \tilde{P}_{t}^{12}-\tilde{\Phi}_{t}^{1} \bar{W} \tilde{\Phi}_{t}^{2 *} \\
\frac{d}{d t} \tilde{P}_{t}^{12}-\tilde{P}_{t}^{12} \frac{d}{d \alpha}- & \left(\tilde{M}_{t}^{1}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \tilde{M}_{t}^{2 *}=0,0<t \leq T, \tilde{P}_{0}^{12}=0\right.  \tag{8.55}\\
& +\tilde{M}_{t}^{2}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \tilde{M}_{t}^{2 *}=0,0<t \leq T, \tilde{P}_{0}^{22}=0
\end{align*}
$$

$d / d \theta$ is a differential operator from

$$
D(d / d \theta)=\left\{f \in \check{X}: f_{0}=0\right\}
$$

to $\tilde{X}$ and $-d / d \theta$ is its adjoint from

$$
D(-d / d \theta)=\left\{f \in \check{X}: f_{-\varepsilon}=0\right\}
$$

to $\tilde{X}, d / d \alpha$ is a differential operator from

$$
D(d / d \alpha)=\left\{g \in \check{\mathbb{R}}^{n}: g_{0}=0\right\}
$$

to $\tilde{\mathbb{R}}^{n}$ and $-d / d \alpha$ is its adjoint from

$$
D(-d / d \alpha)=\left\{g \in \check{\mathbb{R}}^{n}: g_{-\delta}=0\right\}
$$

to $\tilde{\mathbb{R}}^{n}, \tilde{M}, \tilde{M}^{1}$ and $\tilde{M}^{2}$ are defined by (8.43).
Indeed, by Theorem 3.15,

$$
\tilde{\mathcal{U}} \in \mathcal{S}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)
$$

Since the infinitesimal generators of $\mathcal{T}^{1}$ and $\mathcal{T}^{2}$ are $-d / d \theta$ and $-d / d \alpha$, we obtain that the infinitesimal generator of $\tilde{\mathcal{U}}$ is

$$
\tilde{A}=\left[\begin{array}{ccc}
A & \Gamma^{1} & 0  \tag{8.57}\\
0 & -d / d \theta & 0 \\
0 & 0 & -d / d \alpha
\end{array}\right]
$$

Also,

$$
\tilde{A}^{*}=\left[\begin{array}{ccc}
A^{*} & 0 & 0  \tag{8.58}\\
\Gamma^{1 *} & d / d \theta & 0 \\
0 & 0 & d / d \alpha
\end{array}\right]
$$

Thus, applying the results of Example 6.10 to the filtering problem (8.37)-(8.38), we obtain the system (8.50) for the optimal filter in the filtering problem (8.1)(8.3). The equations (8.51)-(8.56) are exactly the equations (8.44)-(8.49) written in differential form which follow from Theorem 3.28 and (8.40).

### 8.2 More About the Optimal Filter

In this section we develop the results from Example 8.12 and find more convenient equations for the optimal filter than in (8.50)-(8.56).

### 8.2.1 More About the Riccati Equation (8.40)

By Proposition 3.26, the solution $\tilde{P}$ of the Riccati equation (8.40) belongs to the space $L_{\infty}\left(\mathbf{T}, \mathcal{L}_{1}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)\right)$ and, hence, to $L_{\infty}\left(\mathbf{T}, \mathcal{L}_{2}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)\right)$. Thus, each component of $\tilde{P}$ in the decomposition (8.42) is an $\mathcal{L}_{2}$-valued function. By Proposition 2.39, we can represent these components (except $P^{00}$ ) in the form:

$$
\begin{aligned}
\tilde{P}_{t}^{01} f & =\int_{-\varepsilon}^{0} \bar{P}_{t, \theta}^{01} f_{\theta} d \theta, 0 \leq t \leq T, f \in \tilde{X}, \\
{\left[\tilde{P}_{t}^{01 *} h\right]_{\theta} } & =\bar{P}_{t, \theta}^{01 *} h,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T, h \in X, \\
\tilde{P}_{t}^{02} g & =\int_{-\delta}^{0} \bar{P}_{t, \alpha}^{02} g_{\alpha} d \alpha, 0 \leq t \leq T, g \in \tilde{\mathbb{R}}^{n}, \\
{\left[\tilde{P}_{t}^{02 *} h\right]_{\alpha} } & =\bar{P}_{t, \alpha}^{02 *} h,-\delta \leq \alpha \leq 0,0 \leq t \leq T, h \in X, \\
{\left[\tilde{P}_{t}^{11} f\right]_{\theta} } & =\int_{-\varepsilon}^{0} \bar{P}_{t, \theta, \tau}^{11} f_{\tau} d \tau,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T, f \in \tilde{X}, \\
{\left[\tilde{P}_{t}^{12} g\right]_{\theta} } & =\int_{-\delta}^{0} \bar{P}_{t, \theta, \alpha}^{12} g_{\alpha} d \alpha,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T, g \in \tilde{\mathbb{R}}^{n}, \\
{\left[\tilde{P}_{t}^{12 *} f\right]_{\alpha} } & =\int_{-\varepsilon}^{0} \bar{P}_{t, \theta, \alpha}^{12 *} f_{\theta} d \theta,-\delta \leq \alpha \leq 0,0 \leq t \leq T, f \in \tilde{X}, \\
{\left[\tilde{P}_{t}^{22} g\right]_{\alpha} } & =\int_{-\delta}^{0} \bar{P}_{t, \alpha, \sigma}^{22} g_{\sigma} d \sigma,-\delta \leq \alpha \leq 0,0 \leq t \leq T, g \in \tilde{\mathbb{R}}^{n},
\end{aligned}
$$

where $\bar{P}^{01} \in L_{\infty}\left(\mathbf{T}, L_{2}\left(-\varepsilon, 0 ; \mathcal{L}_{2}(X)\right)\right), \bar{P}^{02} \in L_{\infty}\left(\mathbf{T}, L_{2}\left(-\delta, 0 ; \mathcal{L}_{2}\left(\mathbb{R}^{n}, X\right)\right)\right), \bar{P}^{11} \in$ $L_{\infty}\left(\mathbf{T}, L_{2}\left([-\varepsilon, 0] \times[-\varepsilon, 0], \mathcal{L}_{2}(X)\right)\right), \bar{P}^{12} \in L_{\infty}\left(\mathbf{T}, L_{2}\left([-\varepsilon, 0] \times[-\delta, 0], \mathcal{L}_{2}\left(\mathbb{R}^{n}, X\right)\right)\right)$ and $\bar{P}^{22} \in L_{\infty}\left(\mathbf{T}, L_{2}\left([-\delta, 0] \times[-\delta, 0], \mathcal{L}_{2}\left(\mathbb{R}^{n}\right)\right)\right)$. We define the functions:

$$
\begin{aligned}
P_{t, \theta}^{01} & =\int_{-\varepsilon}^{\theta} \bar{P}_{t, \theta_{1}}^{01} d \theta_{1},-\varepsilon \leq \theta \leq 0,0 \leq t \leq T \\
P_{t, \alpha}^{02} & =\int_{-\delta}^{\alpha} \bar{P}_{t, \alpha_{1}}^{02} d \alpha_{1},-\delta \leq \alpha \leq 0,0 \leq t \leq T \\
P_{t, \theta, \tau}^{11} & =\int_{-\varepsilon}^{\theta} \int_{-\varepsilon}^{\tau} \bar{P}_{t, \theta_{1}, \tau_{1}}^{11} d \tau_{1} d \theta_{1},-\varepsilon \leq \theta \leq 0,-\varepsilon \leq \tau \leq 0,0 \leq t \leq T \\
P_{t, \theta, \alpha}^{12} & =\int_{-\varepsilon}^{\theta} \int_{-\delta}^{\alpha} \bar{P}_{t, \theta_{1}, \alpha_{1}}^{12} d \alpha_{1} d \theta_{1},-\varepsilon \leq \theta \leq 0,-\delta \leq \alpha \leq 0,0 \leq t \leq T \\
P_{t, \alpha, \sigma}^{22} & =\int_{-\delta}^{\alpha} \int_{-\delta}^{\sigma} \bar{P}_{t, \alpha_{1}, \sigma_{1}}^{22} d \sigma_{1} d \alpha_{1},-\delta \leq \alpha \leq 0,-\delta \leq \sigma \leq 0,0 \leq t \leq T .
\end{aligned}
$$

Note that the above integrals are in the strong sense for operator-valued functions (see Section 2.4.4). Also, since $\tilde{P}_{t}^{11} \geq 0$ and $\tilde{P}_{t}^{22} \geq 0$, one can show that $\bar{P}_{t, \theta, \tau}^{11}=$ $\bar{P}_{t, \tau, \theta}^{11 *}$ and $\bar{P}_{t, \alpha, \sigma}^{22}=\bar{P}_{t, \sigma, \alpha}^{22 *}$, and, consequently, $P_{t, \theta, \tau}^{11}=P_{t, \tau, \theta}^{11 *}$ and $P_{t, \alpha, \sigma}^{22}=P_{t, \sigma, \alpha}^{22 *}$.

In this section we will derive equations for the operator-valued functions $P^{00}$, $P^{01}, P^{02}, P^{11}, P^{12}$ and $P^{22}$.

Lemma 8.13. With the above notation,

$$
\begin{aligned}
& \Gamma^{1} \tilde{P}_{t}^{01 *} h=P_{t, 0}^{01 *} h, 0 \leq t \leq T, h \in X, \\
& \tilde{P}_{t}^{01} \Gamma^{1 *} h=P_{t, 0}^{01} h, 0 \leq t \leq T, h \in X, \\
& \Gamma^{2} \tilde{P}_{t}^{02 *} h=P_{t, 0}^{02 *} h, 0 \leq t \leq T, h \in X, \\
& \tilde{P}_{t}^{02} \Gamma^{2 *} h=P_{t, 0}^{02} h, 0 \leq t \leq T, h \in \mathbb{R}^{n} .
\end{aligned}
$$

Proof. The first equality follows from

$$
\Gamma^{1} \tilde{P}_{t}^{01 *} h=\int_{-\varepsilon}^{0} \bar{P}_{t, \theta}^{01 *} h d \theta=\int_{-\varepsilon}^{0} \frac{\partial}{\partial \theta} P_{t, \theta}^{01 *} h d \theta=P_{t, 0}^{01 *} h-P_{t,-\varepsilon}^{01 *} h=P_{t, 0}^{01 *} h
$$

In a similar way the third equality can be proved. The second and fourth equalities are consequences of the first and third equalities.

Lemma 8.14. With the above notation,

$$
\begin{aligned}
{\left[\tilde{P}_{t}^{11} \Gamma^{1 *} h\right]_{\theta} } & =\frac{\partial}{\partial \theta} P_{t, \theta, 0}^{11} h,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T, h \in X \\
{\left[\tilde{P}_{t}^{12 *} \Gamma^{1 *} h\right]_{\alpha} } & =\frac{\partial}{\partial \alpha} P_{t, 0, \alpha}^{12 *} h,-\delta \leq \alpha \leq 0,0 \leq t \leq T, h \in X \\
{\left[\tilde{P}_{t}^{12} \Gamma^{2 *} h\right]_{\theta} } & =\frac{\partial}{\partial \theta} P_{t, \theta, 0}^{12} h,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T, h \in \mathbb{R}^{n} \\
{\left[\tilde{P}_{t}^{22} \Gamma^{2 *} h\right]_{\alpha} } & =\frac{\partial}{\partial \alpha} P_{t, \alpha, 0}^{22} h,-\delta \leq \alpha \leq 0,0 \leq t \leq T, h \in \mathbb{R}^{n} .
\end{aligned}
$$

Proof. We have

$$
\Gamma^{1} \tilde{P}_{t}^{11} f=\int_{-\varepsilon}^{0} \int_{-\varepsilon}^{0} \bar{P}_{t, \tau, \theta}^{11} f_{\theta} d \theta d \tau=\int_{-\varepsilon}^{0}\left(\frac{\partial}{\partial \theta} P_{t, 0, \theta}^{11}\right) f_{\theta} d \theta
$$

where $f \in \tilde{X}$. Therefore, by Proposition $2.8(\mathrm{~d})$, for $h \in X$, we obtain

$$
\left[\tilde{P}_{t}^{11} \Gamma^{1 *} h\right]_{\theta}=\left(\frac{\partial}{\partial \theta} P_{t, 0, \theta}^{11}\right)^{*} h=\frac{\partial}{\partial \theta} P_{t, 0, \theta}^{11 *} h=\frac{\partial}{\partial \theta} P_{t, \theta, 0}^{11} h
$$

which proves the first equality. Similarly, the other equalities can be proved.
Lemma 8.15. Let

$$
\left\{\begin{array}{l}
M_{t}=P_{t}^{00} C_{t}^{*}+P_{t, 0}^{02}+\Phi_{t} \bar{R} \Psi_{t}^{*}, 0 \leq t \leq T  \tag{8.59}\\
M_{t, \theta}^{1}=P_{t, \theta}^{01 *} C_{t}^{*}+P_{t, \theta, 0}^{12}+\bar{\Phi}_{t, \theta}^{1} \bar{R} \Psi_{t}^{*},-\varepsilon \leq \theta \leq 0,0 \leq t \leq T \\
M_{t, \alpha}^{2}=P_{t, \alpha}^{02 *} C_{t}^{*}+P_{t, \alpha, 0}^{22}+\bar{\Phi}_{t, \alpha}^{2} \bar{R} \Psi_{t}^{*},-\delta \leq \alpha \leq 0,0 \leq t \leq T
\end{array}\right.
$$

Then $M_{t,-\varepsilon}^{1}=0$ and $M_{t,-\delta}^{2}=0$ for $0 \leq t \leq T$, and

$$
\begin{aligned}
\tilde{M}_{t} h & =M_{t} h, \text { a.e. } t \in \mathbf{T}, h \in \mathbb{R}^{n}, \\
{\left[\tilde{M}_{t}^{1} h\right]_{\theta} } & =\frac{\partial}{\partial \theta} M_{t, \theta}^{1} h, \text { a.e. } \theta \in[-\varepsilon, 0], \text { a.e. } t \in \mathbf{T}, h \in \mathbb{R}^{n} \\
{\left[\tilde{M}_{t}^{2} h\right]_{\alpha} } & =\frac{\partial}{\partial \alpha} M_{t, \alpha}^{2} h, \text { a.e. } \alpha \in[-\delta, 0] \text {, a.e. } t \in \mathbf{T}, h \in \mathbb{R}^{n} .
\end{aligned}
$$

Proof. The first two equalities are clear. The third equality follows from (8.43) and Lemma 8.13. For the fourth equality, from (8.43), (8.30) and Lemma 8.14,

$$
\begin{aligned}
{\left[\tilde{M}_{t}^{1} h\right]_{\theta} } & =\left[\left(\tilde{P}_{t}^{01 *} C_{t}^{*}+\tilde{P}_{t}^{12} \tilde{\Gamma}^{2 *}+\tilde{\Phi}_{t}^{1} \bar{R} \Psi_{t}^{*}\right) h\right]_{\theta} \\
& =\frac{\partial}{\partial \theta}\left(P_{t, \theta}^{01 *} C_{t}^{*}+P_{t, \theta, 0}^{12}+\bar{\Phi}_{t, \theta}^{1} \bar{R} \Psi_{t}^{*}\right) h=\frac{\partial}{\partial \theta} M_{t, \theta}^{1} h
\end{aligned}
$$

In a similar way the fifth equality can be proved.
Theorem 8.16. Assume that the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{b}}\right)-\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold so that $\mathcal{U} \in \mathcal{S}(X)$ and $A$ is the infinitesimal generator of $\mathcal{U}$. Let $M, M^{1}$ and $M^{2}$ be defined by (8.59). Then $\left(P^{00}, P^{01}, P^{02}, P^{11}, P^{12}, P^{22}\right)$ is a unique solution of the system of equations

$$
\begin{align*}
& \frac{d}{d t} P_{t}^{00}-P_{t}^{00} A^{*}-A P_{t}^{00}-P_{t, 0}^{01}-P_{t, 0}^{01 *}-\Phi_{t} \bar{W} \Phi_{t}^{*} \\
& \quad+M_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t}^{*}=0, P_{0}^{00}=P_{0}, 0<t \leq T  \tag{8.60}\\
& \left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \theta}\right) P_{t, \theta}^{01}-A P_{t, \theta}^{01}-P_{t, 0, \theta}^{11}-\Phi_{t} \bar{W} \bar{\Phi}_{t, \theta}^{1 *}+M_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t, \theta}^{1 *}=0 \\
& \quad P_{0, \theta}^{01}=P_{t,-\varepsilon}^{01}=0,-\varepsilon \leq \theta \leq 0,0<t \leq T  \tag{8.61}\\
& \left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \alpha}\right) P_{t, \alpha}^{02}-A P_{t, \alpha}^{02}-P_{t, 0, \alpha}^{12}-\Phi_{t} \bar{W} \bar{\Phi}_{t, \alpha}^{2 *}+M_{t}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t, \alpha}^{2 *}=0 \\
& \quad P_{0, \alpha}^{02}=P_{t,-\delta}^{02}=0,-\delta \leq \alpha \leq 0,0<t \leq T  \tag{8.62}\\
& \left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \theta}+\frac{\partial}{\partial \tau}\right) P_{t, \theta, \tau}^{11}-\bar{\Phi}_{t, \theta}^{1} \bar{W} \bar{\Phi}_{t, \tau}^{1 *}+M_{t, \theta}^{1}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t, \tau}^{1 *}=0 \\
& \quad P_{0, \theta, \tau}^{11}=P_{t,-\varepsilon, \tau}^{11}=P_{t, \theta,-\varepsilon}^{11}=0,-\varepsilon \leq \theta \leq 0,-\varepsilon \leq \tau \leq 0,0<t \leq T  \tag{8.63}\\
& \left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \theta}+\frac{\partial}{\partial \alpha}\right) P_{t, \theta, \alpha}^{12}-\bar{\Phi}_{t, \theta}^{1} \bar{W} \bar{\Phi}_{t, \alpha}^{2 *}+M_{t, \theta}^{1}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t, \alpha}^{2 *}=0 \\
& \quad P_{0, \theta, \alpha}^{12}=P_{t,-\varepsilon, \alpha}^{12}=P_{t, \theta,-\delta}^{12}=0,-\varepsilon \leq \theta \leq 0,-\delta \leq \alpha \leq 0,0<t \leq T  \tag{8.64}\\
& \left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \alpha}+\frac{\partial}{\partial \sigma}\right) P_{t, \alpha, \sigma}^{22}-\bar{\Phi}_{t, \alpha}^{2} \bar{W} \bar{\Phi}_{t, \sigma}^{2 *}+M_{t, \alpha}^{2}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t, \sigma}^{2 *}=0 \\
& \quad P_{0, \alpha, \sigma}^{22}=P_{t,-\delta, \sigma}^{22}=P_{t, \alpha,-\delta}^{22}=0,-\delta \leq \alpha \leq 0,-\delta \leq \sigma \leq 0,0<t \leq T \tag{8.65}
\end{align*}
$$

in the following sense: $P^{00}$ is a solution of the equation (8.60) in the scalar product sense; for all $h^{*} \in D\left(A^{*}\right), P^{01}$ and $P^{02}$ satisfy, respectively,

$$
\begin{aligned}
\left(\frac{\partial}{\partial t}\right. & \left.+\frac{\partial}{\partial \theta}\right) P_{t, \theta}^{01 *} h^{*}-P_{t, \theta}^{01 *} A^{*} h^{*}-P_{t, 0, \theta}^{11 *} h^{*} \\
& -\bar{\Phi}_{t, \theta}^{1} \bar{W} \Phi_{t}^{*} h^{*}+M_{t, \theta}^{1}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t}^{*} h^{*}=0, P_{0, \theta}^{01}=P_{t,-\varepsilon}^{01}=0
\end{aligned}
$$

for a.e. $\theta \in[-\varepsilon, 0]$ and a.e. $t \in(0, T]$, and

$$
\begin{aligned}
\left(\frac{\partial}{\partial t}\right. & \left.+\frac{\partial}{\partial \alpha}\right) P_{t, \alpha}^{02 *} h^{*}-P_{t, \alpha}^{02 *} A^{*} h^{*}-P_{t, 0, \alpha}^{12 *} h^{*} \\
& -\bar{\Phi}_{t, \alpha}^{2} \bar{W} \Phi_{t}^{*} h^{*}+M_{t, \alpha}^{2}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} M_{t}^{*} h^{*}=0, P_{0, \alpha}^{02}=P_{t,-\delta}^{02}=0
\end{aligned}
$$

for a.e $\alpha \in[-\delta, 0]$ and a.e. $t \in(0, T] ; P^{11}, P^{12}$ and $P^{22}$ satisfy (8.63), (8.64) and (8.65), respectively, for a.e. $\theta, \tau \in[-\varepsilon, 0]$, a.e. $\alpha, \sigma \in[-\delta, 0]$ and a.e. $t \in(0, T]$.

Proof. We will use the brief notation $V_{t}=\Psi_{t} \bar{V} \Psi_{t}^{*}$. Derivation of the equations (8.63), (8.64) and (8.65) are similar. So, we will derive one of them, say, (8.64). For that, consider the equation (8.55). $\tilde{P}^{12}$ is a scalar product solution of this equation. Let $f \in D(d / d \theta)$ and let $g \in D(d / d \alpha)$. This means that $f \in \tilde{X}$ with $f_{0}=0$ and $g \in \check{\mathbb{R}}^{n}$ with $g_{0}=0$. Using Lemma 8.15, Propositions 2.8(d), 2.43 and (8.30)-(8.31), one can evaluate each term in (8.55) in the scalar product and obtain for the first term,

$$
\begin{aligned}
\left\langle\frac{d}{d t} \tilde{P}_{t}^{12} g, f\right\rangle_{\tilde{X}} & =\int_{-\varepsilon}^{0}\left\langle\frac{\partial}{\partial t} \int_{-\delta}^{0} \bar{P}_{t, \theta, \alpha}^{12} g_{\alpha} d \alpha, f_{\theta}\right\rangle_{X} d \theta \\
& =\int_{-\varepsilon}^{0}\left\langle\frac{\partial}{\partial t} \int_{-\delta}^{0}\left(\frac{\partial^{2}}{\partial \theta \partial \alpha} P_{t, \theta, \alpha}^{12}\right) g_{\alpha} d \alpha, f_{\theta}\right\rangle_{X} d \theta \\
& =\int_{-\varepsilon}^{0}\left\langle\frac{\partial}{\partial t} \int_{-\delta}^{0} \frac{\partial}{\partial \theta} P_{t, \theta, \alpha}^{12} g_{\alpha}^{\prime} d \alpha, f_{\theta}\right\rangle_{X} d \theta \\
& =\int_{-\varepsilon}^{0} \int_{-\delta}^{0}\left\langle\frac{\partial}{\partial t} P_{t, \theta, \alpha}^{12} g_{\alpha}^{\prime}, f_{\theta}^{\prime}\right\rangle_{X} d \alpha d \theta
\end{aligned}
$$

for the second term,

$$
\begin{aligned}
-\left\langle\tilde{P}_{t}^{12} \frac{d}{d \alpha} g, f\right\rangle_{\tilde{X}} & =-\int_{-\varepsilon}^{0}\left\langle\int_{-\delta}^{0} \bar{P}_{t, \theta, \alpha}^{12} g_{\alpha}^{\prime} d \alpha, f_{\theta}\right\rangle_{X} d \theta \\
& =-\int_{-\varepsilon}^{0} \int_{-\delta}^{0}\left\langle\left(\frac{\partial^{2}}{\partial \theta \partial \alpha} P_{t, \theta, \alpha}^{12}\right) g_{\alpha}^{\prime}, f_{\theta}\right\rangle_{X} d \alpha d \theta \\
& =\int_{-\varepsilon}^{0} \int_{-\delta}^{0}\left\langle\left(\frac{\partial}{\partial \alpha} P_{t, \theta, \alpha}^{12}\right) g_{\alpha}^{\prime}, f_{\theta}^{\prime}\right\rangle_{X} d \alpha d \theta
\end{aligned}
$$

for the third term,

$$
\begin{aligned}
-\left\langle\tilde{P}_{t}^{12} g, \frac{d}{d \theta} f\right\rangle_{\tilde{X}} & =-\int_{-\varepsilon}^{0}\left\langle\int_{-\delta}^{0} \bar{P}_{t, \theta, \alpha}^{12} g_{\alpha} d \alpha, f_{\theta}^{\prime}\right\rangle_{X} d \theta \\
& =-\int_{-\varepsilon}^{0} \int_{-\delta}^{0}\left\langle\left(\frac{\partial^{2}}{\partial \theta \partial \alpha} P_{t, \theta, \alpha}^{12}\right) g_{\alpha}, f_{\theta}^{\prime}\right\rangle_{X} d \alpha d \theta \\
& =\int_{-\varepsilon}^{0} \int_{-\delta}^{0}\left\langle\frac{\partial}{\partial \theta} P_{t, \theta, \alpha}^{12} g_{\alpha}^{\prime}, f_{\theta}^{\prime}\right\rangle_{X} d \alpha d \theta
\end{aligned}
$$

for the fourth term,

$$
\begin{aligned}
-\left\langle\tilde{\Phi}_{t}^{1} \bar{W} \tilde{\Phi}_{t}^{2 *} g, f\right\rangle_{\tilde{X}} & =-\int_{-\varepsilon}^{0}\left\langle\frac{\partial}{\partial \theta} \bar{\Phi}_{t, \theta}^{1} \bar{W} \int_{-\delta}^{0}\left(\frac{\partial}{\partial \alpha} \bar{\Phi}_{t, \alpha}^{2 *}\right) g_{\alpha} d \alpha, f_{\theta}\right\rangle_{X} d \theta \\
& =-\int_{-\varepsilon}^{0} \int_{-\delta}^{0}\left\langle\bar{\Phi}_{t, \theta}^{1} \bar{W} \bar{\Phi}_{t, \alpha}^{2 *} g_{\alpha}^{\prime}, f_{\theta}^{\prime}\right\rangle_{X} d \alpha d \theta
\end{aligned}
$$

and, finally, for the last term,

$$
\begin{aligned}
\left\langle\tilde{M}_{t}^{1} V^{-1} \tilde{M}_{t}^{2 *} g, f\right\rangle_{\tilde{X}} & =\int_{-\varepsilon}^{0}\left\langle\frac{\partial}{\partial \theta} M_{t, \theta}^{1} V_{t}^{-1} \int_{-\delta}^{0}\left(\frac{\partial}{\partial \alpha} M_{t, \alpha}^{2 *}\right) g_{\alpha} d \alpha, f_{\theta}\right\rangle_{X} d \theta \\
& =\int_{-\varepsilon}^{0} \int_{-\delta}^{0}\left\langle M_{t, \theta}^{1} V_{t}^{-1} M_{t, \alpha}^{2 *} g_{\alpha}^{\prime}, f_{\theta}^{\prime}\right\rangle_{X} d \alpha d \theta
\end{aligned}
$$

Substituting these expressions in the equation (8.55) and using the arbitrariness of $h^{\prime}$ and $g^{\prime}$ in $\tilde{X}$ and $\tilde{\mathbb{R}}^{n}$, respectively, we obtain that $P^{12}$ satisfies the equation (8.64) for a.e. $\theta, \tau \in[-\varepsilon, 0]$ and for a.e. $t \in(0, T]$. The initial and boundary conditions for the equation (8.64) follow from the initial condition for the equation (8.55) and the definition of $P^{12}$.

The equations (8.61) and (8.62) can be derived in a similar manner as well and, hence, we will derive one of them, say, the equation (8.61). $\tilde{P}^{01}$ is a scalar product solution of the equation (8.52). Let $h^{*} \in D\left(A^{*}\right)$ and $f \in \check{X}$ with $f_{0}=0$. Using Lemmas 8.14 and 8.15, Propositions $2.8(\mathrm{~d})$ and 2.43 and (8.30), one can evaluate each term in (8.52) in the scalar product and obtain for the first term,

$$
\begin{aligned}
\left\langle\frac{d}{d t} \tilde{P}_{t}^{01} f, h^{*}\right\rangle & =\left\langle\frac{\partial}{\partial t} \int_{-\varepsilon}^{0} \bar{P}_{t, \theta}^{01} f_{\theta} d \theta, h^{*}\right\rangle \\
& =\int_{-\varepsilon}^{0}\left\langle\left(\frac{\partial^{2}}{\partial t \partial \theta} P_{t, \theta}^{01}\right) f_{\theta}, h^{*}\right\rangle d \theta \\
& =\int_{-\varepsilon}^{0}\left\langle\frac{\partial}{\partial t} P_{t, \theta}^{01} f_{\theta}^{\prime}, h^{*}\right\rangle d \theta \\
& =-\int_{-\varepsilon}^{0}\left\langle f_{\theta}^{\prime}, \frac{\partial}{\partial t} P_{t, \theta}^{01 *} h^{*}\right\rangle d \theta
\end{aligned}
$$

for the second term,

$$
\begin{aligned}
-\left\langle\tilde{P}_{t}^{01} \frac{d}{d \theta} f, h^{*}\right\rangle & =-\left\langle\int_{-\varepsilon}^{0} \bar{P}_{t, \theta}^{01} f_{\theta}^{\prime} d \theta, h^{*}\right\rangle \\
& =-\int_{-\varepsilon}^{0}\left\langle\left(\frac{\partial}{\partial \theta} P_{t, \theta}^{01}\right) f_{\theta}^{\prime}, h^{*}\right\rangle d \theta \\
& =-\int_{-\varepsilon}^{0}\left\langle f_{\theta}^{\prime}, \frac{\partial}{\partial \theta} P_{t, \theta}^{01 *} h^{*}\right\rangle d \theta
\end{aligned}
$$

for the third term,

$$
\begin{aligned}
-\left\langle\tilde{P}_{t}^{01} f, A^{*} h^{*}\right\rangle & =-\left\langle\int_{-\varepsilon}^{0} \bar{P}_{t, \theta}^{01} f_{\theta} d \theta, A^{*} h^{*}\right\rangle \\
& =-\int_{-\varepsilon}^{0}\left\langle\left(\frac{\partial}{\partial \theta} P_{t, \theta}^{01}\right) f_{\theta}, A^{*} h^{*}\right\rangle d \theta \\
& =\int_{-\varepsilon}^{0}\left\langle f_{\theta}^{\prime}, P_{t, \theta}^{01 *} A^{*} h^{*}\right\rangle d \theta
\end{aligned}
$$

for the fourth term,

$$
\begin{aligned}
-\left\langle\tilde{\Gamma}^{1} \tilde{P}_{t}^{11} f, h^{*}\right\rangle & =-\left\langle\int_{-\varepsilon}^{0}\left(\frac{\partial}{\partial \theta} P_{t, \theta, 0}^{11}\right)^{*} f_{\theta} d \theta, h^{*}\right\rangle \\
& =-\int_{-\varepsilon}^{0}\left\langle\left(\frac{\partial}{\partial \theta} P_{t, 0, \theta}^{11}\right) f_{\theta}, h^{*}\right\rangle d \theta \\
& =\int_{-\varepsilon}^{0}\left\langle f_{\theta}^{\prime}, P_{t, 0, \theta}^{11 *} h^{*}\right\rangle d \theta
\end{aligned}
$$

for the fifth term,

$$
\begin{aligned}
-\left\langle\Phi \bar{W} \tilde{\Phi}^{1 *} f, h^{*}\right\rangle & =-\left\langle\int_{-\varepsilon}^{0} \Phi_{t} \bar{W}\left(\frac{\partial}{\partial \theta} \bar{\Phi}_{t, \theta}^{1}\right)^{*} f_{\theta} d \theta, h^{*}\right\rangle \\
& =\int_{-\varepsilon}^{0}\left\langle f_{\theta}^{\prime}, \bar{\Phi}_{t, \theta}^{1} \bar{W} \Phi_{t}^{*} h^{*}\right\rangle d \theta
\end{aligned}
$$

and, finally, for the last term,

$$
\begin{aligned}
\left\langle\tilde{M}_{t} V_{t}^{-1} \tilde{M}_{t}^{1 *} f, h^{*}\right\rangle & =\left\langle\int_{-\varepsilon}^{0} M_{t} V_{t}^{-1}\left(\frac{\partial}{\partial \theta} M_{t, \theta}^{1}\right)^{*} f_{\theta} d \theta, h^{*}\right\rangle \\
& =-\int_{-\varepsilon}^{0}\left\langle f_{\theta}^{\prime}, M_{t, \theta}^{1} V_{t}^{-1} M_{t}^{*} h^{*}\right\rangle d \theta
\end{aligned}
$$

Substituting the obtained expressions in the equation (8.52) and using the arbitrariness of $f^{\prime}$ in $\tilde{X}$, we obtain that the equation (8.61) is satisfied by $P^{01}$ in
the above mentioned sense. The initial and boundary conditions for the equation (8.61) follow from the initial condition for the equation (8.52) and the definition of $P^{01}$.

Finally, the equation (8.60) follows from the equation (8.51) and Lemmas 8.13 and 8.15. The uniqueness of a solution of the system (8.60)-(8.65) follows from the uniqueness of a solution of the system (8.51)-(8.56).

### 8.2.2 Equations for the Optimal Filter

Below we present the equations for the optimal filter in the problem (8.1)-(8.3) in practically useful form.
Theorem 8.17. Assume that the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{b}}\right)-\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold so that $\mathcal{U} \in \mathcal{S}(X)$ and $A$ is the infinitesimal generator of $\mathcal{U}$. Let $\left(P^{00}, P^{01}, P^{02}, P^{11}, P^{12}, P^{22}\right)$ be the solution (in the sense that is defined in Theorem 8.16) of the system (8.60)(8.65) and let $\bar{\Phi}^{1}$ and $\bar{\Phi}^{2}$ be defined by (8.12)-(8.13). Then the best estimate $\hat{x}$ in the filtering problem (8.1)-(8.3) together with $\psi^{1}$ and $\psi^{2}$ is a unique solution of the system of equations

$$
\left\{\begin{array}{l}
d \hat{x}_{t}=A \hat{x}_{t} d t+\psi_{t, 0}^{1} d t+\left(P_{t}^{00} C_{t}^{*}+P_{t, 0}^{02}+\Phi_{t} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1}  \tag{8.66}\\
\quad \times\left(d z_{t}-C_{t} \hat{x}_{t} d t-\psi_{t, 0}^{2} d t\right), \hat{x}_{0}=0,0<t \leq T, \\
(\partial / \partial t+\partial / \partial \theta) \psi_{t, \theta}^{1} d t=\left(P_{t, \theta}^{01 *} C_{t}^{*}+P_{t, \theta, 0}^{12}+\bar{\Phi}_{t, \theta}^{1} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \\
\quad \times\left(d z_{t}-C_{t} \hat{x}_{t} d t-\psi_{t, 0}^{2} d t\right), \psi_{0, \theta}^{1}=\psi_{t,-\varepsilon}^{1}=0,-\varepsilon \leq \theta \leq 0,0<t \leq T \\
(\partial / \partial t+\partial / \partial \alpha) \psi_{t, \alpha}^{2} d t=\left(P_{t, \alpha}^{02 *} C_{t}^{*}+P_{t, \alpha, 0}^{22}+\bar{\Phi}_{t, \alpha}^{2} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \\
\quad \times\left(d z_{t}-C_{t} \hat{x}_{t} d t-\psi_{t, 0}^{2} d t\right), \psi_{0, \alpha}^{2}=\psi_{t,-\delta}^{2}=0,-\delta \leq \alpha \leq 0, \quad 0<t \leq T
\end{array}\right.
$$

in the following sense: $\hat{x}$ is a mild solution of the first equation in (8.66) and $\psi^{1}$ and $\psi^{2}$ are ordinary solutions of the second and third equations in (8.66), respectively.
Proof. We will derive the equations in (8.66) from the equations in (8.50). For this, we define the random processes

$$
\begin{aligned}
\psi_{t, \theta}^{1} & =\int_{-\varepsilon}^{\theta}\left[\tilde{\psi}_{t}^{1}\right]_{\tau} d \tau, \theta \in[-\varepsilon, 0], 0<t \leq T \\
\psi_{t, \alpha}^{2} & =\int_{-\delta}^{\alpha}\left[\tilde{\psi}_{t}^{2}\right]_{\sigma} d \sigma, \alpha \in[-\delta, 0], 0<t \leq T
\end{aligned}
$$

where $\tilde{\psi}^{1}$ and $\tilde{\psi}^{2}$ are solutions of the second and third equations in (8.50), and show that $\left(\hat{x}, \psi^{1}, \psi^{2}\right)$ is a solution of the system (8.66) in the above mentioned sense. It is clear that

$$
\Gamma^{1} \tilde{\psi}_{t}^{1}=\int_{-\varepsilon}^{0} \frac{\partial}{\partial \theta} \psi_{t, \theta}^{1} d \theta=\psi_{t, 0}^{1}-\psi_{t,-\varepsilon}^{1}=\psi_{t, 0}^{1}
$$

In a similar way, $\Gamma^{2} \tilde{\psi}_{t}^{2}=\psi_{t, 0}^{2}$. So, using Lemma 8.13 , we obtain the first equation in (8.66) from the first equation in (8.50). Derivation of the second and third
equations in (8.66) are similar and we will derive only one of them, say, the second equation in (8.66). For brevity, we will use the innovation process $\bar{z}$, defined in Theorem 8.9, and $\tilde{M}^{1}$, defined by (8.43). By (8.5) and Lemma 8.15, for $h \in \mathbb{R}^{n}$,

$$
\begin{aligned}
{\left[\mathcal{T}_{t-s}^{1} \tilde{M}_{s}^{1} h\right]_{\theta} } & =\left\{\begin{array}{ll}
{\left[\tilde{M}_{s}^{1} h\right]_{s-t+\theta},} & s-t+\theta \geq-\varepsilon \\
0, & s-t+\theta<-\varepsilon
\end{array}\right\} \\
& =\left\{\begin{array}{ll}
(\partial / \partial \theta) M_{s, s-t+\theta}^{1} h, & s-t+\theta \geq-\varepsilon \\
0, & s-t+\theta<-\varepsilon
\end{array}\right\}
\end{aligned}
$$

Since $\tilde{\psi}^{1}$ is a mild solution of the second equation in (8.50),

$$
\begin{aligned}
{\left[\tilde{\psi}_{t}^{1}\right]_{\theta} } & =\left[\int_{0}^{t} \mathcal{T}_{t-s}^{1} \tilde{M}_{s}^{1}\left(\Psi_{s} \bar{V} \Psi_{s}^{*}\right)^{-1} d \bar{z}_{s}\right]_{\theta} \\
& =\int_{\max (0, t-\varepsilon-\theta)}^{t} \frac{\partial}{\partial \theta} M_{s, s-t+\theta}^{1}\left(\Psi_{s} \bar{V} \Psi_{s}^{*}\right)^{-1} d \bar{z}_{s}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\psi_{t, \theta}^{1} & =\int_{-\varepsilon}^{\theta}\left[\tilde{\psi}_{t}^{1}\right]_{\tau} d \tau=\int_{-\varepsilon}^{\theta} \int_{\max (0, t-\varepsilon-\tau)}^{t} \frac{\partial}{\partial \tau} M_{s, s-t+\tau}^{1}\left(\Psi_{s} \bar{V} \Psi_{s}^{*}\right)^{-1} d \bar{z}_{s} d \tau \\
& =\int_{\max (0, t-\varepsilon-\theta)}^{t} \int_{t-s-\varepsilon}^{\theta} \frac{\partial}{\partial \tau} M_{s, s-t+\tau}^{1}\left(\Psi_{s} \bar{V} \Psi_{s}^{*}\right)^{-1} d \tau d \bar{z}_{s} \\
& =\int_{\max (0, t-\varepsilon-\theta)}^{t} M_{s, s-t+\theta}^{1}\left(\Psi_{s} \bar{V} \Psi_{s}^{*}\right)^{-1} d \bar{z}_{s} \\
& =\left[\int_{0}^{t} \mathcal{T}_{t-s}^{1}\left[M_{s}^{1}\right]\left(\Psi_{s} \bar{V} \Psi_{s}^{*}\right)^{-1} d \bar{z}_{s}\right]_{\theta}
\end{aligned}
$$

where we refer to Remark 2.21 for the notation $\left[M_{s}^{1}\right]$. We see that $\psi^{1}$ is a mild solution of the equation

$$
\begin{equation*}
d\left[\psi_{t}^{1}\right]=(-d / d \theta)\left[\psi_{t}^{1}\right] d t+\left[M_{t}^{1}\right]\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} d \bar{z}_{t} \tag{8.67}
\end{equation*}
$$

which in turn is the same as the second equation in (8.66). Also, one can see that for the equation (8.67), the conditions of Theorem 4.27 hold. Indeed, by Lemma 8.15 , $M_{t,-\varepsilon}^{1}=0$ and $(\partial / \partial \theta) M_{t, \theta}^{1} h=\left[\tilde{M}_{t}^{1} h\right]_{\theta}$ for all $h \in \mathbb{R}^{n}$. So, $\left[\tilde{M}^{1}\right], 0 \leq t \leq T$, is a $D(-d / d \theta)$-valued function (the space $D(-d / d \theta)$ is defined in Theorem 1.22). Using Proposition $1.15(\mathrm{a})$, one can obtain that $M \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}, D(-d / d \theta)\right)\right)$. Thus, by Theorem 4.27, the equation (8.67) (and, respectively, the second equation in (8.66)) has $\psi^{1}$ as its unique ordinary solution. The initial and boundary conditions in (8.66) follow from the initial conditions in (8.50) and the definitions of $\psi^{1}$ and $\psi^{2}$.

Remark 8.18. If $A$ is taken from $\mathcal{L}(X)$, then one can easily show that all the solutions of the equations (8.60)-(8.65) and (8.66) are in the ordinary sense.

### 8.3 Stochastic Regulator Problem

### 8.3.1 Setting of the Problem

Consider the problem (5.1)-(5.4) in which the state-observation system (5.1)-(5.2) and the functional (5.4) are defined in the form

$$
\begin{align*}
x_{t}^{u} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s}\left(B_{s} u_{s}+\varphi_{s}^{1}\right) d s+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, 0 \leq t \leq T,  \tag{8.68}\\
z_{t}^{u} & =\int_{0}^{t}\left(C_{s} x_{s}^{u}+\varphi_{s}^{2}\right) d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T,  \tag{8.69}\\
J(u) & =\mathbf{E}\left(\left\langle x_{T}^{u}, Q_{T} x_{T}^{u}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{l}
x_{t}^{u} \\
u_{t}
\end{array}\right],\left[\begin{array}{cc}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{c}
x_{t}^{u} \\
u_{t}
\end{array}\right]\right\rangle d t\right), \tag{8.70}
\end{align*}
$$

where $\varphi^{1}$ and $\varphi^{2}$ are defined by (8.3) and a control $u$ is taken from the set of admissible controls $U_{\text {ad }}$ as defined by (5.3) in Section 5.1.2. This problem will be called the linear stochastic regulator problem (8.68)-(8.70). The problem (8.68)(8.70) differs from the similar problems (6.51)-(6.53) and (7.35)-(7.37) because the noise processes $\varphi^{1}$ and $\varphi^{2}$ are wide band.

In this section the following conditions are supposed to hold:
$\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{b}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), C \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, \mathbb{R}^{n}\right)\right), B \in B_{\infty}(\mathbf{T}, \mathcal{L}(U, X)) ;$
$\left(\mathbf{R}_{\mathbf{2}}^{\mathbf{b}}\right) \Phi \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, X)), \Phi^{1} \in L_{\infty}\left(\mathbf{T}, B_{2}(-\varepsilon, 0 ; \mathcal{L}(H, X))\right), 0<\varepsilon<T, \Phi^{2} \in$ $L_{\infty}\left(\mathbf{T}, B_{2}\left(-\delta, 0 ; \mathcal{L}\left(H, \mathbb{R}^{n}\right)\right)\right), 0<\delta<T$, the operator-valued functions $\Phi^{1}$, $\Phi^{1 *}, \Phi^{2}$ and $\Phi^{2 *}$ are strongly differentiable in each of the variables with

$$
\begin{aligned}
& \frac{\partial}{\partial t} \Phi^{1}, \frac{\partial}{\partial \theta} \Phi^{1} \in L_{\infty}\left(\mathbf{T}, B_{2}(-\varepsilon, 0 ; \mathcal{L}(H, X))\right) \\
& \frac{\partial}{\partial t} \Phi^{2}, \frac{\partial}{\partial \alpha} \Phi^{2} \in L_{\infty}\left(\mathbf{T}, B_{2}\left(-\delta, 0 ; \mathcal{L}\left(H, \mathbb{R}^{n}\right)\right)\right)
\end{aligned}
$$

and $\Phi_{t,-\varepsilon}^{1}=0$ and $\Phi_{t,-\delta}^{2}=0$ for all $0 \leq t \leq T, \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right)$, $\left[\begin{array}{l}w \\ v\end{array}\right]$ is an $H \times \mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with $\operatorname{cov} v_{T}>0, x_{0}$ is a an $X$-valued Gaussian random variable with $\mathbf{E} x_{0}=0, x_{0}$ and $(w, v)$ are independent;
$\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{b}}\right) Q_{T} \in \mathcal{L}(X), Q_{T} \geq 0, F \in B_{\infty}(\mathbf{T}, \mathcal{L}(X)), G, G^{-1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(U)), L \in$ $B_{\infty}(\mathbf{T}, \mathcal{L}(X, U)), G_{t}>0$ and $F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0$ for a.e. $t \in \mathbf{T}$.

Note that $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{b}}\right)$ is the same as $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{b}}\right)$ completed with the condition about $B$, $\left(\mathbf{R}_{\mathbf{2}}^{\mathbf{b}}\right)$ is the combination of $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{b}}\right)$ and $\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{b}}\right)$, and $\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{b}}\right)$ is the same as $\left(\mathbf{C}_{\mathbf{3}}\right)$. We will also use the notation of Sections 8.1 and 8.2.

### 8.3.2 Reduction

Let

$$
\tilde{x}_{t}^{u}=\left[\begin{array}{c}
x_{t}^{u}  \tag{8.71}\\
\tilde{\varphi}_{t}^{1} \\
\tilde{\varphi}_{t}^{2}
\end{array}\right], 0 \leq t \leq T,
$$

where $\tilde{\varphi}^{1}$ and $\tilde{\varphi}^{2}$ are defined by (8.26) and (8.27), respectively. Similar to Section 8.1.3, for $\tilde{\mathcal{U}}, \tilde{\Phi}, \tilde{C}$ defined by (8.30)-(8.36), (8.39), and for

$$
\tilde{B}=\left[\begin{array}{c}
B  \tag{8.72}\\
0 \\
0
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(U, X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)\right)
$$

where $\tilde{X}$ and $\tilde{\mathbb{R}}^{n}$ are defined by (8.4), the processes $\tilde{x}^{u}$ and $z^{u}$ can be represented as

$$
\begin{align*}
& \tilde{x}_{t}^{u}=\tilde{\mathcal{U}}_{t, 0} \tilde{x}_{0}+\int_{0}^{T} \tilde{\mathcal{U}}_{t, s} \tilde{B}_{s} u_{s} d s+\int_{0}^{t} \tilde{\mathcal{U}}_{t, s} \tilde{\Phi}_{s} d w_{s}, 0 \leq t \leq T  \tag{8.73}\\
& z_{t}^{u}=\int_{0}^{t} \tilde{C}_{s} \tilde{x}_{s}^{u} d s+\int_{0}^{t} \Psi_{s} d v_{s}, 0 \leq t \leq T \tag{8.74}
\end{align*}
$$

Also, the functional (8.70) can be written as

$$
J(u)=\mathbf{E}\left(\left\langle\tilde{x}_{T}^{u}, \tilde{Q}_{T} \tilde{x}_{T}^{u}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{c}
\tilde{x}_{t}^{u}  \tag{8.75}\\
u_{t}
\end{array}\right],\left[\begin{array}{cc}
\tilde{F}_{t} & \tilde{L}_{t}^{*} \\
\tilde{L}_{t} & G_{t}
\end{array}\right]\left[\begin{array}{c}
\tilde{x}_{t}^{u} \\
u_{t}
\end{array}\right]\right\rangle d t\right)
$$

where

$$
\begin{align*}
\tilde{Q}_{T} & =\left[\begin{array}{ccc}
Q_{T} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \in \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)  \tag{8.76}\\
\tilde{F} & =\left[\begin{array}{lll}
F & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right)\right)  \tag{8.77}\\
\tilde{L} & =\left[\begin{array}{lll}
L & 0 & 0
\end{array}\right] \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}, U\right)\right) \tag{8.78}
\end{align*}
$$

Thus, the problem (8.68)-(8.70) is reduced to the linear stochastic regulator problem (8.73)-(8.75). This we state in the following form.

Lemma 8.19. The functional (8.70), subject to (8.68)-(8.69), and the functional (8.75), subject to (8.73)-(8.74), are the same on $U_{\mathrm{ad}}$ as defined by (5.3).

Proof. This follows from (8.71).

### 8.3.3 Optimal Stochastic Regulator

Theorem 8.20. Under the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{b}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{b}}\right)$, there exists a unique optimal stochastic regulator in the problem (8.73)-(8.75) and the respective optimal control has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(\tilde{B}_{t}^{*} \tilde{Q}_{t}+\tilde{L}_{t}\right) \hat{\tilde{x}}_{t}^{*}, \text { a.e. } t \in \mathbf{T} \tag{8.79}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\tilde{x}}_{t}^{*}=\int_{0}^{t} \tilde{\mathcal{R}}_{t, s}\left(\tilde{P}_{s} \tilde{C}_{s}^{*}+\tilde{\Phi}_{s} R \Psi_{s}^{*}\right)\left(\Psi_{s} \bar{V} \Psi_{s}^{*}\right)^{-1} d z_{s}^{*}, 0 \leq t \leq T \tag{8.80}
\end{equation*}
$$

$\tilde{\mathcal{R}}=\mathcal{P}_{-\tilde{B} G^{-1}\left(\tilde{B}^{*} \tilde{Q}+\tilde{L}\right)-\left(\tilde{P} \tilde{C}^{*}+\tilde{\Phi} R \Psi^{*}\right)\left(\Psi \bar{V} \Psi^{*}\right)^{-1} \tilde{C}(\tilde{\mathcal{U}}), \tilde{P} \text { is a unique solution of the }}$ Riccati equation (8.40), $\tilde{Q}$ is a unique solution of the Riccati equation

$$
\begin{align*}
\tilde{Q}_{t}= & \tilde{\mathcal{U}}_{T, t}^{*} \tilde{Q}_{T} \tilde{\mathcal{U}}_{T, t}+\int_{t}^{T} \tilde{\mathcal{U}}_{s, t}^{*}\left(\tilde{F}_{s}\right. \\
& \left.-\left(\tilde{Q}_{s} \tilde{B}_{s}+\tilde{L}_{s}^{*}\right) G_{s}^{-1}\left(\tilde{B}_{s}^{*} \tilde{Q}_{s}+\tilde{L}_{s}\right)\right) \tilde{\mathcal{U}}_{s, t} d s, 0 \leq t \leq T \tag{8.81}
\end{align*}
$$

$\tilde{\mathcal{U}}, \tilde{B}, \tilde{C}, \tilde{\Phi}, \tilde{Q}_{T}, \tilde{F}$ and $\tilde{L}$ are defined by (8.30)-(8.36), (8.72), (8.39) and (8.76)(8.78).

Proof. This follows from Theorem 6.20 and Lemma 8.19.

### 8.3.4 About the Riccati Equation (8.81)

 $\tilde{Q}$ of the equation (8.81) can be decomposed as

$$
\tilde{Q}_{t}=\left[\begin{array}{lll}
Q_{t}^{00} & \tilde{Q}_{t}^{01} & 0  \tag{8.82}\\
\tilde{Q}_{t}^{01 *} & \tilde{Q}_{t}^{11} & 0 \\
0 & 0 & 0
\end{array}\right] \in \mathcal{L}\left(X \times \tilde{X} \times \tilde{\mathbb{R}}^{n}\right), 0 \leq t \leq T
$$

where $\left(Q^{00}, \tilde{Q}^{01}, \tilde{Q}^{11}\right)$ is a unique solution of the system of equations

$$
\begin{align*}
& Q_{t}^{00}=\mathcal{U}_{T, t}^{*} Q_{T} \mathcal{U}_{T, t}+\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(F_{s}\right. \\
& -\left(Q_{s}^{00} B_{s}+L_{s}^{*}\right) G_{s}^{-1}\left(B_{s}^{*} Q_{s}^{00}+L_{s}\right) \mathcal{U}_{s, t} d s, 0 \leq t \leq T,  \tag{8.83}\\
& \tilde{Q}_{t}^{01}=\int_{t}^{T} \mathcal{U}_{s, t}^{*}\left(Q_{s}^{00} \Gamma^{1}-\left(Q_{s}^{00} B_{s}+L_{s}^{*}\right) G_{s}^{-1} B_{s}^{*} \tilde{Q}_{s}^{01}\right) \mathcal{T}_{s-t}^{1} d s, 0 \leq t \leq T,  \tag{8.84}\\
& \tilde{Q}_{t}^{11}=\int_{t}^{T} \mathcal{T}_{s-t}^{1 *}\left(\Gamma^{1 *} \tilde{Q}_{s}^{01}+\tilde{Q}_{s}^{01 *} \Gamma^{1}-\tilde{Q}_{s}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} \tilde{Q}_{s}^{01}\right) \mathcal{T}_{s-t}^{1} d s, 0 \leq t \leq T . \tag{8.85}
\end{align*}
$$

Proof. This can be proved in a similar way as Proposition 7.8.

It turns out that the solutions $\tilde{Q}^{01}$ and $\tilde{Q}^{11}$ of the equations (8.84) and (8.85) can be explicitly expressed through the solution $Q^{00}$ of the equation (8.83). This is shown in the following two propositions.

Proposition 8.22. Suppose the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{b}}\right)$ and $\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold. Then the component $\tilde{Q}^{01}$ of $\tilde{Q}$ in the decomposition (8.82) has the representation

$$
\tilde{Q}_{t}^{01} f=\int_{-\varepsilon}^{0} \bar{Q}_{t, \theta}^{01} f_{\theta} d \theta, 0 \leq t \leq T, f \in \tilde{X}
$$

where

$$
\begin{equation*}
\bar{Q}_{t, \theta}^{01}=\int_{t}^{\min (T, t-\theta)} \mathcal{Y}_{s, t}^{*} Q_{s}^{00} d s,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T \tag{8.86}
\end{equation*}
$$

Furthermore,

$$
\frac{\partial}{\partial \theta} \bar{Q}_{t, \theta}^{01}=-Q_{t, \theta}^{01} \text { and } \bar{Q}_{t, 0}^{01}=0,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T
$$

where

$$
Q_{t, \theta}^{01}=\left\{\begin{array}{ll}
\mathcal{Y}_{t-\theta, t}^{*} Q_{t-\theta}^{00}, & \theta \geq t-T  \tag{8.87}\\
0, & \theta<t-T
\end{array}\right\},-\varepsilon \leq \theta \leq 0,0 \leq t \leq T
$$

$\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q^{00}+L\right)}(\mathcal{U})$ and $Q^{00}$ is a solution of the equation (8.83).
Proof. In a similar way as in the proof of Proposition 7.9 one can obtain

$$
\tilde{Q}_{t}^{01}=\int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s}^{00} \Gamma^{1} \mathcal{T}_{s-t}^{1} d s
$$

If $f \in \tilde{X}$, then

$$
\begin{aligned}
\tilde{Q}_{t}^{01} f & =\int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s}^{00} \Gamma^{1} \mathcal{T}_{s-t}^{1} f d s \\
& =\int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s}^{00} \int_{\min (0, s-t-\varepsilon)}^{0} f_{\theta-s+t} d \theta d s \\
& =\int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s}^{00} \int_{\min (-\varepsilon, t-s)}^{t-s} f_{\theta} d \theta d s \\
& =\int_{-\varepsilon}^{0}\left(\int_{t}^{\min (T, t-\theta)} \mathcal{Y}_{s, t}^{*} Q_{s}^{00} d s\right) f_{\theta} d \theta
\end{aligned}
$$

which implies the conclusions of the proposition.

Proposition 8.23. Suppose the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{b}}\right)$ and $\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold. Then the component $\tilde{Q}^{11}$ of $\tilde{Q}$ in the decomposition (8.82) has the representation

$$
\left[\tilde{Q}_{t}^{11} f\right]_{\theta}=\int_{-\varepsilon}^{0} \bar{Q}_{t, \theta, \tau}^{11} f_{\tau} d \tau,-\varepsilon \leq \theta \leq 0,0 \leq t \leq T, f \in \tilde{X}
$$

where

$$
\begin{gathered}
\bar{Q}_{t, \theta, \tau}^{11}=\int_{t}^{\min (T, t-\theta, t-\tau)}\left(\bar{Q}_{s, \tau+s-t}^{01}+\bar{Q}_{s, \theta+s-t}^{01 *}-\bar{Q}_{s, \theta+s-t}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} \bar{Q}_{s, \tau+s-t}^{01}\right) d s \\
-\varepsilon \leq \theta \leq 0,-\varepsilon \leq \tau \leq 0,0 \leq t \leq T
\end{gathered}
$$

and $\bar{Q}^{01}$ is as defined by (8.86). Furthermore,

$$
\frac{\partial^{2}}{\partial \theta \partial \tau} \bar{Q}_{t, \theta, \tau}^{11}=Q_{t, \theta, \tau}^{11} \text { and } \bar{Q}_{t, \theta, 0}^{11}=\bar{Q}_{t, 0, \tau}^{11}=0,-\varepsilon \leq \theta \leq 0,-\varepsilon \leq \tau \leq 0,0 \leq t \leq T
$$

where

$$
\begin{gather*}
Q_{t, \theta, \tau}^{11}=\left\{\begin{array}{cc}
Q_{t-\theta, \tau-\theta}^{01}, & \theta \geq \tau \\
Q_{t-\tau, \theta-\tau}^{01 *}, & \theta<\tau
\end{array}\right\}-\int_{t}^{\min (t-\theta, t-\tau)} Q_{s, \theta+s-t}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} Q_{s, \tau+s-t}^{01} d s \\
-\varepsilon \leq \theta \leq 0,-\varepsilon \leq \tau \leq 0, \quad 0 \leq t \leq T \tag{8.88}
\end{gather*}
$$

and $Q^{01}$ is defined by (8.87).
Proof. Using Proposition 8.22 , for $f \in \tilde{X}$, we obtain

$$
\begin{aligned}
{\left[\tilde{Q}_{s}^{01} \mathcal{T}_{s-t}^{1} f\right]_{\tau} } & =\int_{-\varepsilon}^{0} \bar{Q}_{s, \tau}^{01}\left[\mathcal{T}_{s-t}^{1} f\right]_{\tau} d \tau \\
& =\int_{\min (0, s-t-\varepsilon)}^{0} \bar{Q}_{s, \tau}^{01} f_{\tau-s+t} d \tau \\
& =\int_{\min (-\varepsilon, t-s)}^{t-s} \bar{Q}_{s, \tau+s-t}^{01} f_{\tau} d \tau
\end{aligned}
$$

Hence,

$$
\begin{aligned}
{\left[\int_{t}^{T} \mathcal{T}_{s-t}^{1 *} \Gamma^{1 *} \tilde{Q}_{s}^{01} \mathcal{T}_{s-t}^{1} f d s\right]_{\theta} } & =\int_{t}^{\min (T, t-\theta)} \int_{\min (-\varepsilon, t-s)}^{t-s} \bar{Q}_{s, \tau+s-t}^{01} f_{\tau} d \tau d s \\
& =\int_{-\varepsilon}^{0} \int_{t}^{\min (T, t-\theta, t-\tau)} \bar{Q}_{s, \tau+s-t}^{01} f_{\tau} d s d \tau
\end{aligned}
$$

In a similar way one can obtain

$$
\left[\int_{t}^{T} \mathcal{T}_{s-t}^{1 *} \tilde{Q}_{s}^{01 *} \Gamma^{1} \mathcal{T}_{s-t}^{1} f d s\right]_{\theta}=\int_{-\varepsilon}^{0} \int_{t}^{\min (T, t-\theta, t-\tau)} \bar{Q}_{s, \theta+s-t}^{01 *} f_{\tau} d s d \tau
$$

and

$$
\begin{aligned}
& {\left[\int_{t}^{T} \mathcal{T}_{s-t}^{1 *} \tilde{Q}_{s}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} \tilde{Q}_{s}^{01} \mathcal{T}_{s-t}^{1} f d s\right]_{\theta}} \\
& \quad=\int_{-\varepsilon}^{0} \int_{t}^{\min (T, t-\theta, t-\tau)} \bar{Q}_{s, \theta+s-t}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} \bar{Q}_{s, \tau+s-t}^{01} f_{\tau} d s d \tau
\end{aligned}
$$

Thus, using these equalities in (8.85), we obtain the integral representation for $\tilde{Q}^{11}$ with $\bar{Q}^{11}$ as defined in the proposition. Clearly, $\bar{Q}_{t, \theta, 0}^{11}=\bar{Q}_{t, 0, \tau}^{11}=0$. By Propositions 2.41 and 2.42, we have

$$
\begin{aligned}
\frac{\partial}{\partial \theta} \bar{Q}_{t, \theta, \tau}^{11}= & \int_{t}^{\min (T, t-\theta, t-\tau)} \frac{\partial}{\partial \theta} \bar{Q}_{s, \theta+s-t}^{01 *}\left(I-B_{s} G_{s}^{-1} B_{s}^{*} \bar{Q}_{s, \tau+s-t}^{01}\right) d s \\
& -\left\{\begin{array}{ll}
\bar{Q}_{t-\theta, \tau-\theta}^{01}, & \theta \geq \tau \text { and } \theta \geq t-T \\
0, & \text { otherwise }
\end{array}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\partial^{2}}{\partial \theta \partial \tau} \bar{Q}_{t, \theta, \tau}^{11}= & -\int_{t}^{\min (T, t-\theta, t-\tau)} \frac{\partial}{\partial \theta} \bar{Q}_{s, \theta+s-t}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} \frac{\partial}{\partial \tau} \bar{Q}_{s, \tau+s-t}^{01} d s \\
& -\left\{\begin{array}{ll}
(\partial / \partial \tau) \bar{Q}_{t-\theta, \tau-\theta}^{01} & \theta \geq \tau \text { and } \theta \geq t-T \\
(\partial / \partial \theta) \bar{Q}_{t-\tau, \theta-\tau}^{01 *} & \theta<\tau \text { and } \tau \geq t-T \\
0, & \text { otherwise }
\end{array}\right\}
\end{aligned}
$$

Finally, by Proposition 8.22, we obtain that $\left(\partial^{2} / \partial \theta \partial \tau\right) \bar{Q}_{t, \theta, \tau}^{11}=Q_{t, \theta, \tau}^{11}$.
Proposition 8.24. Suppose the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{b}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold. Then the minimum of the functional $J$ in the problem (8.68)-(8.70) is equal to

$$
\begin{aligned}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T}^{00} P_{T}^{00}\right)+\operatorname{tr} \int_{0}^{T}\left(F_{t} P_{t}^{00}+\bar{V}^{-1} \Psi_{t}^{-1} M_{t}^{*} Q_{t}^{00} M_{t} \Psi_{t}^{-1 *}\right) d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{-\varepsilon}^{0} \bar{V}^{-1} \Psi_{t}^{-1}\left(M_{t}^{*} Q_{t, \theta}^{01} M_{t, \theta}^{1}+M_{t, \theta}^{1 *} Q_{t, \theta}^{01 *} M_{t}\right) \Psi_{t}^{-1 *} d \theta d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{-\varepsilon}^{0} \int_{-\varepsilon}^{0} \bar{V}^{-1} \Psi_{t}^{-1} M_{t, \theta}^{1 *} Q_{t, \theta, \tau}^{11} M_{t, \tau}^{1} \Psi_{t}^{-1 *} d \tau d \theta d t
\end{aligned}
$$

where $P^{00}$ is defined by (8.51)-(8.56), $Q^{00}, Q^{01}$ and $Q^{11}$ are defined by (8.83), (8.87) and (8.88), respectively, and $M$ and $M^{1}$ are defined by (8.59).

Proof. From Proposition 6.22, one can obtain

$$
\begin{aligned}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T}^{00} P_{T}^{00}\right)+\operatorname{tr} \int_{0}^{T} F_{t} P_{t}^{00} d t \\
& +\operatorname{tr} \int_{0}^{T} \bar{V}^{-1} \Psi_{t}^{-1}\left[\begin{array}{c}
\tilde{M}_{t} \\
\tilde{M}_{t}^{1}
\end{array}\right]^{*}\left[\begin{array}{cc}
Q_{t}^{00} & \tilde{Q}_{t}^{01} \\
\tilde{Q}_{t}^{01 *} & \tilde{Q}_{t}^{11}
\end{array}\right]\left[\begin{array}{c}
\tilde{M}_{t} \\
\tilde{M}_{t}^{1}
\end{array}\right] \Psi_{t}^{-1 *} d t .
\end{aligned}
$$

In view of Propositions $8.22,8.23,2.39$ and 2.43 and Lemma 8.15, the above equality implies the required expression for $J\left(u^{*}\right)$.

### 8.3.5 Example: Optimal Stochastic Regulator in Differential Form

Example 8.25. Assume that the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{b}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{b}}\right)$ hold so that $\mathcal{U} \in \mathcal{S}(X)$ and $A$ is the infinitesimal generator of $\mathcal{U}$. Then the state-observation system (8.68)(8.69), under $u=u^{*}$, can be written in the differential form

$$
\left\{\begin{array}{l}
d x_{t}^{*}=\left(A x_{t}^{*}+\varphi_{t}^{1}+B_{t} u_{t}^{*}\right) d t+\Phi_{t} d w_{t}, x_{0}^{*}=x_{0}, 0<t \leq T \\
d z_{t}^{*}=\left(C_{t} x_{t}^{*}+\varphi_{t}^{2}\right) d t+\Psi_{t} d v_{t}, z_{0}^{*}=0,0<t \leq T
\end{array}\right.
$$

Denote

$$
\left\{\begin{array}{l}
\varphi_{t, \theta}^{1}=\left[\check{\varphi}_{t}^{1}\right]_{\theta},-\varepsilon \leq \theta \leq 0,0 \leq t \leq T \\
\varphi_{t, \alpha}^{2}=\left[\check{\varphi}_{t}^{2}\right]_{\alpha},-\delta \leq \alpha \leq 0,0 \leq t \leq T
\end{array}\right.
$$

where $\check{\varphi}^{1}$ and $\check{\varphi}^{2}$ are defined by (8.10) and (8.11), respectively. Then by Lemmas 8.1 and 8.2 , this system can be written as

$$
\left\{\begin{array}{l}
d x_{t}^{*}=\left(A x_{t}^{*}+\varphi_{t, 0}^{1}+B_{t} u_{t}^{*}\right) d t+\Phi_{t} d w_{t}, x_{0}^{*}=x_{0}, 0<t \leq T  \tag{8.89}\\
d z_{t}^{*}=\left(C_{t} x_{t}^{*}+\varphi_{t, 0}^{2}\right) d t+\Psi_{t} d v_{t}, z_{0}^{*}=0,0<t \leq T \\
(\partial / \partial t+\partial / \partial \theta) \varphi_{t, \theta}^{1} d t=\bar{\Phi}_{t, \theta}^{1} d w_{t}, \varphi_{0, \theta}^{1}=\varphi_{t,-\varepsilon}^{1}=0,-\varepsilon \leq \theta \leq 0,0<t \leq T \\
(\partial / \partial t+\partial / \partial \alpha) \varphi_{t, \alpha}^{2} d t=\bar{\Phi}_{t, \alpha}^{2} d w_{t}, \varphi_{0, \alpha}^{2}=\varphi_{t,-\delta}^{1}=0,-\delta \leq \alpha \leq 0,0<t \leq T
\end{array}\right.
$$

where $\bar{\Phi}^{1}$ and $\bar{\Phi}^{2}$ are defined by (8.12)-(8.13). By Theorem 8.20 , the optimal control $u^{*}$ in the problem (8.68)-(8.70) has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{*}-G_{t}^{-1} B_{t}^{*} \tilde{Q}_{t}^{01} \tilde{\psi}_{t}^{1}, \text { a.e. } t \in \mathbf{T} \tag{8.90}
\end{equation*}
$$

Note that, by Proposition 8.22,

$$
\begin{aligned}
\tilde{Q}_{t}^{01} \tilde{\psi}_{t}^{1} & =\int_{-\varepsilon}^{0} \bar{Q}_{t, \theta}^{01}\left[\tilde{\psi}_{t}^{1}\right]_{\theta} d \theta \\
& =\int_{-\varepsilon}^{0} \bar{Q}_{t, \theta}^{01} \frac{\partial}{\partial \theta} \psi_{t, \theta}^{1} d \theta \\
& =-\int_{-\varepsilon}^{0}\left(\frac{\partial}{\partial \theta} \bar{Q}_{t, \theta}^{01}\right) \psi_{t, \theta}^{1} d \theta \\
& =\int_{\max (-\varepsilon, t-T)}^{0} \mathcal{Y}_{t-\theta, t}^{*} Q_{t-\theta}^{00} \psi_{t, \theta}^{1} d \theta
\end{aligned}
$$

where $\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q^{00}+L\right)}(\mathcal{U})$. So, (8.90) can also be written in the form

$$
\begin{align*}
u_{t}^{*}= & -G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{*} \\
& -G_{t}^{-1} B_{t}^{*} \int_{\max (-\varepsilon, t-T)}^{0} \mathcal{Y}_{t-\theta, t}^{*} Q_{t-\theta}^{00} \psi_{t, \theta}^{1} d \theta, \text { a.e. } t \in \mathbf{T} \tag{8.91}
\end{align*}
$$

which agrees with the extended separation principle (see Theorem 5.16). Here $\left(\hat{x}^{*}, \psi^{1}, \psi^{2}\right)$ is a solution of the system of linear stochastic differential equations

$$
\left\{\begin{array}{l}
d \hat{x}_{t}^{*}=\left(A \hat{x}_{t}^{*}+\psi_{t, 0}^{1}+B_{t} u_{t}^{*}\right) d t+\left(P_{t}^{00} C_{t}^{*}+P_{t, 0}^{02}+\Phi_{t} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1}  \tag{8.92}\\
\quad \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t-\psi_{t, 0}^{2} d t\right), \hat{x}_{0}^{*}=0,0<t \leq T \\
(\partial / \partial t+\partial / \partial \theta) \psi_{t, \theta}^{1} d t=\left(P_{t, \theta}^{01 *} C_{t}^{*}+P_{t, \theta, 0}^{12}+\bar{\Phi}_{t, \theta}^{1} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} \\
\quad \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t-\psi_{t, 0}^{2} d t\right), \psi_{0, \theta}^{1}=\psi_{t,-\varepsilon}^{1}=0,-\varepsilon \leq \theta \leq 0,0<t \leq T \\
(\partial / \partial t+\partial / \partial \alpha) \psi_{t, \alpha}^{2} d t=\left(P_{t, \alpha}^{00 *} C_{t}^{*}+P_{t, \alpha, 0}^{22}+\bar{\Phi}_{t, \alpha}^{2} \bar{R} \Psi_{t}^{*}\right)\left(\Psi_{t} \bar{V} \Psi_{t}^{*-}\right)^{-1} \\
\quad \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t-\psi_{t, 0}^{2} d t\right), \psi_{0, \alpha}^{2}=\psi_{t,-\delta}^{2}=0,-\delta \leq \alpha \leq 0,0<t \leq T
\end{array}\right.
$$

in the sense as defined in Theorem 8.17 with $\left(P^{00}, P^{01}, P^{02}, P^{11}, P^{12}, P^{22}\right)$ being a unique solution of the system (8.60)-(8.65) in the sense defined in Theorem 8.16. Also, using Theorem 3.27, one can show that $Q^{00}$ is a unique scalar product solution of the differential equation

$$
\begin{align*}
& \frac{d}{d t} Q_{t}^{00}+Q_{t}^{00} A+A^{*} Q_{t}^{00}+F_{t} \\
& \quad-\left(Q_{t}^{00} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right)=0,0 \leq t<T, Q_{T}^{00}=Q_{T} \tag{8.93}
\end{align*}
$$

We point out the similarity of the equations obtained for the optimal stochastic regulators in the problems (8.68)-(8.70) and (7.35)-(7.37). The formulae (8.89) and (8.92) include the functions $\bar{\Phi}^{1}$ and $\bar{\Phi}^{1}$ defined by (8.12) and (8.13), respectively. We can give the following partial differential equations for them together with the final and boundary conditions that can be easily verified:

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \theta}\right) \bar{\Phi}_{t, \theta}^{1}=\frac{\partial}{\partial 2} \Phi_{t-\theta, \theta}^{1}, \bar{\Phi}_{T, \theta}^{1}=\bar{\Phi}_{t,-\varepsilon}^{1}=0,-\varepsilon \leq \theta \leq 0,0 \leq t<T  \tag{8.94}\\
& \left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \alpha}\right) \bar{\Phi}_{t, \alpha}^{2}=\frac{\partial}{\partial 2} \Phi_{t-\alpha, \alpha}^{2}, \bar{\Phi}_{T, \alpha}^{2}=\bar{\Phi}_{t,-\delta}^{1}=0,-\delta \leq \alpha \leq 0,0 \leq t<T \tag{8.95}
\end{align*}
$$

Here $(\partial / \partial 2) \Phi_{t, \theta}^{1}$ and $(\partial / \partial 2) \Phi_{t, \alpha}^{2}$ mean the partial differentiation with respect to the second variable.

### 8.4 Concluding Remarks

The wide band noises $\varphi^{1}$ and $\varphi^{2}$, defined by (8.3) and used in the estimation and stochastic regulator problems (8.1)-(8.3) and (8.68)-(8.70), respectively, are in the form of (4.30). A slight modification of this form may be

$$
\begin{equation*}
\int_{t-\varepsilon}^{t} \Phi_{t, \theta-t} d w_{\theta}, 0 \leq t \leq T \tag{8.96}
\end{equation*}
$$

where $w$ is a Wiener process with the time variable varying in $[-\varepsilon, T]$ instead of $\mathbf{T}=[0, T]$ and $\Phi$ is a deterministic operator-valued function on $\mathbf{T} \times[-\varepsilon, 0]$.

The problems (8.1)-(8.3) and (8.68)-(8.70) with the wide band noises $\varphi^{1}$ and $\varphi^{2}$, defined in the form of (8.96), can be solved in a similar way that was demonstrated in this chapter by making slight changes.

The idea of the formulae (4.30) and (8.96) is that they define a wide band noise as a distributed left translation of a white noise. One can try a distributed right translation and define a wide band noise in the form

$$
\begin{equation*}
\int_{t}^{t+\varepsilon} \Phi_{t, \theta-t} d w_{\theta}, 0 \leq t \leq T \tag{8.97}
\end{equation*}
$$

or, more generally,

$$
\begin{equation*}
\int_{t-\varepsilon}^{t+\varepsilon} \Phi_{t, \theta-t} d w_{\theta}, d \theta, 0 \leq t \leq T \tag{8.98}
\end{equation*}
$$

where $w$ is again a Wiener process and $\Phi$ is a deterministic operator-valued function. The wide band noise (8.97) (or (8.98)) could be rewritten in the form of (8.96) by considering the shifted (translated) Wiener process $\bar{w}_{t}=w_{t+\varepsilon}-w_{\varepsilon}$ (see Proposition 4.16(a)). Therefore, the problems (8.1)-(8.2) and (8.68)-(8.70) with the wide band noises $\varphi^{1}$ and $\varphi^{2}$, given in the form of (8.97) (or (8.98)), can be reduced to the respective problems with the shifted Wiener processes.

Another interesting problem, originally stated in [16, 26], is as follows. In applications a wide band noise is given by its autocovariance function. By Theorem 4.38, each autocovariance function generates an infinite collection of wide band noise processes represented in the integral form (4.30). Consequently, the error of estimation (see Proposition 8.11) and the minimum of the cost functional (see Proposition 8.24) are for the sample wide band noises $\varphi^{1}$ and $\varphi^{2}$ corresponding to the given relaxing functions $\Phi^{1}$ and $\Phi^{2}$. Generally, we must talk about their distributions. What are the least upper bounds and the greatest lower bounds of these distributions? Which $\varphi^{1}$ and $\varphi^{2}$ are the most preferable samples for these distributions? What are the shapes of the relaxing functions of most preferable $\varphi^{1}$ and $\varphi^{2}$ ?

One can try an analytic method to study this problem. Another way may be developing numerical methods for the respective Riccati equations and using simulations.

## Chapter 9

## Control and Estimation under Shifted White Noises

In this chapter the control and estimation results of Chapter 6 are modified to the shifted white noise processes in case of the state or signal noise delaying the observation noise. As a method of study we use the duality principle for estimation problems and the extended separation principle for control problem.

Convention. In this chapter it is always assumed that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space, $X, U, H \in \mathcal{H}, T>0, \mathbf{T}=[0, T]$ is a finite time interval and $\Delta_{t}=\{(s, r): 0 \leq r \leq s \leq t\}$ for $t>0$.

### 9.1 Preliminaries

Chapters 7 and 8 contain the control and estimation results for the two specific kinds of dependence of noise processes acting on state and observation systems. The method of study used in these chapters is based on a reduction of the originally given system to a system with correlated white noises. This reduction allows us to extend (in a certain way) the control and estimation results of Chapter 6 to the colored and wide band noise driven systems. Even, in Chapters 7 and 8 we did not refer to the extended separation principle stated in Theorem 5.16 since it was sufficient to use its particular case from Theorem 6.20.

Another kind of dependence of noise processes can be exposed if one of two correlated white noise processes is a pointwise delay of the other one. We regard such noise processes as shifted white noises. Especially, the case when the state or signal noise is a delay of the observation noise can have significant implications in engineering. Here are some illustrations.

Mapping the ocean floor. Getting a correct map of the ocean floor is important for installation of fixed mobile drilling platforms, locating pipelines in the ocean
etc. This job is assisted by a device called a sonar. A sound signal radiates into the water through the sonar transducer that normally is mounted near the keel of a surface ship. Echoes are reflected from the ocean bottom to the sonar which detects them and determines water depth. However, the ocean waves affect the calculated water depth. If $\varepsilon$ is the difference of the detecting and radiating times of the sound signal and $y$ is the actual water depth (corresponding to the ocean level), then the water depth is

$$
z=y+w_{t}^{\prime}
$$

at the detecting time moment $t$ of the sound signal and it is

$$
x=y+w_{t-\varepsilon}^{\prime}
$$

at the radiating time moment $t-\varepsilon$ of the same sound signal. Here $w_{t}^{\prime}$ is the displacement in a surface wave at the time $t$ and can be characterized as the sum of wind-generated waves at previous times over a large area in conjunction with the Earth's gravity. Considering $w^{\prime}$ as a white noise, we see that $x$ and $z$ are random perturbations of $y$ by shifted white noises.

Space navigation and guidance. In the previous illustration, $\varepsilon$ is negligible. For instant, if a sound propagates in water at a speed about $1500 \mathrm{~m} / \mathrm{s}$, for an ordinary water depth of 750 m , one can calculate $\varepsilon=1 \mathrm{~s}$. The change $w^{\prime}(t)-w^{\prime}(t-\varepsilon)$ of the ocean-wave height for the time of $1 s$ is much smaller than the depth of 750 m . But, the previous illustration exposes well a mechanism that forms shifted white noises. Should the ocean bottom be replaced with a spacecraft, a sonar with a ground radar, a sound signal with an electromagnetic signal and a white noise caused by ocean waves with a white noise caused by atmospheric propagation, then the corresponding value of $\varepsilon$ would be significant. It is nearly constant for Earth orbiting satellites and time dependent for space probes having interplanetary missions.

To understand the nature of the shift arising in space navigation, fix some time moment $t$ and let $\varepsilon$ be the time needed for electromagnetic signals to run the distance from the ground radar to the spacecraft and then to turn back. Assume that the control action $u$ changes the position $x$ of the spacecraft in accordance with the linear equation

$$
x^{\prime}=A x+B u
$$

if noise effects and the distance to the spacecraft are neglected. Then at the time $t$ the ground radar detects the signal

$$
z_{t}=x_{t-\varepsilon / 2}+w_{t}^{\prime}
$$

consisting of the useful information $x_{t-\varepsilon / 2}$ about the position of the spacecraft at $t-\varepsilon / 2$ corrupted by white noise $w_{t}^{\prime}$ caused by atmospheric propagation. Furthermore, the position of the spacecraft at $t-\varepsilon / 2$ is changed by the control action $u_{t-\varepsilon}$ that is sent by the ground radar at the time moment $t-\varepsilon$. This control passing
through the atmosphere is corrupted by the noise $w_{t-\varepsilon}^{\prime}$. Hence, the equation for the position of the spacecraft must be written as

$$
x_{t-\varepsilon / 2}^{\prime}=A x_{t-\varepsilon / 2}+B\left(u_{t-\varepsilon}+w_{t-\varepsilon}^{\prime}\right)
$$

Substituting $\tilde{x}_{t}=x_{t-\varepsilon / 2}$ and $\tilde{u}_{t}=u_{t-\varepsilon}$, we obtain the partially observable system

$$
\left\{\begin{array}{l}
\tilde{x}_{t}^{\prime}=A \tilde{x}_{t}+B \tilde{u}_{t}+B w_{t-\varepsilon}^{\prime} \\
z_{t}=\tilde{x}_{t}+w_{t}^{\prime}
\end{array}\right.
$$

or, if $\tilde{w}_{t}^{\prime}=w_{t-\varepsilon}^{\prime}$,

$$
\left\{\begin{array}{l}
\tilde{x}_{t}^{\prime}=A \tilde{x}_{t}+B \tilde{u}_{t}+B \tilde{w}_{t}^{\prime} \\
z_{t}=\tilde{x}_{t}+\tilde{w}_{t+\varepsilon}^{\prime}
\end{array}\right.
$$

disturbed by shifted white noises with the state noise delaying the observation noise.

In this chapter we will discuss linear stochastic regulator and estimation problems for partially observable linear systems under shifted noises with the state (signal) noise delaying the observation noise. As a method of study we use the duality principle for estimation problems and the extended separation principle for the stochastic regulator problem. For this, we will assume that $0<\varepsilon<T$ and will consider two correlated Wiener processes $w$ and $v$ on the interval $[0, T+\varepsilon]$ and the function $\mu \in W^{1, \infty}(\mathbf{T}, \mathbb{R})$ satisfying

$$
t \leq \mu_{t} \leq t+\varepsilon, 0 \leq t \leq T, \text { and } \mu_{s}<\mu_{t}, 0 \leq s<t \leq T
$$

Since $\mu$ is increasing and continuous, its inverse $\mu^{-1}$ exists on $\left[\mu_{0}, \mu_{T}\right]$ and it is increasing and continuous as well. The noises of the state (signal) and the observations will be formed by the random processes $w_{t}$ and $v_{\mu_{t}}, 0 \leq t \leq T$, respectively. Thus, the state (signal) noise will be a delay of the observation noise in time.

Three particular cases of the function $\mu$ are as follows:
(a) $\mu_{t}=t$ (identity);
(b) $\mu_{t}=t+\varepsilon$ with $\varepsilon>0$ (right translation);
(c) $\mu_{t}=c t$ with $c>1$ (rotation).

These cases will form our examples to demonstrate the theory in this and succeeding chapters. Note that the case (a) means there is no shift, and in fact it was discussed in Chapter 6. The case (b) describes the shift arising in navigation of Earth orbiting satellites since they have nearly constant distance from the Earth, but the case (c) describes the shift arising in navigation of space probes flying away from the Earth since their distance from the Earth increases with nearly constant rate of change.

### 9.2 State Noise Delaying Observation Noise: Filtering

### 9.2.1 Setting of the Problem

As it was mentioned above, we are going to apply the extended separation principle to study the control problem for the partially observable linear system under the state noise delaying the observation noise. Therefore, the related filtering problem will be set in the form mentioned in Section 5.7.

Let

$$
\begin{align*}
x_{t} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, 0 \leq t \leq T  \tag{9.1}\\
y_{t} & =M_{t} x_{t}+\int_{t}^{T} N_{s, t} \Phi_{s} d w_{s}, 0 \leq t \leq T  \tag{9.2}\\
z_{t} & =\int_{0}^{t} C_{s} x_{s} d s+\int_{0}^{t} \Psi_{s} d v_{\mu_{s}}, 0 \leq t \leq T \tag{9.3}
\end{align*}
$$

Assume that the following conditions hold:
$\left(\mathbf{E}_{1}^{\mathbf{s}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), C \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, \mathbb{R}^{n}\right)\right) ;$
$\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right) \Phi \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, X)), \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right),\left[\begin{array}{l}w \\ v\end{array}\right]$ is an $H \times \mathbb{R}^{n}$-valued Wiener process on $[0, T+\varepsilon]$ with $\operatorname{cov} v_{T}>0,0<\varepsilon<T, \mu \in W^{1, \infty}(\mathbf{T}, \mathbb{R})$ is a function satisfying $t \leq \mu_{t} \leq t+\varepsilon$ for $0 \leq t \leq T, \mu_{s}<\mu_{t}$ for $0 \leq s<t \leq T$ and $\mu_{t}^{\prime} \geq c$ for a.e. $t \in \mathbf{T}$ and for some $c>0, x_{0}$ is a an $X$-valued Gaussian random variable with $\mathbf{E} x_{0}=0, x_{0}$ and $(w, v)$ are independent;
$\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{s}}\right) M \in B_{\infty}(\mathbf{T}, \mathcal{L}(X, U)), N \in B_{\infty}\left(\Delta_{T}, \mathcal{L}(X, U)\right)$.
We will use the operators $P_{0}, \bar{W}, \bar{V}$ and $\bar{R}$ as defined by

$$
P_{0}=\operatorname{cov} x_{0},\left[\begin{array}{ll}
\bar{W} & \bar{R} \\
\bar{R}^{*} & \bar{V}
\end{array}\right]=T^{-1} \operatorname{cov}\left[\begin{array}{c}
w_{T} \\
v_{T}
\end{array}\right]
$$

and always assume that $N_{t, s}=0$ if $t>T$. For brevity, we will also use the notation

$$
W_{t}=\Phi_{t} \bar{W} \Phi_{t}^{*}, V_{t}=\Psi_{t} \bar{V} \Psi_{t}^{*} \mu_{t}^{\prime}, \quad R_{t}=\left\{\begin{array}{ll}
\Phi_{\mu_{t}} \bar{R} \Psi_{t}^{*} \mu_{t}^{\prime}, & \mu_{t} \leq T  \tag{9.4}\\
0, & \mu_{t}>T
\end{array}\right\}, \text { a.e. } t \in \mathbf{T}
$$

Obviously,

$$
W \in B_{\infty}(\mathbf{T}, \mathcal{L}(X)), V, V^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right) \text { and } R \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}, X\right)\right)
$$

Since $x_{0}, w$ and $v$ define a Gaussian system, according to Proposition 4.34, we can expect that

$$
\begin{equation*}
\hat{y}_{t}=\mathbf{E}\left(y_{t} \mid z_{s} ; 0 \leq s \leq t\right)=\int_{0}^{t} K_{s} d z_{s}, 0 \leq t \leq T \tag{9.5}
\end{equation*}
$$

for some function $K \in B_{2}\left(0, t ; \mathcal{L}\left(\mathbb{R}^{n}, U\right)\right)$. Estimating the random variable $y_{t}$ based on the observations $z_{s}, 0 \leq s \leq t$, in the linear feedback form (9.5), where $x, y$ and $z$ are defined by (9.1)-(9.3), will be called the filtering problem (9.1)-(9.3).

### 9.2.2 Dual Linear Regulator Problem

Lemma 9.1. For $0<t \leq T$, the equality (9.5) holds if and only if $K$ satisfies

$$
K_{s} V_{s}+\int_{0}^{t} K_{r} \tilde{\Lambda}_{r, s} d r=M_{t} \Lambda_{t, s} C_{s}^{*}+\left\{\begin{array}{ll}
M_{t} \mathcal{U}_{t, \mu_{s}}, & t \geq \mu_{s} \\
N_{\mu_{s}, t}, & t<\mu_{s}
\end{array}\right\} R_{s}, \text { a.e. } s \in[0, t]
$$

where $\Lambda$ and $\tilde{\Lambda}$ are defined by

$$
\begin{aligned}
& \Lambda_{r, s}=\mathcal{U}_{r, 0} P_{0} \mathcal{U}_{s, 0}^{*}+\int_{0}^{\min (s, r)} \mathcal{U}_{r, \sigma} W_{\sigma} \mathcal{U}_{s, \sigma}^{*} d \sigma, s, r \in \mathbf{T} \\
& \tilde{\Lambda}_{r, s}=C_{r} \Lambda_{r, s} C_{s}^{*}+\left\{\begin{array}{ll}
C_{r} \mathcal{U}_{r, \mu_{s}} R_{s}, & r>\mu_{s} \\
R_{r}^{*} \mathcal{U}_{s, \mu_{r}}^{*} C_{s}^{*}, & s \geq \mu_{r} \\
0, & \text { otherwise }
\end{array}\right\}, s, r \in \mathbf{T} .
\end{aligned}
$$

Proof. This can by proved in a similar way as Lemma 6.1 by use of Proposition 4.34.

Now fix $0<t \leq T$ and denote

$$
\left\{\begin{array}{l}
\mathcal{R}=\mathcal{D}_{t}(\mathcal{U}), B=D_{t}(C), \quad F=D_{t}(W),  \tag{9.6}\\
G=D_{t}(V), L=D_{t}(R), \quad Q_{t}=P_{0}, \nu=D_{t}(\mu),
\end{array}\right.
$$

where the transformations $\mathcal{D}_{t}$ and $D_{t}$ are defined in Section 3.2.2. Consider the linear regulator problem of minimizing the functional

$$
\begin{align*}
& J(\eta)=\left\langle\xi_{t}^{\eta}, Q_{t} \xi_{t}^{\eta}\right\rangle+\int_{0}^{t}\left(\left\langle\xi_{s}^{\eta}, F_{s} \xi_{s}^{\eta}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}\right\rangle\right) d s \\
&+2 \int_{0}^{t}\left\langle\eta_{s}, L_{s}\left\{\begin{array}{ll}
\xi_{\nu_{s}}^{\eta}, & \nu_{s}>0 \\
-N_{t-\nu_{s}, t}^{*}, & \nu_{s} \leq 0
\end{array}\right\}\right\rangle d s \tag{9.7}
\end{align*}
$$

where

$$
\begin{equation*}
\xi_{s}^{\eta}=-\mathcal{R}_{s, 0} M_{t}^{*} l+\int_{0}^{s} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, 0 \leq s \leq t \tag{9.8}
\end{equation*}
$$

$l \in U$ and $\eta$ is a control from the set of admissible controls $L_{2}\left(0, t ; \mathbb{R}^{n}\right)$.
Lemma 9.2. Suppose that $0<t \leq T$ and $l \in U$. Then a control $\eta^{*} \in L_{2}\left(0, t ; \mathbb{R}^{n}\right)$ is optimal in the linear regulator problem (9.7)-(9.8) if and only if it satisfies

$$
G_{s} \eta_{s}^{*}+\int_{0}^{t} \tilde{\Sigma}_{s, r}^{t} \eta_{r}^{*} d r=B_{s}^{*} \Sigma_{s, 0}^{t} M_{t}^{*} l+L_{s}\left\{\begin{array}{ll}
\mathcal{R}_{\nu_{s}, 0} M_{t}^{*} l, & \nu_{s} \geq 0 \\
N_{t-\nu_{s}, t}^{*} l, & \nu_{s}<0
\end{array}\right\}, \text { a.e. } s \in[0, t],
$$

where

$$
\begin{aligned}
& \Sigma_{s, r}^{t}=\mathcal{R}_{t, s}^{*} Q_{t} \mathcal{R}_{t, r}+\int_{\max (s, r)}^{t} \mathcal{R}_{\sigma, s}^{*} F_{\sigma} \mathcal{R}_{\sigma, r} d \sigma, s, r \in[0, t] \\
& \tilde{\Sigma}_{s, r}^{t}=B_{s}^{*} \Sigma_{s, r}^{t} B_{r}+\left\{\begin{array}{ll}
L_{s} \mathcal{R}_{\nu_{s}, r} B_{r}, & r<\nu_{s} \\
B_{s}^{*} \mathcal{R}_{\nu_{r}, s}^{*} L_{r}^{*}, & s \leq \nu_{r} \\
0, & \text { otherwise }
\end{array}\right\}, s, r \in[0, t] .
\end{aligned}
$$

Proof. This can by proved in a similar way as Lemma 6.2.
Theorem 9.3. Let $0<t \leq T$. Then under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{s}}\right)$ and (9.6), the best estimate $\hat{y}_{t}$ of $y_{t}$ based on $z_{s}, 0 \leq s \leq t$, in the filtering problem (9.1)-(9.3) is equal to (9.5) if and only if the function, defined by $\eta_{s}^{*}=K_{t-s}^{*} l$, a.e. $s \in[0, t]$, is an optimal control in the linear regulator problem (9.7)-(9.8) for all $l \in U$.

Proof. This can by proved in a similar way as Theorem 6.3 by use of Lemmas 9.1 and 9.2.

By Theorem 9.3, the linear regulator problem (9.7)-(9.8) is dual to the filtering problem (9.1)-(9.3).

### 9.2.3 Optimal Linear Feedback Filter

We will write a control $\eta \in L_{2}\left(0, t ; \mathbb{R}^{n}\right)$ in the problem (9.7)-(9.8) in the form

$$
\eta_{s}=\zeta_{s}-G_{s}^{-1} L_{s}\left\{\begin{array}{ll}
\xi_{\nu_{s}}^{\eta}, & \nu_{s}>0  \tag{9.9}\\
-N_{t-\nu_{s}, t}^{*} l, & \nu_{s} \leq 0
\end{array}\right\}, \text { a.e. } s \in[0, t]
$$

where $\zeta \in L_{2}\left(0, t ; \mathbb{R}^{n}\right)$. Substituting (9.9) in (9.7)-(9.8), we obtain that the function $\eta=\eta^{*}$ is an optimal control in the problem (9.7)-(9.8) if and only if the function $\zeta=\zeta^{*}$, which is related with $\eta=\eta^{*}$ as in (9.9), is an optimal control in the linear regulator problem of minimizing the functional

$$
\begin{equation*}
J_{1}(\zeta)=\left\langle\rho_{t}^{\zeta}, Q_{t} \rho_{t}^{\zeta}\right\rangle+\int_{0}^{t}\left(\left\langle\rho_{s}^{\zeta}, \check{F}_{s} \rho_{s}^{\zeta}\right\rangle+\left\langle\zeta_{s}, G_{s} \zeta_{s}\right\rangle\right) d s \tag{9.10}
\end{equation*}
$$

with

$$
\begin{align*}
\rho_{s}^{\zeta}= & -\mathcal{R}_{s, 0} M_{t}^{*} l+\int_{0}^{s} \mathcal{R}_{s, r} B_{r} \zeta_{r} d r \\
& -\int_{0}^{s} \mathcal{R}_{s, r} B_{r} G_{r}^{-1} L_{r}\left\{\begin{array}{ll}
\rho_{\nu_{r}}^{\zeta}, & \nu_{r}>0 \\
-N_{t-\nu_{r}, t}^{*} l, & \nu_{r} \leq 0
\end{array}\right\} d r, 0 \leq s \leq t \tag{9.11}
\end{align*}
$$

where $\rho^{\zeta}=\xi^{\eta}$ if $\zeta$ and $\eta$ are related as in (9.9) and

$$
\check{F}_{s}=\left\{\begin{array}{ll}
F_{s}-L_{\nu_{s}^{-1}}^{*} G_{\nu_{s}^{-1}}^{-1} L_{\nu_{s}^{-1}}\left(\nu^{-1}\right)_{s}^{\prime}, & s<\nu_{t}  \tag{9.12}\\
F_{s}, & s \geq \nu_{t}
\end{array}\right\}, \text { a.e. } s \in[0, t]
$$

Note that, since $s \leq \mu_{s} \leq s+\varepsilon$, we have $s-\varepsilon \leq \nu_{s} \leq s$. Hence, (9.11) is a delay equation. Using Proposition 3.18(f), one can compute that

$$
\begin{aligned}
\check{F}_{s} & =\left\{\begin{array}{ll}
W_{t-s}-R_{t-\nu_{s}^{-1}} V_{t-\nu_{s}^{-1}}^{-1} R_{t-\nu_{s}^{-1}}^{*}\left(\nu^{-1}\right)_{s}^{\prime}, & s<\nu_{t} \\
W_{t-s}, & s \geq \nu_{t}
\end{array}\right\} \\
& =\left\{\begin{array}{ll}
W_{t-s}-R_{\mu_{t-s}^{-1}} V_{\mu_{t-s}^{-1}}^{-1} R_{\mu_{t-s}^{-1}}^{*}\left(\mu^{-1}\right)_{t-s}^{\prime}, & t-s>\mu_{0} \\
W_{t-s}, & t-s \leq \mu_{0}
\end{array}\right\} \\
& =\Phi_{t-s}\left\{\begin{array}{ll}
\bar{W}-\bar{R} \bar{V}^{-1} \bar{R}^{*} \mu_{\mu_{t-s}^{\prime-1}}^{\prime}\left(\mu^{-1}\right)_{t-s}^{\prime}, & t-s>\mu_{0} \\
\bar{W}, & t-s \leq \mu_{0}
\end{array}\right\} \Phi_{t-s}^{*} \\
& =\Phi_{t-s}\left\{\begin{array}{ll}
T^{-1} \operatorname{cov}\left(w_{T}-\bar{R} \bar{V}^{-1} v_{T}\right), & t-s>\mu_{0} \\
T^{-1} \operatorname{cov} w_{T}, & t-s \leq \mu_{0}
\end{array}\right\} \Phi_{t-s}^{*} \geq 0 .
\end{aligned}
$$

Thus, $\check{F}$ is a function the values of which are nonnegative operators.
Let $\tilde{X}=L_{2}(-\varepsilon, 0 ; X)$ and let $\tilde{X}=W^{12}(-\varepsilon, 0 ; X)$. Define the semigroup of right translation $\mathcal{T}$ and the linear operator $\Gamma$ as in (3.4) and (3.23), respectively. Let $\bar{\rho}^{\zeta}$ and $\tilde{\rho}^{\zeta}$ be defined by

$$
\begin{gathered}
\tilde{\rho}_{s}^{\zeta}=\left[\begin{array}{c}
\rho_{s}^{\zeta} \\
\bar{\rho}_{s}^{\zeta}
\end{array}\right] \in X \times \tilde{X}, 0 \leq s \leq t \\
{\left[\bar{\rho}_{s}^{\zeta}\right]_{\theta}=\left\{\begin{array}{ll}
\rho_{s+\theta}^{\zeta}, & s+\theta>0 \\
-N_{t-s-\theta, t}^{*}, & s+\theta \leq 0
\end{array}\right\}, \text { a.e. } \theta \in[-\varepsilon, 0], 0 \leq s \leq t}
\end{gathered}
$$

According to the definitions of Sections 3.4.2, $\tilde{\rho}^{\zeta}$ and $\bar{\rho}^{\zeta}$ are the tilde and bar functions over $\rho^{\zeta}$ with the initial distribution

$$
\lambda_{\theta}=-N_{t-\theta, t}^{*} l \text {, a.e. } \theta \in[-\varepsilon, 0] .
$$

Using the results of Section 3.4.2, the linear regulator problem (9.10)-(9.11) can be written in terms of the process $\tilde{\rho}^{\zeta}$ in the following form:

$$
\begin{align*}
J_{1}(\zeta) & =\left\langle\tilde{\rho}_{t}^{\zeta}, \tilde{Q}_{t} \tilde{\rho}_{t}^{\zeta}\right\rangle+\int_{0}^{t}\left(\left\langle\tilde{\rho}_{s}^{\zeta}, \tilde{F}_{s} \tilde{\rho}_{s}^{\zeta}\right\rangle+\left\langle\zeta_{s}, G_{s} \zeta_{s}\right\rangle\right) d s  \tag{9.13}\\
\tilde{\rho}_{s}^{\zeta} & =\tilde{\mathcal{R}}_{s, 0} \tilde{\rho}_{0}+\int_{0}^{s} \tilde{\mathcal{R}}_{s, r} \tilde{B}_{r} \zeta_{r} d r, 0 \leq s \leq t \tag{9.14}
\end{align*}
$$

where

$$
\begin{gather*}
\tilde{\mathcal{R}}=\mathcal{P}_{\Lambda^{*}\left(-B G^{-1} L, \nu\right)}^{*}\left(\mathcal{R} \odot \mathcal{T}^{*}\right) \in \mathcal{E}\left(\Delta_{t}, \mathcal{L}(X \times \tilde{X})\right),  \tag{9.15}\\
\tilde{F}=\left[\begin{array}{cc}
\check{F} & 0 \\
0 & 0
\end{array}\right] \in B_{\infty}(0, t ; \mathcal{L}(X \times \tilde{X})), \tilde{Q}_{t}=\left[\begin{array}{cc}
Q_{t} & 0 \\
0 & 0
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}),  \tag{9.16}\\
\tilde{B}=\left[\begin{array}{c}
B \\
0
\end{array}\right] \in B_{\infty}\left(0, t ; \mathcal{L}\left(\mathbb{R}^{n}, X \times \tilde{X}\right)\right) \tag{9.17}
\end{gather*}
$$

Since $\tilde{F}_{s} \geq 0$, a.e. $s \in[0, t]$, Theorem 5.24 can be applied to the problem (9.13)(9.14). Accordingly, there exists a unique optimal control in the problem (9.13)(9.14) (and, respectively, in the problem (9.10)-(9.11)) and it has the form

$$
\begin{equation*}
\zeta_{s}^{*}=-G_{s}^{-1} \tilde{B}_{s}^{*} \tilde{Q}_{s} \tilde{\rho}_{s}^{*}, \text { a.e. } s \in[0, t] ; \tilde{\rho}_{s}^{*}=\tilde{\mathcal{K}}_{s, 0} \tilde{\rho}_{0}, 0 \leq s \leq t \tag{9.18}
\end{equation*}
$$

where $\tilde{\rho}^{*}=\tilde{\rho}^{\zeta^{*}}$,

$$
\begin{equation*}
\tilde{\mathcal{K}}=\mathcal{P}_{-\tilde{B} G^{-1} \tilde{B}^{*} \tilde{Q}}(\tilde{\mathcal{R}}) \tag{9.19}
\end{equation*}
$$

and $\tilde{Q}$ is a unique solution of the Riccati equation

$$
\begin{equation*}
\tilde{Q}_{s}=\tilde{\mathcal{R}}_{t, s}^{*} \tilde{Q}_{t} \tilde{\mathcal{R}}_{t, s}+\int_{s}^{t} \tilde{\mathcal{R}}_{r, s}^{*}\left(\tilde{F}_{r}-\tilde{Q}_{r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{Q}_{r}\right) \tilde{\mathcal{R}}_{r, s} d r, 0 \leq s \leq t \tag{9.20}
\end{equation*}
$$

with $\tilde{Q}_{s} \geq 0,0 \leq s \leq t$. Expressing $\tilde{\rho}_{0}$ by $l$, we obtain

$$
\tilde{\rho}_{0}=\left[\begin{array}{c}
\rho_{0} \\
\bar{\rho}_{0}
\end{array}\right] \in X \times \tilde{X}, \rho_{0}=-M_{t}^{*} l,\left[\bar{\rho}_{0}\right]_{\theta}=-N_{t-\theta, t}^{*} l \text {, a.e. } \theta \in[-\varepsilon, 0] .
$$

Denote

$$
\tilde{M}_{t}=\left[\begin{array}{ll}
M_{t} & \tilde{N}_{t} \tag{9.21}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}, U), \quad \tilde{N}_{t} h=\int_{-\varepsilon}^{0} N_{t-\theta, t} h_{\theta} d \theta, h \in \tilde{X}
$$

Then

$$
\begin{equation*}
\tilde{\rho}_{0}=-\tilde{M}_{t}^{*} l, l \in U \tag{9.22}
\end{equation*}
$$

Thus, we obtain the following result.
Lemma 9.4. There exists a unique optimal control in the linear regulator problem (9.7)-(9.8) and it has the form

$$
\begin{align*}
\eta_{s}^{*}= & G_{s}^{-1} \tilde{B}_{s}^{*} \tilde{Q}_{s} \tilde{\mathcal{K}}_{s, 0} \tilde{M}_{t}^{*} l \\
& +G_{s}^{-1} L_{s}\left\{\begin{array}{ll}
\tilde{I} \tilde{\mathcal{K}}_{\nu_{s}, 0} \tilde{M}_{t}^{*} l, & \nu_{s}>0 \\
N_{t-\nu_{s}, t}^{*} l, & \nu_{s} \leq 0
\end{array}\right\}, \text { a.e. } s \in[0, t] \tag{9.23}
\end{align*}
$$

where

$$
\tilde{I}=\left[\begin{array}{ll}
I & 0 \tag{9.24}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}, X)
$$

Proof. This follows from (9.9) by use of (9.18) and (9.22).
Theorem 9.5. Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{s}}\right)$, there exists a unique optimal linear feedback filter in the filtering problem (9.1)-(9.3) and the best estimate $\hat{y}_{t}$ of $y_{t}$ based on $z_{s}, 0 \leq s \leq t$, is equal to (9.5) with

$$
\begin{align*}
K_{s}=K_{t, s}= & \tilde{M}_{t} \tilde{\mathcal{Y}}_{t, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} \\
& +\left\{\begin{array}{ll}
\tilde{M}_{t} \tilde{\mathcal{Y}}_{t, \mu_{s}} \tilde{I}^{*}, & t>\mu_{s} \\
N_{\mu_{s}, t}, & t \leq \mu_{s}
\end{array}\right\} R_{s} V_{s}^{-1}, \text { a.e. } s \in[0, t] \tag{9.25}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\mathcal{Y}}=\mathcal{P}_{-\tilde{P} \tilde{C}^{*} V^{-1} \tilde{C}}(\tilde{\mathcal{U}}), \tilde{\mathcal{U}}=\mathcal{P}_{\Lambda\left(-R V^{-1} C, \mu\right)}(\mathcal{U} \odot \mathcal{T}) \tag{9.26}
\end{equation*}
$$

$\tilde{P}$ is a solution of the Riccati equation

$$
\begin{equation*}
\tilde{P}_{s}=\tilde{\mathcal{U}}_{s, 0} \tilde{P}_{0} \tilde{\mathcal{U}}_{s, 0}^{*}+\int_{0}^{s} \tilde{\mathcal{U}}_{s, r}\left(\tilde{W}_{r}-\tilde{P}_{r} \tilde{C}_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{P}_{r}\right) \tilde{\mathcal{U}}_{s, r}^{*} d r, 0 \leq s \leq T \tag{9.27}
\end{equation*}
$$

with $\tilde{P}_{s} \geq 0,0 \leq s \leq T$,

$$
\begin{gather*}
\check{W}_{s}=\left\{\begin{array}{ll}
W_{s}-R_{\mu_{s}^{-1}} V_{\mu_{s}^{-1}}^{-1} R_{\mu_{s}^{-1}}^{*}\left(\mu^{-1}\right)_{s}^{\prime}, & s>\mu_{0} \\
W_{s}, & s \leq \mu_{0}
\end{array}\right\}, 0 \leq s \leq T  \tag{9.28}\\
\tilde{W}=\left[\begin{array}{cc}
\check{W} & 0 \\
0 & 0
\end{array}\right] \in B_{\infty}(\mathbf{T} ; \mathcal{L}(X \times \tilde{X})), \tilde{P}_{0}=\left[\begin{array}{cc}
P_{0} & 0 \\
0 & 0
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}),  \tag{9.29}\\
\tilde{C}=\left[\begin{array}{ll}
C & 0
\end{array}\right] \in B_{\infty}\left(\mathbf{T} ; \mathcal{L}\left(X \times \tilde{X}, \mathbb{R}^{n}\right)\right), \tag{9.30}
\end{gather*}
$$

$\tilde{I}$ is defined by (9.24), $W, V$ and $R$ are defined by (9.4) and $\tilde{M}$ is defined by (9.21). Proof. Using Proposition 3.18, one can easily verify that

$$
\tilde{F}=D_{t}(\tilde{W}), \tilde{B}=D_{t}(\tilde{C}) \text { and } \tilde{Q}_{t}=\tilde{P}_{0}
$$

where $\tilde{F}, \tilde{Q}_{t}$ and $\tilde{B}$ are defined by (9.16)-(9.17). By Propositions 3.41(a) and 3.18(a),

$$
\tilde{\mathcal{K}}=\mathcal{D}_{t}(\tilde{\mathcal{Y}})
$$

where $\tilde{\mathcal{K}}$ is defined by (9.19) and (9.15). Using these relations and (9.6), one can show that

$$
\tilde{Q}=D_{t}(\tilde{P})
$$

where $\tilde{Q}$ is a solution of the equation (9.20). Thus, all these relations together with Theorem 9.3 imply the statement.

### 9.2.4 About the Riccati Equation (9.27)

The solution $\tilde{P}$ of the Riccati equation (9.27) can be decomposed in the form

$$
\tilde{P}_{s}=\left[\begin{array}{ll}
P_{s}^{00} & \tilde{P}_{s}^{01}  \tag{9.31}\\
\tilde{P}_{s}^{01 *} & \tilde{P}_{s}^{11}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}), 0 \leq s \leq T .
$$

Our aim in this section is a derivation of the equations for the components $P^{00}$ and $\tilde{P}^{01}$ of $\tilde{P}$ in (9.31).

At first, recall that the mild evolution operator

$$
\tilde{\mathcal{U}}=\mathcal{P}_{\Lambda\left(-R V^{-1} C, \mu\right)}(\mathcal{U} \odot \mathcal{T})
$$

can also be decomposed in the form

$$
\tilde{\mathcal{U}}_{s, r}=\left[\begin{array}{ll}
\tilde{\mathcal{U}}_{s, r}^{00} & \tilde{\mathcal{U}}_{s, r}^{01}  \tag{9.32}\\
\tilde{\mathcal{U}}_{s, r}^{10} & \tilde{\mathcal{U}}_{s, r}^{11}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}), 0 \leq r \leq s \leq T,
$$

where, according to the results of Section $3.4 .3, \tilde{\mathcal{U}}^{00}$ is a solution of the equivalent equations

$$
\begin{equation*}
\tilde{\mathcal{U}}_{s, r}^{00}=\mathcal{U}_{s, r}-\int_{r}^{\max \left(\mu_{s}^{-1}, r\right)} \tilde{\mathcal{U}}_{s, \mu_{\sigma}}^{00} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \mathcal{U}_{\sigma, r} d \sigma \tag{9.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathcal{U}}_{s, r}^{00}=\mathcal{U}_{s, r}-\int_{r}^{\max \left(\mu_{s}^{-1}, r\right)} \mathcal{U}_{s, \mu_{\sigma}} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, r}^{00} d \sigma \tag{9.34}
\end{equation*}
$$

$\tilde{\mathcal{U}}^{01}$ and $\tilde{\mathcal{U}}^{10}$ are defined by

$$
\begin{equation*}
\tilde{\mathcal{U}}_{s, r}^{01}=\int_{r}^{s} \tilde{\mathcal{U}}_{s, \sigma}^{00} \Gamma \mathcal{I}_{\sigma-r} d \sigma \tag{9.35}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathcal{U}}_{s, r}^{10}=-\int_{\max \left(\mu_{s}^{-1}, r\right)}^{s} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, r}^{00} d \sigma \tag{9.36}
\end{equation*}
$$

and $\tilde{\mathcal{U}}^{11}$ is defined by either

$$
\begin{equation*}
\tilde{\mathcal{U}}_{s, r}^{11}=\mathcal{T}_{s-r}+\int_{r}^{s} \tilde{\mathcal{U}}_{s, \sigma}^{10} \Gamma \mathcal{T}_{\sigma-r} d \sigma \tag{9.37}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{\mathcal{U}}_{s, r}^{11}=\mathcal{T}_{s-r}-\int_{\max \left(\mu_{s}^{-1}, r\right)}^{s} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, r}^{01} d \sigma \tag{9.38}
\end{equation*}
$$

Note that in (9.35)-(9.38) the integrals of the integrands containing $\Gamma \mathcal{T}$ and $\mathcal{T}^{*} \Gamma^{*}$ must be understood in the senses defined in Section 3.4.1.
Proposition 9.6. Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$, the pair $\left(P^{00}, \tilde{P}^{01}\right)$ satisfies the equations

$$
\begin{align*}
P_{s}^{00}= & \tilde{\mathcal{U}}_{s, 0}^{00} P_{0} \tilde{\mathcal{U}}_{s, 0}^{00 *}+\int_{0}^{s} \tilde{\mathcal{U}}_{s, r}^{00} \check{W}_{r} \tilde{\mathcal{U}}_{s, r}^{00 *} d r \\
& -\int_{0}^{s}\left(\tilde{\mathcal{U}}_{s, r}^{00} P_{r}^{00}+\tilde{\mathcal{U}}_{s, r}^{01} \tilde{P}_{r}^{01 *}\right) C_{r}^{*} V_{r}^{-1} C_{r}\left(P_{r}^{00} \tilde{\mathcal{U}}_{s, r}^{00 *}+\tilde{P}_{r}^{01} \tilde{\mathcal{U}}_{s, r}^{01 *}\right) d r,  \tag{9.39}\\
\tilde{P}_{s}^{01}= & -\int_{0}^{s}\left(\tilde{\mathcal{U}}_{s, r}^{00} P_{r}^{00}+\tilde{\mathcal{U}}_{s, r}^{01} \tilde{P}_{r}^{01 *}\right) C_{r}^{*} V_{r}^{-1} C_{r} \tilde{P}_{r}^{01} \mathcal{T}_{s-r}^{*} d r \\
& -\int_{\max \left(\mu_{s}^{-1}, 0\right)}^{s}\left(\tilde{\mathcal{U}}_{s, r}^{00} P_{r}^{00}+\tilde{\mathcal{U}}_{s, r}^{01} \tilde{P}_{r}^{01 *}\right) C_{r}^{*} V_{r}^{-1} R_{r}^{*} \Gamma \mathcal{T}_{\mu_{r}-s} d r \tag{9.40}
\end{align*}
$$

where $0 \leq s \leq T$.

Proof. From (9.27), one can obtain the equation (9.39). In a similar way, we have

$$
\begin{align*}
\tilde{P}_{s}^{01 *}= & \tilde{\mathcal{U}}_{s, 0}^{10} P_{0} \tilde{\mathcal{U}}_{s, 0}^{00 *}+\int_{0}^{s} \tilde{\mathcal{U}}_{s, r}^{10} \check{W}_{r} \tilde{\mathcal{U}}_{s, r}^{00 *} d r \\
& -\int_{0}^{s}\left(\tilde{\mathcal{U}}_{s, r}^{10} P_{r}^{00}+\tilde{\mathcal{U}}_{s, r}^{11} \tilde{P}_{r}^{01 *}\right) C_{r}^{*} V_{r}^{-1} C_{r}\left(P_{r}^{00} \tilde{\mathcal{U}}_{s, r}^{00 *}+\tilde{P}_{r}^{01} \tilde{\mathcal{U}}_{s, r}^{01 *}\right) d r \tag{9.41}
\end{align*}
$$

Substitution of (9.36) and (9.38) in (9.41) yields

$$
\begin{aligned}
\tilde{P}_{s}^{01 *}= & -\int_{\max \left(\mu_{s}^{-1}, 0\right)}^{s} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, 0}^{00} P_{0} \tilde{\mathcal{U}}_{s, 0}^{00 *} d \sigma \\
& -\int_{0}^{s} \int_{\max \left(\mu_{s}^{-1}, r\right)}^{s} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, r}^{00} \check{W}_{r} \tilde{\mathcal{U}}_{s, r}^{00 *} d \sigma d r \\
& +\int_{0}^{s} \int_{\max \left(\mu_{s}^{-1}, r\right)}^{s} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, r}^{00} P_{r}^{00} C_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{P}_{r} \tilde{\mathcal{U}}_{s, r}^{*} \tilde{I}^{*} d \sigma d r \\
& +\int_{0}^{s} \int_{\max \left(\mu_{s}^{-1}, r\right)}^{s} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, r}^{01} \tilde{P}_{r}^{01 *} C_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{P}_{r} \tilde{\mathcal{U}}_{s, r}^{*} \tilde{I}^{*} d \sigma d r \\
& -\int_{0}^{s} \mathcal{T}_{s-r} \tilde{P}_{r}^{01 *} C_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{P}_{r} \tilde{\mathcal{U}}_{s, r}^{*} \tilde{I}^{*} d r
\end{aligned}
$$

where for brevity we used the equality

$$
\tilde{C}_{r} \tilde{P}_{r} \tilde{\mathcal{U}}_{s, r}^{*} \tilde{I}^{*}=C_{r}\left(P_{r}^{00} \tilde{\mathcal{U}}_{s, r}^{00 *}+\tilde{P}_{r}^{01} \tilde{\mathcal{U}}_{s, r}^{01 *}\right)
$$

The semigroup property and changing the order of integration yield

$$
\begin{aligned}
\tilde{P}_{s}^{01 *}= & -\int_{\max \left(\mu_{s}^{-1}, 0\right)}^{s} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, 0}^{00} P_{0}\left(\tilde{\mathcal{U}}_{\sigma, 0}^{00 *} \tilde{\mathcal{U}}_{s, \sigma}^{00 *}+\tilde{\mathcal{U}}_{\sigma, 0}^{10 *} \tilde{\mathcal{U}}_{s, \sigma}^{01 *}\right) d \sigma \\
& -\int_{\max \left(\mu_{s}^{-1}, 0\right)}^{s} \int_{0}^{\sigma} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, r}^{00} \check{W}_{r}\left(\tilde{\mathcal{U}}_{\sigma, r}^{00 *} \tilde{\mathcal{U}}_{s, \sigma}^{00 *}+\tilde{\mathcal{U}}_{\sigma, r}^{10 *} \tilde{\mathcal{U}}_{s, \sigma}^{01 *}\right) d r d \sigma \\
& +\int_{\max \left(\mu_{s}^{-1}, 0\right)}^{s} \int_{0}^{\sigma} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, r}^{00} P_{r}^{00} C_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{P}_{r} \tilde{\mathcal{U}}_{\sigma, r}^{*} \tilde{\mathcal{U}}_{s, \sigma}^{*} \tilde{I}^{*} d r d \sigma \\
& +\int_{\max \left(\mu_{s}^{-1}, 0\right)}^{s} \int_{0}^{\sigma} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma} \tilde{\mathcal{U}}_{\sigma, r}^{01} \tilde{P}_{r}^{01 *} C_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{P}_{r} \tilde{\mathcal{U}}_{\sigma, r}^{*} \tilde{\mathcal{U}}_{s, \sigma}^{*} \tilde{I}^{*} d r d \sigma \\
& -\int_{0}^{s} \mathcal{T}_{s-r} \tilde{P}_{r}^{01 *} C_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{P}_{r} \tilde{\mathcal{U}}_{s, r}^{*} \tilde{I}^{*} d r .
\end{aligned}
$$

Since
$\tilde{C}_{r} \tilde{P}_{r} \tilde{\mathcal{U}}_{\sigma, r}^{*} \tilde{\mathcal{U}}_{s, \sigma}^{*} \tilde{I}^{*}=C_{r} P_{r}^{00}\left(\mathcal{U}_{\sigma, r}^{00 *} \mathcal{U}_{s, \sigma}^{00 *}+\mathcal{U}_{\sigma, r}^{10 *} \mathcal{U}_{s, \sigma}^{01 *}\right)+C_{r} \tilde{P}_{r}^{01}\left(\mathcal{U}_{\sigma, r}^{01 *} \mathcal{U}_{s, \sigma}^{00 *}+\mathcal{U}_{\sigma, r}^{11 *} \mathcal{U}_{s, \sigma}^{01 *}\right)$,
from (9.39) and (9.41), we obtain

$$
\begin{aligned}
\tilde{P}_{s}^{01 *}= & -\int_{\max \left(\mu_{s}^{-1}, 0\right)}^{s} \mathcal{T}_{\mu_{\sigma}-s}^{*} \Gamma^{*} R_{\sigma} V_{\sigma}^{-1} C_{\sigma}\left(P_{\sigma}^{00} \tilde{\mathcal{U}}_{s, \sigma}^{00 *}+\tilde{P}_{\sigma}^{01} \tilde{\mathcal{U}}_{s, \sigma}^{01 *}\right) d \sigma \\
& -\int_{0}^{s} \mathcal{T}_{s-r} \tilde{P}_{r}^{01 *} C_{r}^{*} V_{r}^{-1} C_{r}\left(P_{r}^{00} \tilde{\mathcal{U}}_{s, r}^{00 *}+\tilde{P}_{r}^{01} \tilde{\mathcal{U}}_{s, r}^{01 *}\right) d r
\end{aligned}
$$

which implies (9.40).

### 9.2.5 About the Optimal Filter

In this section we will derive more detailed formulae for the best estimate $\hat{y}_{t}$ than in Theorem 9.5.

Theorem 9.7. Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{s}}\right)$, the best estimate $\hat{y}_{t}$ of $y_{t}$ based on the observations $z_{s}, 0 \leq s \leq t$, in the filtering problem (9.1)-(9.3) has the form

$$
\begin{equation*}
\hat{y}_{t}=M_{t} \hat{x}_{t}+\tilde{N}_{t} \tilde{\psi}_{t}+\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} N_{\mu_{s}, t} R_{s} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t \leq T \tag{9.42}
\end{equation*}
$$

where $\hat{x}$ and $\tilde{\psi}$ are defined by

$$
\begin{align*}
\hat{x}_{t}=\int_{0}^{t} \mathcal{U}_{t, s} \Gamma \tilde{\psi}_{s} d s & +\int_{0}^{t} \mathcal{U}_{t, s} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} \\
& +\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \mathcal{U}_{t, \mu_{s}} R_{s} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t \leq T  \tag{9.43}\\
\tilde{\psi}_{t}= & \int_{0}^{t} \mathcal{T}_{t-s} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t \leq T \tag{9.44}
\end{align*}
$$

$\bar{z}$ is the innovation process defined by

$$
\begin{equation*}
d \bar{z}_{s}=d z_{s}-C_{s} \hat{x}_{s} d s, 0<s \leq T, \bar{z}_{0}=0 \tag{9.45}
\end{equation*}
$$

$P^{00}$ and $\tilde{P}^{01}$ are defined by (9.39)-(9.40) and $\Gamma \tilde{\psi}_{s}=\left[\tilde{\psi}_{s}\right]_{0}$.
Proof. By Theorem 9.5,

$$
\begin{aligned}
\hat{y}_{t}= & \int_{0}^{t} K_{t, s} d z_{s} \\
= & \tilde{M}_{t}\left(\int_{0}^{t} \tilde{\mathcal{Y}}_{t, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{Y}}_{t, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s}\right) \\
& +\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} N_{\mu_{s}, t} R_{s} V_{s}^{-1} d z_{s}
\end{aligned}
$$

Denote

$$
\hat{\tilde{x}}_{t}=\left[\begin{array}{c}
\hat{x}_{t}  \tag{9.46}\\
\tilde{\phi}_{t}
\end{array}\right]=\int_{0}^{t} \tilde{\mathcal{Y}}_{t, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{Y}}_{t, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s}
$$

Then

$$
\begin{equation*}
\hat{y}_{t}=M_{t} \hat{x}_{t}+\tilde{N}_{t} \tilde{\phi}_{t}+\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} N_{\mu_{s}, t} R_{s} V_{s}^{-1} d z_{s} \tag{9.47}
\end{equation*}
$$

The equality

$$
\tilde{\mathcal{Y}}=\mathcal{P}_{-\tilde{P} \tilde{C}^{*} V^{-1} \tilde{C}}(\tilde{\mathcal{U}})
$$

and (9.46) yield

$$
\begin{aligned}
\hat{\tilde{x}}_{t}= & \int_{0}^{t} \tilde{\mathcal{U}}_{t, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{U}}_{t, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s} \\
& -\int_{0}^{t} \int_{s}^{t} \tilde{\mathcal{U}}_{t, r} \tilde{P}_{r} \tilde{C}_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{\mathcal{Y}}_{r, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d r d z_{s} \\
& -\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \int_{\mu_{s}}^{t} \tilde{\mathcal{U}}_{t, r} \tilde{P}_{r} \tilde{C}_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{\mathcal{Y}}_{r, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d r d z_{s} \\
= & \int_{0}^{t} \tilde{\mathcal{U}}_{t, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{U}}_{t, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s} \\
& -\int_{0}^{t} \int_{0}^{r} \tilde{\mathcal{U}}_{t, r} \tilde{P}_{r} \tilde{C}_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{\mathcal{Y}}_{r, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s} d r \\
& -\int_{0}^{t} \int_{0}^{\max \left(\mu_{r}^{-1}, 0\right)} \tilde{\mathcal{U}}_{t, r} \tilde{P}_{r} \tilde{C}_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{\mathcal{Y}}_{r, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s} d r \\
= & \int_{0}^{t} \tilde{\mathcal{U}}_{t, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}-\int_{0}^{t} \tilde{\mathcal{U}}_{t, r} \tilde{P}_{r} \tilde{C}_{r}^{*} V_{r}^{-1} C_{r} \hat{x}_{r} d r \\
& +\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{U}}_{t, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s} \\
= & \int_{0}^{t} \tilde{\mathcal{U}}_{t, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d \bar{z}_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{U}}_{t, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s}
\end{aligned}
$$

Writing this in componentwise form, we obtain

$$
\begin{align*}
& \hat{x}_{t}=\int_{0}^{t}\left(\tilde{\mathcal{U}}_{t, s}^{00} P_{s}^{00}+\tilde{\mathcal{U}}_{t, s}^{01} \tilde{P}_{s}^{01 *}\right) C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{U}}_{t, \mu_{s}}^{00} R_{s} V_{s}^{-1} d z_{s}  \tag{9.48}\\
& \tilde{\phi}_{t}=\int_{0}^{t}\left(\tilde{\mathcal{U}}_{t, s}^{10} P_{s}^{00}+\tilde{\mathcal{U}}_{t, s}^{11} \tilde{P}_{s}^{01 *}\right) C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{U}}_{t, \mu_{s}}^{10} R_{s} V_{s}^{-1} d z_{s} \tag{9.49}
\end{align*}
$$

Substituting (9.36) and (9.38) in (9.49) and using (9.48), we obtain

$$
\begin{aligned}
\tilde{\phi}_{t}= & \int_{0}^{t} \mathcal{T}_{t-s} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} \\
& -\int_{0}^{t} \int_{\max \left(\mu_{t}^{-1}, s\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} R_{r} V_{r}^{-1} C_{r}\left(\tilde{\mathcal{U}}_{r, s}^{00} P_{s}^{00}+\tilde{\mathcal{U}}_{r, s}^{01} \tilde{P}_{s}^{01 *}\right) C_{s}^{*} V_{s}^{-1} d r d \bar{z}_{s} \\
& -\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \int_{\max \left(\mu_{t}^{-1}, \mu_{s}\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} R_{r} V_{r}^{-1} C_{r} \tilde{\mathcal{U}}_{r, \mu_{s}}^{00} R_{s} V_{s}^{-1} d r d z_{s} \\
= & \int_{0}^{t} \mathcal{T}_{t-s} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} \\
& -\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} \int_{0}^{r} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} R_{r} V_{r}^{-1} C_{r}\left(\tilde{\mathcal{U}}_{r, s}^{00} P_{s}^{00}+\tilde{\mathcal{U}}_{r, s}^{01} \tilde{P}_{s}^{01 *}\right) C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} d r \\
& -\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} \int_{0}^{\max \left(\mu_{r}^{-1}, 0\right)} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} R_{r} V_{r}^{-1} C_{r} \tilde{\mathcal{U}}_{r, \mu_{s}}^{00} R_{s} V_{s}^{-1} d z_{s} d r \\
= & \int_{0}^{t} \mathcal{T}_{t-s} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} \\
& -\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} R_{r} V_{r}^{-1} C_{r} \hat{x}_{r} d r .
\end{aligned}
$$

Denote

$$
\begin{equation*}
\tilde{\psi}_{t}=\tilde{\phi}_{t}+\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} R_{r} V_{r}^{-1} C_{r} \hat{x}_{r} d r, 0 \leq t \leq T \tag{9.50}
\end{equation*}
$$

Then, for $\tilde{\psi}$, we obtain

$$
\tilde{\psi}_{t}=\int_{0}^{t} \mathcal{T}_{t-s} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}
$$

proving (9.44). Also, by (9.35),

$$
\begin{aligned}
\int_{0}^{t} \tilde{\mathcal{U}}_{t, s}^{01} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} & =\int_{0}^{t} \int_{s}^{t} \tilde{\mathcal{U}}_{t, r}^{00} \Gamma \mathcal{T}_{r-s} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d r d \bar{z}_{s} \\
& =\int_{0}^{t} \int_{0}^{r} \tilde{\mathcal{U}}_{t, r}^{00} \Gamma \mathcal{T}_{r-s} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} d r \\
& =\int_{0}^{t} \tilde{\mathcal{U}}_{t, r}^{00} \Gamma \tilde{\psi}_{r} d r .
\end{aligned}
$$

Using this in (9.48), we obtain

$$
\begin{equation*}
\hat{x}_{t}=\int_{0}^{t} \tilde{\mathcal{U}}_{t, s}^{00} \Gamma \tilde{\psi}_{s} d s+\int_{0}^{t} \tilde{\mathcal{U}}_{t, s}^{00} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{U}}_{t, \mu_{s}}^{00} R_{s} V_{s}^{-1} d z_{s} \tag{9.51}
\end{equation*}
$$

Thus, from (9.34) and (9.51),

$$
\begin{aligned}
\hat{x}_{t}= & \int_{0}^{t} \mathcal{U}_{t, s} \Gamma \tilde{\psi}_{s} d s+\int_{0}^{t} \mathcal{U}_{t, s} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} \\
& +\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \mathcal{U}_{t, \mu_{s}} R_{s} V_{s}^{-1} d z_{s} \\
& -\int_{0}^{t} \int_{s}^{\max \left(\mu_{t}^{-1}, s\right)} \mathcal{U}_{t, \mu_{r}} R_{r} V_{r}^{-1} C_{r} \tilde{\mathcal{U}}_{r, s}^{00} \Gamma \tilde{\psi}_{s} d r d s \\
& -\int_{0}^{t} \int_{s}^{\max \left(\mu_{t}^{-1}, s\right)} \mathcal{U}_{t, \mu_{r}} R_{r} V_{r}^{-1} C_{r} \tilde{\mathcal{U}}_{r, s}^{00} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d r d \bar{z}_{s} \\
& -\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \int_{\mu_{s}}^{\max \left(\mu_{t}^{-1}, \mu_{s}\right)} \mathcal{U}_{t, \mu_{r}} R_{r} V_{r}^{-1} C_{r} \tilde{\mathcal{U}}_{r, \mu_{s}}^{00} R_{s} V_{s}^{-1} d r d z_{s} \\
= & \int_{0}^{t} \mathcal{U}_{t, s} \Gamma \tilde{\psi}_{s} d s+\int_{0}^{t} \mathcal{U}_{t, s} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \mathcal{U}_{t, \mu_{s}} R_{s} V_{s}^{-1} d z_{s} \\
& -\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \int_{0}^{r} \mathcal{U}_{t, \mu_{r}} R_{r} V_{r}^{-1} C_{r} \tilde{\mathcal{U}}_{r, s}^{00} \Gamma \tilde{\psi}_{s} d s d r \\
& -\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \int_{0}^{r} \mathcal{U}_{t, \mu_{r}} R_{r} V_{r}^{-1} C_{r} \tilde{\mathcal{U}}_{r, s}^{00} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} d r \\
& -\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \int_{0}^{\max \left(\mu_{r}^{-1}, 0\right)} \mathcal{U}_{t, \mu_{r}} R_{r} V_{r}^{-1} C_{r} \tilde{\mathcal{U}}_{r, \mu_{s}}^{00} R_{s} V_{s}^{-1} d z_{s} d r \\
= & \int_{0}^{t} \mathcal{U}_{t, s} \Gamma \tilde{\psi}_{s} d s+\int_{0}^{t} \mathcal{U}_{t, s} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \mathcal{U}_{t, \mu_{s}} R_{s} V_{s}^{-1} d z_{s} \\
& -\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \mathcal{U}_{t, \mu_{r}} R_{r} V_{r}^{-1} C_{r} \hat{x}_{r} d r \\
= & \int_{0}^{t} \mathcal{U}_{t, s} \Gamma \tilde{\psi}_{s} d s+\int_{0}^{t} \mathcal{U}_{t, s} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}+\int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \mathcal{U}_{t, \mu_{s}} R_{s} V_{s}^{-1} d \bar{z}_{s}
\end{aligned}
$$

Thus, the expression (9.43) for $\hat{x}_{t}$ is obtained. For the further calculations, recall the following modification of the formula (3.27):

$$
\begin{align*}
& {\left[\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} g_{r} d r\right]_{\theta}} \\
& \quad=\left[\begin{array}{ll}
\left.\int_{\max \left(0, \mu_{0}-t\right)}^{\mu_{t}-t}\left(\mu^{-1}\right)_{t+r}^{\prime} \mathcal{T}_{r}^{*} \Gamma^{*} g_{\mu_{t+r}^{-1}}^{-1} d r\right]_{\theta} \\
\quad=\left\{\begin{array}{ll}
\left(\mu^{-1}\right)_{t-\theta}^{\prime} g_{\mu_{t-\theta}^{-1}}^{-1}, & t-\mu_{t} \leq \theta \leq \min \left(0, t-\mu_{0}\right) \\
0, & \text { otherwise }
\end{array}\right\}, \text { a.e. } \theta \in[-\varepsilon, 0]
\end{array}\right.
\end{align*}
$$

where $g \in L_{2}(0, T ; X)$. Then

$$
\begin{aligned}
& \tilde{N}_{t} \int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} R_{r} V_{r}^{-1} C_{r} \hat{x}_{r} d r \\
& \quad=\int_{t-\mu_{t}}^{\min \left(0, t-\mu_{0}\right)}\left(\mu^{-1}\right)_{t-\theta}^{\prime} N_{t-\theta, t} R_{\mu_{t-\theta}^{-1}} V_{\mu_{t-\theta}^{-1}}^{-1} C_{\mu_{t-\theta}^{-1}} \hat{x}_{\mu_{t-\theta}^{-1}} d \theta \\
& \quad=\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} N_{\mu_{s}, t} R_{s} V_{s}^{-1} C_{s} \hat{x}_{s} d s
\end{aligned}
$$

By (9.47) and (9.50), this implies

$$
\begin{aligned}
\hat{y}_{t} & =M_{t} \hat{x}_{t}+\tilde{N}_{t} \tilde{\psi}_{t}+\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} N_{\mu_{s}, t} R_{s} V_{s}^{-1}\left(d z_{s}-C_{s} \hat{x}_{s} d s\right) \\
& =M_{t} \hat{x}_{t}+\tilde{N}_{t} \tilde{\psi}_{t}+\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} N_{\mu_{s}, t} R_{s} V_{s}^{-1} d \bar{z}_{s}
\end{aligned}
$$

proving (9.42).
Example 9.8. If $M_{t} \equiv I$ and $N_{s, t} \equiv 0$ (assuming that $X=U$ ), then the filtering problem (9.1)-(9.3) is reduced to the filtering problem of finding the best estimate $\hat{x}_{t}$ of $x_{t}$ based on the observations $z_{s}, 0 \leq s \leq t$, where

$$
\begin{align*}
x_{t} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, 0 \leq t \leq T  \tag{9.53}\\
z_{t} & =\int_{0}^{t} C_{s} x_{s} d s+\int_{0}^{t} \Psi_{s} d v_{\mu_{s}}, 0 \leq t \leq T \tag{9.54}
\end{align*}
$$

From Theorem 9.7, it follows that under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$ the best estimate $\hat{x}$ has the representation (9.43) where $\tilde{\psi}$ is defined by (9.44) and ( $P^{00}, \tilde{P}^{01}$ ) is a solution of (9.39)-(9.40).
Example 9.9 (Navigation of Earth orbiting satellites). Assume that the conditions $\left(\mathbf{E}_{1}^{\mathbf{s}}\right)-\left(\mathbf{E}_{2}^{\mathbf{s}}\right)$ hold so that $\mathcal{U} \in \mathcal{S}(X)$ and $A$ is the infinitesimal generator of $\mathcal{U}$ and let

$$
\mu_{t}=t+\varepsilon, 0 \leq t \leq T
$$

In Section 9.1 it was shown that this function $\mu$ describes the shift arising in navigation of Earth orbiting satellites. Then from Theorem 9.7 it follows that the best estimate $\hat{x}_{t}$ of $x_{t}$ based on the observations $z_{s}, 0 \leq s \leq t$, in the filtering problem (9.53)-(9.54) is a mild solution of the equation

$$
\begin{aligned}
d \hat{x}_{t}= & \left(A \hat{x}_{t}+\Gamma \tilde{\psi}_{t}\right) d t+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} d \bar{z}_{t} \\
& +\left\{\begin{array}{ll}
\Phi_{t} \bar{R} \bar{V}^{-1} \Psi_{t-\varepsilon}^{-1}, & t>\varepsilon, \\
0, & t \leq \varepsilon,
\end{array}\right\} d \bar{z}_{t-\varepsilon}, \hat{x}_{0}=0,0<t \leq T
\end{aligned}
$$

where $\tilde{\psi}$ is a mild solution of the equation

$$
d \tilde{\psi}_{t}=-\frac{d}{d \theta} \tilde{\psi}_{t} d t+\tilde{P}_{t}^{01 *} C_{t}^{*}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} d \bar{z}_{t}, \tilde{\psi}_{0}=0,0<t \leq T
$$

An application of Proposition 3.26 to the Riccati equation (9.27) yields $\tilde{P}^{01 *} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}_{2}(X, \tilde{X})\right)$. Hence, by Proposition 2.39,

$$
\left[\tilde{P}_{t}^{01 *} h\right]_{\theta}=P_{t, \theta}^{01 *} h \text {, a.e. } \theta \in[-\varepsilon, 0], 0 \leq t \leq T, h \in X
$$

where $P^{01} \in L_{\infty}\left(\mathbf{T}, L_{2}\left(-\varepsilon, 0 ; \mathcal{L}_{2}(X)\right)\right)$. Also, from (9.44), it follows that

$$
\begin{aligned}
{\left[\tilde{\psi}_{t}\right]_{\theta} } & =\left[\int_{0}^{t} \mathcal{T}_{t-s} \tilde{P}_{s}^{01 *} C_{s}^{*}\left(\Psi_{s} \bar{V} \Psi_{s}^{*}\right)^{-1} d \bar{z}_{s}\right]_{\theta} \\
& =\int_{\max (0, t-\varepsilon-\theta)}^{t} P_{s, s-t+\theta}^{01 *} C_{s}^{*}\left(\Psi_{s} \bar{V} \Psi_{s}^{*}\right)^{-1} d \bar{z}_{s}
\end{aligned}
$$

Hence, if $\left[\tilde{\psi}_{t}\right]_{\theta}=\psi_{t, \theta}$, then $\psi_{t,-\varepsilon}=0$.
Resuming and using (9.4), we obtain the following equations for the best estimate $\hat{x}$ :

$$
\left\{\begin{array}{l}
d \hat{x}_{t}=\left(A \hat{x}_{t}+\psi_{t, 0}\right) d t+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} d \bar{z}_{t}+\Phi_{t} \bar{R} \bar{V}^{-1} \Psi_{t-\varepsilon}^{-1} d \bar{z}_{t-\varepsilon}  \tag{9.55}\\
(\partial / \partial t+\partial / \partial \theta) \psi_{t, \theta} d t=P_{t, \theta}^{01 *} C_{t}^{*}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} d \bar{z}_{t} \\
\hat{x}_{0}=0, \psi_{0, \theta}=\psi_{t,-\varepsilon}=0, \bar{z}_{\theta}=0,-\varepsilon \leq \theta \leq 0,0<t \leq T
\end{array}\right.
$$

In order to complete the equations (9.55) for the optimal filter, the respective differential equations for the components of the Riccati equation (9.27) must be derived. This will be done in the next section where we will employ another method of study.

### 9.3 State Noise Delaying Observation Noise: Prediction

The prediction problem under shifted white noises will be discussed for the partially observable linear system (9.53)-(9.54) rather than the system (9.1)-(9.3) that was used in case of the filtering problem from Section 9.2.1. We will assume that the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$ hold and use the notation from (9.4). Also, we will assume that $0 \leq \tau \leq t \leq T$.

Introduce the notation from (9.6) and consider the linear regulator problem of minimizing the functional

$$
\begin{gather*}
J(\eta)=\left\langle\xi_{t}^{\eta}, Q_{t} \xi_{t}^{\eta}\right\rangle+\int_{t-\tau}^{t}\left(\left\langle\xi_{s}^{\eta}, F_{s} \xi_{s}^{\eta}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}\right\rangle\right) d s \\
+2 \int_{t-\tau}^{t}\left\langle\eta_{s}, L_{s}\left\{\begin{array}{cc}
\xi_{\nu_{s}}^{\eta}, & \nu_{s}>0 \\
0, & \nu_{s} \leq 0
\end{array}\right\}\right\rangle d s, \tag{9.56}
\end{gather*}
$$

where

$$
\begin{equation*}
\xi_{s}^{\eta}=-\mathcal{R}_{s, 0} l+\int_{t-\tau}^{\max (s, t-\tau)} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, 0 \leq s \leq t \tag{9.57}
\end{equation*}
$$

and $\eta$ is an admissible control taken from $U_{\mathrm{ad}}=L_{2}\left(t-\tau, t ; \mathbb{R}^{n}\right)$.
Theorem 9.10. Let $0 \leq \tau \leq t \leq T$. Then under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$ and (9.6), the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, in the prediction problem (9.53)-(9.54) is equal to

$$
\hat{x}_{t}^{\tau}=\int_{0}^{\tau} K_{s} d z_{s}
$$

where $K \in B_{2}\left(0, \tau ; \mathcal{L}\left(\mathbb{R}^{n}, X\right)\right)$, if and only if the function defined by $\eta_{s}^{*}=K_{t-s}^{*} l$, a.e. $s \in[t-\tau, t]$, is an optimal control in the linear regulator problem (9.56)-(9.57) for all $l \in X$.
Proof. This can be proved in a similar way as Theorem 6.3 comparing the respective Wiener--Hopf equations.

By Theorem 9.10, the linear regulator problem (9.56)-(9.57) is dual to the prediction problem (9.53)-(9.54). To find an optimal control in the linear regulator problem (9.56)-(9.57), write a control $\eta \in L_{2}\left(t-\tau, t ; \mathbb{R}^{n}\right)$ in the form

$$
\eta_{s}=\zeta_{s}-G_{s}^{-1} L_{s}\left\{\begin{array}{ll}
\xi_{\nu_{s}}^{\eta}, & \nu_{s}>0  \tag{9.58}\\
0, & \nu_{s} \leq 0
\end{array}\right\}, \text { a.e. } s \in[t-\tau, t]
$$

where $\zeta \in L_{2}\left(t-\tau, t ; \mathbb{R}^{n}\right)$. Substituting (9.58) in (9.56)-(9.57), we obtain that the function $\eta=\eta^{*}$ is an optimal control in the problem (9.56)-(9.57) if and only if the function $\zeta=\zeta^{*}$, which is related with $\eta=\eta^{*}$ as in (9.58), is an optimal control in the linear regulator problem of minimizing the functional

$$
\begin{equation*}
J_{1}(\zeta)=\left\langle\rho_{t}^{\zeta}, Q_{t} \rho_{t}^{\zeta}\right\rangle+\int_{t-\tau}^{t}\left(\left\langle\rho_{s}^{\zeta}, \check{F}_{s} \rho_{s}^{\zeta}\right\rangle+\left\langle\zeta_{s}, G_{s} \zeta_{s}\right\rangle\right) d s \tag{9.59}
\end{equation*}
$$

with

$$
\begin{align*}
\rho_{s}^{\zeta}= & -\mathcal{R}_{s, 0} l+\int_{t-\tau}^{\max (s, t-\tau)} \mathcal{R}_{s, r} B_{r} \zeta_{r} d r \\
& -\int_{t-\tau}^{\max (s, t-\tau)} \mathcal{R}_{s, r} B_{r} G_{r}^{-1} L_{r}\left\{\begin{array}{cc}
\rho_{\nu_{r}}^{\zeta}, & \nu_{r}>0 \\
0, & \nu_{r} \leq 0
\end{array}\right\} d r, 0 \leq s \leq t \tag{9.60}
\end{align*}
$$

where $\rho^{\zeta}=\xi^{\eta}$ if $\zeta$ and $\eta$ are related as in (9.58) and $\check{F}$ is defined by (9.12). Note that, the values of the function $\check{F}$ are nonnegative operators (see Section 9.2.1).

Let $\tilde{X}=L_{2}(-\varepsilon, 0 ; X)$ and let $\tilde{X}=W^{1,2}(-\varepsilon, 0 ; X)$. Define $\mathcal{T}$ and $\Gamma$ by (3.4) and (3.23), respectively. Let $\tilde{\rho}^{\zeta}$ and $\bar{\rho}^{\zeta}$ be the tilde and bar functions on $[t-\tau, t]$ over $\rho^{\zeta}$ with the initial distribution

$$
\lambda_{\theta}=-\left\{\begin{array}{ll}
\mathcal{R}_{t-\tau+\theta, 0} l, & \theta \geq \tau-t \\
0, & \theta<\tau-t
\end{array}\right\},-\varepsilon \leq \theta \leq 0
$$

(see Section 3.4.2), i.e.,

$$
\begin{gathered}
\tilde{\rho}_{s}^{\zeta}=\left[\begin{array}{c}
\rho_{s}^{\zeta} \\
\bar{\rho}_{s}^{\zeta}
\end{array}\right] \in X \times \tilde{X}, t-\tau \leq s \leq t, \text { with } \tilde{\rho}_{t-\tau}^{\zeta}=\tilde{\rho}_{t-\tau}=-\left[\begin{array}{c}
\mathcal{R}_{t-\tau, 0} l \\
\lambda
\end{array}\right], \\
{\left[\bar{\rho}_{s}^{\zeta}\right]_{\theta}=\left\{\begin{array}{ll}
\rho_{s+\theta}^{\zeta}, & s+\theta>0 \\
0, & s+\theta \leq 0
\end{array}\right\}, \text { a.e. } \theta \in[-\varepsilon, 0], t-\tau \leq s \leq t}
\end{gathered}
$$

Using the results of Section 3.4.2, the linear regulator problem (9.59)-(9.60) can be written in terms of the process $\tilde{\rho}^{\zeta}$ in the following form:

$$
\begin{gather*}
J_{1}(\zeta)=\left\langle\tilde{\rho}_{t}^{\zeta}, \tilde{Q}_{t} \tilde{\rho}_{t}^{\zeta}\right\rangle+\int_{t-\tau}^{t}\left(\left\langle\tilde{\rho}_{s}^{\zeta}, \tilde{F}_{s} \tilde{\rho}_{s}^{\zeta}\right\rangle+\left\langle\zeta_{s}, G_{s} \zeta_{s}\right\rangle\right) d s  \tag{9.61}\\
\tilde{\rho}_{s}^{\zeta}=\tilde{\mathcal{R}}_{s, t-\tau} \tilde{\rho}_{t-\tau}+\int_{t-\tau}^{s} \tilde{\mathcal{R}}_{s, r} \tilde{B}_{r} \zeta_{r} d r, t-\tau \leq s \leq t \tag{9.62}
\end{gather*}
$$

where $\tilde{\mathcal{R}}, \tilde{F}, \tilde{Q}_{t}$ and $\tilde{B}$ are defined by (9.15)-(9.17). Theorem 5.24 can be applied to the problem (9.61)-(9.62). Accordingly, there exists a unique optimal control in the problem (9.61)-(9.62) (and, respectively, in the problem (9.59)-(9.60)) and it has the form

$$
\left\{\begin{array}{l}
\zeta_{s}^{*}=-G_{s}^{-1} \tilde{B}_{s}^{*} \tilde{Q}_{s} \tilde{\rho}_{s}^{*}, \text { a.e. } s \in[t-\tau, t]  \tag{9.63}\\
\tilde{\rho}_{s}^{*}=\tilde{\mathcal{K}}_{s, t-\tau} \tilde{\rho}_{t-\tau}, t-\tau \leq s \leq t
\end{array}\right.
$$

where $\tilde{\rho}^{*}=\tilde{\rho}^{S^{*}}, \tilde{\mathcal{K}}=\mathcal{P}_{-\tilde{B} G^{-1} \tilde{B}^{*} \tilde{Q}}(\tilde{\mathcal{R}})$ and $\tilde{Q}$ is a unique solution of the Riccati equation (9.20). Thus, there exists a unique optimal control in the problem (9.56)(9.57) too, and it has the form

$$
\eta_{s}^{*}=-G_{s}^{-1} \tilde{B}_{s}^{*} \tilde{Q}_{s} \tilde{\mathcal{K}}_{s, t-\tau} \tilde{\rho}_{t-\tau}^{*}-G_{s}^{-1} L_{s}\left\{\begin{array}{ll}
\tilde{I} \tilde{\mathcal{K}}_{\nu_{s}, t-\tau} \tilde{\rho}_{t-\tau}^{*}, & \nu_{s}>t-\tau  \tag{9.64}\\
\lambda_{\nu_{s}-t+\tau}, & \nu_{s} \leq t-\tau
\end{array}\right\}
$$

In order to express $\tilde{\rho}_{t-\tau}^{*}$ in terms of $l$, define the operator $\mathcal{E}_{t, \tau} \in \mathcal{L}(\tilde{X}, X)$ by

$$
\begin{equation*}
\mathcal{E}_{t, \tau} f=\int_{\max (-\varepsilon, \tau-t)}^{0} \mathcal{U}_{t, \tau-\theta} f_{\theta} d \theta, f \in \tilde{X} \tag{9.65}
\end{equation*}
$$

One can easily compute that the adjoint $\mathcal{E}_{t, \tau}^{*} \in \mathcal{L}(X, \tilde{X})$ of $\mathcal{E}_{t, \tau}$ is

$$
\begin{aligned}
{\left[\mathcal{E}_{t, \tau}^{*} h\right]_{\theta} } & =\left\{\begin{array}{ll}
\mathcal{U}_{t, \tau-\theta}^{*} h, & \theta>\tau-t \\
0, & \theta \leq \tau-t
\end{array}\right\} \\
& =\left\{\begin{array}{ll}
\mathcal{R}_{t-\tau+\theta, 0} h, & \theta>\tau-t \\
0, & \theta \leq \tau-t
\end{array}\right\},-\varepsilon \leq \theta \leq 0, h \in X
\end{aligned}
$$

Hence, $\lambda=-\mathcal{E}_{t, \tau}^{*} l$ and $\tilde{\rho}_{t-\tau}^{*}=-\tilde{\mathcal{E}}_{t, \tau}^{*} l$ where

$$
\tilde{\mathcal{E}}_{t, \tau}^{*}=\left[\begin{array}{c}
\mathcal{R}_{t-\tau, 0} \\
\mathcal{E}_{t, \tau}^{*}
\end{array}\right] \in \mathcal{L}(X, X \times \tilde{X})
$$

Consequently, we obtain that there exists a unique optimal control in the linear regulator problem (9.56)-(9.57) and it has the form

$$
\begin{align*}
\eta_{s}^{*}= & G_{s}^{-1} \tilde{B}_{s}^{*} \tilde{Q}_{s} \tilde{\mathcal{K}}_{s, t-\tau} \tilde{\mathcal{E}}_{t, \tau}^{*} l \\
& +G_{s}^{-1} L_{s}\left\{\begin{array}{ll}
\tilde{I} \tilde{\mathcal{K}}_{\nu_{s}, t-\tau} \tilde{\mathcal{E}}_{t, \tau}^{*} l, & \nu_{s}>t-\tau \\
\mathcal{R}_{\nu_{s}, 0} l, & 0 \leq \nu_{s} \leq t-\tau \\
0, & \nu_{s}<0
\end{array}\right\}, \text { a.e. } s \in[t-\tau, t] \tag{9.66}
\end{align*}
$$

where $\tilde{I}$ is defined by (9.24). Thus, we can state the following theorem.
Theorem 9.11. Let $0 \leq \tau \leq t \leq T$. Then under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$ there exist a unique optimal linear feedback predictor in the prediction problem (9.53)(9.54) and the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, is equal to

$$
\hat{x}_{t}^{\tau}=\mathcal{U}_{t, \tau} \hat{x}_{\tau}+\mathcal{E}_{t, \tau} \tilde{\psi}_{\tau}+\int_{\max \left(\mu_{\tau}^{-1}, 0\right)}^{\min \left(\mu_{t}^{-1}, \tau\right)}\left\{\begin{array}{ll}
\mathcal{U}_{t, \mu_{s}}, & t \geq \mu_{0}  \tag{9.67}\\
0, & t<\mu_{0}
\end{array}\right\} R_{s} V_{s}^{-1} d \bar{z}_{s}
$$

where $\hat{x}, \tilde{\psi}$ and $\bar{z}$ are defined by (9.43)-(9.45).
Proof. Let $\tilde{\mathcal{Y}}, \tilde{\mathcal{U}}, \tilde{P}, \tilde{C}$ and $\tilde{I}$ be defined by (9.26), (9.27), (9.30) and (9.24). Then using (9.66) and Theorem 9.10, in a similar way as in the proof of Theorem 9.5, one can obtain

$$
\begin{aligned}
\hat{x}_{t}^{\tau}= & \tilde{\mathcal{E}}_{t, \tau}\left(\int_{0}^{\tau} \tilde{\mathcal{Y}}_{\tau, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}+\int_{0}^{\max \left(\mu_{\tau}^{-1}, 0\right)} \tilde{\mathcal{Y}}_{\tau, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s}\right) \\
& +\int_{\max \left(\mu_{\tau}^{-1}, 0\right)}^{\min \left(\mu_{t}^{-1}, \tau\right)}\left\{\begin{array}{ll}
\mathcal{U}_{t, \mu_{s}}, & t \geq \mu_{0} \\
0, & t<\mu_{0}
\end{array}\right\} R_{s} V_{s}^{-1} d z_{s} .
\end{aligned}
$$

Hence, using (9.46) and (9.50), we obtain

$$
\begin{align*}
\hat{x}_{t}^{\tau}= & \mathcal{U}_{t, \tau} \hat{x}_{\tau}+\mathcal{E}_{t, \tau} \tilde{\phi}_{\tau}+\int_{\max \left(\mu_{\tau}^{-1}, 0\right)}^{\min \left(\mu_{t}^{-1}, \tau\right)}\left\{\begin{array}{ll}
\mathcal{U}_{t, \mu_{s}}, & t \geq \mu_{0} \\
0, & t<\mu_{0}
\end{array}\right\} R_{s} V_{s}^{-1} d z_{s} \\
= & \mathcal{U}_{t, \tau} \hat{x}_{\tau}+\mathcal{E}_{t, \tau} \tilde{\psi}_{\tau}-\mathcal{E}_{t, \tau} \int_{\max \left(\mu_{\tau}^{-1}, 0\right)}^{\tau} \mathcal{T}_{\mu_{r}-\tau}^{*} \Gamma^{*} R_{r} V_{r}^{-1} C_{r} \hat{x}_{r} d r \\
& +\int_{\max \left(\mu_{\tau}^{-1}, 0\right)}^{\min \left(\mu_{t}^{-1}, \tau\right)}\left\{\begin{array}{cc}
\mathcal{U}_{t, \mu_{s}}, & t \geq \mu_{0} \\
0, & t<\mu_{0}
\end{array}\right\} R_{s} V_{s}^{-1} d z_{s} \tag{9.68}
\end{align*}
$$

In a similar way as in the proof of Theorem 9.7, one can show that

$$
\begin{aligned}
& \mathcal{E}_{t, \tau} \int_{\max \left(\mu_{\tau}^{-1}, 0\right)}^{\tau} \mathcal{T}_{\mu_{r}-\tau}^{*} \Gamma^{*} R_{r} V_{r}^{-1} C_{r} \hat{x}_{r} d r \\
& \quad=\int_{\max \left(\mu_{\tau}^{-1}, 0\right)}^{\min \left(\mu_{t}^{-1}, \tau\right)}\left\{\begin{array}{ll}
\mathcal{U}_{t, \mu_{s}}, & t \geq \mu_{0} \\
0, & t<\mu_{0}
\end{array}\right\} R_{s} V_{s}^{-1} C_{s} \hat{x}_{s} d s
\end{aligned}
$$

Using this equality in (9.68), we obtain (9.67).

### 9.4 State Noise Delaying Observation Noise: Smoothing

Similar to the prediction problem from Section 9.2.2, the smoothing problem under shifted white noises will be discussed for the system (9.53)-(9.54). We will assume that the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$ hold and use the notation from (9.4). Also, we will assume that $0 \leq t \leq \tau \leq T$.

Introduce the notation

$$
\left\{\begin{array}{l}
\mathcal{R}=\mathcal{D}_{\tau}(\mathcal{U}), \quad B=D_{\tau}(C), \quad F=D_{\tau}(W),  \tag{9.69}\\
G=D_{\tau}(V), L=D_{\tau}(R), \quad Q_{\tau}=P_{0}, \quad \nu=D_{\tau}(\mu),
\end{array}\right.
$$

which is very similar to the notation from (9.6) and consider the linear regulator problem of minimizing the functional

$$
\begin{align*}
& J(\eta)=\left\langle\xi_{\tau}^{\eta}, Q_{\tau} \xi_{\tau}^{\eta}\right\rangle+\int_{0}^{\tau}\left(\left\langle\xi_{s}^{\eta}, F_{s} \xi_{s}^{\eta}\right\rangle+\left\langle\eta_{s}, G_{s} \eta_{s}\right\rangle\right) d s \\
&+2 \int_{0}^{\tau}\left(\left\langle\eta_{s}, L_{s}\left\{\begin{array}{cc}
\xi_{\nu_{s}}^{\eta}, & \nu_{s}>0, \\
0, & \nu_{s} \leq 0
\end{array}\right\}\right\rangle\right) d s \tag{9.70}
\end{align*}
$$

where

$$
\xi_{s}^{\eta}=-\left\{\begin{array}{ll}
\mathcal{R}_{s, \tau-t} l, & s \geq \tau-t  \tag{9.71}\\
0, & s<\tau-t
\end{array}\right\}+\int_{0}^{s} \mathcal{R}_{s, r} B_{r} \eta_{r} d r, 0 \leq s \leq \tau
$$

and $\eta$ is an admissible control taken from $U_{\text {ad }}=L_{2}\left(0, \tau ; \mathbb{R}^{n}\right)$.
Theorem 9.12. Let $0 \leq t \leq \tau \leq T$. Then under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$ and (9.69), the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, in the smoothing problem (9.53)--(9.54) is equal to

$$
\hat{x}_{t}^{\tau}=\int_{0}^{\tau} K_{s} d z_{s}
$$

where $K \in B_{2}\left(0, \tau ; \mathcal{L}\left(\mathbb{R}^{n}, X\right)\right)$, if and only if the function defined by $\eta_{s}^{*}=K_{\tau-s}^{*} l$, a.e. $s \in[0, \tau]$, is an optimal control in the linear regulator problem (9.70)-(9.71) for all $l \in X$.

Proof. This can be proved in a similar way as Theorem 6.3 comparing the respective Wiener-Hopf equations.

Thus, the smoothing problem (9.53)-(9.54) and the linear regulator problem (9.70)-(9.71) are dual. To find an optimal control in the linear regulator problem (9.70)-(9.71), write a control $\eta \in L_{2}\left(0, \tau ; \mathbb{R}^{n}\right)$ in the form

$$
\eta_{s}=\zeta_{s}-G_{s}^{-1} L_{s}\left\{\begin{array}{ll}
\xi_{\nu_{s}}^{\eta}, & \nu_{s}>0  \tag{9.72}\\
0, & \nu_{s} \leq 0
\end{array}\right\}, \text { a.e. } s \in[0, \tau]
$$

where $\zeta \in L_{2}\left(0, \tau ; \mathbb{R}^{n}\right)$. Substituting (9.72) in (9.70)-(9.71), we obtain that the function $\eta=\eta^{*}$ is an optimal control in the problem (9.70)-(9.71) if and only if
the function $\zeta=\zeta^{*}$, which is related with $\eta=\eta^{*}$ as in (9.72), is an optimal control in the linear regulator problem of minimizing the functional

$$
\begin{equation*}
J_{1}(\zeta)=\left\langle\rho_{\tau}^{\zeta}, Q_{\tau} \rho_{\tau}^{\zeta}\right\rangle+\int_{0}^{\tau}\left(\left\langle\rho_{s}^{\zeta}, \check{F}_{s} \rho_{s}^{\zeta}\right\rangle+\left\langle\zeta_{s}, G_{s} \zeta_{s}\right\rangle\right) d s \tag{9.73}
\end{equation*}
$$

with

$$
\begin{align*}
\rho_{s}^{\zeta}= & -\left\{\begin{array}{ll}
\mathcal{R}_{s, \tau-t} l, & s \geq \tau-t \\
0, & s<\tau-t
\end{array}\right\}+\int_{0}^{s} \mathcal{R}_{s, r} B_{r} \zeta_{r} d r \\
& -\int_{0}^{s} \mathcal{R}_{s, r} B_{r} G_{r}^{-1} L_{r}\left\{\begin{array}{ll}
\rho_{\nu_{r}}^{\zeta}, & \nu_{r}>0 \\
0, & \nu_{r} \leq 0
\end{array}\right\} d r, 0 \leq s \leq \tau \tag{9.74}
\end{align*}
$$

where $\rho^{\zeta}=\xi^{\eta}$ if $\zeta$ and $\eta$ are related as in (9.72) and $\check{F}$ is defined by

$$
\check{F}_{s}=\left\{\begin{array}{ll}
F_{s}-L_{\nu_{s}^{-1}}^{*} G_{\nu_{s}^{-1}}^{-1} L_{\nu_{s}^{-1}}\left(\nu^{-1}\right)_{s}^{\prime}, & s<\nu_{t} \\
F_{s}, & s \geq \nu_{t}
\end{array}\right\}, \text { a.e. } s \in[0, \tau]
$$

Note that the values of the function $\check{F}$ are nonnegative operators (see Section 9.2.3).

Now let $\tilde{\mathcal{U}}=\mathcal{P}_{\Lambda\left(-R V^{-1} C, \mu\right)}(\mathcal{U} \odot \mathcal{T})$ be decomposed in the form of $(9.32)$ with the components $\tilde{\mathcal{U}}^{00}, \tilde{\mathcal{U}}^{01}, \tilde{\mathcal{U}}^{10}$ and $\tilde{\mathcal{U}}^{11}$ as defined by (9.33)-(9.38). Define $\tilde{\mathcal{R}}=\mathcal{D}_{\tau}(\tilde{\mathcal{U}})$ and decompose it in the form

$$
\tilde{\mathcal{R}}_{s, r}=\left[\begin{array}{ll}
\tilde{\mathcal{R}}_{s, r}^{00} & \tilde{\mathcal{R}}_{s, r}^{01} \\
\tilde{\mathcal{R}}_{s, r}^{10} & \tilde{\mathcal{R}}_{s, r}^{11}
\end{array}\right] \in \mathcal{L}(X \times \tilde{X}), 0 \leq r \leq s \leq \tau
$$

Consider

$$
\tilde{\rho}_{s}^{\zeta}=\left[\begin{array}{l}
\rho_{1, s}^{\zeta}  \tag{9.75}\\
\rho_{2, s}^{\zeta}
\end{array}\right]=-\left\{\begin{array}{ll}
\tilde{\mathcal{R}}_{s, \tau-t} \tilde{I}^{*} l, & s \geq \tau-t \\
0, & s<\tau-t
\end{array}\right\}+\int_{0}^{s} \tilde{\mathcal{R}}_{s, r} \tilde{B}_{r} \zeta_{r} d r, 0 \leq s \leq \tau
$$

where $\tilde{I}$ is defined by (9.24) and

$$
\tilde{B}=\left[\begin{array}{c}
B \\
0
\end{array}\right] \in B_{\infty}\left(0, \tau ; \mathcal{L}\left(\mathbb{R}^{n}, X \times \tilde{X}\right)\right)
$$

Lemma 9.13. Under the above conditions, the upper component $\rho_{1}^{\zeta}$ of $\tilde{\rho}^{\zeta}$, defined by (9.75), is equal to the state process $\rho^{\varsigma}$, defined by (9.74).

Proof. From $\tilde{\mathcal{R}}=\mathcal{D}_{\tau}(\tilde{\mathcal{U}})$ and from (9.34),

$$
\mathcal{R}_{s, r}=\tilde{\mathcal{R}}_{s, r}^{00}+\int_{\min \left(\nu_{r}^{-1}, s\right)}^{s} \tilde{\mathcal{R}}_{s, \sigma}^{00} B_{\sigma} G_{\sigma}^{-1} L_{\sigma} \mathcal{R}_{\nu_{\sigma}, r} d \sigma, 0 \leq r \leq s \leq \tau
$$

Using this equality and (9.74), we obtain

$$
\begin{aligned}
\rho_{s}^{\zeta}-\rho_{1, s}^{\zeta}= & \rho_{s}^{\zeta}+\left\{\begin{array}{ll}
\tilde{\mathcal{R}}_{s, \tau-t}^{00} l, & s \geq \tau-t \\
0, & s<\tau-t
\end{array}\right\}+\int_{0}^{s} \tilde{\mathcal{R}}_{s, r}^{00} B_{r} \zeta_{r} d r \\
= & -\int_{0}^{s} \tilde{\mathcal{R}}_{s, \sigma}^{00} B_{\sigma} G_{\sigma}^{-1} L_{\sigma}\left\{\begin{array}{ll}
\rho_{\nu_{\sigma}}^{\zeta}, & \nu_{\sigma}>0 \\
0, & \nu_{\sigma} \leq 0
\end{array}\right\} d \sigma \\
& -\int_{\min \left(\nu_{\tau-t}^{-1}, s\right)}^{s}\left\{\begin{array}{ll}
\tilde{\mathcal{R}}_{s, \sigma}^{00} B_{\sigma} G_{\sigma}^{-1} L_{\sigma} \mathcal{R}_{\nu_{\sigma}, \tau-t} l, & s \geq \tau-t \\
0, & s<\tau-t
\end{array}\right\} d \sigma \\
& +\int_{0}^{s} \int_{\min \left(\nu_{r}^{-1}, s\right)}^{s} \tilde{\mathcal{R}}_{s, \sigma}^{00} B_{\sigma} G_{\sigma}^{-1} L_{\sigma} \mathcal{R}_{\nu_{\sigma}, r} B_{r} \zeta_{r} d \sigma d r \\
& -\int_{0}^{s} \int_{\min \left(\nu_{r}^{-1}, s\right)}^{s} \tilde{\mathcal{R}}_{s, \sigma}^{00} B_{\sigma} G_{\sigma}^{-1} L_{\sigma} \mathcal{R}_{\nu_{\sigma}, r} B_{r} G_{r}^{-1} L_{r}\left\{\begin{array}{l}
\rho_{\nu_{r}}^{\zeta}, \nu_{r}>0 \\
0, \\
\nu_{r} \leq 0
\end{array}\right\} d \sigma d r \\
= & -\int_{\min \left(\nu_{0}^{-1}, s\right)}^{\tilde{\mathcal{R}}_{s, \sigma}^{00} B_{\sigma} G_{\sigma}^{-1} L_{\sigma} \rho_{\nu_{\sigma}}^{\zeta} d \sigma} \\
& -\int_{\min \left(\nu_{0}^{-1}, s\right)}^{s} \tilde{\mathcal{R}}_{s, \sigma}^{00} B_{\sigma} G_{\sigma}^{-1} L_{\sigma}\left\{\begin{array}{ll}
\mathcal{R}_{\nu_{\sigma}, \tau-t} l, \quad \nu_{\sigma} \geq \tau-t \\
0, & \nu_{\sigma}<\tau-t
\end{array}\right\} d \sigma \\
& +\int_{\min \left(\nu_{0}^{-1}, s\right)}^{s} \int_{0}^{\nu_{\sigma}} \tilde{\mathcal{R}}_{s, \sigma}^{00} B_{\sigma} G_{\sigma}^{-1} L_{\sigma} \mathcal{R}_{\nu_{\sigma}, r} B_{r} \zeta_{r} d r d \sigma \\
& -\int_{\min \left(\nu_{0}^{-1}, s\right)}^{s} \int_{0}^{\nu_{\sigma}} \tilde{\mathcal{R}}_{s, \sigma}^{00} B_{\sigma} G_{\sigma}^{-1} L_{\sigma} \mathcal{R}_{\nu_{\sigma}, r} B_{r} G_{r}^{-1} L_{r} \rho_{\nu_{r}}^{\zeta} d r d \sigma=0 .
\end{aligned}
$$

Thus, $\rho_{s}^{\zeta}=\rho_{1, s}^{\zeta}, 0 \leq s \leq \tau$.
Remark 9.14. In fact $\tilde{\rho}^{\zeta}$ and $\bar{\rho}^{\zeta}=\rho_{2}^{\zeta}$ from (9.75) are the tilde and bar functions on $[0, \tau]$ over $\rho^{\zeta}$ with the initial distribution $\lambda=0$ (see Section 3.4.2). In the rest of this section this fact will not be used.

By Lemma 9.13, the functional (9.73) can be rewritten in the form

$$
\begin{equation*}
J_{1}(\zeta)=\left\langle\tilde{\rho}_{\tau}^{\zeta}, \tilde{Q}_{\tau} \tilde{\rho}_{\tau}^{\zeta}\right\rangle+\int_{0}^{\tau}\left(\left\langle\tilde{\rho}_{s}^{\zeta}, \tilde{F}_{s} \tilde{\rho}_{s}^{\zeta}\right\rangle+\left\langle\zeta_{s}, G_{s} \zeta_{s}\right\rangle\right) d s \tag{9.76}
\end{equation*}
$$

where $\tilde{\rho}^{\zeta}$ is the state process defined by $(9.75), \zeta$ is a control in $L_{2}\left(0, \tau ; \mathbb{R}^{n}\right)$ and

$$
\tilde{F}=\left[\begin{array}{cc}
\check{F} & 0 \\
0 & 0
\end{array}\right] \in B_{\infty}(0, \tau ; \mathcal{L}(X \times \tilde{X})), \tilde{Q}_{\tau}=\left[\begin{array}{cc}
Q_{\tau} & 0 \\
0 & 0
\end{array}\right] \in \mathcal{L}(X \times \tilde{X})
$$

Let

$$
\tilde{\beta}_{s}=\left\{\begin{array}{ll}
\tilde{\mathcal{R}}_{s, \tau-t} \tilde{I}^{*} l, & s \geq \tau-t  \tag{9.77}\\
0, & s<\tau-t
\end{array}\right\}, \tilde{\alpha}_{s}^{\zeta}=\tilde{\rho}_{s}^{\zeta}+\tilde{\beta}_{s}, 0 \leq s \leq \tau
$$

Then the linear regulator problem (9.75)-(9.76) can be reduced to the problem of minimizing

$$
\begin{align*}
J_{1}(\zeta)= & \left\langle\tilde{\alpha}_{\tau}^{\zeta}-\tilde{\beta}_{\tau}, \tilde{Q}_{\tau}\left(\tilde{\alpha}_{\tau}^{\zeta}-\tilde{\beta}_{\tau}\right)\right\rangle \\
& +\int_{0}^{\tau}\left(\left\langle\tilde{\alpha}_{s}^{\zeta}-\tilde{\beta}_{s}, \tilde{F}_{s}\left(\tilde{\alpha}_{s}^{\zeta}-\tilde{\beta}_{s}\right)\right\rangle+\left\langle\zeta_{s}, G_{s} \zeta_{s}\right\rangle\right) d s \tag{9.78}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\alpha}_{s}^{\zeta}=\int_{0}^{s} \tilde{\mathcal{R}}_{s, r} \tilde{B}_{r} \zeta_{r} d r, 0 \leq s \leq \tau \tag{9.79}
\end{equation*}
$$

Applying Theorem 5.24 to the problem (9.78)-(9.79), we obtain that there exists a unique optimal control $\zeta^{*}$ in the problem (9.78)-(9.79) (and (9.75)-(9.76) as well) and it has the form:

$$
\begin{align*}
\zeta_{s}^{*} & =-G_{s}^{-1} \tilde{B}_{s}^{*}\left(\tilde{Q}_{s} \tilde{\alpha}_{s}^{*}+\tilde{\gamma}_{s}\right), 0 \leq s \leq \tau  \tag{9.80}\\
\tilde{\alpha}_{s}^{*} & =\int_{0}^{s} \tilde{\mathcal{K}}_{s, r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{\gamma}_{r} d r, 0 \leq s \leq \tau  \tag{9.81}\\
\tilde{\gamma}_{s} & =-\tilde{\mathcal{K}}_{\tau, s}^{*} \tilde{Q}_{\tau} \tilde{\beta}_{\tau}-\int_{s}^{\tau} \tilde{\mathcal{K}}_{r, s}^{*} \tilde{F}_{r} \tilde{\beta}_{r} d r, 0 \leq s \leq \tau \tag{9.82}
\end{align*}
$$

where $\tilde{\alpha}^{*}=\tilde{\alpha}^{\zeta^{*}}, \tilde{\mathcal{K}}=\mathcal{P}_{-\tilde{B} G^{-1} \tilde{B}^{*} \tilde{Q}}(\tilde{\mathcal{R}})$ and $\tilde{Q}$ is a unique solution of the Riccati equation

$$
\begin{equation*}
\tilde{Q}_{s}=\tilde{\mathcal{R}}_{\tau, s}^{*} \tilde{Q}_{\tau} \tilde{\mathcal{R}}_{\tau, s}+\int_{s}^{\tau} \tilde{\mathcal{R}}_{r, s}^{*}\left(\tilde{F}_{r}-\tilde{Q}_{r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{Q}_{r}\right) \tilde{\mathcal{R}}_{r, s} d r, 0 \leq s \leq \tau \tag{9.83}
\end{equation*}
$$

Lemma 9.15. Under the above notation,

$$
\tilde{\gamma}_{s}=-\left\{\begin{array}{ll}
\tilde{Q}_{s} \tilde{\mathcal{R}}_{s, \tau-t} \tilde{I}^{*} l, & s \geq \tau-t \\
\tilde{\mathcal{K}}_{\tau-t, s}^{*} \tilde{Q}_{\tau-t} \tilde{I}^{*} l, & s<\tau-t
\end{array}\right\}, 0 \leq s \leq \tau
$$

Proof. By Proposition 3.23, the equation (9.83) is equivalent to

$$
\tilde{Q}_{s}=\tilde{\mathcal{K}}_{\tau, s}^{*} \tilde{Q}_{\tau} \tilde{\mathcal{R}}_{\tau, s}+\int_{s}^{\tau} \tilde{\mathcal{K}}_{r, s}^{*} \tilde{F}_{r} \tilde{\mathcal{R}}_{r, s} d r, 0 \leq s \leq \tau
$$

Therefore, if $\tau-t \leq s \leq \tau$, then by (9.82) and (9.77), we have

$$
\begin{aligned}
\tilde{\gamma}_{s} & =-\tilde{\mathcal{K}}_{\tau, s}^{*} \tilde{Q}_{\tau} \tilde{\mathcal{R}}_{\tau, \tau-t} \tilde{I}^{*} l-\int_{s}^{\tau} \tilde{\mathcal{K}}_{r, s}^{*} \tilde{F}_{r} \tilde{\mathcal{R}}_{r, \tau-t} \tilde{I}^{*} l d r \\
& =-\left(\tilde{\mathcal{K}}_{\tau, s}^{*} \tilde{Q}_{\tau} \tilde{\mathcal{R}}_{\tau, s}+\int_{s}^{\tau} \tilde{\mathcal{K}}_{r, s}^{*} \tilde{F}_{r} \tilde{\mathcal{R}}_{r, s} d r\right) \tilde{\mathcal{R}}_{s, \tau-t} \tilde{I}^{*} l \\
& =-\tilde{Q}_{s} \tilde{\mathcal{R}}_{s, \tau-t} \tilde{I}^{*} l .
\end{aligned}
$$

If $0 \leq s<\tau-t$, then in a similar way, we have

$$
\begin{aligned}
\tilde{\gamma}_{s} & =-\tilde{\mathcal{K}}_{\tau, s}^{*} \tilde{Q}_{\tau} \tilde{\mathcal{R}}_{\tau, \tau-t} l-\int_{\tau-t}^{\tau} \tilde{\mathcal{K}}_{r, s}^{*} \tilde{F}_{r} \tilde{\mathcal{R}}_{r, \tau-t} \tilde{I}^{*} l d r \\
& =-\tilde{\mathcal{K}}_{\tau-t, s}^{*}\left(\tilde{\mathcal{K}}_{\tau, \tau-t}^{*} \tilde{Q}_{\tau} \tilde{\mathcal{R}}_{\tau, \tau-t}+\int_{\tau-t}^{\tau} \tilde{\mathcal{K}}_{r, \tau-t}^{*} \tilde{F}_{r} \tilde{\mathcal{R}}_{r, \tau-t} d r\right) \tilde{I}^{*} l \\
& =-\tilde{\mathcal{K}}_{\tau-t, s}^{*} \tilde{Q}_{\tau-t} \tilde{I}^{*} l .
\end{aligned}
$$

Thus, the proof is completed.
Lemma 9.16. Under the above notation,

$$
\begin{aligned}
\tilde{\alpha}_{s}^{*}= & \int_{0}^{\min (s, \tau-t)} \tilde{\mathcal{K}}_{s, r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{\mathcal{K}}_{\tau-t, r}^{*} \tilde{Q}_{\tau-t} \tilde{I}^{*} l d r \\
& +\left\{\begin{array}{ll}
\left(\tilde{\mathcal{R}}_{s, \tau-t}-\tilde{\mathcal{K}}_{s, \tau-t}\right) \tilde{I}^{*} l, & s \geq \tau-t \\
0, & s<\tau-t
\end{array}\right\}, 0 \leq s \leq \tau .
\end{aligned}
$$

Proof. By (9.81) and by Lemma 9.15, we have

$$
\begin{aligned}
\tilde{\alpha}_{s}^{*}= & \int_{0}^{\min (s, \tau-t)} \tilde{\mathcal{K}}_{s, r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{\mathcal{K}}_{\tau-t, r}^{*} \tilde{Q}_{\tau-t} \tilde{I}^{*} l d r \\
& +\int_{\min (s, \tau-t)}^{s} \tilde{\mathcal{K}}_{s, r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{Q}_{r} \tilde{\mathcal{R}}_{r, \tau-t} \tilde{I}^{*} l d r
\end{aligned}
$$

Since $\tilde{\mathcal{K}}=\mathcal{P}_{-\tilde{B} G^{-1} \tilde{B}^{*} \tilde{Q}}(\tilde{\mathcal{R}})$, the last equality implies the statement.
From Lemmas 9.15 and 9.16,

$$
\begin{aligned}
\tilde{Q}_{s} \tilde{\alpha}_{s}^{*}+\tilde{\gamma}_{s}= & \int_{0}^{\min (s, \tau-t)} \tilde{Q}_{s} \tilde{\mathcal{K}}_{s, r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{\mathcal{K}}_{\tau-t, r}^{*} \tilde{Q}_{\tau-t} \tilde{I}^{*} l d r \\
& -\left\{\begin{array}{ll}
\tilde{Q}_{s} \tilde{\mathcal{K}}_{s, \tau-t} \tilde{I}^{*} l, & s \geq \tau-t \\
\tilde{\mathcal{K}}_{\tau-t, s} \tilde{Q}_{\tau-t} \tilde{I}^{*} l, & s<\tau-t
\end{array}\right\}, 0 \leq s \leq \tau .
\end{aligned}
$$

Also, from (9.77) and Lemma 9.16,

$$
\begin{aligned}
\tilde{\rho}_{s}^{\zeta^{*}}=\tilde{\alpha}_{s}^{*}-\tilde{\beta}_{s}= & \int_{0}^{\min (s, \tau-t)} \tilde{\mathcal{K}}_{s, r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{\mathcal{K}}_{\tau-t, r}^{*} \tilde{Q}_{\tau-t} \tilde{I}^{*} l d r \\
& -\left\{\begin{array}{ll}
\tilde{\mathcal{K}}_{s, \tau-t} \tilde{I}^{*} l, & s \geq \tau-t \\
0, & s<\tau-t
\end{array}\right\}, 0 \leq s \leq \tau
\end{aligned}
$$

Using the last two equalities and (9.80) in (9.72), we obtain that there exists a unique optimal control in the linear regulator problem (9.70)-(9.71) and it has the
form

$$
\begin{align*}
\eta_{s}^{*}= & -G_{s}^{-1} \tilde{B}_{s}^{*} \tilde{Q}_{s} \int_{0}^{\min (s, \tau-t)} \tilde{\mathcal{K}}_{s, r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{\mathcal{K}}_{\tau-t, r}^{*} \tilde{Q}_{\tau-t} \tilde{I}^{*} l d r \\
& -G_{s}^{-1} L_{s} \tilde{I} \int_{\min \left(\nu_{s}, 0\right)}^{\min \left(\nu_{s}, \tau-t\right)} \tilde{\mathcal{K}}_{\nu_{s}, r} \tilde{B}_{r} G_{r}^{-1} \tilde{B}_{r}^{*} \tilde{\mathcal{K}}_{\tau-t, r}^{*} \tilde{Q}_{\tau-t} \tilde{I}^{*} l d r \\
& +G_{s}^{-1} \tilde{B}_{s}^{*}\left\{\begin{array}{ll}
\tilde{Q}_{s} \tilde{\mathcal{K}}_{s, \tau-t} \tilde{I}^{*} l, & s \geq \tau-t \\
\tilde{\mathcal{K}}_{\tau-t, s}^{*} \tilde{Q}_{\tau-t} \tilde{I}^{*} l, & s<\tau-t
\end{array}\right\} \\
& +G_{s}^{-1} L_{s} \tilde{I}\left\{\begin{array}{ll}
\tilde{\mathcal{K}}_{\nu_{s}, \tau-t} \tilde{I}^{*} l, & \nu_{s} \geq \tau-t \\
0, & \nu_{s}<\tau-t
\end{array}\right\}, 0 \leq s \leq \tau . \tag{9.84}
\end{align*}
$$

This leads to the following.
Theorem 9.17. Let $0 \leq t \leq \tau \leq T$. Then under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$, there exists a unique optimal linear feedback smoother in the smoothing problem (9.53)(9.54) and the best estimate $\hat{x}_{t}^{\tau}$ of $x_{t}$ based on $z_{s}, 0 \leq s \leq \tau$, is equal to

$$
\begin{equation*}
\hat{x}_{t}^{\tau}=\hat{x}_{t}+\tilde{I} \tilde{P}_{t} \int_{t}^{\tau} \tilde{\mathcal{Y}}_{s, t}^{*} \tilde{C}_{s}^{*} V_{s}^{-1} d \bar{z}_{s} \tag{9.85}
\end{equation*}
$$

where $\hat{x}_{t}$ and $\bar{z}_{t}$ are defined by (9.43) and (9.45), $\tilde{P}$ is a solution of the Riccati equation (9.27) and $\tilde{C}, \tilde{\mathcal{Y}}$ and $\tilde{I}$ are defined by (9.30), (9.26) and (9.24), respectively.

Proof. Using the relations in (9.69), one can show that $\tilde{\mathcal{Y}}=\mathcal{D}_{\tau}(\tilde{\mathcal{K}}), \tilde{P}=D_{\tau}(\tilde{Q})$ and $\tilde{C}=D_{\tau}(\tilde{B})$, where $\tilde{\mathcal{K}}, \tilde{Q}$ and $\tilde{B}$ are the operator-valued functions from the right-hand side of (9.84). Hence, from Theorem 9.12 and from the formula (9.84), we have

$$
\begin{aligned}
\hat{x}_{t}^{\tau}= & \tilde{I} \int_{0}^{t} \tilde{\mathcal{Y}}_{t, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}+\tilde{I} \int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{Y}}_{t, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s} \\
& +\tilde{I} \int_{t}^{\tau} \tilde{P}_{t} \tilde{\mathcal{Y}}_{s, t}^{*} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s} \\
& -\tilde{I} \int_{0}^{\tau} \int_{\max (t, s)}^{\tau} \tilde{P}_{t} \tilde{\mathcal{Y}}_{r, t}^{*} \tilde{C}_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{\mathcal{Y}}_{r, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d r d z_{s} \\
& -\tilde{I} \int_{0}^{\tau} \int_{\max \left(\mu_{s}, t\right)}^{\max \left(\mu_{s}, \tau\right)} \tilde{P}_{t} \tilde{\mathcal{Y}}_{r, t}^{*} \tilde{C}_{r}^{*} V_{r}^{-1} \tilde{C}_{r} \tilde{\mathcal{Y}}_{r, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d r d z_{s}
\end{aligned}
$$

Letting $t=\tau$ in the last equality, we observe that the optimal estimate $\hat{x}_{t}$, defined by (9.43), can be represented in the form

$$
\hat{x}_{t}=\hat{x}_{t}^{t}=\tilde{I} \int_{0}^{t} \tilde{\mathcal{Y}}_{t, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}+\tilde{I} \int_{0}^{\max \left(\mu_{t}^{-1}, 0\right)} \tilde{\mathcal{Y}}_{t, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s}, 0 \leq t \leq T
$$

### 9.5. State Noise Delaying Observation Noise: Stochastic Regulator Problem

Hence,

$$
\begin{aligned}
\hat{x}_{t}^{\tau}= & \hat{x}_{t}+\tilde{I} \int_{t}^{\tau} \tilde{P}_{t} \tilde{\mathcal{Y}}_{s, t}^{*} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s} \\
& -\tilde{I} \int_{t}^{\tau} \tilde{P}_{t} \tilde{\mathcal{Y}}_{r, t}^{*} \tilde{C}_{r}^{*} V_{r}^{-1} C_{r} \tilde{I}\left(\int_{0}^{r} \tilde{\mathcal{Y}}_{r, s} \tilde{P}_{s} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}\right. \\
& \left.+\int_{0}^{\max \left(\mu_{r}^{-1}, 0\right)} \tilde{\mathcal{Y}}_{r, \mu_{s}} \tilde{I}^{*} R_{s} V_{s}^{-1} d z_{s}\right) d r \\
= & \hat{x}_{t}+\tilde{I} \int_{t}^{\tau} \tilde{P}_{t} \tilde{\mathcal{Y}}_{s, t}^{*} \tilde{C}_{s}^{*} V_{s}^{-1} d z_{s}-\tilde{I} \int_{t}^{\tau} \tilde{P}_{t} \tilde{\mathcal{Y}}_{r, t}^{*} \tilde{C}_{r}^{*} V_{r}^{-1} C_{r} \hat{x}_{r} d r \\
= & \hat{x}_{t}+\tilde{I} \int_{t}^{\tau} \tilde{P}_{t} \tilde{\mathcal{Y}}_{s, t}^{*} \tilde{C}_{s}^{*} V_{s}^{-1} d \bar{z}_{s}
\end{aligned}
$$

proving the theorem.
Remark 9.18. The form of the optimal predictor under shifted white noises from Theorem 9.11 differs from that under correlated white noises from Theorem 6.13. This is because the observations on $[0, \tau]$ are related with the signal process $x_{t}$ on $\tau<t \leq \tau+\varepsilon$ in case of the signal noise delaying the observation noise while they are independent in case of correlated white noises. But the optimal smoothers from Theorems 6.18 and 9.17 are very similar to each other.

### 9.5 State Noise Delaying Observation Noise: Stochastic Regulator Problem

Consider the problem (5.1)-(5.4) in which the state-observation system (5.1)-(5.2) and the functional (5.4) are defined in the form

$$
\begin{align*}
x_{t}^{u} & =\mathcal{U}_{t, 0} x_{0}+\int_{0}^{t} \mathcal{U}_{t, s} B_{s} u_{s} d s+\int_{0}^{t} \mathcal{U}_{t, s} \Phi_{s} d w_{s}, 0 \leq t \leq T  \tag{9.86}\\
z_{t}^{u} & =\int_{0}^{t} C_{s} x_{s}^{u} d s+\int_{0}^{t} \Psi_{s} d v_{\mu_{s}}, 0 \leq t \leq T  \tag{9.87}\\
J(u) & =\mathbf{E}\left(\left\langle x_{T}^{u}, Q_{T} x_{T}^{u}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{c}
x_{t}^{u} \\
u_{t}
\end{array}\right],\left[\begin{array}{cc}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{c}
x_{t}^{u} \\
u_{t}
\end{array}\right]\right\rangle d t\right), \tag{9.88}
\end{align*}
$$

and a control $u$ is taken from the set of admissible controls $U_{\text {ad }}$ as defined by (5.3) in Section 5.1.2. This problem will be called the linear stochastic regulator problem (9.86)-(9.88).

In this section we assume that the following conditions hold:
$\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{s}}\right) \mathcal{U} \in \mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right), B \in B_{\infty}(\mathbf{T}, \mathcal{L}(U, X)), C \in B_{\infty}\left(\mathbf{T}, \mathcal{L}\left(X, \mathbb{R}^{n}\right)\right) ;$
$\left(\mathbf{R}_{\mathbf{2}}^{\mathbf{s}}\right) \Phi \in B_{\infty}(\mathbf{T}, \mathcal{L}(H, X)), \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right),\left[\begin{array}{c}w \\ v\end{array}\right]$ is an $H \times \mathbb{R}^{n}$-valued Wiener process on $[0, T+\varepsilon]$ with $\operatorname{cov} v_{T}>0,0<\varepsilon<T, \mu \in W^{1, \infty}(\mathbf{T}, \mathbb{R})$ is a function satisfying $t \leq \mu_{t} \leq t+\varepsilon$ for $0 \leq t \leq T, \mu_{s}<\mu_{t}$ for $0 \leq s<t \leq T$ and $\mu_{t}^{\prime} \geq c$ for a.e. $t \in \mathbf{T}$ and for some $c>0, x_{0}$ is a an $X$-valued Gaussian random variable with $\mathbf{E} x_{0}=0, x_{0}$ and $(w, v)$ are independent;
$\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{s}}\right) Q_{T} \in \mathcal{L}(X), Q_{T} \geq 0, F \in B_{\infty}(\mathbf{T}, \mathcal{L}(X)), G, G^{-1} \in B_{\infty}(\mathbf{T}, \mathcal{L}(U)), L \in$ $B_{\infty}(\mathbf{T}, \mathcal{L}(X, U)), G_{t}>0$ and $F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0$ for a.e. $t \in \mathbf{T}$.
Note that $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{s}}\right)$ is the same as $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{s}}\right)$ completed with the condition about $B$, and $\left(\mathbf{R}_{\mathbf{2}}^{\mathbf{s}}\right)$ and $\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{s}}\right)$ are the same as $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$ and $\left(\mathbf{C}_{\mathbf{3}}\right)$, respectively.

In this section we will use the operator-valued functions $W, R$ and $V$ defined by (9.4).
Theorem 9.19. Under the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{s}}\right)$, there exists a unique optimal stochastic regulator in the problem (9.86)-(9.88) and the respective optimal control has the form

$$
\begin{align*}
u_{t}^{*}= & -G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \hat{x}_{t}^{*}-G_{t}^{-1} B_{t}^{*} \int_{t}^{\min (T, t+\varepsilon)} \mathcal{Y}_{s, t}^{*} Q_{s}\left[\tilde{\psi}_{t}\right]_{t-s} d s \\
& -G_{t}^{-1} B_{t}^{*} \int_{\max \left(0, \mu_{t}^{-1}\right)}^{\min \left(t, \mu_{T}^{-1}\right)} \mathcal{Y}_{\mu_{s}, t}^{*} Q_{\mu_{s}} R_{s} V_{s}^{-1} d \bar{z}_{s}, \text { a.e. } t \in \mathbf{T} \tag{9.89}
\end{align*}
$$

where

$$
\begin{align*}
\hat{x}_{t}^{*}= & \int_{0}^{t} \mathcal{U}_{t, s}\left(\Gamma \tilde{\psi}_{s}+B_{s} u_{s}^{*}\right) d s+\int_{0}^{t} \mathcal{U}_{t, s} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s} \\
& +\int_{0}^{\max \left(0, \mu_{t}^{-1}\right)} \mathcal{U}_{t, \mu_{s}} R_{s} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t \leq T,  \tag{9.90}\\
\tilde{\psi}_{t}= & \int_{0}^{t} \mathcal{T}_{t-s} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t \leq T, \tag{9.91}
\end{align*}
$$

$\mathcal{Y}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{U}), Q$ is a solution of the Riccati equation (3.9), the pair $\left(P^{00}, \tilde{P}^{01}\right)$ is a solution of the system of equations (9.39)-(9.40) and $\bar{z}$ is the innovation process defined by

$$
\begin{equation*}
d \bar{z}_{t}=d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t, 0<t \leq T, \bar{z}_{0}=0 \tag{9.92}
\end{equation*}
$$

with $z^{*}=z^{u^{*}}$.
Proof. Let $M_{t}=B_{t}^{*} Q_{t}+L_{t}$ and $N_{s, t}=B_{t}^{*} \mathcal{Y}_{s, t}^{*} Q_{s}$ in Theorem 9.7. Then from Theorems 5.28 and 9.7 , it is easily seen that there exists a unique optimal stochastic regulator in the problem (9.86)-(9.88) and, by Theorem 5.16, the respective optimal control has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathbf{E}_{t}^{*} x_{t}^{*}-G_{t}^{-1} B_{t}^{*} \mathbf{E}_{t}^{*} \int_{t}^{T} \mathcal{Y}_{s, t}^{*} Q_{s} \Phi_{s} d w_{s}, \text { a.e. } t \in \mathbf{T} \tag{9.93}
\end{equation*}
$$

where $x_{t}^{*}=x_{t}^{u^{*}}$ and $\mathbf{E}_{t}^{*}=\mathbf{E}\left(\cdot \mid z_{s}^{*} ; 0 \leq s \leq t\right)$. Since $u^{*} \in U_{\text {ad }}$, by Proposition 5.5, $\mathbf{E}_{t}^{*}=\mathbf{E}_{t}^{0}=\mathbf{E}\left(\cdot \mid z_{s}^{0} ; 0 \leq s \leq t\right)$, where $z^{0}$ is the observation process corresponding to zero control $u=0$. Similar to the proof of Proposition 6.19, one can show that in the definition (9.92) of the innovation process $\bar{z}$, the processes $z^{*}$ and $x^{*}$ can be replaced by $z^{u}$ and $x^{u}$, respectively, for any $u \in U_{\text {ad }}$. Hence, (9.92) and (9.45) define the same process $\bar{z}$. Thus, using (9.42)-(9.44) in (9.93), we obtain the formulae (9.89)-(9.91) for the optimal control $u^{*}$ in the problem (9.86)-(9.88).

Example 9.20 (Navigation of Earth orbiting satellites). Consider a linear regulator version of the filtering problem from Example 9.9. For this assume that the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{s}}\right)$ hold so that $\mathcal{U} \in \mathcal{S}(X)$ and $A$ is the infinitesimal generator of $\mathcal{U}$ and let $\mu_{t}=t+\varepsilon, 0 \leq t \leq T$. Then from Theorem 9.19 and Example 9.9, it follows that the optimal control $u^{*}$ in the problem (9.86)-(9.88) has the form

$$
\begin{aligned}
u_{t}^{*}= & -G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \hat{x}_{t}^{*}-G_{t}^{-1} B_{t}^{*} \int_{t}^{\min (T, t+\varepsilon)} \mathcal{Y}_{s, t}^{*} Q_{s} \psi_{t, t-s} d s \\
& -G_{t}^{-1} B_{t}^{*} \int_{\max (\varepsilon, t)}^{\min (T, t+\varepsilon)} \mathcal{Y}_{s, t}^{*} Q_{s} \Phi_{s} \bar{R} \bar{V}^{-1} \Psi_{s-\varepsilon}^{-1} d \bar{z}_{s-\varepsilon}, 0 \leq t \leq T
\end{aligned}
$$

where $\hat{x}^{*}$ satisfies (in the mild sense)

$$
\left\{\begin{array}{l}
d \hat{x}_{t}^{*}=\left(A \hat{x}_{t}^{*}+\psi_{t, 0}+B_{t} u_{t}^{*}\right) d t+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} d \bar{z}_{t}+\Phi_{t} \bar{R} \bar{V}^{-1} \Psi_{t-\varepsilon}^{-1} d \bar{z}_{t-\varepsilon} \\
(\partial / \partial t+\partial / \partial \theta) \psi_{t, \theta} d t=P_{t, \theta}^{01 *} C_{t}^{*}\left(\Psi_{t} \bar{V} \Psi_{t}^{*}\right)^{-1} d \bar{z}_{t} \\
\hat{x}_{0}^{*}=0, \psi_{0, \theta}=\psi_{t,-\varepsilon}=0, \bar{z}_{\theta}=0, a . e . \theta \in[-\varepsilon, 0], 0<t \leq T
\end{array}\right.
$$

$Q$ is a solution of the equation (3.9) and $P^{01}$ is as defined in Example 9.9.

### 9.6 Concluding Remarks

After hard calculations in this section we obtained the formulae (9.89)-(9.91) for the optimal control and for the optimal filter in the linear stochastic regulator and filtering problems determined by (9.86)-(9.88). The application of these formulae to navigation of Earth orbiting satellites was considered in Example 9.20. A disadvantage of the method applied in this section is that it requires a routine of calculations. More malleable and promising method of study will be presented in the next section.

Finalizing this section, note that the formulae (9.89)-(9.91) as well as (9.67) can be written in more convenient form. To demonstrate, let us use the informal equality

$$
d \bar{z}_{t}=\bar{z}_{t}^{\prime} d t
$$

Introduce a new function $\varphi$ by

$$
\tilde{\varphi}_{t}=\tilde{\psi}_{t}+\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} R_{r} V_{r}^{-1} \bar{z}_{r}^{\prime} d r, 0 \leq t \leq T
$$

where $\tilde{\psi}$ is defined by (9.91). Similar to (9.52), we can write

$$
\begin{aligned}
& {\left[\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} \mathcal{T}_{\mu_{r}-t}^{*} \Gamma^{*} R_{r} V_{r}^{-1} \bar{z}_{r}^{\prime} d r\right]_{\theta}} \\
& \quad=\left[\begin{array}{ll}
\int_{\max \left(0, \mu_{0}-t\right)}^{\mu_{t}-t}\left(\mu^{-1}\right)_{t+r}^{\prime} \mathcal{T}_{r}^{*} \Gamma^{*} R_{\mu_{t+r}^{-1}} V_{\mu_{t+r}^{-1}}^{-1} \bar{z}_{\mu_{t+r}^{-1}}^{\prime-1} d r
\end{array}\right]_{\theta} \\
& \quad=\left\{\begin{array}{ll}
\left(\mu^{-1}\right)_{t-\theta}^{\prime} R_{\mu_{t-\theta}^{-1}} V_{\mu_{t-\theta}^{-1}}^{-1} \bar{z}_{\mu_{t-\theta}^{\prime}}^{-1}, & t-\mu_{t} \leq \theta \leq \min \left(0, t-\mu_{0}\right) \\
0, & \text { otherwise }
\end{array}\right\} .
\end{aligned}
$$

Using this equality one can derive

$$
\begin{aligned}
\int_{t}^{\min (T, t+\varepsilon)} \mathcal{Y}_{s, t}^{*} Q_{s}\left[\tilde{\varphi}_{t}\right]_{t-s} d s= & \int_{t}^{\min (T, t+\varepsilon)} \mathcal{Y}_{s, t}^{*} Q_{s}\left[\tilde{\psi}_{t}\right]_{t-s} d s \\
& +\int_{\max \left(0, \mu_{t}^{-1}\right)}^{\min \left(t, \mu_{T}^{-1}\right)} \mathcal{Y}_{\mu_{s}, t}^{*} Q_{\mu_{s}} R_{s} V_{s}^{-1} d \bar{z}_{s}, \text { a.e. } t \in \mathbf{T} \\
\int_{0}^{t} \mathcal{U}_{t, s} \Gamma \tilde{\varphi}_{s} d s= & \int_{0}^{t} \mathcal{U}_{t, s} \Gamma \tilde{\psi}_{s} d s+\int_{0}^{\max \left(0, \mu_{t}^{-1}\right)} \mathcal{U}_{t, \mu_{s}} R_{s} V_{s}^{-1} d \bar{z}_{s}
\end{aligned}
$$

Hence, the equations (9.89)-(9.91) can be written as

$$
\begin{aligned}
& u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \hat{x}_{t}^{*}-G_{t}^{-1} B_{t}^{*} \int_{t}^{\min (T, t+\varepsilon)} \mathcal{Y}_{s, t}^{*} Q_{s}\left[\tilde{\varphi}_{t}\right]_{t-s} d s, \text { a.e. } t \in \mathbf{T} \\
& \hat{x}_{t}^{*}=\int_{0}^{t} \mathcal{U}_{t, s}\left(\Gamma \tilde{\varphi}_{s}+B_{s} u_{s}^{*}\right) d s+\int_{0}^{t} \mathcal{U}_{t, s} P_{s}^{00} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t \leq T \\
& \tilde{\varphi}_{t}=\int_{0}^{t} \mathcal{T}_{t-s} \tilde{P}_{s}^{01 *} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}+\int_{\max \left(\mu_{t}^{-1}, 0\right)}^{t} \mathcal{T}_{\mu_{s}-t}^{*} \Gamma^{*} R_{s} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t \leq T
\end{aligned}
$$

Also, one can derive

$$
\mathcal{E}_{t, \tau} \tilde{\varphi}_{\tau}=\mathcal{E}_{t, \tau} \tilde{\psi}_{\tau}+\int_{\max \left(\mu_{\tau}^{-1}, 0\right)}^{\min \left(\mu_{t}^{-1}, \tau\right)}\left\{\begin{array}{ll}
\mathcal{U}_{t, \mu_{s}}, & t \geq \mu_{0} \\
0, & t<\mu_{0}
\end{array}\right\} R_{s} V_{s}^{-1} d \bar{z}_{s}
$$

implying a more simple equation

$$
\hat{x}_{t}^{\tau}=\mathcal{U}_{t, \tau} \hat{x}_{\tau}+\mathcal{E}_{t, \tau} \tilde{\varphi}_{\tau}, 0 \leq \tau \leq t \leq T,
$$

for the optimal predictor than in (9.67).

## Chapter 10

## Control and Estimation under Shifted White Noises (Revised)

In this chapter we apply a method, based on the convergence of wide band noise processes to white noise, to derive differential equations for the optimal controls and the optimal filters in the linear stochastic regulator and estimation problems under shifted white noises. This chapter is a logical continuation of the previous one but it can be read independently. The reader is recommended to read Section 9.1 for preliminary discussion of shifted white noises.

Convention. In this chapter it is always assumed that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space, $T>0$ and $\mathbf{T}=[0, T]$.

### 10.1 Preliminaries

In Chapter 9 the linear stochastic regulator and estimation problems under shifted white noises with the state noise delaying the observation noise were studied via the duality principle and the extended separation principle. Some formulae in the integral form were obtained for the respective best estimates and the optimal control. The method of study used in Chapter 9 does not allow further developments in the theory and getting more delicate results. Therefore, in this chapter we change the method of study.

In this chapter we will assume that $0<\varepsilon<T$ and consider the function $\lambda \in W^{1, \infty}(\mathbf{T}, \mathbb{R})$ satisfying

$$
\begin{equation*}
t-\varepsilon \leq \lambda_{t} \leq t, 0 \leq t \leq T, \text { and } \lambda_{s}<\lambda_{t}, 0 \leq s<t \leq T \tag{10.1}
\end{equation*}
$$

Since $\lambda$ is increasing and continuous, its inverse $\lambda^{-1}$ exists on $\left[\lambda_{0}, \lambda_{T}\right]$ and it is continuous.

We will consider two different partially observable systems under shifted noises. For this, we will consider a Wiener process $w$ on the interval $[-\varepsilon, T]$. In the first system the noises of the state (signal) and the observations will be formed by the random processes

$$
w_{\lambda_{t}} \text { and } w_{t}, 0 \leq t \leq T,
$$

respectively. Thus, the noise process of the state (signal) will be a pointwise delay of the noise process acting on the observations. This is similar to the system studied in Chapter 9 where the state (signal) and observation noises were formed by the Wiener processes $w_{t}$ and $v_{\mu_{t}}$, respectively, with the function $\mu$ satisfying the conditions in $\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{s}}\right)$ or in $\left(\mathbf{R}_{\mathbf{2}}^{\mathbf{s}}\right)$. In this chapter we prefer to consider a left translation of $w$ instead of the right translation of $v$ that was used in Chapter 9. One can observe that both these translations lead to the same case when the state (signal) noise is a delay of the observation noise.

In the second system the noises of the state and the observations will be formed by the random processes

$$
w_{t} \text { and }\left(v_{t}, w_{\lambda_{t}}\right), 0 \leq t \leq T
$$

respectively, where $v$ is a nondegenerate Wiener process independent of $w$. Thus, the second component of the noise process of the observations will be a pointwise delay of the noise process acting on the signal. Consequently, both the state (signal) noise delaying and anticipating the observation noise will be covered.

Three particular cases of the function $\lambda$, which are symmetric to the respective cases of the function $\mu$ mentioned in Chapter 9, are as follows:
(a) $\lambda_{t}=t$ (identity);
(b) $\lambda_{t}=t-\varepsilon$ with $\varepsilon>0$ (left translation);
(c) $\lambda_{t}=c t$ with $0<c<1$ (rotation).

These cases will form our examples to demonstrate the theory. Note that in accordance to the discussion given in Section 9.1, the cases (b) and (c) form shifts arising in navigation of spacecraft.

Our main aim in this chapter is to derive the formulae for the optimal filters and optimal controls in differential form. For this, we will try two methods. At first, in Section 10.2 we discuss the reduction method, successfully used in Chapters 7 and 8 , and show that this method meets a lot of difficulties as applied to shifted noises. Then in succeeding sections of this chapter we create a new promising method that is based on the convergence of wide band noise processes to white noise. We use the control and filtering results from Chapter 8 tending the wide band noise processes in these problems to white noises in a certain way.

For simplicity the underlying state, control and observation spaces will be considered as finite dimensional Euclidean spaces. But, the results can be extended to infinite dimensional spaces as well.

### 10.2 Shifted White Noises and Boundary Noises

Let us investigate if the reduction method, successfully used in Chapters 7 and 8, could be useful in this chapter. For this consider the first order partial differential equation

$$
\left\{\begin{array}{l}
(\partial / \partial t+\partial / \partial \theta) \varphi_{t, \theta}=0  \tag{10.2}\\
\varphi_{0, \theta}=0,-\lambda_{0}^{-1} \leq \theta \leq 0 \\
\varphi_{t, t-\lambda_{t}^{-1}} d t=\lambda_{\lambda_{t}^{-1}}^{\prime-1} \Phi_{\lambda_{t}^{-1}} d w_{t}, 0 \leq t \leq \lambda_{T} \\
\varphi_{t, t-T}=0, \lambda_{T}<t \leq T
\end{array}\right.
$$

This is a kind of stochastic partial differential equation disturbed by white noise along the boundary curve

$$
\theta=t-\lambda_{t}^{-1}, 0 \leq t \leq \lambda_{T}
$$

Similar to the terminology used for the systems with boundary control and boundary observations, we will refer to the equation (10.2) as a stochastic equation with boundary noise.

Obviously, the solution of the equation (10.2) has the form $\varphi_{t, \theta}=f_{t-\theta}$ for some random process $f$. Hence, the zero initial condition in (10.2) implies $\varphi_{t, 0}=$ $\varphi_{0,-t}=0$ for $0 \leq t \leq \lambda_{0}^{-1}$. Furthermore, substituting $s=\lambda_{t}^{-1}$ in the boundary condition, we obtain

$$
\varphi_{\lambda_{s}, \lambda_{s}-s} \lambda_{s}^{\prime} d s=\lambda_{s}^{\prime} \Phi_{s} d w_{\lambda_{s}}, \lambda_{0}^{-1} \leq s \leq T
$$

Since $\varphi_{s, 0}=f_{s}=\varphi_{\lambda_{s}, \lambda_{s}-s}$,

$$
\varphi_{s, 0} d s=\Phi_{s} d w_{\lambda_{s}}, \lambda_{0}^{-1} \leq s \leq T
$$

Thus, the differential $\Phi_{s} d w_{\lambda_{s}}$ that forms a shifted noise can be replaced by $\varphi_{s, 0} d s$ where $\varphi$ is the solution of the equation (10.2). Joining the equation (10.2) to the state (signal) system and enlarging the state (signal) space, we can thus reduce the partially observable system under shifted white noises to the system with correlated or independent white noises.

A disadvantage of this reduction is that the equation (10.2) contains a boundary noise. Respectively, the diffusion coefficient of the equation (10.2) is a function with unbounded operator values. Consequently, the control and filtering results from Chapter 6 can not be directly used for the reduced system. This means that the reduction method used in Chapters 7 and 8 is useless in this chapter. On the other hand, the limited nature of the duality principle as applied to problems with shifted noises was discussed in Chapter 9. Therefore, we need a more handle method for such problems. In the rest of this chapter we develop such a method that is based on approximations of white noises by wide band noises. This method is especially useful to derive optimal controls and optimal filters in differential form. It will be applied to the partially observable linear systems with the state (signal) noise delaying or anticipating the observation noise.

### 10.3 Convergence of Wide Band Noise Processes

### 10.3.1 Approximation of White Noises

Let $0<\varepsilon<T$ and denote $\sigma=2 \varepsilon$ and $\varepsilon_{n}=2^{-n} \varepsilon$. Consider the sequence of the deterministic real-valued functions $f_{n, \theta},-\sigma \leq \theta \leq 0$ :

$$
f_{n, \theta}=\left\{\begin{array}{ll}
0, & -\sigma \leq \theta \leq \varepsilon_{n}  \tag{10.3}\\
4 \varepsilon_{n}^{-2} \theta+4 \varepsilon_{n}^{-1}, & -\varepsilon_{n}<\theta \leq-\varepsilon_{n+1} \\
-4 \varepsilon_{n}^{-2} \theta, & -\varepsilon_{n+1}<\theta \leq 0
\end{array}\right\}, n=1,2, \ldots
$$

The function $f_{n}$ has the properties: it vanishes on $\left[-\sigma,-\varepsilon_{n}\right]$ and at $\theta=0$, but on the interval $\left(-\varepsilon_{n}, 0\right)$ it has a single peak $2 \varepsilon_{n}^{-1}$ that corresponds to $\theta=$ $-\varepsilon_{n+1}$. Moreover, $f_{n}$ linearly increases on $\left(-\varepsilon_{n},-\varepsilon_{n+1}\right)$ and linearly decreases on $\left(-\varepsilon_{n+1}, 0\right)$ so that the triangle formed by the graph of this function and the $\theta$-axis has a unit area, i.e.,

$$
\int_{-\sigma}^{0} f_{n, \theta} d \theta=\int_{-\varepsilon_{n}}^{0} f_{n, \theta} d \theta=1
$$

Since $f_{n, 0}=0$ and the length of the intervals $\left(-\varepsilon_{n}, 0\right)$ goes to 0 as $n \rightarrow \infty$, the pointwise limit of the functions $f_{n}$ is the zero function on $[-\sigma, 0]$. But a uniform limit of the functions $f_{n}$ does not exist since the interchange of the limit (as $n \rightarrow \infty)$ and the integral does not hold for this sequence of functions:

$$
\lim _{n \rightarrow \infty} \int_{-\sigma}^{0} f_{n, \theta} d \theta=1 \neq 0=\int_{-\sigma}^{0} \lim _{n \rightarrow \infty} f_{n, \theta} d \theta
$$

One can also calculate

$$
\int_{-\sigma}^{0} f_{n, \theta}^{2} d \theta=\frac{4}{3 \varepsilon_{n}}, n=1,2, \ldots
$$

that will be used later for technical purposes.
Now let $\Phi \in C\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{k}\right)\right)$ and define the sequence of relaxing functions

$$
\begin{equation*}
\Phi_{t, \theta}^{n}=\Phi_{t} f_{n, \theta},-\sigma \leq \theta \leq 0,0 \leq t \leq T, n=1,2, \ldots \tag{10.4}
\end{equation*}
$$

Construct the sequence of wide band noise processes $\varphi^{n}$ in the form

$$
\begin{equation*}
\varphi_{t}^{n}=\int_{\max (0, t-\sigma)}^{t} \Phi_{t, \theta-t}^{n} d w_{\theta}, 0 \leq t \leq T, n=1,2, \ldots \tag{10.5}
\end{equation*}
$$

where $w$ is an $\mathbb{R}^{n}$-valued Wiener process.
Theorem 10.1. Let $\Phi \in C\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{k}\right)\right)$ and let $w$ be an $\mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with the unit covariance matrix. Then for every $N \in C\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{k}\right)\right)$, the limit

$$
\lim _{n \rightarrow \infty} \int_{0}^{t} N_{s} \varphi_{s}^{n} d s=\int_{0}^{t} N_{s} \Phi_{s} d w_{s}
$$

holds uniformly for $t \in \mathbf{T}$ in the mean square sense, where $\varphi^{n}$ is defined by (10.3)(10.5).

Proof. The convergence holds trivially for $t=0$. Let $0<t \leq T$. For sufficiently large $n$, we have $t>\varepsilon_{n}$. For these values of $n$,

$$
\begin{align*}
& \mathbf{E}\left\|\int_{0}^{t} N_{s} \varphi_{s}^{n} d s-\int_{0}^{t} N_{s} \Phi_{s} d w_{s}\right\|^{2} \\
&= \mathbf{E}\left\|\int_{0}^{t} \int_{\max \left(0, s-\varepsilon_{n}\right)}^{s} N_{s} \Phi_{s} f_{n, \theta-s} d w_{\theta} d s-\int_{0}^{t} N_{s} \Phi_{s} d w_{s}\right\|^{2} \\
&= \mathbf{E}\left\|\int_{0}^{t} \int_{\theta}^{\min \left(\theta+\varepsilon_{n}, t\right)} N_{s} \Phi_{s} f_{n, \theta-s} d s d w_{\theta}-\int_{0}^{t} N_{\theta} \Phi_{\theta} d w_{\theta}\right\|^{2} \\
&= \int_{0}^{t}\left\|\int_{\theta}^{\min \left(\theta+\varepsilon_{n}, t\right)} N_{s} \Phi_{s} f_{n, \theta-s} d s-N_{\theta} \Phi_{\theta}\right\|^{2} d \theta \\
& \leq \int_{0}^{t-\varepsilon_{n}}\left\|\int_{\theta}^{\theta+\varepsilon_{n}} N_{s} \Phi_{s} f_{n, \theta-s} d s-N_{\theta} \Phi_{\theta}\right\|^{2} d \theta \\
&+2 \int_{t-\varepsilon_{n}}^{t}\left\|\int_{\theta}^{t} N_{s} \Phi_{s} f_{n, \theta-s} d s\right\|^{2} d \theta+2 \int_{t-\varepsilon_{n}}^{t}\left\|N_{\theta} \Phi_{\theta}\right\|^{2} d \theta \tag{10.6}
\end{align*}
$$

The first term in the right-hand side of (10.6) can be estimated as

$$
\begin{aligned}
\int_{0}^{t-\varepsilon_{n}} & \left\|\int_{\theta}^{\theta+\varepsilon_{n}} N_{s} \Phi_{s} f_{n, \theta-s} d s-N_{\theta} \Phi_{\theta}\right\|^{2} d \theta \\
& =\int_{0}^{t-\varepsilon_{n}}\left\|\int_{\theta}^{\theta+\varepsilon_{n}}\left(N_{s} \Phi_{s}-N_{\theta} \Phi_{\theta}\right) f_{n, \theta-s} d s\right\|^{2} d \theta \\
& \leq \int_{0}^{t-\varepsilon_{n}}\left(\int_{\theta}^{\theta+\varepsilon_{n}}\left\|N_{s} \Phi_{s}-N_{\theta} \Phi_{\theta}\right\|^{2} d s \cdot \int_{\theta}^{\theta+\varepsilon_{n}} f_{n, \theta-s}^{2} d s\right) d \theta \\
& \leq \frac{4}{3 \varepsilon_{n}} \int_{0}^{t-\varepsilon_{n}} \int_{\theta}^{\theta+\varepsilon_{n}}\left\|N_{s} \Phi_{s}-N_{\theta} \Phi_{\theta}\right\|^{2} d s d \theta \\
& \leq \frac{4 T}{3} \max _{\theta \in\left[0, t-\varepsilon_{n}\right]} \max _{s \in\left[0, \varepsilon_{n}\right]}\left\|N_{\theta+s} \Phi_{\theta+s}-N_{\theta} \Phi_{\theta}\right\|^{2}
\end{aligned}
$$

Since $N \Phi$ is continuous on $\mathbf{T}$, it is uniformly continuous on $\mathbf{T}$. Hence,

$$
\max _{\theta \in\left[0, t-\varepsilon_{n}\right]} \max _{s \in\left[0, \varepsilon_{n}\right]}\left\|N_{\theta+s} \Phi_{\theta+s}-N_{\theta} \Phi_{\theta}\right\|^{2} \rightarrow 0, n \rightarrow \infty, \text { uniformly in } t \in \mathbf{T}
$$

proving that the uniform (for $t \in \mathbf{T}$ ) limit of the first term in the right-hand side of (10.6) is 0 . To estimate the second term in the right-hand side of (10.6) let

$$
K=\max _{t \in \mathbf{T}}\left\|N_{t} \Phi_{t}\right\|<\infty
$$

Clearly, $0 \leq K<\infty$ since $N \Phi$ is continuous on the compact set $\mathbf{T}$. Then

$$
\begin{aligned}
2 \int_{t-\varepsilon_{n}}^{t} & \left\|\int_{\theta}^{t} N_{s} \Phi_{s} f_{n, \theta-s} d s\right\|^{2} d \theta \\
& \leq 2 \int_{t-\varepsilon_{n}}^{t}\left(\int_{t-\varepsilon_{n}}^{t}\left\|N_{s} \Phi_{s}\right\|^{2} d s \cdot \int_{\theta}^{\theta+\varepsilon_{n}} f_{n, \theta-s}^{2} d s\right) d \theta \\
\quad \leq & \frac{8 K^{2} \varepsilon_{n}^{2}}{3 \varepsilon_{n}} \rightarrow 0, n \rightarrow \infty, \text { uniformly in } t \in \mathbf{T}
\end{aligned}
$$

And, finally, for the last term in the right-hand side of (10.6), we have

$$
2 \int_{t-\varepsilon_{n}}^{t}\left\|N_{\theta} \Phi_{\theta}\right\|^{2} d \theta \leq 2 K^{2} \varepsilon_{n} \rightarrow 0, n \rightarrow \infty, \text { uniformly in } t \in \mathbf{T}
$$

Thus, the limit holds uniformly in $t \in \mathbf{T}$.
Theorem 10.1 demonstrates that a white noise process can be approximated by wide noise processes in a certain way. It has the following deterministic analog as well.

Corollary 10.2. Let $\Phi \in C\left(-\sigma, 0 ; \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{k}\right)\right)$. Then the following limit holds:

$$
\lim _{n \rightarrow \infty} \int_{-\sigma}^{0} \Phi_{\theta} f_{n, \theta} d \theta=\Phi_{0}
$$

Proof. This can be proved in the same manner as Theorem 10.1.

### 10.3.2 Approximation of Shifted White Noises

Now let $\lambda \in W^{1, \infty}(\mathbf{T}, \mathbb{R})$ satisfy the conditions in (10.1). Substituting the relaxing functions from (10.4) by

$$
\Phi_{t, \theta}^{n}=\left\{\begin{array}{ll}
\Phi_{t} f_{n, t+\theta-\lambda_{t}} \lambda_{t}^{\prime}, & \lambda_{t}-\varepsilon_{n} \leq t+\theta \leq \lambda_{t}  \tag{10.7}\\
0, & \text { otherwise }
\end{array}\right\}, 0 \leq t \leq T,-\sigma \leq \theta \leq 0
$$

we obtain the following modification of Theorem 10.1:
Theorem 10.3. Let $\lambda \in W^{1, \infty}(\mathbf{T}, \mathbb{R})$ satisfy the conditions in (10.1), let $\Phi \in$ $C\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{k}\right)\right)$ and let $w$ be an $\mathbb{R}^{n}$-valued Wiener process on $\mathbf{T}$ with the unit covariance matrix. Then for every $N \in C\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{k}\right)\right)$, the limit

$$
\lim _{n \rightarrow \infty} \int_{0}^{t} N_{s} \varphi_{s}^{n} d s=\int_{\min \left(t, \lambda_{0}^{-1}\right)}^{t} N_{s} \Phi_{s} d w_{\lambda_{s}}
$$

holds uniformly for $t \in \mathbf{T}$ in the mean square sense, where $\varphi^{n}$ is defined by (10.3), (10.5) and (10.7).

Proof. This can be done in a similar way as the proof of Theorem 10.1. Assume that $0 \leq t \leq \lambda_{0}^{-1}$. Then

$$
\int_{0}^{t} N_{s} \varphi_{s}^{n} d s=0
$$

and, hence, the limit holds trivially. Let $\lambda_{0}^{-1}<t \leq T$. For sufficiently large $n$, we have $\varepsilon_{n}<\lambda_{t}$. For these values of $n$,

$$
\begin{align*}
\mathbf{E} \| & \int_{0}^{t} N_{s} \varphi_{s}^{n} d s-\int_{\lambda_{0}^{-1}}^{t} N_{s} \Phi_{s} d w_{\lambda_{s}} \|^{2} \\
= & \mathbf{E}\left\|\int_{0}^{t} \int_{\max \left(0, \lambda_{s}-\varepsilon_{n}\right)}^{\lambda_{s}} N_{s} \Phi_{s} f_{n, \theta-\lambda_{s}} \lambda_{s}^{\prime} d w_{\theta} d s-\int_{\lambda_{0}^{-1}}^{t} N_{s} \Phi_{s} d w_{\lambda_{s}}\right\|^{2} \\
= & \mathbf{E}\left\|\int_{0}^{\lambda_{t}} \int_{\lambda_{\theta}^{-1}}^{\min \left(\lambda_{\theta+\varepsilon_{n}}^{-1}, t\right)} N_{s} \Phi_{s} f_{n, \theta-\lambda_{s}} \lambda_{s}^{\prime} d s d w_{\theta}-\int_{0}^{\lambda_{t}} N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}} d w_{\theta}\right\|^{2} \\
= & \int_{0}^{\lambda_{t}}\left\|\int_{\lambda_{\theta}^{-1}}^{\min \left(\lambda_{\theta+\varepsilon_{n}}^{-1}, t\right)} N_{s} \Phi_{s} f_{n, \theta-\lambda_{s}} \lambda_{s}^{\prime} d s-N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right\|^{2} d \theta \\
\leq & \int_{0}^{\lambda_{t}-\varepsilon_{n}}\left\|\int_{\lambda_{\theta}^{-1}}^{\lambda_{\theta+\varepsilon_{n}}^{-1}} N_{s} \Phi_{s} f_{n, \theta-\lambda_{s}} \lambda_{s}^{\prime} d s-N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right\|^{2} d \theta \\
& +2 \int_{\lambda_{t}-\varepsilon_{n}}^{\lambda_{t}}\left\|\int_{\lambda_{\theta}^{-1}}^{t} N_{s} \Phi_{s} f_{n, \theta-\lambda_{s}} \lambda_{s}^{\prime} d s\right\|^{2} d \theta+2 \int_{\lambda_{t}-\varepsilon_{n}}^{\lambda_{t}}\left\|N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right\|^{2} d \theta . \tag{10.8}
\end{align*}
$$

The first term in the right-hand side of (10.8) can be estimated as

$$
\begin{aligned}
\int_{0}^{\lambda_{t}-\varepsilon_{n}} & \left\|\int_{\lambda_{\theta}^{-1}}^{\lambda_{\theta+\varepsilon_{n}}^{-1}} N_{s} \Phi_{s} f_{n, \theta-\lambda_{s}} \lambda_{s}^{\prime} d s-N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right\|^{2} d \theta \\
& =\int_{0}^{\lambda_{t}-\varepsilon_{n}}\left\|\int_{\theta}^{\theta+\varepsilon_{n}} N_{\lambda_{s}^{-1}} \Phi_{\lambda_{s}^{-1}} f_{n, \theta-s} d s-N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right\|^{2} d \theta \\
& =\int_{0}^{\lambda_{t}-\varepsilon_{n}}\left\|\int_{\theta}^{\theta+\varepsilon_{n}}\left(N_{\lambda_{s}^{-1}} \Phi_{\lambda_{s}^{-1}}-N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right) f_{n, \theta-s} d s\right\|^{2} d \theta \\
& \leq \int_{0}^{\lambda_{t-\varepsilon_{n}}}\left(\int_{\theta}^{\theta+\varepsilon_{n}}\left\|N_{\lambda_{s}^{-1}} \Phi_{\lambda_{s}^{-1}}-N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right\|^{2} d s \cdot \int_{\theta}^{\theta+\varepsilon_{n}} f_{n, \theta-s}^{2} d s\right) d \theta \\
& \leq \frac{4}{3 \varepsilon_{n}} \int_{0}^{\lambda_{t-\varepsilon_{n}}} \int_{\theta}^{\theta+\varepsilon_{n}}\left\|N_{\lambda_{s}^{-1}} \Phi_{\lambda_{s}^{-1}}-N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right\|^{2} d s d \theta \\
& \leq \frac{4 T}{3} \max _{\theta \in\left[0, \lambda_{t-\varepsilon_{n}}\right]}^{\max }\left\|_{s \in\left[0, \varepsilon_{n}\right]}\right\| N_{\lambda_{\theta+s}^{-1}} \Phi_{\lambda_{\theta+s}^{-1}}-N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}} \|^{2} .
\end{aligned}
$$

Since the composition of the functions $N \Phi$ and $\lambda^{-1}$ is continuous on the closed interval $\left[0, \lambda_{T}\right]$, it is uniformly continuous on $\left[0, \lambda_{T}\right]$. Hence,
$\max _{\theta \in\left[0, \lambda_{t-\varepsilon_{n}}\right]} \max _{s \in\left[0, \varepsilon_{n}\right]}\left\|N_{\lambda_{\theta+s}^{-1}} \Phi_{\lambda_{\theta+s}^{-1}}-N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right\|^{2} \rightarrow 0, n \rightarrow \infty$, uniformly in $t \in\left[\lambda_{0}^{-1}, T\right]$,
proving that the uniform limit of the first term in the right-hand side of (10.8) is equal to 0 . To estimate the second term in the right-hand side of (10.8) let

$$
K=\max _{t \in\left[\lambda_{0}^{-1}, T\right]}\left\|N_{t} \Phi_{t}\right\|
$$

Then

$$
\begin{aligned}
& 2 \int_{\lambda_{t}-\varepsilon_{n}}^{\lambda_{t}}\left\|\int_{\lambda_{\theta}^{-1}}^{t} N_{s} \Phi_{s} f_{n, \theta-\lambda_{s}} \lambda_{s}^{\prime} d s\right\|^{2} d \theta \\
& \quad=2 \int_{\lambda_{t}-\varepsilon_{n}}^{\lambda_{t}}\left\|\int_{\theta}^{\lambda_{t}} N_{\lambda_{s}^{-1}} \Phi_{\lambda_{s}^{-1}} f_{n, \theta-s} d s\right\|^{2} d \theta \\
& \quad \leq 2 \int_{\lambda_{t}-\varepsilon_{n}}^{\lambda_{t}}\left(\int_{\lambda_{t}-\varepsilon_{n}}^{\lambda_{t}}\left\|N_{\lambda_{s}^{-1}} \Phi_{\lambda_{s}^{-1}}\right\|^{2} d s \cdot \int_{\theta}^{\theta+\varepsilon_{n}} f_{n, \theta-s}^{2} d s\right) d \theta \\
& \quad \leq \frac{8 K^{2} \varepsilon_{n}^{2}}{3 \varepsilon_{n}} \rightarrow 0, n \rightarrow \infty, \text { uniformly in } t \in\left[\lambda_{0}^{-1}, T\right]
\end{aligned}
$$

And, finally, for the last term in the right-hand side of (10.8), we have

$$
2 \int_{\lambda_{t}-\varepsilon_{n}}^{\lambda_{t}}\left\|N_{\lambda_{\theta}^{-1}} \Phi_{\lambda_{\theta}^{-1}}\right\|^{2} d \theta \leq 2 K^{2} \varepsilon_{n} \rightarrow 0, n \rightarrow \infty, \text { uniformly in } t \in\left[\lambda_{0}^{-1}, T\right]
$$

Thus, the limit holds uniformly for $t \in \mathbf{T}$.
Theorem 10.3 demonstrates how to approximate a shifted white noise process by wide band noise processes.

### 10.4 State Noise Delaying Observation Noise

### 10.4.1 Setting of the Problem

Consider the problem (9.86)-(9.88) from Section 9.5 which we write in the following differential form:

$$
\begin{align*}
d x_{t} & =\left(A x_{t}+B_{t} u_{t}\right) d t+\Phi_{t} d w_{\lambda_{t}}, x_{0} \text { is given }, 0<t \leq T  \tag{10.9}\\
d z_{t} & =C_{t} x_{t} d t+\Psi_{t} d w_{t}, z_{0}=0,0<t \leq T  \tag{10.10}\\
J(u) & =\mathbf{E}\left(\left\langle x_{T}, Q_{T} x_{T}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{l}
x_{t} \\
u_{t}
\end{array}\right],\left[\begin{array}{ll}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{l}
x_{t} \\
u_{t}
\end{array}\right]\right\rangle d t\right) \tag{10.11}
\end{align*}
$$

In this section $A \in \mathcal{L}\left(\mathbb{R}^{k}\right), B \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{m}, \mathbb{R}^{k}\right)\right), C \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{k}, \mathbb{R}^{n}\right)\right)$, $\Phi \in W^{1,2}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{k}\right)\right), \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right), w$ is an $\mathbb{R}^{n}$-valued Wiener process on $[-\varepsilon, T]$ with the covariance matrix $I, 0<\varepsilon<T, \lambda \in W^{1, \infty}(\mathbf{T}, \mathbb{R})$ is a function satisfying the conditions in (10.1), $x_{0}$ is an $\mathbb{R}^{k}$-valued Gaussian random
variable with $\mathbf{E} x_{0}=0, x_{0}$ and $w$ are independent, $Q_{T} \in \mathcal{L}\left(\mathbb{R}^{k}\right), Q_{T} \geq 0, F \in$ $L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{k}\right)\right), G, G^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{m}\right)\right), L \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{k}, \mathbb{R}^{m}\right)\right), G_{t}>0$ and $F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0$ for a.e. $t \in \mathbf{T}$.

These conditions are the same as the conditions $\left(\mathbf{R}_{\mathbf{1}}^{\mathbf{s}}\right)-\left(\mathbf{R}_{\mathbf{3}}^{\mathbf{s}}\right)$ under $X=\mathbb{R}^{k}$, $U=\mathbb{R}^{m}, H=\mathbb{R}^{n}$, fortified with the smoothness condition on $\Phi$. For simplicity, we let $v=w$. Note that we take $A$ as independent of the time variable, since we will refer to the results from Section 8.3.5. In general the results presented below are valid if, say, $A \in C\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{k}\right)\right)$. We will denote

$$
P_{0}=\operatorname{cov} x_{0}, \sigma=2 \varepsilon \text { and } \varepsilon_{n}=2^{-n} \varepsilon
$$

### 10.4.2 Approximating Problems

One can observe that in the problem (10.9)-(10.11) the noise processes of the state and the observations are independent of the interval $\left[0, \lambda_{0}^{-1}\right]$. Starting at time moment $\lambda_{0}^{-1}$ the state noise is a pointwise delay of the observation noise. Hence, we can keep the state noise up to time moment $\lambda_{0}^{-1}$ and then approximate it by wide band noise processes in accordance with Theorem 10.3. Then we obtain the following sequence of state-observation systems:

$$
\begin{align*}
d x_{t} & =\left(A x_{t}+B_{t} u_{t}+\varphi_{t}^{n}\right) d t+\Phi_{t} \chi_{\left[0, \lambda_{0}^{-1}\right)}(t) d w_{\lambda_{t}}, x_{0} \text { is given, } 0<t \leq T  \tag{10.12}\\
d z_{t} & =C_{t} x_{t} d t+\Psi_{t} d w_{t}, \quad z_{0}=0,0<t \leq T \tag{10.13}
\end{align*}
$$

where $\varphi^{n}$ is defined by (10.3), (10.5) and (10.7).
Note that while $w_{t},-\varepsilon \leq t \leq T$ is assumed to be a Wiener process, $w_{\lambda_{t}}$, $0 \leq t \leq T$, may not be a Wiener process. In two particular cases when $\lambda_{t}=t-\varepsilon$ and $\lambda_{t}=c t$ with $0<c<1$ it can be considered as a Wiener process. Indeed, in the first case, $w_{t-\varepsilon}$ is clearly a Wiener process on $[0, T]$. In the second case, by Proposition 4.16, the random process

$$
w_{t}^{1}=\frac{1}{\sqrt{c}}\left(w_{c t}-w_{0}\right), 0 \leq t \leq T
$$

is a Wiener process with the covariance matrix $I$. So, we can replace the term $\Phi_{t} \chi_{\left[0, \lambda_{0}^{-1}\right)}(t) d w_{c t}$ in (10.12) by $\sqrt{c} \Phi_{t} \chi_{\left[0, \lambda_{0}^{-1}\right)}(t) d w_{t}^{1}$.

In the general case of function $\lambda$ satisfying the conditions in (10.1), following from

$$
\begin{aligned}
\operatorname{cov}\left(\int_{0}^{t} \Phi_{r} d w_{\lambda_{r}}, \int_{0}^{s} \Phi_{r} d w_{\lambda_{r}}\right) & =\operatorname{cov}\left(\int_{\lambda_{0}}^{\lambda_{t}} \Phi_{\lambda_{r}^{-1}} d w_{r}, \int_{\lambda_{0}}^{\lambda_{s}} \Phi_{\lambda_{r}^{-1}} d w_{r}\right) \\
& =\int_{\lambda_{0}}^{\min \left(\lambda_{t}, \lambda_{s}\right)} \Phi_{\lambda_{r}^{-1}} \Phi_{\lambda_{r}^{-1}}^{*} d r \\
& =\int_{0}^{\min (t, s)}\left(\sqrt{\lambda_{r}^{\prime}} \Phi_{r}\right)\left(\sqrt{\lambda_{r}^{\prime}} \Phi_{r}\right)^{*} d r,
\end{aligned}
$$

we can replace the term $\Phi_{t} \chi_{\left[0, \lambda_{0}^{-1}\right)}(t) d w_{\lambda_{t}}$ in (10.12) by $\sqrt{\lambda_{t}^{\prime}} \Phi_{t} \chi_{\left[0, \lambda_{0}^{-1}\right)}(t) d w_{t}^{1}$ assuming that $w^{1}$ is an $\mathbb{R}^{n}$-valued Wiener process on $[0, T]$ that is independent of $\left(x_{0}, w\right)$ and has the covariance matrix $I$.

This enables us to write the following formulae from Example 8.25 for the optimal control $u^{n}$ and for the best estimate $\hat{x}^{n}$ in the linear stochastic regulator and filtering problems determined by (10.11)-(10.13):

$$
\begin{gather*}
u_{t}^{n}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{n} \\
\quad-G_{t}^{-1} B_{t}^{*} \int_{\max (-\sigma, t-T)}^{0} \mathcal{Y}_{t-\theta, t}^{*} Q_{t-\theta}^{00} \psi_{t, \theta}^{n} d \theta, \text { a.e. } t \in \mathbf{T}  \tag{10.14}\\
\left\{\begin{aligned}
d \hat{x}_{t}^{n}= & \left(A \hat{x}_{t}^{n}+\psi_{t, 0}^{n}+B_{t} u_{t}^{n}\right) d t+P_{n, t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} \\
\times & \times\left(d z_{t}^{n}-C_{t} \hat{x}_{t}^{n} d t\right), \hat{x}_{0}^{n}=0,0<t \leq T, \\
(\partial / \partial t & +\partial / \partial \theta) \psi_{t, \theta}^{n} d t=\left(P_{n, t, \theta}^{01 *} C_{t}^{*}+\bar{\Phi}_{t, \theta}^{n} \Psi_{t}^{*}\right)\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} \\
\times & \left(d z_{t}^{n}-C_{t} \hat{x}_{t}^{n} d t\right), \psi_{0, \theta}^{n}=\psi_{t,-\sigma}^{n}=0,-\sigma \leq \theta \leq 0,0<t \leq T
\end{aligned}\right. \tag{10.15}
\end{gather*}
$$

where $\left(P_{n}^{00}, P_{n}^{01}, P_{n}^{11}\right)$ is a solution of the system of equations

$$
\begin{align*}
\frac{d}{d t} P_{n, t}^{00} & -P_{n, t}^{00} A^{*}-A P_{n, t}^{00}-P_{n, t, 0}^{01}-P_{n, t, 0}^{01 *}-\Phi_{t} \Phi_{t}^{*} \chi_{\left[0, \lambda_{0}^{-1}\right)}(t) \lambda_{t}^{\prime} \\
& \quad+P_{n, t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{n, t}^{00}=0, P_{n, 0}^{00}=P_{0}, 0<t \leq T  \tag{10.16}\\
\left(\frac{\partial}{\partial t}+\right. & \left.\frac{\partial}{\partial \theta}\right) P_{n, t, \theta}^{01}-A P_{n, t, \theta}^{01}-P_{n, t, 0, \theta}^{11}+P_{n, t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} \\
& \times\left(C_{t} P_{n, t, \theta}^{01}+\Psi_{t} \bar{\Phi}_{t, \theta}^{n *}\right)=0, P_{n, 0, \theta}^{01}=P_{n, t,-\sigma}^{01}=0 \\
& \quad-\sigma \leq \theta \leq 0,0<t \leq T  \tag{10.17}\\
\left(\frac{\partial}{\partial t}+\right. & \left.\frac{\partial}{\partial \theta}+\frac{\partial}{\partial \tau}\right) P_{n, t, \theta, \tau}^{11}-\bar{\Phi}_{t, \theta}^{n} \bar{\Phi}_{t, \tau}^{n *}+\left(P_{n, t, \theta}^{01 *} C_{t}^{*}+\bar{\Phi}_{t, \theta}^{n} \Psi_{t}^{*}\right)\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} \\
& \times\left(C_{t} P_{n, t, \tau}^{01}+\Psi_{t} \bar{\Phi}_{t, \tau}^{n *}\right)=0, P_{n, 0, \theta, \tau}^{11}=P_{n, t,-\sigma, \tau}^{11}=P_{n, t, \theta,-\sigma}^{11}=0 \\
& \quad-\sigma \leq \theta \leq 0,-\sigma \leq \tau \leq 0,0<t \leq T \tag{10.18}
\end{align*}
$$

$Q^{00}$ is a solution of

$$
\begin{align*}
& \frac{d}{d t} Q_{t}^{00}+Q_{t}^{00} A+A^{*} Q_{t}^{00}+F_{t} \\
& \quad-\left(Q_{t}^{00} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right)=0, Q_{T}^{00}=Q_{T}, 0 \leq t<T \tag{10.19}
\end{align*}
$$

$Q^{01}$ and $Q^{11}$ are defined by

$$
\begin{gather*}
Q_{t, \theta}^{01}=\left\{\begin{array}{ll}
\mathcal{Y}_{t-\theta, t}^{*} Q_{t-\theta}^{00}, & \theta \geq t-T \\
0, & \theta<t-T
\end{array}\right\},-\sigma \leq \theta \leq 0,0 \leq t \leq T,  \tag{10.20}\\
Q_{t, \theta, \tau}^{11}=\left\{\begin{array}{l}
Q_{t-\theta, \tau-\theta}^{01}, \\
Q_{t-\tau, \theta-\tau}^{01}, \\
Q_{1} \geq \tau \\
\quad
\end{array}\right\}-\int_{t}^{\min (t-\theta, t-\tau)} Q_{s, \theta+s-t}^{01 *} B_{s} G_{s}^{-1} B_{s}^{*} Q_{s, \tau+s-t}^{01} d s, \\
\quad-\sigma \leq 0,-\sigma \leq \tau \leq 0,0 \leq t \leq T \tag{10.21}
\end{gather*}
$$

$\mathcal{Y}$ is the fundamental matrix of $A-B_{t} G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right)$ and $\bar{\Phi}^{n}$ is defined by

$$
\bar{\Phi}_{t, \theta}^{n}= \begin{cases}\Phi_{t-\theta} f_{n, t-\lambda_{t-\theta}} \lambda_{t-\theta}^{\prime}, & \min \left(\lambda_{t}^{-1}, T\right) \leq t-\theta \leq \min \left(\lambda_{t+\varepsilon_{n}}^{-1}, T\right)  \tag{10.22}\\ 0, & \text { otherwise }\end{cases}
$$

for $0 \leq t \leq T$. The covariance of the error of estimation and the minimum of the functional are given by

$$
\begin{equation*}
\operatorname{cov}\left(x_{t}^{n}-\hat{x}_{t}^{n}\right)=P_{n, t}^{00}, \quad 0 \leq t \leq T \tag{10.23}
\end{equation*}
$$

and

$$
\begin{align*}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T}^{00} P_{n, T}^{00}\right)+\operatorname{tr} \int_{0}^{T}\left(F_{t} P_{n, t}^{00}+\Psi_{t}^{-1} C_{t} P_{n, t}^{00} Q_{t}^{00} P_{n, t}^{00} C_{t}^{*} \Psi_{t}^{-1 *}\right) d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{-\sigma}^{0} \Psi_{t}^{-1} C_{t} P_{n, t}^{00} Q_{t, \theta}^{01}\left(P_{n, t, \theta}^{01 *} C_{t}^{*}+\bar{\Phi}_{t, \theta}^{n} \Psi_{t}^{*}\right) \Psi_{t}^{-1 *} d \theta d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{-\sigma}^{0} \Psi_{t}^{-1}\left(C_{t} P_{n, t, \theta}^{01}+\Psi_{t} \bar{\Phi}_{t, \theta}^{n *}\right) Q_{t, \theta}^{01 *} P_{n, t}^{00} C_{t}^{*} \Psi_{t}^{-1 *} d \theta d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{-\sigma}^{0} \int_{-\sigma}^{0} \Psi_{t}^{-1}\left(C_{t} P_{n, t, \theta}^{01}+\Psi_{t} \bar{\Phi}_{t, \theta}^{n *}\right) Q_{t, \theta, \tau}^{11} \\
& \times\left(P_{n, t, \tau}^{01 *} C_{t}^{*}+\bar{\Phi}_{t, \tau}^{n} \Psi_{t}^{*}\right) \Psi_{t}^{-1 *} d \tau d \theta d t \tag{10.24}
\end{align*}
$$

Note that since the underlying spaces are finite dimensional, the solutions of the equations in (10.15)-(10.19) are in the ordinary sense and the integrals in (10.21) and (10.24) are uniform Bochner integrals.

### 10.4.3 Optimal Control and Optimal Filter

The results presented in this section are not yet mathematically strictly proved, but they are evident. The starting point in this section is as follows. Let $u^{*}$ be the optimal control, $x^{*}$ and $z^{*}$ be the state and observation processes, respectively, corresponding to the optimal control and $\hat{x}_{t}^{*}$ be the best estimate of $x_{t}^{*}$ based on $z_{s}^{*}$, $0 \leq s \leq t$, in the linear stochastic regulator and filtering problems determined by (10.9)-(10.11). From the results of Chapter 9, it follows that the processes $u^{*}, x^{*}$, $z^{*}$ and $\hat{x}^{*}$ exist and they are unique. Denote by $u^{n}, x^{n}, z^{n}$ and $\hat{x}^{n}$ the respective processes in the linear stochastic regulator and filtering problems determined by (10.11)-(10.13). From the results of Chapter 8, they exist and are unique as well. The formulae for them are given by (10.14)-(10.22) and (10.3). Assume that

$$
\hat{x}_{t}^{*}=\int_{0}^{t} K_{t, s}^{*} d z_{s}^{*} \text { and } \hat{x}_{t}^{n}=\int_{0}^{t} K_{t, s}^{n} d z_{s}^{n}, 0 \leq t \leq T
$$

We assert that if $K_{t, .}^{n} \rightarrow K_{t, \text {. }}^{*}$ as $n \rightarrow \infty$ in the mean square sense, then

$$
u_{t}^{n} \rightarrow u_{t}^{*}, x_{t}^{n} \rightarrow x_{t}^{*}, z_{t}^{n} \rightarrow z_{t}^{*} \text { and } \hat{x}_{t}^{n} \rightarrow \hat{x}_{t}^{*} \text { as } n \rightarrow \infty
$$

in the mean square sense. Indeed, at first one can show that, if the systems (10.9)(10.10) and (10.12)-(10.13) are considered under the zero control $u=0$, then the convergence of the signal, observation and best estimate processes in the above mentioned sense, is assured. Then write the optimal controls in terms of differentials of the respective observation processes corresponding to the zero control (see Lemma 5.25) and show the convergence of the respective kernel functions. In this step the convergence properties of Volterra integral equations must be used. As far as the convergence of optimal controls is proved, one can easily go on to prove the convergence of the sequences of the other related processes.

Thus, we conclude that if we move $n$ to $\infty$ in the formulae (10.14)-(10.21), then in the limit we obtain the equations for the optimal control and for the optimal filter in the linear stochastic regulator and filtering problems determined by (10.9)-(10.11). For this, note that by Corollary 10.2,

$$
\begin{aligned}
\int_{-\sigma}^{0} \bar{\Phi}_{t, \theta}^{n} d \theta & =\int_{t-\lambda_{t+\varepsilon_{n}}^{-1}}^{t-\lambda_{t-\theta}^{-1}} \Phi_{t, t-\lambda_{t-\theta}} \lambda_{t-\theta}^{\prime} d \theta \\
& =\int_{-\varepsilon_{n}}^{0} \Phi_{\lambda_{t-\theta}^{-1}} f_{n, \theta} d \theta \rightarrow \Phi_{\lambda_{t}^{-1}} \text { as } n \rightarrow \infty \text { if } 0<t \leq \lambda_{T}
\end{aligned}
$$

and

$$
\int_{-\sigma}^{0} \bar{\Phi}_{t, \theta}^{n} d \theta=0 \text { if } \lambda_{T}<t \leq T
$$

So,

$$
\int_{-\sigma}^{0} \bar{\Phi}_{t, \theta}^{n} d \theta \rightarrow\left\{\begin{array}{ll}
\Phi_{\lambda_{t}^{-1}}, & 0<t \leq \lambda_{T}  \tag{10.25}\\
0, & \lambda_{T}<t \leq T
\end{array}\right\} \text { as } n \rightarrow \infty
$$

Now denote by $P^{00}, P^{01}$ and $P^{11}$ the limits of $P_{n}^{00}, P_{n}^{01}$ and $P_{n}^{11}$ assuming that they exist. Then the equation (10.16) in the limit produces

$$
\begin{align*}
& \frac{d}{d t} P_{t}^{00}-P_{t}^{00} A^{*}-A P_{t}^{00}-P_{t, 0}^{01}-P_{t, 0}^{01 *}-\Phi_{t} \Phi_{t}^{*} \chi_{\left[0, \lambda_{0}^{-1}\right)}(t) \lambda_{t}^{\prime} \\
& \quad+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t}^{00}=0, P_{0}^{00}=P_{0}, 0<t \leq T \tag{10.26}
\end{align*}
$$

To study the limits in equations (10.17) and (10.18), define the function

$$
\mu_{t}= \begin{cases}t-\lambda_{t}^{-1}, & 0<t \leq \lambda_{T}  \tag{10.27}\\ t-T, & \lambda_{T}<t \leq T\end{cases}
$$

and let

$$
\begin{aligned}
& S_{1}=\left\{(t, \theta):-\sigma \leq \theta<\mu_{t}, 0<t \leq T\right\} \\
& S_{2}=\left\{(t, \theta, \tau):(t, \theta) \in S_{1} \text { or }(t, \tau) \in S_{1}\right\}
\end{aligned}
$$

Since $\bar{\Phi}_{t, \theta}^{n} \rightarrow 0$ as $n \rightarrow \infty$ for $(t, \theta) \in S_{1}$, in the limit the equations (10.17) and (10.18) produce homogenous equations on $S_{1}$ and $S_{2}$, respectively, with the zero initial and boundary conditions. Hence, $P_{t, \theta}^{01}=0$ on $S_{1}$ and $P_{t, \theta, \tau}^{11}=0$ on $S_{2}$.

Furthermore, taking limits as $n \rightarrow \infty$ in (10.17)-(10.18) and using (10.25), at the value $\theta=\tau=\mu_{t}$, we obtain

$$
P_{t, \mu_{t}, \mu_{t}}^{11}=0 \text { and } P_{t, \mu_{t}}^{01}= \begin{cases}-P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *} \Phi_{\lambda_{t}^{-1}}^{*}, & 0<t \leq \lambda_{T} \\ 0, & \lambda_{T}<t \leq T\end{cases}
$$

If $\theta=\mu_{t}$ and $\mu_{t}<\tau \leq 0$, then the limit in (10.18) produces

$$
\left[\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \tau}\right) P_{t, \theta, \tau}^{11}\right]_{\theta=\mu_{t}}+\left\{\begin{array}{ll}
\Phi_{\lambda_{t}^{-1}} \Psi_{t}^{-1} C_{t} P_{t, \tau}^{01}, & 0<t \leq \lambda_{T} \\
0, & \lambda_{T}<t \leq T
\end{array}\right\}=0
$$

Similarly, if $\tau=\mu_{t}$ and $\mu_{t}<\theta \leq 0$, then

$$
\left[\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \theta}\right) P_{t, \theta, \tau}^{11}\right]_{\tau=\mu_{t}}+\left\{\begin{array}{ll}
P_{t, \theta}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} \Phi_{\lambda_{t}^{-1}}^{*}, & 0<t \leq \lambda_{T} \\
0, & \lambda_{T}<t \leq T
\end{array}\right\}=0
$$

For $\mu_{t}<\theta \leq 0$, the limit in (10.17) produces

$$
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \theta}\right) P_{t, \theta}^{01}-A P_{t, \theta}^{01}-P_{t, 0, \theta}^{11}+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t, \theta}^{01}=0
$$

and for $\mu_{t}<\theta \leq 0$ and $\mu_{t}<\tau \leq 0$, the limit in (10.18) produces

$$
\left(\frac{\partial}{\partial t}+\frac{\partial}{\partial \theta}+\frac{\partial}{\partial \tau}\right) P_{t, \theta, \tau}^{11}+P_{t, \theta}^{01 *} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t, \tau}^{01}=0
$$

Combining these conditions, we obtain for $P^{01}$ :

$$
\left\{\begin{array}{l}
(\partial / \partial t+\partial / \partial \theta) P_{t, \theta}^{01}-A P_{t, \theta}^{01}-P_{t, 0, \theta}^{11}+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t, \theta}^{01}=0  \tag{10.28}\\
\quad \mu_{t}<\theta \leq 0,0<t \leq T \\
P_{0, \theta}^{01}=0,-\lambda_{0}^{-1} \leq \theta \leq 0 \\
P_{t, t-\lambda_{t}^{-1}}^{01}=-P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *} \Phi_{\lambda_{t}^{-1}}^{*}, 0<t \leq \lambda_{T} \\
P_{t, t-T}^{01}=0, \lambda_{T}<t \leq T
\end{array}\right.
$$

Also combining the above mentioned conditions for $P^{11}$ and using the symmetry in $P^{11}$, we obtain

$$
\left\{\begin{array}{l}
(\partial / \partial t+\partial / \partial \theta+\partial / \partial \tau) P_{t, \theta, \tau}^{11}+P_{t, \theta}^{01 *} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t, \tau}^{01}=0  \tag{10.29}\\
\quad \mu_{t}<\theta \leq 0, \mu_{t}<\tau \leq 0,0<t \leq T \\
P_{0, \theta, \tau}^{11}=0,-\lambda_{0}^{-1} \leq \theta \leq 0,-\lambda_{0}^{-1} \leq \tau \leq 0 \\
{\left[(\partial / \partial t+\partial / \partial \theta) P_{t, \theta, \tau}^{11}\right]_{\tau=t-\lambda_{t}^{-1}}+P_{t, \theta}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} \Phi_{\lambda_{t}^{-1}}^{*}=0} \\
\quad t-\lambda_{t}^{-1}<\theta \leq 0,0<t \leq \lambda_{T} ; \\
{\left[(\partial / \partial t+\partial / \partial \theta) P_{t, \theta, \tau}^{11}\right]_{\tau=t-T}=0, t-T<\theta \leq 0, \lambda_{T}<t \leq T} \\
P_{t, \mu_{t}, \mu_{t}}^{11}=0,0<t \leq T
\end{array}\right.
$$

A similar argument, as applied to (10.15), yields

$$
\left\{\begin{array}{l}
d \hat{x}_{t}^{*}=\left(A \hat{x}_{t}^{*}+\psi_{t, 0}+B_{t} u_{t}^{*}\right) d t+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}  \tag{10.30}\\
\quad \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right), \hat{x}_{0}^{*}=0,0<t \leq T \\
(\partial / \partial t+\partial / \partial \theta) \psi_{t, \theta} d t=P_{t, \theta}^{01 *} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right) \\
\quad \mu_{t}<\theta \leq 0,0<t \leq T \\
\psi_{0, \theta}=0,-\lambda_{0}^{-1} \leq \theta \leq 0 ; \\
\psi_{t, t-\lambda_{t}^{-1}}^{-1} d t=\Phi_{\lambda_{t}^{-1}} \Psi_{t}^{-1}\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right), 0<t \leq \lambda_{T} \\
\psi_{t, t-T}=0, \lambda_{T}<t \leq T
\end{array}\right.
$$

The second equation in (10.30) is significant because it is a stochastic partial differential equation with the boundary condition that is again determined by a stochastic differential equation. Also, in the limit, (10.14) yields

$$
\begin{align*}
u_{t}^{*}= & -G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{*} \\
& -G_{t}^{-1} B_{t}^{*} \int_{\max \left(t-\lambda_{t}^{-1}, t-T\right)}^{0} \mathcal{Y}_{t-\theta, t}^{*} Q_{t-\theta}^{00} \psi_{t, \theta} d \theta, \text { a.e. } t \in \mathbf{T} . \tag{10.31}
\end{align*}
$$

The equations (10.26)-(10.31) together with (10.19)-(10.21) represent the optimal control and the optimal filter in the linear stochastic regulator and filtering problems determined by (10.9)-(10.11). We add two more formulae for the covariance of the error and for the minimum of the functional which easily follow from (10.23)-(10.24):

$$
\begin{equation*}
\operatorname{cov}\left(x_{t}-\hat{x}_{t}\right)=P_{t}^{00}, 0 \leq t \leq T \tag{10.32}
\end{equation*}
$$

and

$$
\begin{align*}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T}^{00} P_{T}^{00}\right)+\operatorname{tr} \int_{0}^{T}\left(F_{t} P_{t}^{00}+\Psi_{t}^{-1} C_{t} P_{t}^{00} Q_{t}^{00} P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *}\right) d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{\max \left(t-\lambda_{t}^{-1}, t-T\right)}^{0} \Psi_{t}^{-1} C_{t}\left(P_{t}^{00} Q_{t, \theta}^{01} P_{t, \theta}^{00 *}+P_{t, \theta}^{01} Q_{t, \theta}^{01 *} P_{t}^{00}\right) C_{t}^{*} \Psi_{t}^{-1 *} d \theta d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{\max \left(t-\lambda_{t}^{-1}, t-T\right)}^{0} \int_{\max \left(t-\lambda_{t}^{-1}, t-T\right)}^{0} \Psi_{t}^{-1} C_{t} P_{t, \theta}^{01} Q_{t, \theta, \tau}^{11} P_{t, \tau}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} d \tau d \theta d t \\
& +\operatorname{tr} \int_{0}^{\lambda_{T}}\left(\Psi_{t}^{-1} C_{t} P_{t}^{00} Q_{t, t-\lambda_{t}^{-1}}^{01} \Phi_{\lambda_{t}^{-1}}+\Phi_{\lambda_{t}^{-1}}^{*} Q_{t, t-\lambda_{t}^{-1}}^{01 *} P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *}\right) d t \\
& +\operatorname{tr} \int_{0}^{\lambda_{T}} \int_{t-\lambda_{t}^{-1}}^{0} \Psi_{t}^{-1} C_{t} P_{t, \theta}^{01} Q_{t, \theta, t-\lambda_{t}^{-1}}^{11} \Phi_{\lambda_{t}^{-1}} d \theta d t \\
& +\operatorname{tr} \int_{0}^{\lambda_{T}} \int_{t-\lambda_{t}^{-1}}^{0} \Phi_{\lambda_{t}^{-1}}^{*} Q_{t, t-\lambda_{t}^{-1}, \theta}^{11} P_{t, \theta}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} d \theta d t \\
& +\operatorname{tr} \int_{0}^{\lambda_{T}} \Phi_{\lambda_{t}^{-1}}^{*} Q_{t, t-\lambda_{t}^{-1}, t-\lambda_{t}^{-1}}^{11} \Phi_{\lambda_{t}^{-1}} d t \tag{10.33}
\end{align*}
$$

Finally, note that by the zero initial condition in (10.28), we have $P_{t, 0}^{01}=0$ for $0 \leq t \leq \lambda_{0}^{-1}$. Hence, (10.26) becomes an ordinary Riccati equation on $\left[0, \lambda_{0}^{-1}\right]$ that is natural since on $\left[0, \lambda_{0}^{-1}\right]$ the noises of the state and the observations are independent.

### 10.4.4 Application to Space Navigation and Guidance

Linear stochastic regulator and filtering theories have significant applications in space navigation and guidance. In fact, up to now these applications use only the results concerning independent and correlated white noise disturbances. In Section 9.1 it was illustrated that the noise processes arising in space navigation and guidance can be more adequately modelled by shifted white noises. The function $\lambda_{t}=t-\varepsilon$ with $\varepsilon>0$ in the state-observation system (10.9)-(10.10) describes the shift arising in navigation of Earth orbiting satellites since they have nearly constant distance from the Earth. But the case $\lambda_{t}=c t$ with $0<c<1$ describes the shift arising in navigation of space probes flying away from the Earth, since their distance from the Earth increases with nearly constant rate of change. Note that in this case it is reasonable to take $\varepsilon=(1-c) T$ that is the maximum of $t-\lambda_{t}$ on $[0, T]$. One can deduce that for navigation of space probes flying toward the Earth the function $\lambda$ must be taken as $\lambda_{t}=-a t+b$, where $a$ and $b$ are positive constants, that is the combination of the previous two cases.

Example 10.4 (No shift). Let $\lambda_{t}=t$ in the system (10.9)-(10.10). How does this effect the equations (10.26)-(10.33) and (10.19)-(10.21)? The equation (10.28) reduces to

$$
P_{t, 0}^{01}=-P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *} \Phi_{t}^{*}, 0<t \leq T
$$

Substituting this in (10.26), we obtain the familiar Riccati equation

$$
\begin{align*}
\frac{d}{d t} P_{t}^{00} & -P_{t}^{00} A^{*}-A P_{t}^{00}-\Phi_{t} \Phi_{t}^{*}+\left(P_{t}^{00} C_{t}^{*}+\Phi_{t} \Psi_{t}^{*}\right) \\
& \times\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}\left(C_{t} P_{t}^{00}+\Psi_{t} \Phi_{t}^{*}\right)=0,0<t \leq T, P_{0}=\operatorname{cov} x_{0} \tag{10.34}
\end{align*}
$$

From (10.30), we obtain

$$
\psi_{t, 0} d t=\Phi_{t} \Psi_{t}^{-1}\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right), 0<t \leq T
$$

and, consequently,

$$
\begin{align*}
d \hat{x}_{t}^{*}=\left(A \hat{x}_{t}^{*}\right. & \left.+B_{t} u_{t}^{*}\right) d t+\left(P_{t}^{00} C_{t}^{*}+\Phi_{t} \Psi_{t}^{*}\right) \\
& \times\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right), \hat{x}_{0}=0,0<t \leq T \tag{10.35}
\end{align*}
$$

Also, (10.31) produces

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{*}, \text { a.e. } t \in \mathbf{T} \tag{10.36}
\end{equation*}
$$

where $Q^{00}$ satisfies (10.19). For the covariance of the error process we have the equality in (10.32) without any modification. For the minimum of the functional, note that $Q_{t, 0,0}^{11}=Q_{t, 0}^{01}=Q_{t, 0}^{01 *}=Q_{t}^{00}$ by (10.20)-(10.21). Hence, from (10.33),

$$
\begin{align*}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T}^{00} P_{T}^{00}\right)+\operatorname{tr} \int_{0}^{T} F_{t} P_{t}^{00} d t \\
& +\operatorname{tr} \int_{0}^{T} \Psi_{t}^{-1}\left(C_{t} P_{t}^{00}+\Psi_{t} \Phi_{t}^{*}\right) Q_{t}^{00}\left(P_{t}^{00} C_{t}^{*}+\Phi_{t} \Psi_{t}^{*}\right) \Psi_{t}^{-1 *} d t \tag{10.37}
\end{align*}
$$

The equations (10.34)-(10.37) together with (10.19) and (10.32) are well-known equations describing the optimal control and the optimal filter for the correlated white noise disturbances of the state-observation system (cf. Example 6.23).

Example 10.5 (Navigation of Earth orbiting satellites). Now let $\lambda_{t}=t-\varepsilon$ in the system (10.9)-(10.10). Then $\lambda_{t}^{-1}=t+\varepsilon$. Consequently, the equations (10.26), (10.28) and (10.29) produce

$$
\begin{gather*}
\frac{d}{d t} P_{t}^{00}-P_{t}^{00} A^{*}-A P_{t}^{00}-P_{t, 0}^{01}-P_{t, 0}^{01 *}-\Phi_{t} \Phi_{t}^{*} \chi_{[0, \varepsilon)}(t) \\
\quad+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t}^{00}=0, P_{0}^{00}=P_{0}, 0<t \leq T  \tag{10.38}\\
\left\{\begin{array}{l}
(\partial / \partial t+\partial / \partial \theta) P_{t, \theta}^{01}-A P_{t, \theta}^{01}-P_{t, 0, \theta}^{11}+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t, \theta}^{01}=0 \\
\quad \max (-\varepsilon, t-T)<\theta \leq 0,0<t \leq T ; \\
P_{0, \theta}^{01}=0,-\varepsilon \leq \theta \leq 0 ; \\
P_{t,-\varepsilon}^{01}=-P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *} \Phi_{t+\varepsilon}^{*}, 0<t \leq T-\varepsilon ; \\
P_{t, t-T}^{01}=0, T-\varepsilon<t \leq T,
\end{array}\right.  \tag{10.39}\\
\left\{\begin{array}{l}
(\partial / \partial t+\partial / \partial \theta+\partial / \partial \tau) P_{t, \theta, \tau}^{11}+P_{t, \theta}^{01 *} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t, \tau}^{01}=0, \\
\quad \max (-\varepsilon, t-T)<\theta \leq 0, \max (-\varepsilon, t-T)<\tau \leq 0,0<t \leq T ; \\
P_{0, \theta, \tau}^{11}=0,-\varepsilon \leq \theta \leq 0,-\varepsilon \leq \tau \leq 0 ; \\
(\partial / \partial t+\partial / \partial \theta) P_{t, \theta,-\varepsilon}^{11}+P_{t, \theta}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} \Phi_{t+\varepsilon}^{*}=0, \\
\quad-\varepsilon<\theta \leq 0,0<t \leq T-\varepsilon ; \\
{\left[(\partial / \partial t+\partial / \partial \theta) P_{t, \theta, \tau}^{11}\right]_{\tau=t-T}=0, t-T<\theta \leq 0, T-\varepsilon<t \leq T ;} \\
P_{t,-\varepsilon,-\varepsilon}^{11}=0,0<t \leq T-\varepsilon ; \\
P_{t, t-T, t-T}^{11}=0, T-\varepsilon<t \leq T .
\end{array}\right. \tag{10.40}
\end{gather*}
$$

Similarly, (10.30) yields

$$
\left\{\begin{align*}
& d \hat{x}_{t}^{*}=\left(A \hat{x}_{t}^{*}+\psi_{t, 0}+B_{t} u_{t}^{*}\right) d t+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}  \tag{10.41}\\
& \quad \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right), \hat{x}_{0}^{*}=0,0<t \leq T \\
&(\partial / \partial t+\partial / \partial \theta) \psi_{t, \theta} d t=P_{t, \theta}^{01 *} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right) \\
& \quad \max (-\varepsilon, t-T)<\theta \leq 0,0<t \leq T \\
& \psi_{0, \theta}=0,-\varepsilon \leq \theta \leq 0 \\
& \psi_{t,-\varepsilon} d t=\Phi_{t+\varepsilon} \Psi_{t}^{-1}\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right), 0<t \leq T-\varepsilon \\
& \psi_{t, t-T}=0, T-\varepsilon<t \leq T
\end{align*}\right.
$$

Note that by substitution the equations in (10.41) can be reduced to the respective equations in Example 9.20. Furthermore, from (10.31), for the optimal control we have

$$
\begin{align*}
u_{t}^{*}= & -G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{*} \\
& -G_{t}^{-1} B_{t}^{*} \int_{\max (-\varepsilon, t-T)}^{0} \mathcal{Y}_{t-\theta, t}^{*} Q_{t-\theta}^{00} \psi_{t, \theta} d \theta, \text { a.e. } t \in \mathbf{T} \tag{10.42}
\end{align*}
$$

The formula (10.32) remains valid for the covariance of the error process and, from (10.33), we obtain a formula for the minimum of the functional:

$$
\begin{align*}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T}^{00} P_{T}^{00}\right)+\operatorname{tr} \int_{0}^{T}\left(F_{t} P_{t}^{00}+\Psi_{t}^{-1} C_{t} P_{t}^{00} Q_{t}^{00} P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *}\right) d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{\max (-\varepsilon, t-T)}^{0} \Psi_{t}^{-1} C_{t}\left(P_{t}^{00} Q_{t, \theta}^{01} P_{t, \theta}^{01 *}+P_{t, \theta}^{01} Q_{t, \theta}^{01 *} P_{t}^{00}\right) C_{t}^{*} \Psi_{t}^{-1 *} d \theta d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{\max (-\varepsilon, t-T)}^{0} \int_{\max (-\varepsilon, t-T)}^{0} \Psi_{t}^{-1} C_{t} P_{t, \theta}^{01} Q_{t, \theta, \tau}^{11} P_{t, \tau}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} d \tau d \theta d t \\
& +\operatorname{tr} \int_{0}^{T-\varepsilon}\left(\Psi_{t}^{-1} C_{t} P_{t}^{00} Q_{t,-\varepsilon}^{01} \Phi_{t-\varepsilon}+\Phi_{t-\varepsilon}^{*} Q_{t,-\varepsilon}^{01 *} P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *}\right) d t \\
& +\operatorname{tr} \int_{0}^{T-\varepsilon} \int_{-\varepsilon}^{0} \Psi_{t}^{-1} C_{t} P_{t, \theta}^{01} Q_{t, \theta,-\varepsilon}^{11} \Phi_{t+\varepsilon} d \theta d t \\
& +\operatorname{tr} \int_{0}^{T-\varepsilon} \int_{-\varepsilon}^{0} \Phi_{t+\varepsilon}^{*} Q_{t,-\varepsilon, \theta}^{11} P_{t, \theta}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} d \theta d t \\
& +\operatorname{tr} \int_{0}^{T-\varepsilon} \Phi_{t+\varepsilon}^{*} Q_{t,-\varepsilon,-\varepsilon}^{11} \Phi_{t+\varepsilon} d t . \tag{10.43}
\end{align*}
$$

The equations (10.38)-(10.43) together with (10.19)-(10.21) and (10.32) represent the complete set of formulae for the optimal control and the optimal filter in the linear stochastic regulator and filtering problems determined by (10.9)-(10.11) under $\lambda_{t}=t-\varepsilon$. Note that in Example 9.20 we could derive only the equations (10.41) and (10.42) (in a slightly different form).

Example 10.6 (Navigation of space probes). Let $\lambda_{t}=c t$ in the system (10.9)(10.10) assuming $0<c<1$. Then $\lambda_{t}^{-1}=c^{-1} t$. Consequently, the equations (10.26), (10.28) and (10.29) produce

$$
\begin{align*}
& \frac{d}{d t} P_{t}^{00}-P_{t}^{00} A^{*}-A P_{t}^{00}-P_{t, 0}^{01}-P_{t, 0}^{01 *} \\
& \quad+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t}^{00}=0, P_{0}^{00}=P_{0}, 0<t \leq T  \tag{10.44}\\
& \left\{\begin{array}{l}
(\partial / \partial t+\partial / \partial \theta) P_{t, \theta}^{01}-A P_{t, \theta}^{01}-P_{t, 0, \theta}^{11}+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t, \theta}^{01}=0 \\
\quad \max \left(t-c^{-1} t, t-T\right)<\theta \leq 0,0<t \leq T \\
P_{0,0}^{01}=0 ; P_{t, t-c^{-1} t}^{01}=-P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *} \Phi_{c^{-1} t}^{*}, 0<t \leq c T \\
P_{t, t-T}^{01}=0, c T<t \leq T
\end{array}\right. \tag{10.45}
\end{align*}
$$

$$
\left\{\begin{array}{l}
(\partial / \partial t+\partial / \partial \theta+\partial / \partial \tau) P_{t, \theta, \tau}^{11}+P_{t, \theta}^{01 *} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} C_{t} P_{t, \tau}^{01}=0 \\
\quad \max \left(t-c^{-1} t, t-T\right)<\theta \leq 0, \max \left(t-c^{-1} t, t-T\right)<\tau \leq 0 \\
0<t \leq T ; \\
{\left[(\partial / \partial t+\partial / \partial \theta) P_{t, \theta, \tau}^{11}\right]_{\tau=t-c^{-1} t}+P_{t, \theta}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} \Phi_{c^{-1} t}^{*}=0}  \tag{10.46}\\
\quad t-c^{-1} t<\theta \leq 0,0<t \leq c T \\
{\left[(\partial / \partial t+\partial / \partial \theta) P_{t, \theta, \tau}^{11}\right]_{\tau=t-T}=0, t-T<\theta \leq 0, c T<t \leq T} \\
P_{t, t-c^{-1} t, t-c^{-1} t}^{11}=0,0 \leq t \leq c T ; P_{t, t-T, t-T}^{11}=0, c T<t \leq T
\end{array}\right.
$$

Similarly, (10.30) and (10.31) yield

$$
\begin{align*}
& \left\{\begin{aligned}
d \hat{x}_{t}^{*}= & \left(A \hat{x}_{t}^{*}+\psi_{t, 0}+B_{t} u_{t}^{*}\right) d t+P_{t}^{00} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} \\
\quad & \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right), \hat{x}_{0}^{*}=0,0<t \leq T \\
(\partial / \partial t & +\partial / \partial \theta) \psi_{t, \theta} d t=P_{t, \theta}^{01 *} C_{t}^{*}\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right) \\
\quad & \max \left(t-c^{-1} t, t-T\right)<\theta \leq 0,0<t \leq T ; \\
\psi_{0,0}= & 0 ; \psi_{t, t-c^{-1} t} d t=\Phi_{c^{-1} t} \Psi_{t}^{-1}\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t\right), 0<t \leq c T \\
\psi_{t, t-T} & =0, c T<t \leq T
\end{aligned}\right.  \tag{10.47}\\
& u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{*} \\
& \quad-G_{t}^{-1} B_{t}^{*} \int_{\max \left(t-c^{-1} t, t-T\right)}^{0} \mathcal{Y}_{t-\theta, t}^{*} Q_{t-\theta}^{00} \psi_{t, \theta} d \theta, \text { a.e. } t \in \mathbf{T} \tag{10.48}
\end{align*}
$$

The formula (10.32) remains valid for the covariance of the error process and, from (10.33), we obtain a formula for the minimum of the functional:

$$
\begin{align*}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T}^{00} P_{T}^{00}\right)+\operatorname{tr} \int_{0}^{T}\left(F_{t} P_{t}^{00}+\Psi_{t}^{-1} C_{t} P_{t}^{00} Q_{t}^{00} P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *}\right) d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{\max \left(t-c^{-1} t, t-T\right)}^{0} \Psi_{t}^{-1} C_{t}\left(P_{t}^{00} Q_{t, \theta}^{01} P_{t, \theta}^{01 *}+P_{t, \theta}^{01} Q_{t, \theta}^{01 *} P_{t}^{00}\right) C_{t}^{*} \Psi_{t}^{-1 *} d \theta d t \\
& +\operatorname{tr} \int_{0}^{T} \int_{\max \left(t-c^{-1} t, t-T\right)}^{0} \int_{\max \left(t-c^{-1} t, t-T\right)}^{0} \Psi_{t}^{-1} C_{t} P_{t, \theta}^{01} Q_{t, \theta, \tau}^{11} P_{t, \tau}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} d \tau d \theta d t \\
& +\operatorname{tr} \int_{0}^{c T}\left(\Psi_{t}^{-1} C_{t} P_{t}^{00} Q_{t, t-c^{-1} t}^{01} \Phi_{c^{-1} t}+\Phi_{c^{-1} t}^{*} Q_{t, t-c^{-1} t}^{01 *} P_{t}^{00} C_{t}^{*} \Psi_{t}^{-1 *}\right) d t \\
& +\operatorname{tr} \int_{0}^{c T} \int_{t-c^{-1} t}^{0} \Psi_{t}^{-1} C_{t} P_{t, \theta}^{01} Q_{t, \theta, t-c^{-1} t}^{11} \Phi_{c^{-1} t} d \theta d t \\
& +\operatorname{tr} \int_{0}^{c T} \int_{t-c^{-1} t}^{0} \Phi_{c^{-1} t}^{*} Q_{t, t-c^{-1} t, \theta}^{11} P_{t, \theta}^{01 *} C_{t}^{*} \Psi_{t}^{-1 *} d \theta d t \\
& +\operatorname{tr} \int_{0}^{c T} \Phi_{c^{-1} t}^{*} Q_{t, t-c^{-1} t, t-c^{-1} t}^{11} \Phi_{c^{-1} t} d t \tag{10.49}
\end{align*}
$$

The equations (10.44)-(10.49) together with (10.19)-(10.21) and (10.32) represent the complete set of formulae for the optimal control and the optimal filter in the linear stochastic regulator and filtering problems determined by (10.9)-(10.11) under $\lambda_{t}=c t$ with $0<c<1$.

### 10.5 State Noise Anticipating Observation Noise

### 10.5.1 Setting of the Problem

Consider the problem (10.9)-(10.11) in which the state noise anticipates the observation noise:

$$
\begin{align*}
d x_{t} & =\left(A x_{t}+B_{t} u_{t}\right) d t+\Upsilon_{t} d w_{t}, x_{0} \text { is given }, 0<t \leq T  \tag{10.50}\\
d z_{t} & =C_{t} x_{t} d t+\Phi_{t} \chi_{\left(\lambda_{0}^{-1}, T\right]}(t) d w_{\lambda_{t}}+\Psi_{t} d v_{t}, z_{0}=0,0<t \leq T  \tag{10.51}\\
J(u) & =\mathbf{E}\left(\left\langle x_{T}, Q_{T} x_{T}\right\rangle+\int_{0}^{T}\left\langle\left[\begin{array}{l}
x_{t} \\
u_{t}
\end{array}\right],\left[\begin{array}{ll}
F_{t} & L_{t}^{*} \\
L_{t} & G_{t}
\end{array}\right]\left[\begin{array}{l}
x_{t} \\
u_{t}
\end{array}\right]\right\rangle d t\right) \tag{10.52}
\end{align*}
$$

In this section $A \in \mathcal{L}\left(\mathbb{R}^{k}\right), B \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{m}, \mathbb{R}^{k}\right)\right), C \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{k}, \mathbb{R}^{n}\right)\right)$, $\Phi \in W^{1,2}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{l}, \mathbb{R}^{n}\right)\right), \Upsilon \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{l}, \mathbb{R}^{k}\right)\right), \Psi, \Psi^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{n}\right)\right), w$ is an $\mathbb{R}^{l}$-valued Wiener process on $\mathbf{T}$ with the covariance matrix $I, 0<\varepsilon<T$, $\lambda \in W^{1, \infty}(\mathbf{T}, \mathbb{R})$ is a function satisfying the conditions in (10.1), $v$ is an $\mathbb{R}^{n}$ valued Wiener process on $\mathbf{T}$ with the covariance matrix $I, x_{0}$ is an $\mathbb{R}^{k}$-valued Gaussian random variable with $\mathbf{E} x_{0}=0, x_{0}, w$ and $v$ are mutually independent, $Q_{T} \in \mathcal{L}\left(\mathbb{R}^{k}\right), Q_{T} \geq 0, F \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{k}\right)\right), G, G^{-1} \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{m}\right)\right)$, $L \in L_{\infty}\left(\mathbf{T}, \mathcal{L}\left(\mathbb{R}^{k}, \mathbb{R}^{m}\right)\right), G_{t}>0$ and $F_{t}-L_{t}^{*} G_{t}^{-1} L_{t} \geq 0$ for a.e. $t \in \mathbf{T}$. We will denote

$$
P_{0}=\operatorname{cov} x_{0}, \sigma=2 \varepsilon \text { and } \varepsilon_{n}=2^{-n} \varepsilon
$$

The role of the function $\chi_{\left(\lambda_{0}^{-1}, T\right]}(t)$ in (10.51) is as follows: write

$$
\Phi_{t} d w_{\lambda_{t}}=\Phi_{t} \chi_{\left(0, \lambda_{0}^{-1}\right]}(t) d w_{\lambda_{t}}+\Phi_{t} \chi_{\left(\lambda_{0}^{-1}, T\right]}(t) d w_{\lambda_{t}}
$$

assuming that $w$ is a Wiener process on $[-\varepsilon, T]$. Here the first term in the righthand side is independent of the state noise in (10.50). Hence, in the setting of the problem we can assume that $\Phi_{t} \chi_{\left(0, \lambda_{0}^{-1}\right]}(t) d w_{\lambda_{t}}$ is contained in $\Psi_{t} d w_{t}$.

### 10.5.2 Approximating Problems

Similar to Section 10.4.2, we will approximate part of the observation noise, that is a pointwise delay of the state noise, by wide band noise processes in accordance with Theorem 10.3. Then we obtain the following sequence of state-observation systems:

$$
\begin{align*}
d x_{t} & =\left(A x_{t}+B_{t} u_{t}\right) d t+\Upsilon_{t} d w_{t}, x_{0} \text { is given, } 0<t \leq T  \tag{10.53}\\
d z_{t} & =\left(C_{t} x_{t}+\varphi_{t}^{n}\right) d t+\Psi_{t} d w_{t}, z_{0}=0,0<t \leq T \tag{10.54}
\end{align*}
$$

where $\varphi^{n}$ is defined by (10.3), (10.5) and (10.7).
We can write the following formulae from Example 8.25 for the optimal control $u^{n}$ and for the best estimate $\hat{x}^{n}$ in the linear stochastic regulator and filtering problems determined by (10.52)-(10.54):

$$
\begin{equation*}
u_{t}^{n}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{n}, \text { a.e. } t \in \mathbf{T} \tag{10.55}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
d \hat{x}_{t}^{n}=\left(A \hat{x}_{t}^{n}+B_{t} u_{t}^{n}\right) d t+\left(P_{n, t}^{00} C_{t}^{*}+P_{n, t, 0}^{02}\right)\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}  \tag{10.56}\\
\quad \times\left(d z_{t}^{n}-C_{t} \hat{x}_{t}^{n} d t-\psi_{t, 0}^{n} d t\right), \hat{x}_{0}^{n}=0,0<t \leq T \\
(\partial / \partial t+\partial / \partial \theta) \psi_{t, \theta}^{n} d t=\left(P_{n, t, \theta}^{02 *} C_{t}^{*}+P_{n, t, \theta, 0}^{22}\right)\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} \\
\quad \times\left(d z_{t}^{n}-C_{t} \hat{x}_{t}^{n} d t-\psi_{t, 0}^{n} d t\right), \psi_{0, \theta}^{n}=\psi_{t,-\sigma}^{n}=0,-\sigma \leq \theta \leq 0, \quad 0<t \leq T
\end{array}\right.
$$

where $\left(P_{n}^{00}, P_{n}^{02}, P_{n}^{22}\right)$ is a solution of the system of equations

$$
\begin{align*}
\frac{d}{d t} P_{n, t}^{00} & -P_{n, t}^{00} A^{*}-A P_{n, t}^{00}-\Upsilon_{t} \Upsilon_{t}^{*}+\left(P_{n, t}^{00} C_{t}^{*}+P_{n, t, 0}^{02}\right) \\
& \times\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}\left(C_{t} P_{n, t}^{00}+P_{n, t, 0}^{02 *}\right)=0, P_{n, 0}^{00}=P_{0}, 0<t \leq T  \tag{10.57}\\
\left(\frac{\partial}{\partial t}+\right. & \left.\frac{\partial}{\partial \theta}\right) P_{n, t, \theta}^{02}-A P_{n, t, \theta}^{02}-\Upsilon_{t} \bar{\Phi}_{t, \theta}^{n *}+\left(P_{n, t}^{00} C_{t}^{*}+P_{n, t, 0}^{02}\right) \\
& \times\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}\left(C_{t} P_{n, t, \theta}^{02}+P_{n, t, t, 0}^{22 *}\right)=0, P_{n, 0, \theta}^{02}=P_{n, t,-\sigma}^{02}=0 \\
& -\sigma \leq \theta \leq 0,0<t \leq T  \tag{10.58}\\
\left(\frac{\partial}{\partial t}+\right. & \left.\frac{\partial}{\partial \theta}+\frac{\partial}{\partial \tau}\right) P_{n, t, \theta, \tau}^{22}-\bar{\Phi}_{t, \theta}^{n} \bar{\Phi}_{t, \tau}^{n *}+\left(P_{n, t, \theta}^{02 *} C_{t}^{*}+P_{n, t, \theta, 0}^{22}\right)\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} \\
& \times\left(C_{t} P_{n, t, \tau}^{02}+P_{n, t, \tau, 0}^{22 *}\right)=0, P_{n, 0, \theta, \tau}^{22}=P_{n, t,-\sigma, \tau}^{11}=P_{n, t, \theta,-\sigma}^{22}=0 \\
& -\sigma \leq \theta \leq 0,-\sigma \leq \tau \leq 0,0<t \leq T \tag{10.59}
\end{align*}
$$

$Q^{00}$ is a solution of

$$
\begin{align*}
& \frac{d}{d t} Q_{t}^{00}+Q_{t}^{00} A+A^{*} Q_{t}^{00}+F_{t} \\
& \quad-\left(Q_{t}^{00} B_{t}+L_{t}^{*}\right) G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right)=0, Q_{T}^{00}=Q_{T}, 0 \leq t<T \tag{10.60}
\end{align*}
$$

and $\bar{\Phi}^{n}$ is defined by (10.22). The covariance of the error of estimation and the minimum of the functional are given by

$$
\begin{equation*}
\operatorname{cov}\left(x_{t}^{n}-\hat{x}_{t}^{n}\right)=P_{t}^{00}, 0 \leq t \leq T \tag{10.61}
\end{equation*}
$$

and

$$
\begin{align*}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T}^{00} P_{n, T}^{00}\right)+\operatorname{tr} \int_{0}^{T} F_{t} P_{n, t}^{00} d t \\
& +\operatorname{tr} \int_{0}^{T} \Psi_{t}^{-1}\left(C_{t} P_{n, t}^{00}+P_{n, t, 0}^{02 *}\right) Q_{t}^{00}\left(P_{n, t}^{00} C_{t}^{*}+P_{n, t, \theta}^{02}\right) \Psi_{t}^{-1 *} d t \tag{10.62}
\end{align*}
$$

### 10.5.3 Optimal Control and Optimal Filter

The arguments used in Section 10.4.3 are applicable to the linear stochastic regulator and filtering problems determined by (10.50)-(10.52). Hence, moving $n$ to $\infty$ in the formulae (10.55)-(10.62), we will derive the formulae for the optimal control and for the optimal filter in the linear stochastic regulator and filtering problems for (10.50)-(10.52). For this, we will use the limit in (10.25).

Denote by $P^{00}, P^{02}$ and $P^{22}$ the limits of $P_{n}^{00}, P_{n}^{02}$ and $P_{n}^{22}$ assuming that they exist. Then the equation (10.57) in the limit produces

$$
\begin{align*}
\frac{d}{d t} P_{t}^{00} & -P_{t}^{00} A^{*}-A P_{t}^{00}-\Upsilon_{t} \Upsilon_{t}^{*}+\left(P_{t}^{00} C_{t}^{*}+P_{t, 0}^{02}\right) \\
& \times\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}\left(C_{t} P_{t}^{00}+P_{t, 0}^{02 *}\right)=0, P_{0}^{00}=P_{0}, 0<t \leq T \tag{10.63}
\end{align*}
$$

Let $\mu$ be defined by (10.27). Similar to the derivation of the equations (10.28)(10.30), from (10.58)-(10.59) and (10.56), by using (10.25), we obtain the equation

$$
\left\{\begin{array}{l}
(\partial / \partial t+\partial / \partial \theta) P_{t, \theta}^{02}-A P_{t, \theta}^{02}+\left(P_{t}^{00} C_{t}^{*}+P_{t, 0}^{02}\right)\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}  \tag{10.64}\\
\quad \times\left(C_{t} P_{t, \theta}^{02}+P_{t, \theta, 0}^{22 *}\right)=0, \mu_{t}<\theta \leq 0,0<t \leq T \\
P_{0, \theta}^{02}=0,-\lambda_{0}^{-1} \leq \theta \leq 0 \\
P_{t, t-\lambda_{t}^{-1}}^{022}=\Upsilon_{t} \Phi_{\lambda_{t}^{-1}}^{*}, 0<t \leq \lambda_{T} \\
P_{t, t-T}^{02}=0, \lambda_{T}<t \leq T
\end{array}\right.
$$

for $P^{02}$,

$$
\left\{\begin{array}{l}
(\partial / \partial t+\partial / \partial \theta+\partial / \partial \tau) P_{t, \theta, \tau}^{22}+\left(P_{t, \theta}^{02 *} C_{t}^{*}+P_{t, \theta, 0}^{22}\right)\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}  \tag{10.65}\\
\quad \times\left(C_{t} P_{t, \tau}^{02}+P_{t, \tau, 0}^{22 *}\right)=0, \mu_{t}<\theta \leq 0, \mu_{t}<\tau \leq 0,0<t \leq T \\
P_{0, \theta, \tau}^{22}=0,-\lambda_{0}^{-1} \leq \theta \leq 0,-\lambda_{0}^{-1} \leq \tau \leq 0 ; \\
{\left[(\partial / \partial t+\partial / \partial \theta) P_{t, \theta, \tau}^{22}\right]_{\tau=\mu_{t}}=0, \mu_{t}<\theta \leq 0,0<t \leq T} \\
P_{t, t-\lambda_{t}^{-1}, t-\lambda_{t}^{-1}}^{22}=\Phi_{\lambda_{t}^{-1}}^{*} \Phi_{\lambda_{t}^{-1}}^{*}, 0<t \leq \lambda_{T} ; \\
P_{t, t-T, t-T}^{22}=0, \lambda_{T}<t \leq T
\end{array}\right.
$$

for $P^{22}$ and the system

$$
\left\{\begin{align*}
d \hat{x}_{t}^{*}= & \left(A \hat{x}_{t}^{*}+B_{t} u_{t}^{*}\right) d t+\left(P_{t}^{00} C_{t}^{*}+P_{t, 0}^{02}\right)\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1}  \tag{10.66}\\
& \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t-\psi_{t, 0} d t\right), \hat{x}_{0}^{*}=0,0<t \leq T \\
(\partial / \partial t & +\partial / \partial \theta) \psi_{t, \theta} d t=\left(P_{t, \theta}^{02 *} C_{t}^{*}+P_{t, \theta, 0}^{22}\right)\left(\Psi_{t} \Psi_{t}^{*}\right)^{-1} \\
& \times\left(d z_{t}^{*}-C_{t} \hat{x}_{t}^{*} d t-\psi_{t, 0} d t\right), \mu_{t}<\theta \leq 0,0<t \leq T \\
\psi_{0, \theta}= & 0,-\lambda_{0}^{-1}<\theta \leq 0 \\
\psi_{t, \mu_{t}}= & 0,0<t \leq T
\end{align*}\right.
$$

for the best estimate. Also, in the limit, (10.55) yields

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}^{00}+L_{t}\right) \hat{x}_{t}^{*}, \text { a.e, } t \in \mathbf{T} \tag{10.67}
\end{equation*}
$$

The equations (10.63)-(10.67) together with (10.60) and (10.27) represent the optimal control and the optimal filter in the linear stochastic regulator and filtering problems determined by (10.50)-(10.52). We add two more formulae for the covariance of the error and for the minimum of the functional which easily follow from (10.61)-(10.62):

$$
\begin{equation*}
\operatorname{cov}\left(x_{t}-\hat{x}_{t}\right)=P_{t}^{00}, 0 \leq t \leq T \tag{10.68}
\end{equation*}
$$
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and

$$
\begin{align*}
J\left(u^{*}\right)= & \operatorname{tr}\left(Q_{T}^{00} P_{T}^{00}\right)+\operatorname{tr} \int_{0}^{T} F_{t} P_{t}^{00} d t \\
& +\int_{0}^{T} \Psi_{t}^{-1}\left(C_{t} P_{t}^{00}+P_{t, 0}^{02 *}\right) Q_{t}^{00}\left(P_{t}^{00} C_{t}^{*}+P_{t, 0}^{02}\right) \Psi_{t}^{-1 *} d t \tag{10.69}
\end{align*}
$$

## Chapter 11

## Duality

In this chapter the distinction between the classical and extended forms of the separation principle is explained by use of duality between the control and estimation problems.

Convention. In this chapter it is always assumed that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space, $X, Z \in \mathcal{H}, T>0, \mathbf{T}=[0, T]$ is a finite time interval and $\Delta_{T}=\{(t, s): 0 \leq s \leq t \leq T\}$.

### 11.1 Classical Separation Principle and Duality

In Sections 6.2-6.4 and 9.2-9.4 the duality principle was used to reduce estimation problems to linear regulator problems. In this section we try to substitute a linear regulator problem by a linear stochastic optimal control problem in this duality.

Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$, consider the filtering problem (6.1)-(6.2). By Theorem 6.4, the best estimate in this problem has the linear feedback form (6.16) with $\mathcal{Y}$ and $P$ as defined in Theorem 6.4.

Introduce the functions $W, V, R$ and the operator $P_{0}$ from (6.3) and let
$\left(\mathbf{D}_{\mathbf{1}}\right) \mathcal{R}=\mathcal{D}_{T}(\mathcal{U}), B=D_{T}(C), F=D_{T}(W), G=D_{T}(V), L=D_{T}(R), Q_{T}=P_{0} ;$
$\left(\mathbf{D}_{\mathbf{2}}\right) b \in L_{2}(\mathbf{T} \times \Omega, X), c \in L_{2}(\mathbf{T} \times \Omega, Z), \mathbf{E} b_{t}=0$ for a.e. $t \in \mathbf{T}, D \in$ $B_{\infty}(\mathbf{T}, \mathcal{L}(X, Z)), m \in M_{2}(\mathbf{T}, X), n \in M_{2}(\mathbf{T}, Z)$.

Under $\left(\mathbf{D}_{\mathbf{1}}\right)$ and $\left(\mathbf{D}_{\mathbf{2}}\right)$, consider the partially observable linear quadratic optimal control problem of minimizing the functional

$$
\begin{equation*}
J(u)=\mathbf{E}\left(\left\langle x_{T}^{u}, Q_{T} x_{T}^{u}\right\rangle+\int_{0}^{T}\left(\left\langle x_{t}^{u}, F_{t} x_{t}^{u}\right\rangle+2\left\langle u_{t}, L_{t} x_{t}^{u}\right\rangle+\left\langle u_{t}, G_{t} u_{t}\right\rangle\right) d t\right) \tag{11.1}
\end{equation*}
$$

where

$$
\begin{align*}
x_{t}^{u} & =\int_{0}^{t} \mathcal{R}_{t, s}\left(B_{s} u_{s}+b_{s}\right) d s+\int_{0}^{t} \mathcal{R}_{t, s} d m_{s}, 0 \leq t \leq T  \tag{11.2}\\
z_{t}^{u} & =\int_{0}^{t}\left(D_{s} x_{s}^{u}+c_{s}\right) d s+n_{t}, 0 \leq t \leq T \tag{11.3}
\end{align*}
$$

and

$$
\begin{align*}
u \in U_{\mathrm{ad}}= & \left\{u \in L_{2}\left(\mathbf{T}, L_{2}\left(\Omega, \mathbb{R}^{n}\right)\right):\right. \\
& \left.u_{t} \in L_{2}\left(\Omega, \sigma\left(z^{u, t}\right) \cap \sigma\left(z^{0, t}\right), \mathbf{P}, \mathbb{R}^{n}\right), \text { for a.e. } t \in \mathbf{T}\right\} . \tag{11.4}
\end{align*}
$$

Assume
( $\left.\mathbf{D}_{\mathbf{3}}\right) \sigma\left(b^{t}, c^{t}, n_{s}, m_{s} ; 0 \leq s \leq t\right)$ and $\sigma\left(b^{t+}, m_{s}-m_{t} ; t<s \leq T\right)$ are independent for all $0<t \leq T$;
where the symbols $b^{t}$ and $b^{t+}$ are introduced in Section 5.1.1. Then by the classical separation principle (see Theorem 5.17), if there exists an optimal control $u^{*}$ in the problem (11.1)-(11.4), then it has the form

$$
\begin{equation*}
u_{t}^{*}=-G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathbf{E}_{t}^{*} x_{t}^{*}, \text { a.e. } t \in \mathbf{T} \tag{11.5}
\end{equation*}
$$

where $x^{*}=x^{u^{*}}, \mathbf{E}_{t}^{*}=\mathbf{E}\left(\cdot \mid z_{s}^{u^{*}} ; 0 \leq s \leq t\right)$ and $Q$ is a solution of the Riccati equation

$$
\begin{align*}
Q_{t}= & \mathcal{R}_{T, t}^{*} Q_{T} \mathcal{R}_{T, t}+\int_{t}^{T} \mathcal{R}_{s, t}^{*}\left(F_{s}\right. \\
& \left.\quad-\left(Q_{s} B_{s}+L_{s}^{*}\right) G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\right) \mathcal{R}_{s, t} d s, 0 \leq t \leq T \tag{11.6}
\end{align*}
$$

Let $\mathcal{K}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{R})$ and let

$$
\begin{align*}
\hat{u}_{t}=u_{t}^{*}+ & G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \int_{0}^{t} \mathcal{K}_{t, s} B_{s} G_{s}^{-1} \\
& \times\left(B_{s}^{*} Q_{s}+L_{s}\right)\left(\mathbf{E}_{t}^{*} x_{s}^{*}-\mathbf{E}_{s}^{*} x_{s}^{*}\right) d s, \text { a.e. } t \in \mathbf{T} \tag{11.7}
\end{align*}
$$

To find another expression for $\hat{u}$, substitute (11.5) in (11.2). Then using Proposition 4.28, we obtain

$$
\begin{aligned}
x_{t}^{*} & =-\int_{0}^{t} \mathcal{R}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \mathbf{E}_{s}^{*} x_{s}^{*} d s+\int_{0}^{t} \mathcal{R}_{t, s}\left(b_{s} d s+d m_{s}\right) \\
& =\int_{0}^{t} \mathcal{K}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\left(x_{s}^{*}-\mathbf{E}_{s}^{*} x_{s}^{*}\right) d s+\int_{0}^{t} \mathcal{K}_{t, s}\left(b_{s} d s+d m_{s}\right)
\end{aligned}
$$

and hence,

$$
\begin{align*}
\mathbf{E}_{t}^{*} x_{t}^{*}- & \mathbf{E}_{t}^{*} \\
& \int_{0}^{t} \mathcal{K}_{t, s}\left(b_{s} d s+d m_{s}\right)  \tag{11.8}\\
& =\int_{0}^{t} \mathcal{K}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\left(\mathbf{E}_{t}^{*} x_{s}^{*}-\mathbf{E}_{s}^{*} x_{s}^{*}\right) d s
\end{align*}
$$

Thus, the substitution of (11.5) and (11.8) in (11.7) yields

$$
\begin{equation*}
\hat{u}_{t}=-\mathbf{E}_{t}^{*} \int_{0}^{t} G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathcal{K}_{t, s}\left(b_{s} d s+d m_{s}\right), \text { a.e. } t \in \mathbf{T} \tag{11.9}
\end{equation*}
$$

Using $\left(\mathbf{D}_{\mathbf{1}}\right)$, in a similar way as in the proof of Theorem 6.4, one can show that $Q=$ $D_{T}(P)$ and $\mathcal{K}=\mathcal{D}_{T}(\mathcal{Y})$, where $P$ and $\mathcal{Y}$ are defined in Theorem 6.4. Therefore, comparing (6.16) and (11.9), we conclude that if $K$ is defined by (6.20), then

$$
\begin{equation*}
\hat{x}_{t}=\int_{0}^{t} K_{t, s} d z_{s} \text { and } \hat{u}_{t}=-\mathbf{E}_{t}^{*} \int_{0}^{t} K_{T-s, T-t}^{*}\left(b_{s} d s+d m_{s}\right) \tag{11.10}
\end{equation*}
$$

Thus, we can state the following result.
Theorem 11.1. Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$ and $\left(\mathbf{D}_{\mathbf{1}}\right)-\left(\mathbf{D}_{\mathbf{3}}\right)$, the filtering problem (6.1)-(6.2) and the partially observable linear quadratic optimal control problem (11.1)-(11.4) are dual in the sense that if the operator-valued functions used in setting of these problems are related as in $\left(\mathbf{D}_{\mathbf{1}}\right)$, then the best estimate $\hat{x}$ and the process $\hat{u}$, defined by (11.7), are related in the same form.

Proof. This follows from (11.10).
One may think that the above duality is artificial and refer to the process $\hat{u}$ which is used in this duality instead of the optimal control $u^{*}$. The result of the next section shows that Theorem 11.1 should be considered more seriously than the initial impression.

### 11.2 Extended Separation Principle and Duality

In this section Theorem 11.1 will be generalized to the case of the extended separation principle.

Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$ and the notation in (6.3), consider the smoothing problem (6.1)-(6.2). By Theorem 6.18, the best estimate $\hat{x}_{t}^{T}$ in this problem has the form

$$
\begin{equation*}
\hat{x}_{t}^{T}=\int_{0}^{t} \mathcal{Y}_{t, s}\left(P_{s} C_{s}^{*}+R_{s}\right) V_{s}^{-1} d z_{s}+\int_{t}^{T} P_{t} \mathcal{Y}_{s, t}^{*} C_{s}^{*} V_{s}^{-1} d \bar{z}_{s}, 0 \leq t \leq T \tag{11.11}
\end{equation*}
$$

where $\mathcal{Y}, P$ and $\bar{z}$ are defined in Theorem 6.18.

Let $\left(\mathbf{D}_{\mathbf{1}}\right)$ and $\left(\mathbf{D}_{\mathbf{2}}\right)$ hold and consider the partially observable linear quadratic optimal control problem (11.1)-(11.4). Since we are not restricted by the condition $\left(\mathbf{D}_{3}\right)$, the extended separation principle (see Theorem 5.16 ) must be applied to the problem (11.1)-(11.4). Consequently, we obtain that if there exists an optimal control $u^{*}$ in this problem, then it has the form

$$
\begin{align*}
u_{t}^{*}= & -G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathbf{E}_{t}^{*} x_{t}^{*} \\
& -G_{t}^{-1} B_{t}^{*} \mathbf{E}_{t}^{*} \int_{t}^{T} \mathcal{K}_{s, t}^{*} Q_{s}\left(b_{s} d s+d m_{s}\right), \text { a.e. } t \in \mathbf{T} \tag{11.12}
\end{align*}
$$

where $x^{*}=x^{u^{*}}, \mathbf{E}_{t}^{*}=\mathbf{E}\left(\cdot \mid z_{s}^{u^{*}} ; 0 \leq s \leq t\right), Q$ is the solution of the Riccati equation (11.6) and $\mathcal{K}=\mathcal{P}_{-B G^{-1}\left(B^{*} Q+L\right)}(\mathcal{R})$.

Let

$$
\begin{align*}
\bar{m}_{t} & =m_{t}+\int_{0}^{t} b_{s} d s+\int_{0}^{t} B_{s} \tilde{u}_{s} d s, 0 \leq t \leq T  \tag{11.13}\\
\tilde{u}_{t} & =-G_{t}^{-1} B_{t}^{*} \mathbf{E}_{t}^{*} \int_{t}^{T} \mathcal{K}_{s, t}^{*} Q_{s}\left(b_{s} d s+d m_{s}\right), \text { a.e. } t \in \mathbf{T} \tag{11.14}
\end{align*}
$$

and define the process $\hat{u}$ by (11.7). To find another expression for $\hat{u}$, substitute (11.12) in (11.2). Then by (11.13)-(11.14) and by Proposition 4.28, we obtain

$$
\begin{aligned}
x_{t}^{*}= & -\int_{0}^{t} \mathcal{R}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \mathbf{E}_{s}^{*} x_{s}^{*} d s+\int_{0}^{t} \mathcal{R}_{t, s}\left(b_{s} d s+d m_{s}\right) \\
& -\int_{0}^{t} \mathcal{R}_{t, s} B_{s} G_{s}^{-1} B_{s}^{*} \mathbf{E}_{s}^{*} \int_{s}^{T} \mathcal{K}_{r, s}^{*} Q_{r}\left(b_{r} d r+d m_{r}\right) d s \\
= & -\int_{0}^{t} \mathcal{R}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right) \mathbf{E}_{s}^{*} x_{s}^{*} d s+\int_{0}^{t} \mathcal{R}_{t, s} d \bar{m}_{s} \\
= & \int_{0}^{t} \mathcal{K}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\left(x_{s}^{*}-\mathbf{E}_{s}^{*} x_{s}^{*}\right) d s+\int_{0}^{t} \mathcal{K}_{t, s} d \bar{m}_{s}
\end{aligned}
$$

and hence,

$$
\begin{equation*}
\mathbf{E}_{t}^{*} x_{t}^{*}-\mathbf{E}_{t}^{*} \int_{0}^{t} \mathcal{K}_{t, s} d \bar{m}_{s}=\int_{0}^{t} \mathcal{K}_{t, s} B_{s} G_{s}^{-1}\left(B_{s}^{*} Q_{s}+L_{s}\right)\left(\mathbf{E}_{t}^{*} x_{s}^{*}-\mathbf{E}_{s}^{*} x_{s}\right) d s \tag{11.15}
\end{equation*}
$$

Substituting (11.12) and (11.15) in (11.7), we obtain

$$
\begin{aligned}
\hat{u}_{t}= & -\mathbf{E}_{t}^{*} \int_{0}^{t} G_{t}^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathcal{K}_{t, s} d \bar{m}_{s} \\
& -\mathbf{E}_{t}^{*} \int_{t}^{T} G_{t}^{-1} B_{t}^{*} \mathcal{K}_{s, t}^{*} Q_{s}\left(b_{s} d s+d m_{s}\right), \text { a.e. } t \in \mathbf{T}
\end{aligned}
$$

By $\left(\mathbf{D}_{\mathbf{1}}\right)$, we have $Q=D_{T}(P)$ and $\mathcal{K}=\mathcal{D}_{T}(\mathcal{Y})$, where $P$ and $\mathcal{Y}$ are as defined in Theorem 6.18. Therefore, if $K$ is defined by (6.20) and

$$
\begin{equation*}
G_{t, s}=P_{t} \mathcal{Y}_{s, t}^{*} C_{s}^{*}\left(\Psi_{s} V \Psi_{s}^{*}\right)^{-1}, 0 \leq s \leq t \leq T \tag{11.16}
\end{equation*}
$$

then

$$
\begin{align*}
\hat{x}_{t}^{T} & =\int_{0}^{t} K_{t, s} d z_{s}+\int_{t}^{T} G_{t, s} d \bar{z}_{s}  \tag{11.17}\\
\hat{u}_{t} & =-\mathbf{E}_{t}^{*} \int_{0}^{t} K_{T-s, T-t}^{*} d \bar{m}_{s}-\mathbf{E}_{t}^{*} \int_{t}^{T} G_{T-s, T-t}^{*} d m_{s} \tag{11.18}
\end{align*}
$$

Theorem 11.2. Under the conditions $\left(\mathbf{E}_{\mathbf{1}}^{\mathbf{w}}\right)-\left(\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}\right)$ and $\left(\mathbf{D}_{\mathbf{1}}\right)-\left(\mathbf{D}_{\mathbf{2}}\right)$, the smoothing problem (6.1)-(6.2) and the partially observable linear quadratic optimal control problem (11.1)-(11.4) are dual in the sense that if the operator-valued functions used in setting of these problems are related as in $\left(\mathbf{D}_{\mathbf{1}}\right)$, then the best estimate process $\hat{x}^{T}$ in the smoothing problem (6.1)-(6.2) and the process $\hat{u}$, defined by (11.7), are related in the same form.

Proof. This follows from (11.17) and (11.18).
Summarizing Theorems 11.1 and 11.2, one can observe that the distinction between the classical and extended forms of the separation principle is the same as the distinction between optimal filter and optimal smoother for the system (6.1)-(6.2).

### 11.3 Innovation Process for Control Actions

By the duality stated in Theorem 11.2, the innovation process $\bar{z}$ for the smoothing problem (6.1)-(6.2) corresponds to the process $\bar{m}$ for the control problem (11.1)(11.4). Therefore, the process $\bar{m}$, defined by (11.13)-(11.14), will be called a dual analogue of the innovation process for control actions. Innovation processes play a significant role in studying estimation problems; especially they are helpful in derivation of nonlinear filtering equations. Hence, we can expect the same from their dual analogue for control actions. In particular, if the process $\tilde{u}$ is given beforehand, then substituting $u=\eta+\tilde{u}$, the state-observation system (11.2)(11.3) can be reduced to

$$
\begin{aligned}
& x_{t}^{\eta}=x_{t}^{u}=\int_{0}^{t} \mathcal{R}_{t, s} B_{s} \eta_{s} d s+\int_{0}^{t} \mathcal{R}_{t, s} d \bar{m}_{s}, 0 \leq t \leq T \\
& z_{t}^{\eta}=z_{t}^{u}=\int_{0}^{t}\left(D_{s} x_{s}^{\eta}+c_{s}\right) d s+n_{t}, 0 \leq t \leq T
\end{aligned}
$$

If we write the functional (11.1) in terms of the new control action $\eta$, then the optimal control $\eta^{*}$ in the reduced control problem is

$$
\eta_{t}^{*}=u_{t}^{*}-\tilde{u}_{t}=-G^{-1}\left(B_{t}^{*} Q_{t}+L_{t}\right) \mathbf{E}_{t}^{*} x_{t}^{*}, \text { a.e. } t \in \mathbf{T} .
$$

Thus, for the reduced control problem, which is set in terms of the new noise process $\bar{m}$, the classical separation principle holds instead of the extended one that holds for the original control problem.

Example 11.3. To illustrate the ideas mentioned in this section, consider the linear stochastic regulator problem (8.68)-(8.70) under the conditions of Example 8.25 assuming $x_{0}=0$. The optimal control $u^{*}$ in this problem was found as a function of three random processes $\hat{x}^{*}, \psi^{1}$ and $\psi^{2}$. Here $\hat{x}^{*}$ is the basic best estimate process, but $\psi^{1}$ and $\psi^{2}$ are two associated random processes. From the equations in (8.92) it is clear that the process $\psi^{2}$ plays a role in forming the innovation process $\bar{z}$ for estimation problems:

$$
d \bar{z}_{t}=d z_{t}^{*}+\left(C_{t} \hat{x}_{t}^{*}+\psi_{t, 0}^{2}\right) d t, \bar{z}_{0}=0
$$

The role of the process $\psi^{1}$ becomes clear due to the dual analogue of the innovation process for control actions. The process $\psi^{1}$ forms the process $\tilde{u}$ and, hence, the process $\bar{m}$ defined by (11.13)-(11.14) for the linear stochastic regulator problem from Example 8.25.

It is useful to mention the following: the reduction method used in Chapter 8 is in fact an application of the dual analogue of the innovation process for control actions. Exactly this was the reason for obtaining the formulae for the optimal control in Chapter 8 without referring to the extended separation principle.

The arguments mentioned in this example are applicable to the linear stochastic regulator problem from Chapter 7 and they can be used to analyze the linear stochastic regulator problem from Chapter 9.

## Chapter 12

## Controllability

In this chapter the concepts of controllability for the deterministic and stochastic systems are discussed.

### 12.1 Preliminaries

### 12.1.1 Definitions

Let $T>0$ and consider a deterministic or stochastic control system on the time interval $[0, T]$. Let $x_{T}^{u}$ be its (random or not) state value at time $T$ corresponding to the control $u$ taken from the set of admissible controls $U_{\text {ad }}$. If the control system under consideration is stochastic, then by $\mathcal{F}_{T}^{u}$ we denote the smallest $\sigma$ algebra generated by the observations on the time interval $[0, T]$ corresponding to the control $u$. If the considered control system is deterministic, then simply $\mathcal{F}_{T}^{u}=\{\varnothing, \Omega\}$. Suppose that $X$ is the state space. Introduce the set

$$
\begin{equation*}
D(T)=\left\{x_{T}^{u}: u \in U_{\mathrm{ad}}\right\} . \tag{12.1}
\end{equation*}
$$

Definition 12.1. Given $T>0$, a deterministic control system will be called
(a) $D_{T}^{c}$-controllable if $D(T)=X$;
(b) $D_{T}^{a}$-controllable if $\overline{D(T)}=X$.

It is clear that the $D_{T}^{c}$-controllability is the well-known complete controllability and the $D_{T}^{a}$-controllability is the approximate controllability for the time $T$ for deterministic control systems. Originally, the $D_{T}^{c}$-controllability was introduced in Kalman [61] as a concept for finite dimensional deterministic control systems. The natural extension of this concept to infinite dimensional control systems is too strong for many of them. Therefore, the $D_{T}^{a}$-controllability was introduced as a weakened version of the $D_{T}^{c}$-controllability.

The natural extension of the complete and approximate controllability concepts to stochastic control systems is meaningless since now a terminal value is a random variable. Therefore, there is a need for further weakening of these concepts in order to extend them to stochastic control systems. The two different interconnections of controllability and randomness define the two principally different methods of extending the controllability concepts to stochastic systems. In the first method the state space in the definition of controllability concepts is replaced by a suitable space of random variables, say, the space of square integrable random variables. Thus, attaining random variables, even those with large entropy, is necessary to be controllable in this sense. In this chapter we will follow the second method that is more practical: it assumes attaining only those random variables that have small entropy, excluding the needless random variables with large entropy.

Given $T>0,0 \leq \varepsilon<\infty$ and $0 \leq p \leq 1$, introduce the sets

$$
\begin{align*}
& S(T, \varepsilon, p)=\left\{h \in X: \exists u \in U_{\text {ad }}\right. \text { such that } \\
&  \tag{12.2}\\
& \left.\quad \mathbf{P}\left(\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u}\right)-h\right\|^{2}>\varepsilon\right) \leq 1-p\right\} \\
& C(T, \varepsilon, p)=\left\{h \in X: \exists u \in U_{\text {ad }} \text { such that } h=\mathbf{E} x_{T}^{u}\right. \text { and }  \tag{12.3}\\
& \\
& \\
& \left.\mathbf{P}\left(\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u}\right)-h\right\|^{2}>\varepsilon\right) \leq 1-p\right\} .
\end{align*}
$$

The following definitions will be used as a step in discussing the main concepts of controllability for stochastic systems. A stochastic control system will be called
(a) $S_{T, \varepsilon, p}^{c}$-controllable if $S(T, \varepsilon, p)=X$;
(b) $S_{T, \varepsilon, p^{-}}^{a}$ controllable if $\overline{S(T, \varepsilon, p)}=X$;
(c) $C_{T, \varepsilon, p^{-}}^{c}$-controllable if $C(T, \varepsilon, p)=X$;
(d) $C_{T, \varepsilon, p^{-}}^{a}$ controllable if $\overline{C(T, \varepsilon, p)}=X$;
(e) $S_{T, \varepsilon, p}^{0}$-controllable if $0 \in S(T, \varepsilon, p)$.

Geometrically, the $S_{T, \varepsilon, p^{\prime}}^{c}$-controllability ( $S_{T, \varepsilon, p^{-}}^{a}$-controllability) can be interpreted as follows. If a control system with the initial state $x_{0}$ is $S_{T, \varepsilon, p}^{c}$-controllable ( $S_{T, \varepsilon, p^{-}}^{a}$-controllable), then with probability not less than $p$ it can pass from $x_{0}$ for the time $T$ into the $\sqrt{\varepsilon}$-neighborhood of an arbitrary point in the state space (in a set that is dense in the state space). The interpretation of the $C_{T, \varepsilon, p^{-}}^{c}$ and $C_{T, \varepsilon, p^{-}}^{a}$ controllability differs from the same of the $S_{T, \varepsilon, p^{-}}^{c}$ and $S_{T, \varepsilon, p^{-}}^{a}$ controllability since among the controls, with the help of which the $\sqrt{\varepsilon}$-neighborhood of any point $h$ is achieved, there exists one with the property that the expectation of the state at the time $T$, corresponding to this control, coincides with $h$. One can easily observe that a $C_{T, \varepsilon, p}^{c}$-controllable ( $C_{T, \varepsilon, p}^{a}$-controllable) control system is $S_{T, \varepsilon, p}^{c}$-controllable ( $S_{T, \varepsilon, p^{-}}^{a}$-controllable), but the converse is not true.

The smaller $\varepsilon$ is and the larger $p$ is for a control system, the more controllable it is, i.e., it is possible to hit into a smaller neighborhood with a higher probability. One can observe that for all $T>0$, all control systems are $S_{T, \varepsilon, p^{-}}^{c}, S_{T, \varepsilon, p^{-}}^{a}, C_{T, \varepsilon, p^{-}}^{c}$ and $C_{T, \varepsilon, p}^{a}$-controllable with $\varepsilon \geq 0$ and $p=0$ or $\varepsilon=\infty$ and $0 \leq p \leq 1$ if we admit $\infty$ as a value for $\varepsilon$. At the same time it is clear that a $D_{T}^{c}$-controllable $\left(D_{T}^{a}{ }^{-}\right.$ controllable) deterministic system is $S_{T, 0,1^{-}}^{c}$ and $C_{T, 0,1^{-}}^{c}$ controllable ( $S_{T, 0,1^{-}}^{a}$ and $C_{T, 0,1}^{a}$-controllable) with parameters $\varepsilon=0$ and $p=1$, since for deterministic systems, $D(T)=S(T, 0,1)=C(T, 0,1)$. Also, each kind of controllability, introduced above, with a smaller $\varepsilon$ and a greater $p$ implies the same kind of controllability with a greater $\varepsilon$ and a smaller $p$.

Summarizing, we can give the following easy necessary and sufficient conditions for the $D_{T^{-}}^{c}$ and $D_{T}^{a}$-controllability.

Proposition 12.2. Given $T>0$, for a deterministic control system the following three conditions are equivalent:
(a) the $D_{T}^{c}$-controllability;
(b) the $S_{T, \varepsilon, p^{-}}^{c}$-controllability for all $\varepsilon \geq 0$ and for all $0 \leq p \leq 1$;
(c) the $C_{T, \varepsilon, p}^{c}$-controllability for all $\varepsilon \geq 0$ and for all $0 \leq p \leq 1$.

Proposition 12.3. Given $T>0$, for a deterministic control system the following three conditions are equivalent:
(a) the $D_{T}^{a}$-controllability;

(c) the $C_{T, \varepsilon, p}^{a}$-controllability for all $\varepsilon \geq 0$ and for all $0 \leq p \leq 1$.

Excepting the limit values $\varepsilon=0$ and $p=1$ from the above mentioned necessary and sufficient conditions of the complete and approximate controllability, one can obtain the weakened versions of these concepts. For a moment call a given stochastic system
(a) $S_{T}^{c}$-controllable if it is $S_{T, \varepsilon, p^{-}}^{c}$-controllable for all $\varepsilon>0$ and for all $0 \leq p<1$;
(b) $S_{T}^{a}$-controllable if it is $S_{T, \varepsilon, p^{-}}^{a}$ controllable for all $\varepsilon>0$ and for all $0 \leq p<1$;
(c) $C_{T}^{c}$-controllable if it is $C_{T, \varepsilon, p}^{c}$-controllable for all $\varepsilon>0$ and for all $0 \leq p<1$;
(d) $C_{T}^{a}$-controllable if it is $C_{T, \varepsilon, p}^{a}$-controllable for all $\varepsilon>0$ and for all $0 \leq p<1$.

These concepts of controllability can be easily described in terms of the sets

$$
\begin{equation*}
S(T)=\bigcap_{\varepsilon, p} S(T, \varepsilon, p) \text { and } C(T)=\bigcap_{\varepsilon, p} C(T, \varepsilon, p) \tag{12.4}
\end{equation*}
$$

where the intersections are taken over all $\varepsilon>0$ and all $0 \leq p<1$.

Proposition 12.4. For a given stochastic system and for $T>0$, let $S(T)$ and $C(T)$ be defined by (12.4) and let $X$ be the state space. Then this stochastic system is
(a) $S_{T}^{c}$-controllable if and only if $S(T)=X$;
(b) $S_{T}^{a}$-controllable if and only if $\overline{S(T)}=X$;
(c) $C_{T}^{c}$-controllable if and only if $C(T)=X$;
(d) $C_{T}^{a}$-controllable if and only if $\overline{C(T)}=X$.

In the next result we establish that $S_{T}^{c}$-controllability and $S_{T}^{a}$-controllability are equivalent concepts for every stochastic system.
Proposition 12.5. For a given stochastic system and for a given $T>0$, let $S(T)$ be the set defined by (12.4) and let $X$ be the respective state space. Then the following statements hold.
(a) $S(T)$ is a closed set in $X$.
(b) The stochastic system is $S_{T}^{c}$-controllable if and only if it is $S_{T}^{a}$-controllable.

Proof. Part (b) easily follows from part (a) and from Propositions 12.4(a) and 12.4(b). Hence, it suffices to prove only part (a). Let $h \in \overline{S(T)}$. Fix arbitrary $\varepsilon>0$ and $0 \leq p<1$. Then from

$$
h \in \overline{S(T)} \subset \overline{S(T, \varepsilon / 4, p)}
$$

it follows that there exists $h_{0} \in S(T, \varepsilon / 4, p)$ such that $\left\|h_{0}-h\right\|^{2} \leq \varepsilon / 4$. At the same time, $h_{0} \in S(T, \varepsilon / 4, p)$ implies that there exists $u \in U_{\text {ad }}$ with

$$
\mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u}\right)-h_{0}\right\|^{2}>\varepsilon / 4\right\} \leq 1-p
$$

Hence, for this $u \in U_{\text {ad }}$, we have

$$
\begin{aligned}
\mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u}\right)-h\right\|^{2}>\varepsilon\right\} & \leq \mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u}\right)-h_{0}\right\|+\left\|h_{0}-h\right\|>\sqrt{\varepsilon}\right\} \\
& \leq \mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u}\right)-h_{0}\right\|+\sqrt{\varepsilon} / 2>\sqrt{\varepsilon}\right\} \\
& =\mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u}\right)-h_{0}\right\|^{2}>\varepsilon / 4\right\} \\
& \leq 1-p .
\end{aligned}
$$

This implies $h \in S(T, \varepsilon, p)$. Since $\varepsilon>0$ and $0 \leq p<1$ are arbitrary, we obtain $h \in S(T)$, proving that $\overline{S(T)} \subset S(T)$, i.e., $S(T)$ is closed.

Also, it will be shown that for every partially observable linear stationary control system with an additive Gaussian white noise disturbance, the $C_{T^{-}}^{a}$ controllability is equivalent to the $S_{T}^{c}$-controllability and the $S_{T}^{a}$-controllability (see Proposition 12.32). So, we can define two basic and one additional concepts of controllability for stochastic systems.

Definition 12.6. For a given stochastic system and for $T>0$, let $S(T)$ and $C(T)$ be the sets defined by (12.4) and let $X$ be the respective state space. Then this stochastic control system will be called
(a) $S_{T}$-controllable if $S(T)=X$;
(b) $C_{T}$-controllable if $C(T)=X$;
(c) $S_{T}^{0}$-controllable if $0 \in S(T)$.

Geometrically, the $S_{T^{-}}$-controllability can be interpreted as follows: an $S_{T^{-}}$ controllable control system can attain for the time $T$ an arbitrarily small neighborhood of each point in the state space with a probability that is arbitrarily near to 1 . The $C_{T}$-controllability is the $S_{T}$-controllability fortified with some uniformity. The $S_{T^{-}}^{0}$-controllability is useful in discussing $S_{T^{-}}$and $C_{T^{-}}$-controllability.

Finally, notice that the abbreviations $D, S, C, c$ and $a$ in the previously introduced controllability concepts mean deterministic, stochastic, combined, complete and approximate, respectively.

### 12.1.2 Description of the System

We will examine the $S_{T^{-}}$and $C_{T^{-c o n t r o l l a b i l i t y ~}}$ of the partially observable linear system

$$
\left\{\begin{array}{l}
d x_{t}^{u}=\left(A x_{t}^{u}+B u_{t}+f_{t}\right) d t+d \varphi_{t}, 0<t \leq T, x_{0}^{u}=x_{0}  \tag{12.5}\\
d \xi_{t}^{u}=C x_{t}^{u} d t+d \psi_{t}, 0<t \leq T, \xi_{0}^{u}=0
\end{array}\right.
$$

where $x, u$ and $\xi$ are the state, control and observation processes. Under the set $U_{\mathrm{ad}}$ of admissible controls we consider the set of all controls $u$ in the linear feedback form

$$
\begin{equation*}
u_{t}=\bar{u}_{t}+\int_{0}^{t} K_{t, s} d \xi_{s}^{u}, \text { a.e. } t \in[0, T] \tag{12.6}
\end{equation*}
$$

with $\bar{u} \in L_{2}(0, T ; U)$ and $K \in B_{2}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}, U\right)\right)$.
Throughout this chapter it is assumed that
(C) $X, U \in \mathcal{H}, T>0, A$ is the infinitesimal generator of $\mathcal{U} \in \mathcal{S}(X), B \in \mathcal{L}(U, X)$, $C \in \mathcal{L}\left(X, \mathbb{R}^{n}\right), f \in L_{2}(0, T ; X), x_{0}$ is an $X$-valued Gaussian random variable, $\left[\begin{array}{c}\varphi \\ \psi\end{array}\right]$ is an $X \times \mathbb{R}^{n}$-valued Wiener process on $[0, T]$, the covariance operator of $\psi$ is $I, x_{0}$ and $(\varphi, \psi)$ are independent.

Also, we use the notation

$$
P_{0}=\operatorname{cov} x_{0} \quad \text { and } \quad\left[\begin{array}{cc}
\Phi & R  \tag{12.7}\\
R^{*} & I
\end{array}\right]=T^{-1} \operatorname{cov}\left[\begin{array}{l}
\varphi_{T} \\
\psi_{T}
\end{array}\right]
$$

Note that for the Wiener processes under consideration we use the symbols $\varphi$ and $\psi$, reserving their traditional symbols $w$ and $v$ for the control actions as defined below.

One can associate two systems with the system (12.5). The first of them is the deterministic system

$$
\begin{equation*}
\frac{d}{d t} y_{t}^{v}=A y_{t}^{v}+B v_{t}+f_{t}, 0<t \leq T, y_{0}^{v}=y_{0}=\mathbf{E} x_{0} \tag{12.8}
\end{equation*}
$$

with the admissible controls $v$ taken from $V_{\mathrm{ad}}=L_{2}(0, T ; U)$. The second one is the partially observable stochastic system

$$
\left\{\begin{array}{l}
d z_{t}^{w}=\left(A z_{t}^{w}+B w_{t}\right) d t+d \varphi_{t}, 0<t \leq T, z_{0}^{w}=z_{0}=x_{0}-\mathbf{E} x_{0}  \tag{12.9}\\
d \eta_{t}^{w}=C z_{t}^{w} d t+d \psi_{t}, 0<t \leq T, \eta_{0}^{w}=0
\end{array}\right.
$$

where $w$ is a control from the set of admissible controls $W_{\text {ad }}$ consisting of all controls in the form

$$
\begin{equation*}
w_{t}=\int_{0}^{t} K_{t, s} d \eta_{s}^{w}, \text { a.e. } t \in[0, T] \tag{12.10}
\end{equation*}
$$

where $K \in B_{2}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}, U\right)\right)$.

### 12.2 Controllability: Deterministic Systems

In this section the $D_{T^{-}}^{c}$ and $D_{T}^{a}$-controllability of the deterministic control system (12.8) will be discussed.

### 12.2.1 CCC, ACC and Rank Condition

With the deterministic control system (12.8), one can associate the operator-valued function

$$
\begin{equation*}
\mathcal{Q}_{T}=\int_{0}^{T} \mathcal{U}_{s} B B^{*} \mathcal{U}_{s}^{*} d s, T \geq 0 \tag{12.11}
\end{equation*}
$$

which is called a controllability operator.
Theorem 12.7. The control system (12.8) on $V_{\text {ad }}$ is
(a) $D_{T}^{c}$-controllable if and only if $\mathcal{Q}_{T}>0$;
(b) $D_{T}^{a}$-controllable if and only if $B^{*} \mathcal{U}_{t}^{*} x=0$ for all $0 \leq t \leq T$ implies $x=0$.

Proof. This theorem is proved in various books, for example in Curtain and Pritchard [40].

The condition in Theorem 12.7(a) is called the complete controllability condition (CCC) and in Theorem 12.7(b) the approximate controllability condition (ACC). These conditions are demonstrated in the following example.

Example 12.8. Let $X=U=l_{2}$ (see Example 1.10 for this space), let $A=0$ and let

$$
B=\left[\begin{array}{cccc}
1 & 0 & 0 & \cdots \\
0 & 1 / 2 & 0 & \cdots \\
0 & 0 & 1 / 3 & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

By Example 3.3, the semigroup generated by $A=0$ is $\mathcal{U}_{t} \equiv I$. Consider the standard basis

$$
e_{1}=(1,0,0, \ldots), e_{2}=(0,1,0, \ldots), e_{3}=(0,0,1, \ldots), \ldots
$$

in $l_{2}$. Since

$$
\sum_{n=1}^{\infty}\left\langle B e_{n}, B e_{n}\right\rangle=\sum_{n=1}^{\infty} \frac{1}{n^{2}}<\infty
$$

$B$ is a Hilbert-Schmidt operator on $l_{2}\left(B \in \mathcal{L}_{2}\left(l_{2}\right)\right)$ and, therefore, $B \in \mathcal{L}\left(l_{2}\right)$. Obviously, $B=B^{*}$. Therefore, $B^{*} \mathcal{U}_{t}^{*} x=0$ implies $B x=0$ and, hence, $x=0$. So, by Theorem $12.7(\mathrm{~b})$, for each $T>0$, the control system (12.8) with the operators $A$ and $B$ as defined above is $D_{T}^{a}$-controllable. But by Theorem $12.7(\mathrm{a})$, there is no $T>0$ for which it is $D_{T}^{c}$-controllable since

$$
\left\|B^{2} e_{n}\right\|_{l_{2}}=\frac{1}{n^{2}} \rightarrow 0 \text { as } n \rightarrow \infty
$$

and, therefore,

$$
\mathcal{Q}_{T}=\int_{0}^{T} \mathcal{U}_{s} B B^{*} \mathcal{U}_{s}^{*} d s=T B^{2}
$$

is not a coercive operator.
If the state space $X$ and the control space $U$ are finite dimensional Euclidean spaces, say $X=\mathbb{R}^{n}$ and $U=\mathbb{R}^{m}$ for $n, m \in \mathbb{N}$, then the operators $A$ and $B$ in the control system (12.8) are simply $(n \times n)$ - and $(n \times m)$-matrices. Therefore, we can form the ( $n \times n m$ )-matrix

$$
\begin{equation*}
\left[B, A B, \ldots, A^{n-1} B\right] \tag{12.12}
\end{equation*}
$$

consisting of the columns of the matrices $B, A B, \ldots, A^{n-1} B$.
Theorem 12.9. Assume $X=\mathbb{R}^{n}$ and $U=\mathbb{R}^{m}$ for $n, m \in \mathbb{N}$. Then the following statements are equivalent:
(a) the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{c}$-controllable;
(b) the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{a}$-controllable;
(c) the rank of the matrix (12.12) is equal to $n$.

Proof. This theorem is proved in various books, for example in Curtain and Pritchard [40].

The condition in part (c) of Theorem 12.9 is called the Kalman rank condition.

### 12.2.2 Resolvent Conditions

In this section the necessary and sufficient conditions in terms of convergence of operators will be obtained for the control system (12.8) on $V_{\text {ad }}$ to be $D_{T^{-}}^{c}$ and $D_{T}^{a}$-controllable.

Consider the controllability operator $\mathcal{Q}_{T}$ of the control system (12.8) defined by (12.11). For $T \geq 0$, the operator $\mathcal{Q}_{T}$ is nonnegative $\left(\mathcal{Q}_{T} \geq 0\right)$ and, hence, $R\left(\lambda,-\mathcal{Q}_{T}\right)=\left(\lambda I+\mathcal{Q}_{T}\right)^{-1}$ is a well-defined bounded linear operator for all $\lambda>0$ and for all $T \geq 0$. If $\mathcal{Q}_{T}>0$, then $R\left(\lambda,-\mathcal{Q}_{T}\right)$ is defined for $\lambda=0$ as well. The operator $R\left(\lambda,-\mathcal{Q}_{T}\right)$ is called the resolvent of $-\mathcal{Q}_{T}$. This resolvent will be used to represent the optimal control in the linear regulator problem of minimizing the functional

$$
\begin{equation*}
J(v)=\left\|y_{T}^{v}-h\right\|^{2}+\lambda \int_{0}^{T}\left\|v_{t}\right\|^{2} d t \tag{12.13}
\end{equation*}
$$

where $y^{v}$ is defined by (12.8), $v$ is a control taken from $L_{2}(0, T ; U), h \in X$ and $\lambda>0$ are parameters.

Lemma 12.10. Given $h \in X$ and $\lambda>0$, there exists a unique optimal control $v^{\lambda} \in L_{2}(0, T ; U)$ at which the functional (12.13) takes its minimum value on $L_{2}(0, T ; U)$. Furthermore,

$$
\begin{equation*}
v_{t}^{\lambda}=-B^{*} \mathcal{U}_{T-t}^{*} R\left(\lambda,-\mathcal{Q}_{T}\right)\left(\mathcal{U}_{T} y_{0}-h+g\right), \text { a.e. } t \in[0, T] \tag{12.14}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{T}^{v^{\lambda}}-h=\lambda R\left(\lambda,-\mathcal{Q}_{T}\right)\left(\mathcal{U}_{T} y_{0}-h+g\right), \tag{12.15}
\end{equation*}
$$

where $R\left(\lambda,-\mathcal{Q}_{T}\right)$ is the resolvent of $-\mathcal{Q}_{T}$ and

$$
g=\int_{0}^{T} \mathcal{U}_{T-t} f_{t} d t
$$

Proof. By Theorem 5.24, there exists a unique optimal control $v^{\lambda}$ in the above mentioned linear regulator problem. Computing the variation of the functional (12.13), one can easily obtain

$$
\begin{equation*}
v_{t}^{\lambda}=-\lambda^{-1} B^{*} \mathcal{U}_{T-t}^{*}\left(y_{T}^{v^{\lambda}}-h\right), \text { a.e. } t \in[0, T] \tag{12.16}
\end{equation*}
$$

Substituting this in (12.8) and using (12.11), we obtain

$$
\begin{aligned}
y_{T}^{v^{\lambda}} & =\mathcal{U}_{T} y_{0}+\int_{0}^{T} \mathcal{U}_{T-t}\left(B v_{t}^{\lambda}+f_{t}\right) d t \\
& =\mathcal{U}_{T} y_{0}+g-\lambda^{-1} \int_{0}^{T} \mathcal{U}_{T-t} B B^{*} \mathcal{U}_{T-t}^{*}\left(y_{T}^{v^{\lambda}}-h\right) d t \\
& =\mathcal{U}_{T} y_{0}+g-\lambda^{-1} \mathcal{Q}_{T}\left(y_{T}^{v^{\lambda}}-h\right)
\end{aligned}
$$

Hence,

$$
\lambda y_{T}^{v^{\lambda}}=\lambda\left(\mathcal{U}_{T} y_{0}+g\right)-\mathcal{Q}_{T}\left(y_{T}^{v^{\lambda}}-h\right)
$$

which implies

$$
\left(\lambda I+\mathcal{Q}_{T}\right) y_{T}^{v^{\lambda}}=\lambda\left(\mathcal{U}_{T} y_{0}+g\right)+\mathcal{Q}_{T} h
$$

and, consequently,

$$
\begin{aligned}
y_{T}^{v^{\lambda}} & =\lambda\left(\lambda I+\mathcal{Q}_{T}\right)^{-1}\left(\mathcal{U}_{T} y_{0}+g\right)+\left(\lambda I+\mathcal{Q}_{T}\right)^{-1}\left(\lambda I+\mathcal{Q}_{T}-\lambda I\right) h \\
& =\lambda R\left(\lambda,-\mathcal{Q}_{T}\right)\left(\mathcal{U}_{T} y_{0}+g-h\right)+h .
\end{aligned}
$$

Thus, (12.15) holds. Substituting (12.15) in (12.16), we obtain (12.14).
Theorem 12.11. The following statements are equivalent:
(a) the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{c}$-controllable;
(b) $\mathcal{Q}_{T}>0$;
(c) $R\left(\lambda,-\mathcal{Q}_{T}\right)$ converges uniformly as $\lambda \rightarrow 0$;
(d) $R\left(\lambda,-\mathcal{Q}_{T}\right)$ converges strongly as $\lambda \rightarrow 0$;
(e) $R\left(\lambda,-\mathcal{Q}_{T}\right)$ converges weakly as $\lambda \rightarrow 0$;
(f) $\lambda R\left(\lambda,-\mathcal{Q}_{T}\right)$ converges uniformly to the zero operator as $\lambda \rightarrow 0$;

Proof. The equivalence (a) $\Leftrightarrow(\mathrm{b})$ is well-known and it is already stated in Theorem 12.7(a). For the implication (b) $\Rightarrow(\mathrm{c})$, let $\mathcal{Q}_{T}>0$. Then for all $x \in X$ and for all $\lambda \geq 0$,

$$
\left\langle x,\left(\lambda I+\mathcal{Q}_{T}\right) x\right\rangle \geq(\lambda+k)\|x\|^{2}
$$

where $k>0$ is a constant. Therefore, for all $\lambda \geq 0$,

$$
\left\|R\left(\lambda,-\mathcal{Q}_{T}\right)\right\|=\left\|\left(\lambda I+\mathcal{Q}_{T}\right)^{-1}\right\| \leq \frac{1}{\lambda+k} \leq \frac{1}{k}
$$

We obtain that $\left\|R\left(\lambda,-\mathcal{Q}_{T}\right)\right\|$ is bounded with respect to $\lambda \geq 0$. This implies

$$
\begin{aligned}
\left\|R\left(\lambda,-\mathcal{Q}_{T}\right)-\mathcal{Q}_{T}^{-1}\right\| & =\left\|\left(\lambda I+\mathcal{Q}_{T}\right)^{-1}-\mathcal{Q}_{T}^{-1}\right\| \\
& =\left\|\mathcal{Q}_{T}^{-1}\left(\mathcal{Q}_{T}-\lambda I-\mathcal{Q}_{T}\right)\left(\lambda I+\mathcal{Q}_{T}\right)^{-1}\right\| \\
& \leq \lambda\left\|\mathcal{Q}_{T}^{-1}\right\|\left\|\left(\lambda I+\mathcal{Q}_{T}\right)^{-1}\right\| \\
& \leq \lambda k^{-2}
\end{aligned}
$$

So, $R\left(\lambda,-\mathcal{Q}_{T}\right)$ converges uniformly to $\mathcal{Q}_{T}^{-1}$ as $\lambda \rightarrow 0$. The implications (c) $\Rightarrow$ (d) $\Rightarrow$ (e) are obvious. The implication (e) $\Rightarrow$ (f) follows from the boundedness of a weakly convergent sequence of operators (see Proposition 1.32(a)). For the implication (f) $\Rightarrow$ (b), suppose

$$
\lambda\left\|R\left(\lambda,-\mathcal{Q}_{T}\right)\right\|=\lambda\left\|\left(\lambda I+\mathcal{Q}_{T}\right)^{-1}\right\| \rightarrow 0, \lambda \rightarrow 0
$$

Then $\lambda^{1 / 2}\left\|\left(\lambda I+\mathcal{Q}_{T}\right)^{-1 / 2}\right\| \rightarrow 0$ as $\lambda \rightarrow 0$. For sufficiently small $\lambda_{0}>0$, we can write

$$
\lambda_{0}^{1 / 2}\left\|\left(\lambda_{0} I+\mathcal{Q}_{T}\right)^{-1 / 2}\right\| \leq \frac{1}{\sqrt{2}}
$$

So, for all $x \in X$, we have

$$
\begin{aligned}
\|x\|^{2} & =\left\|\left(\lambda_{0}^{1 / 2}\left(\lambda_{0} I+\mathcal{Q}_{T}\right)^{-1 / 2}\right)\left(\lambda_{0}^{-1 / 2}\left(\lambda_{0} I+\mathcal{Q}_{T}\right)^{1 / 2}\right) x\right\|^{2} \\
& \leq \frac{1}{2}\left\|\lambda_{0}^{-1 / 2}\left(\lambda_{0} I+\mathcal{Q}_{T}\right)^{1 / 2} x\right\|^{2} \\
& =\frac{1}{2}\left\langle\lambda_{0}^{-1}\left(\lambda_{0} I+\mathcal{Q}_{T}\right) x, x\right\rangle
\end{aligned}
$$

which implies

$$
\left\langle\lambda_{0}^{-1}\left(\lambda_{0} I+\mathcal{Q}_{T}\right) x, x\right\rangle \geq 2\|x\|^{2}
$$

and, consequently,

$$
\left\langle\mathcal{Q}_{T} x, x\right\rangle \geq \lambda_{0}\|x\|^{2}
$$

Thus, $\mathcal{Q}_{T}>0$.
Theorem 12.12. The following statements are equivalent:
(a) the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{a}$-controllable;
(b) if $B^{*} \mathcal{U}_{t}^{*} x=0$ for all $0 \leq t \leq T$, then $x=0$;
(c) $\lambda R\left(\lambda,-\mathcal{Q}_{T}\right)$ converges strongly to the zero operator as $\lambda \rightarrow 0$;
(d) $\lambda R\left(\lambda,-\mathcal{Q}_{T}\right)$ converges weakly to the zero operator as $\lambda \rightarrow 0$.

Proof. The equivalence $(\mathrm{a}) \Leftrightarrow(\mathrm{b})$ is well-known and it is already stated in Theorem $12.7(\mathrm{~b})$. For the implication (c) $\Rightarrow(\mathrm{a})$, let $\lambda R\left(\lambda,-\mathcal{Q}_{T}\right)$ be strongly convergent to the zero operator as $\lambda \rightarrow 0$. Consider an arbitrary $h \in X$ and the functional (12.13) with this $h$. By Lemma 12.10, there is a control $v^{\lambda} \in L_{2}(0, T ; U)$ such that (12.15) holds. Hence, selecting $\lambda$ sufficiently small, we can make $y_{T}^{v^{\lambda}}$ to be close to $h$, proving that the control system (12.8) on $V_{\text {ad }}$ is $D_{T}^{a}$-controllable. For the implication (a) $\Rightarrow$ (c), let the control system (12.8) on $V_{\text {ad }}$ be $D_{T}^{a}$-controllable. Then for arbitrary $h \in X$, there exists a sequence $\left\{\bar{v}^{n}\right\}$ in $L_{2}(0, T ; U)$ such that $\left\|y_{T}^{\bar{v}^{n}}-h\right\| \rightarrow 0$ as $n \rightarrow \infty$. We have

$$
\begin{aligned}
\left\|y_{T}^{v^{\lambda}}-h\right\|^{2} & \leq\left\|y_{T}^{v^{\lambda}}-h\right\|^{2}+\lambda \int_{0}^{T}\left\|v_{t}^{\lambda}\right\|^{2} d t \\
& \leq\left\|y_{T}^{\bar{v}^{n}}-h\right\|^{2}+\lambda \int_{0}^{T}\left\|\bar{v}_{t}^{n}\right\|^{2} d t
\end{aligned}
$$

where $v^{\lambda}$ is the control at which the functional (12.13) takes on its minimum value. If $\varepsilon>0$ is given, then we can make

$$
\left\|y_{T}^{\bar{v}^{n}}-h\right\|<\frac{\varepsilon}{\sqrt{2}}
$$

for some sufficiently large $n$ and then we can select $\delta>0$ to be sufficiently small so that for all $0<\lambda<\delta$,

$$
\lambda \int_{0}^{T}\left\|\bar{v}_{t}^{n}\right\|^{2} d t<\frac{\varepsilon^{2}}{2}
$$

Thus, $\left\|y_{T}^{v^{\lambda}}-h\right\|<\varepsilon$ for all $0<\lambda<\delta$, i.e., $y_{T}^{v^{\lambda}}$ converges to $h$ as $\lambda \rightarrow 0$. By (12.15) and by the arbitrariness of $h$, this implies the strong convergence of $\lambda R\left(\lambda,-\mathcal{Q}_{T}\right)$ to the zero operator as $\lambda \rightarrow 0$. Finally, the equivalence (c) $\Leftrightarrow$ (d) is a consequence of $\lambda R\left(\lambda,-\mathcal{Q}_{T}\right) \geq 0$.

The conditions (f) in Theorem 12.11 and (c) in Theorem 12.12 clearly distinguish the $D_{T}^{c}$-controllability and the $D_{T}^{a}$-controllability of the control system (12.8) showing that the distinction between them is in a kind of convergence of the operator $\lambda R\left(\lambda,-\mathcal{Q}_{T}\right)$ to the zero operator as $\lambda \rightarrow 0$. We call these conditions the resolvent conditions for the control system (12.8) to be $D_{T}^{c}$ and $D_{T}^{a}$-controllable, respectively.

### 12.2.3 Applications of Resolvent Conditions

An application of the resolvent conditions to a concrete control system requires a computation of the respective resolvent and then a verification of the respective convergence. These are illustrated below in the examples of controlled onedimensional heat and wave equations.

Example 12.13. Consider the controlled one-dimensional heat equation from Example 3.5:

$$
\begin{equation*}
\frac{\partial}{\partial t} y_{t, \theta}=\frac{\partial^{2}}{\partial \theta^{2}} y_{t, \theta}+v_{t, \theta}, \quad 0 \leq \theta \leq 1,0<t \leq T \tag{12.17}
\end{equation*}
$$

with the initial and boundary conditions

$$
\left\{\begin{array}{l}
y_{0, \theta}=f_{\theta}, 0 \leq \theta \leq 1  \tag{12.18}\\
y_{t, 0}=y_{t, 1}=0,0 \leq t \leq T
\end{array}\right.
$$

Let $X=U=L_{2}(0,1 ; \mathbb{R})$ and let $f \in X$. In the system (12.17)-(12.18), the second order differential operator $d^{2} / d \theta^{2}$ stands for the operator $A$ with the domain

$$
D(A)=\left\{h \in W^{2,2}(0,1 ; \mathbb{R}): h_{0}=h_{1}=0\right\}
$$

and it generates the strongly continuous semigroup $\mathcal{U}$ defined by

$$
\left[\mathcal{U}_{t} h\right]_{\theta}=\sum_{n=1}^{\infty} 2 e^{-n^{2} \pi^{2} t} \sin (n \pi \theta) \int_{0}^{1} h_{\alpha} \sin (n \pi \alpha) d \alpha, 0 \leq \theta \leq 1, t \geq 0, h \in X
$$

If $v$ is considered as a control action taken from the set of admissible controls $V_{\mathrm{ad}}=L_{2}\left(0, T ; L_{2}(0,1 ; \mathbb{R})\right)$, then it is easily seen that $B=B^{*}=I$ and, since $\mathcal{U}_{t}$ is self-adjoint (see Example 3.5),

$$
\mathcal{Q}_{T}=\int_{0}^{T} \mathcal{U}_{s} B B^{*} \mathcal{U}_{s}^{*} d s=\int_{0}^{T} \mathcal{U}_{2 s} d s
$$

Therefore, for $h \in X$,

$$
\begin{aligned}
{\left[\mathcal{Q}_{T} h\right]_{\theta} } & =\left[\int_{0}^{T} \mathcal{U}_{2 s} h d s\right]_{\theta} \\
& =\sum_{n=1}^{\infty} \int_{0}^{T} 2 e^{-2 n^{2} \pi^{2} s} \sin (n \pi \theta) \int_{0}^{1} h_{\alpha} \sin (n \pi \alpha) d \alpha d s \\
& =\sum_{n=1}^{\infty} \frac{1-e^{-2 n^{2} \pi^{2} T}}{n^{2} \pi^{2}} \sin (n \pi \theta) \int_{0}^{1} h_{\alpha} \sin (n \pi \alpha) d \alpha
\end{aligned}
$$

The half-range Fourier sine expansion of $h \in X$ is

$$
h_{\theta}=\sum_{n=1}^{\infty} 2 \sin (n \pi \theta) \int_{0}^{1} h_{\alpha} \sin (n \pi \alpha) d \alpha, 0 \leq \theta \leq 1
$$

Using this, we obtain

$$
\left[\left(\lambda I+\mathcal{Q}_{T}\right) h\right]_{\theta}=\sum_{n=1}^{\infty} \frac{2 n^{2} \pi^{2} \lambda+1-e^{-2 n^{2} \pi^{2} T}}{n^{2} \pi^{2}} \sin (n \pi \theta) \int_{0}^{1} h_{\alpha} \sin (n \pi \alpha) d \alpha
$$

Let $\left(\lambda I+\mathcal{Q}_{T}\right) h=g$. If we use the half-range Fourier sine expansion of $g \in X$, then

$$
\begin{aligned}
\sum_{n=1}^{\infty} 2 \sin (n \pi \theta) & \int_{0}^{1} g_{\alpha} \sin (n \pi \alpha) d \alpha \\
= & \sum_{n=1}^{\infty} \frac{2 n^{2} \pi^{2} \lambda+1-e^{-2 n^{2} \pi^{2} T}}{n^{2} \pi^{2}} \sin (n \pi \theta) \int_{0}^{1} h_{\alpha} \sin (n \pi \alpha) d \alpha
\end{aligned}
$$

which for all $n \in \mathbb{N}$ implies

$$
\int_{0}^{1} h_{\alpha} \sin (n \pi \alpha) d \alpha=\frac{2 n^{2} \pi^{2}}{2 n^{2} \pi^{2} \lambda+1-e^{-2 n^{2} \pi^{2} T}} \int_{0}^{1} g_{\alpha} \sin (n \pi \alpha) d \alpha
$$

Therefore,

$$
\begin{aligned}
h_{\theta} & =\left[\left(\lambda I+\mathcal{Q}_{T}\right)^{-1} g\right]_{\theta}=\left[R\left(\lambda,-\mathcal{Q}_{T}\right) g\right]_{\theta} \\
& =\sum_{n=1}^{\infty} \frac{4 n^{2} \pi^{2}}{2 n^{2} \pi^{2} \lambda+1-e^{-2 n^{2} \pi^{2} T}} \sin (n \pi \theta) \int_{0}^{1} g_{\alpha} \sin (n \pi \alpha) d \alpha
\end{aligned}
$$

If $g_{\alpha} \equiv 1$, then by Parseval identity,

$$
\begin{aligned}
\left\|R\left(\lambda,-\mathcal{Q}_{T}\right) g\right\|_{X}^{2} & =\frac{1}{2} \sum_{n=1}^{\infty} \frac{\left(4 n^{2} \pi^{2}\right)^{2}}{\left(2 n^{2} \pi^{2} \lambda+1-e^{-2 n^{2} \pi^{2} T}\right)^{2}}\left(\int_{0}^{1} \sin (n \pi \alpha) d \alpha\right)^{2} \\
& =\sum_{n=1}^{\infty} \frac{8 n^{2} \pi^{2}\left(1-(-1)^{n}\right)^{2}}{\left(2 n^{2} \pi^{2} \lambda+1-e^{-2 n^{2} \pi^{2} T}\right)^{2}} \\
& \geq \sum_{n=1}^{\infty} \frac{8 n^{2} \pi^{2}\left(1-(-1)^{n}\right)^{2}}{\left(2 n^{2} \pi^{2} \lambda+1\right)^{2}}=\sum_{n=1,3,5, \ldots} \frac{32 n^{2} \pi^{2}}{\left(2 n^{2} \pi^{2} \lambda+1\right)^{2}}
\end{aligned}
$$

One can verify that the inequality

$$
\frac{n}{2 n^{2} \pi^{2} \lambda+1}>\frac{n+1}{2(n+1)^{2} \pi^{2} \lambda+1}
$$

holds whenever $n$ is an integer that is greater than the number $1 / \sqrt{2 \lambda} \pi$. Let $N_{\lambda}$ be the smallest odd integer that is greater than $1 / \sqrt{2 \lambda} \pi$. Then the sequence

$$
\left\{n^{2} \pi^{2} /\left(2 n^{2} \pi^{2} \lambda+1\right)^{2}\right\}_{n=1,2, \ldots}
$$

is decreasing for $n \geq N_{\lambda}$. The following limits are obvious:

$$
N_{\lambda} \rightarrow \infty \text { and } \lambda N_{\lambda}^{2} \rightarrow \frac{1}{2 \pi^{2}} \text { as } \lambda \rightarrow 0
$$

Using these, for $g_{\alpha} \equiv 1$, we obtain

$$
\begin{aligned}
\left\|R\left(\lambda,-\mathcal{Q}_{T}\right) g\right\|_{X}^{2} & \geq \sum_{n=N_{\lambda}}^{\infty} \frac{16 n^{2} \pi^{2}}{\left(2 n^{2} \pi^{2} \lambda+1\right)^{2}} \geq \int_{N_{\lambda}}^{\infty} \frac{16 \pi^{2} t^{2}}{\left(2 \pi^{2} \lambda t^{2}+1\right)^{2}} d t \\
& \geq \int_{N_{\lambda}}^{\infty} \frac{4 \pi^{2} t}{\left(2 \pi^{2} \lambda t^{2}+1\right)^{2}} d t=\frac{1}{\lambda\left(2 \pi^{2} \lambda N_{\lambda}^{2}+1\right)} \rightarrow \infty
\end{aligned}
$$

as $\lambda \rightarrow 0$. So, by $(a) \Leftrightarrow(d)$ in Theorem 12.11 , there is no $T>0$ for which the system (12.17)-(12.18) is $D_{T}^{c}$-controllable. At the same time, for all $g \in X$,

$$
\left\|\lambda R\left(\lambda,-\mathcal{Q}_{T}\right) g\right\|_{X}^{2}=\sum_{n=1}^{\infty} \frac{8 n^{4} \pi^{4} \lambda^{2}}{\left(2 n^{2} \pi^{2} \lambda+1-e^{-2 n^{2} \pi^{2} T}\right)^{2}}\left(\int_{0}^{1} g_{\alpha} \sin (n \pi \alpha) d \alpha\right)^{2} \rightarrow 0
$$

as $\lambda \rightarrow 0$ and, hence, by $(a) \Leftrightarrow(c)$ in Theorem 12.12 , for each $T>0$, the system (12.17)-(12.18) is $D_{T}^{a}$-controllable.

Example 12.14. Consider the controlled wave equation from Example 3.6:

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}} u_{t, \theta}=\frac{\partial^{2}}{\partial \theta^{2}} u_{t, \theta}+b_{\theta} v_{t}, 0 \leq \theta \leq 1,0<t \leq T \tag{12.19}
\end{equation*}
$$

with the initial and boundary conditions

$$
\left\{\begin{array}{l}
u_{0, \theta}=f_{\theta},\left.(\partial / \partial t) u_{t, \theta}\right|_{t=0}=g_{\theta}, 0 \leq \theta \leq 1  \tag{12.20}\\
u_{t, 0}=u_{t, 1}=0,0 \leq t \leq T
\end{array}\right.
$$

We assume that $f, g$ and $b$ are functions in $L_{2}(0,1 ; \mathbb{R})$ and with these functions we associate the respective sequences $\left\{\check{f}_{n}\right\},\left\{\check{g}_{n}\right\}$ and $\left\{\breve{b}_{n}\right\}$ of Fourier coefficients in the half-range Fourier sine expansions

$$
f_{\theta}=\sum_{n=1}^{\infty} \check{f}_{n} \sqrt{2} \sin (n \pi \theta), g_{\theta}=\sum_{n=1}^{\infty} \check{g}_{n} \sqrt{2} \sin (n \pi \theta), b_{\theta}=\sum_{n=1}^{\infty} \check{b}_{n} \sqrt{2} \sin (n \pi \theta)
$$

and suppose that

$$
\sum_{n=1}^{\infty} n^{2} \check{f}_{n}^{2}<\infty
$$

Let $X$ be the Hilbert space introduced in Example 3.6 and let $U=\mathbb{R}$. Then the set of admissible controls $v$ is $V_{\mathrm{ad}}=L_{2}(0, T ; \mathbb{R})$. For the operator

$$
A=\left[\begin{array}{cc}
0 & I \\
d^{2} / d \theta^{2} & 0
\end{array}\right]
$$

where $I$ is the identity operator on $W^{2,2}(0,1 ; \mathbb{R})$ and $d^{2} / d \theta^{2}$ has the domain

$$
D\left(d^{2} / d \theta^{2}\right)=\left\{\xi \in W^{2,2}(0,1 ; \mathbb{R}): \xi_{0}=\xi_{1}=0\right\}
$$

and for $B \in \mathcal{L}(\mathbb{R}, X)$ defined by

$$
[B v]_{\theta}=\left[\begin{array}{c}
0 \\
b_{\theta} v
\end{array}\right], 0 \leq \theta \leq 1, v \in \mathbb{R}
$$

the system (12.19)-(12.20) can be formulated in the abstract form

$$
\begin{equation*}
\frac{d}{d t} y_{t}=A y_{t}+B v_{t}, t>0 \tag{12.21}
\end{equation*}
$$

where

$$
\left[y_{t}\right]_{\theta}=\left[\begin{array}{c}
u_{t, \theta} \\
(\partial / \partial t) u_{t, \theta}
\end{array}\right], 0 \leq \theta \leq 1, t>0 ; y_{0}=\left[\begin{array}{l}
f \\
g
\end{array}\right] .
$$

By Example 3.6, the operator $A$ generates a strongly continuous semigroup $\mathcal{U}$ as defined by

$$
\left[\mathcal{U}_{t} h\right]_{\theta}=\sum_{n=1}^{\infty}\left[\begin{array}{cc}
\cos (n \pi t) & (n \pi)^{-1} \sin (n \pi t) \\
-n \pi \sin (n \pi t) & \cos (n \pi t)
\end{array}\right]\left[\begin{array}{c}
\check{\xi}_{n} \\
\check{\eta}_{n}
\end{array}\right] \sqrt{2} \sin (n \pi \theta), 0 \leq \theta \leq 1, t \geq 0
$$

where

$$
h=\left[\begin{array}{l}
\xi \\
\eta
\end{array}\right] \in X
$$

and $\check{\xi}_{n}$ and $\check{\eta}_{n}$ are Fourier coefficients of $\xi$ and $\eta$, respectively. It was mentioned in Example 3.6 that the natural extension of $\mathcal{U}$ to $\mathbb{R}$ is a group. Therefore, the controllability operator $\mathcal{Q}_{T}$ of the system (12.21) is

$$
\mathcal{Q}_{T} h=\int_{0}^{T} \mathcal{U}_{t} B B^{*} \mathcal{U}_{t}^{*} h d t=\int_{0}^{T} \mathcal{U}_{t} B B^{*} \mathcal{U}_{-t} h d t, h \in X
$$

We have

$$
\left[\mathcal{U}_{-t} h\right]_{\theta}=\sum_{n=1}^{\infty}\left[\begin{array}{c}
\check{\xi}_{n} \cos (n \pi t)-\check{\eta}_{n}(n \pi)^{-1} \sin (n \pi t) \\
\check{\xi}_{n} n \pi \sin (n \pi t)+\check{\eta}_{n} \cos (n \pi t)
\end{array}\right] \sqrt{2} \sin (n \pi \theta)
$$

One can calculate that

$$
B^{*} h=\sum_{n=1}^{\infty} \check{b}_{n} \check{\eta}_{n}, h \in X .
$$

Hence,

$$
B^{*} \mathcal{U}_{-t} h=\sum_{n=1}^{\infty} \check{b}_{n}\left(\check{\xi}_{n} n \pi \sin (n \pi t)+\check{\eta}_{n} \cos (n \pi t)\right)
$$

and, consequently,

$$
\begin{aligned}
{\left[\mathcal{U}_{t} B B^{*} \mathcal{U}_{-t} h\right]_{\theta}=} & \sum_{n=1}^{\infty}\left[\begin{array}{c}
\check{b}_{n}(n \pi)^{-1} \sin (n \pi t) \\
\check{b}_{n} \cos (n \pi t)
\end{array}\right] \sqrt{2} \sin (n \pi \theta) \\
& \times \sum_{k=1}^{\infty} \check{b}_{k}\left(\check{\xi}_{k} k \pi \sin (k \pi t)+\check{\eta}_{k} \cos (k \pi t)\right) .
\end{aligned}
$$

Thus, for $T=2$,

$$
\left[\mathcal{Q}_{2} h\right]_{\theta}=\int_{0}^{2}\left[\mathcal{U}_{t} B B^{*} \mathcal{U}_{-t} h\right]_{\theta} d t=\sum_{n=1}^{\infty}\left[\begin{array}{c}
\breve{b}_{n}^{2} \check{\xi}_{n} \\
\breve{b}_{n}^{2} \check{\eta}_{n}
\end{array}\right] \sqrt{2} \sin (n \pi \theta)
$$

We obtain that

$$
\left[\left(\lambda I+\mathcal{Q}_{2}\right) h\right]_{\theta}=\sum_{n=1}^{\infty}\left(\lambda+\check{b}_{n}^{2}\right)\left[\begin{array}{c}
\check{\xi}_{n} \\
\check{\eta}_{n}
\end{array}\right] \sqrt{2} \sin (n \pi \theta)
$$

which implies

$$
\left[R\left(\lambda,-\mathcal{Q}_{2}\right) h\right]_{\theta}=\left[\left(\lambda I+\mathcal{Q}_{2}\right)^{-1} h\right]_{\theta}=\sum_{n=1}^{\infty} \frac{1}{\lambda+\check{b}_{n}^{2}}\left[\begin{array}{c}
\check{\xi}_{n} \\
\check{\eta}_{n}
\end{array}\right] \sqrt{2} \sin (n \pi \theta)
$$

Finally, for all $h \in X$,

$$
\left\|\lambda R\left(\lambda,-\mathcal{Q}_{2}\right) h\right\|^{2}=\sum_{n=1}^{\infty} \frac{\lambda^{2}}{\left(\lambda+\breve{b}_{n}^{2}\right)^{2}}\left(n^{2} \pi^{2} \breve{\xi}_{n}^{2}+\check{\eta}_{n}^{2}\right) \rightarrow 0
$$

as $\lambda \rightarrow 0$ if $\check{b}_{n} \neq 0$ for all $n \in \mathbb{N}$. Thus, by $(a) \Leftrightarrow(c)$ in Theorem 12.12 , we obtain the following sufficient condition for the $D_{T}^{a}$-controllability of the system (12.19)-(12.20) which agrees with Theorem 2.10 (p. 219) in Zabczyk [95]: if $T \geq 2$ and $b$ is so that

$$
\forall n \in \mathbb{N}, \int_{0}^{1} b_{\theta} \sin (n \pi \theta) d \theta \neq 0
$$

then the system (12.19)-(12.20) is $D_{T}^{a}$-controllable.

### 12.3 Controllability: Stochastic Systems

To study the $S_{T^{-}}$and $C_{T^{-}}$-controllability of the control system (12.5), we will use the results about the $D_{T^{-}}^{c}$ and $D_{T}^{a}$-controllability of the control system (12.8) from the previous section and the results about the $S_{T}^{0}$-controllability of the control system (12.9) given below.

### 12.3.1 $S_{T}^{0}$-Controllability

Consider the Riccati equations

$$
\begin{gather*}
\frac{d}{d t} Q_{t}+Q_{t} A+A^{*} Q_{t}-\lambda^{-1} Q_{t} B B^{*} Q_{t}=0 \\
0 \leq t<T, Q_{T}=I, \lambda>0  \tag{12.22}\\
\frac{d}{d t} P_{t}-A P_{t}-P_{t} A^{*}-\Phi+\left(P_{t} C^{*}+R\right)\left(C P_{t}+R^{*}\right)=0 \\
0<t \leq T, P_{0}=\operatorname{cov} z_{0} \tag{12.23}
\end{gather*}
$$

Recall that by Theorems 3.27 and 3.28 , there exist unique solutions (in the scalar product sense) $Q^{\lambda}$ and $P$ of these equations, respectively, and $Q_{t}^{\lambda} \geq 0$ and $P_{t} \geq 0$ for all $0 \leq t \leq T$. Moreover, by Theorem 3.29, the solution $Q^{\lambda}$ of equation (12.22) has the explicit form

$$
\begin{equation*}
Q_{t}^{\lambda}=\lambda \mathcal{U}_{T-t}^{*} R\left(\lambda,-\mathcal{Q}_{T-t}\right) \mathcal{U}_{T-t}, 0 \leq t \leq T, \lambda>0 \tag{12.24}
\end{equation*}
$$

Lemma 12.15. There exists the finite limit

$$
\begin{equation*}
a_{T}=\lim _{\lambda \rightarrow 0} \int_{0}^{T} \operatorname{tr}\left(\left(C P_{s}+R^{*}\right) Q_{s}^{\lambda}\left(P_{s} C^{*}+R\right)\right) d s \tag{12.25}
\end{equation*}
$$

where $Q^{\lambda}$ and $P$ are the solutions of the equations (12.22) and (12.23).
Proof. Consider the family of the stochastic optimal control problems on $W_{\text {ad }}$ with the state-observation system (12.9) and the functional

$$
\begin{equation*}
J^{\lambda}(w)=\mathbf{E}\left(\left\|z_{T}^{w}\right\|^{2}+\lambda \int_{0}^{T}\left\|w_{t}\right\|^{2} d t\right), \lambda>0 \tag{12.26}
\end{equation*}
$$

to be minimized. By Theorem 6.20, the functional $J^{\lambda}$ takes its minimum value at some control $w^{\lambda} \in W_{\text {ad }}$ and, by Proposition 6.22,

$$
J^{\lambda}\left(w^{\lambda}\right)=\operatorname{tr} P_{T}+\int_{0}^{T} \operatorname{tr}\left(\left(C P_{s}+R^{*}\right) Q_{s}^{\lambda}\left(P_{s} C^{*}+R\right)\right) d s
$$

Therefore, to prove the lemma it suffices to show that the sequence $\left\{J^{\lambda}\left(w^{\lambda}\right)\right\}$ has a finite limit. Let $0<\nu<\lambda$. Then

$$
\begin{aligned}
J^{\nu}\left(w^{\nu}\right) & =\mathbf{E}\left(\left\|z_{T}^{w^{\nu}}\right\|^{2}+\nu \int_{0}^{T}\left\|w_{t}^{\nu}\right\|^{2} d t\right) \\
& \leq \mathbf{E}\left(\left\|z_{T}^{w^{\lambda}}\right\|^{2}+\nu \int_{0}^{T}\left\|w_{t}^{\lambda}\right\|^{2} d t\right) \\
& \leq \mathbf{E}\left(\left\|z_{T}^{w^{\lambda}}\right\|^{2}+\lambda \int_{0}^{T}\left\|w_{t}^{\lambda}\right\|^{2} d t\right)=J^{\lambda}\left(w^{\lambda}\right)
\end{aligned}
$$

We conclude that $J^{\lambda}\left(w^{\lambda}\right)$ is a nonnegative and nondecreasing function of $\lambda>0$. Hence, there exists a finite limit of $J^{\lambda}\left(w^{\lambda}\right)$ as $\lambda \rightarrow 0$ proving the lemma.

Lemma 12.16. Let $a_{T}$ be defined by (12.25) and let $Q^{\lambda}$ and $P$ be the solutions of the equations (12.22) and (12.23), respectively. Then

$$
\begin{equation*}
\inf _{W_{\mathrm{ad}}} \mathbf{E}\left\|\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2}=a_{T} \tag{12.27}
\end{equation*}
$$

Proof. We will compare the functional (12.26) and

$$
\tilde{J}^{\lambda}(w)=\mathbf{E}\left(\left\|\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2}+\lambda \int_{0}^{T}\left\|w_{t}\right\|^{2} d t\right)
$$

where $w \in W_{\text {ad }}$ and $z^{w}$ is the state of the system (12.9). By Proposition $6.19, P_{T}$ is the covariance of the error $z_{T}^{w}-\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)$ independently of $w \in W_{\mathrm{ad}}$. Hence,

$$
\operatorname{tr} P_{T}=\mathbf{E}\left\|z_{T}^{w}-\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2}=\mathbf{E}\left\|z_{T}^{w}\right\|^{2}-\mathbf{E}\left\|\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2}
$$

and, consequently,

$$
\tilde{J}^{\lambda}\left(w^{\lambda}\right)=J^{\lambda}\left(w^{\lambda}\right)-\operatorname{tr} P_{T}=\int_{0}^{T} \operatorname{tr}\left(\left(C P_{s}+R^{*}\right) Q_{s}^{\lambda}\left(P_{s} C^{*}+R\right)\right) d s
$$

If we denote by $\left\{\tilde{w}^{n}\right\}$ any minimizing sequence of the functional

$$
J_{0}(w)=\mathbf{E}\left\|\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2}
$$

then

$$
\inf _{W_{\mathrm{ad}}} \mathbf{E}\left\|\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2} \leq \tilde{J}^{\lambda}\left(w^{\lambda}\right) \leq \mathbf{E}\left(\left\|\mathbf{E}\left(z_{T}^{\tilde{w}^{n}} \mid \mathcal{F}_{T}^{\tilde{w}^{n}, \eta}\right)\right\|^{2}+\lambda \int_{0}^{T}\left\|\tilde{w}_{t}^{n}\right\|^{2} d t\right)
$$

Consequently, taking the limit as $\lambda \rightarrow 0$ and $n \rightarrow \infty$, we obtain the statement of the lemma.

Theorem 12.17. Given $\varepsilon>0$ and $0 \leq p<1$, the control system (12.9) on $W_{\text {ad }}$ is $S_{T, \varepsilon, p}^{0}$-controllable if

$$
\begin{equation*}
a_{T}<\varepsilon(1-p) \tag{12.28}
\end{equation*}
$$

where $a_{T}$ is defined by (12.25).
Proof. By Lemma 12.16, we have

$$
\inf _{W_{\mathrm{ad}}} \mathbf{E}\left\|\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2}=a_{T}<\varepsilon(1-p)
$$

Therefore, there exists $w^{0} \in W_{\text {ad }}$ such that

$$
\mathbf{E}\left\|\mathbf{E}\left(z_{T}^{w^{0}} \mid \mathcal{F}_{T}^{w^{0}, \eta}\right)\right\|^{2}<\varepsilon(1-p)
$$

Using Chebyshev's inequality, we obtain

$$
\mathbf{P}\left(\left\|\mathbf{E}\left(z_{T}^{w^{0}} \mid \mathcal{F}_{T}^{w^{0}, \eta}\right)\right\|^{2}>\varepsilon\right) \leq \frac{1}{\varepsilon} \mathbf{E}\left\|\mathbf{E}\left(z_{T}^{w^{0}} \mid \mathcal{F}_{T}^{w^{0}, \eta}\right)\right\|^{2}<(1-p)
$$

Thus, the control system (12.9) on $W_{\text {ad }}$ is $S_{T, \varepsilon, p}^{0}$-controllable.

It should be noted that the condition (12.28) being a sufficient condition for $S_{T, \varepsilon, p^{-}}^{0}$ controllability is not necessary in general. In view of this we present the following arguments. For a given control system, define the functions

$$
\begin{align*}
& \alpha_{p}=\inf \Upsilon_{p}, \Upsilon_{p}=\left\{\varepsilon: \text { the system is } S_{T, \varepsilon, p}^{0} \text {-controllable }\right\}  \tag{12.29}\\
& \beta_{\varepsilon}=\sup \Pi_{\varepsilon}, \Pi_{\varepsilon}=\left\{p: \text { the system is } S_{T, \varepsilon, p}^{0} \text {-controllable }\right\} \tag{12.30}
\end{align*}
$$

Obviously, $\alpha$ and $\beta$ are nondecreasing functions with $\alpha_{0}=0$ and $\lim _{\varepsilon \rightarrow \infty} \beta_{\varepsilon}=1$. It follows from the definitions that the necessary and sufficient condition for the system to be $S_{T, \varepsilon, p}^{0}$-controllable is

$$
\begin{cases}\alpha_{p}<\varepsilon & \text { if } \inf \Upsilon_{p} \text { is not achieved }  \tag{12.31}\\ \alpha_{p} \leq \varepsilon & \text { if } \inf \Upsilon_{p} \text { is achieved }\end{cases}
$$

which can also be written in the following equivalent form:

$$
\begin{cases}\beta_{\varepsilon}>p & \text { if } \sup \Pi_{\varepsilon} \text { is not achieved }  \tag{12.32}\\ \beta_{\varepsilon} \geq p & \text { if } \sup \Pi_{\varepsilon} \text { is achieved }\end{cases}
$$

Using (12.28), define the functions

$$
\tilde{\alpha}_{p}=\left\{\begin{array}{ll}
a_{T}(1-p)^{-1}, & 0 \leq p<1, \\
\infty, & p=1,
\end{array} \quad \tilde{\beta}_{\varepsilon}= \begin{cases}1-a_{T} \varepsilon^{-1}, & a_{T}<\varepsilon<\infty \\
0, & 0 \leq \varepsilon \leq a_{T}\end{cases}\right.
$$

By (12.29), (12.30) and Theorem 12.17, it follows that

$$
\alpha_{p} \leq \tilde{\alpha}_{p}, 0 \leq p \leq 1, \quad \text { and } \quad \beta_{\varepsilon} \geq \tilde{\beta}_{\varepsilon}, 0 \leq \varepsilon<\infty
$$

i.e., in the case of the control system (12.9) the functions $\tilde{\alpha}$ and $\tilde{\beta}$, defined with the help of (12.28), give only approximations of the functions $\alpha$ and $\beta$ and may not be equal to them. In case $\alpha_{p}<\tilde{\alpha}_{p}$ or $\beta_{\varepsilon}>\tilde{\beta}_{\varepsilon}$ the inequality in (12.28) cannot be a necessary condition for $S_{T, \varepsilon, p}^{0}$-controllability of the system (12.9).
Theorem 12.18. The control system (12.9) on $W_{\text {ad }}$ is $S_{T}^{0}$-controllable if $a_{T}=0$.
Proof. By Theorem 12.17, $a_{T}=0$ implies that the control system (12.9) is $S_{T, \varepsilon, p^{-}}^{0}$ controllable for all $\varepsilon$ and for all $p$ satisfying $\varepsilon(1-p)>0$. This condition includes all pairs $(\varepsilon, p)$ with $\varepsilon>0$ and $0 \leq p<1$. So, the system (12.9) is $S_{T, \varepsilon, p}^{0}$-controllable for all $\varepsilon>0$ and for all $0 \leq p<1$.

Theorem 12.19. The control system (12.9) on $W_{\mathrm{ad}}$ is $S_{T}^{0}$-controllable if the system (12.8) is $D_{t}^{a}$-controllable for each $0<t \leq T$.

Proof. From (a) $\Rightarrow(\mathrm{c})$ in Theorem 12.12, we obtain that $\lambda R\left(\lambda,-\mathcal{Q}_{T-t}\right)$ strongly converges to the zero operator as $\lambda \rightarrow 0$ for all $0 \leq t<T$. Hence, by (12.24), $Q_{t}^{\lambda}$ strongly converges to the zero operator as $\lambda \rightarrow 0$ for all $0 \leq t<T$, where $Q^{\lambda}$ is the solution of the equation (12.22). Furthermore, substituting

$$
h=\lambda^{1 / 2}\left(\lambda I+\mathcal{Q}_{T-t}\right)^{-1 / 2} x
$$

in

$$
\left\langle\lambda^{-1}\left(\lambda I+\mathcal{Q}_{T-t}\right) h, h\right\rangle \geq\langle h, h\rangle
$$

we obtain

$$
\left\langle\lambda\left(\lambda I+\mathcal{Q}_{T-t}\right)^{-1} x, x\right\rangle \leq\|x\|^{2}
$$

So,

$$
\lambda R\left(\lambda,-\mathcal{Q}_{T-t}\right) \leq I
$$

and, by (12.24),

$$
Q_{t}^{\lambda} \leq \mathcal{U}_{T-t}^{*} \mathcal{U}_{T-t}
$$

for all $\lambda>0$ and for all $0 \leq t \leq T$. Hence, we can change the places of the limit, the integral and the trace in (12.25) to obtain $a_{T}=0$. Thus by Theorem 12.18, we obtain the $S_{T}^{0}$-controllability of the control system (12.9).

Theorem 12.20. The control system (12.9) on $W_{\mathrm{ad}}$ is $S_{T}^{0}$-controllable for each $T>0$ if the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{a}$-controllable for each $T>0$.

Proof. This is a direct consequence from Theorem 12.19.

### 12.3.2 $\quad C_{T}$-Controllability

In this section the $C_{T}$-controllability of the control system (12.5) on $U_{\text {ad }}$ will be studied. We will use the results about the $D_{T}^{c}$-controllability of the control system (12.8) on $V_{\text {ad }}$ from Section 12.2 .2 and about the $S_{T}^{0}$-controllability of the control system (12.9) on $W_{\text {ad }}$ from Section 12.3.1.

Lemma 12.21. $U_{\mathrm{ad}}=V_{\mathrm{ad}}+W_{\mathrm{ad}}$, where + is the sign of the sum of sets.
Proof. Let $u \in U_{\text {ad }}$ be of the form (12.5) with $K \in B_{2}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}, U\right)\right)$ and $\bar{u} \in$ $L_{2}(0, T ; U)$. Then $\mathbf{E} u=\bar{u} \in V_{\text {ad }}$ and, if $w=u-\bar{u}$, then

$$
\begin{aligned}
w_{t} & =\int_{0}^{t} K_{t, s} C\left(x_{s}^{u}-\mathbf{E} x_{s}^{u}\right) d s+\int_{0}^{t} K_{t, s} d \varphi_{s} \\
& =\int_{0}^{t} K_{t, s} C z_{s}^{w} d s+\int_{0}^{t} K_{t, s} d \varphi_{s}=\int_{0}^{t} K_{t, s} d \eta_{s}^{w}
\end{aligned}
$$

Thus, $w=u-\bar{u} \in W_{\text {ad }}$ and, consequently, $u \in V_{\text {ad }}+W_{\text {ad }}$. On the other hand, if $v \in V_{\text {ad }}$ and $w \in W_{\text {ad }}$ where $w$ has the form of (12.10) with $K \in B_{2}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}, U\right)\right)$, then

$$
\begin{aligned}
u_{t} & =v_{t}+\int_{0}^{t} K_{t, s} C z_{s}^{w} d s+\int_{0}^{t} K_{t, s} d \varphi_{s} \\
& =v_{t}-\int_{0}^{t} K_{t, s} C y_{s}^{v} d s+\int_{0}^{t} K_{t, s} C x_{s}^{u} d s+\int_{0}^{t} K_{t, s} d \varphi_{s}
\end{aligned}
$$

Denote

$$
\begin{equation*}
\bar{u}_{t}=v_{t}-\int_{0}^{t} K_{t, s} C y_{s}^{v} d s \tag{12.33}
\end{equation*}
$$

Then $u$ has the form of (12.6) with $\bar{u}$ as in (12.33), i.e., $u \in U_{\text {ad }}$. Thus, $U_{\text {ad }}=$ $V_{\text {ad }}+W_{\text {ad }}$.
Lemma 12.22. If $u=v+w$ where $v \in V_{\mathrm{ad}}$ and $w \in W_{\mathrm{ad}}$, then the $\sigma$-algebras $\mathcal{F}_{T}^{u, \xi}$ and $\mathcal{F}_{T}^{w, \eta}$, generated by $\xi_{s}^{u}, 0 \leq s \leq T$, and $\eta_{s}^{w}, 0 \leq s \leq T$, respectively, are equal.

Proof. It is easy to show that

$$
\begin{equation*}
\xi_{t}^{u}=\eta_{t}^{w}+C \int_{0}^{t} y_{s}^{v} d s, \quad 0 \leq t \leq T \tag{12.34}
\end{equation*}
$$

Since the second term in the right-hand side of (12.34) is nonrandom, we conclude that $\mathcal{F}_{T}^{u, \xi}$ and $\mathcal{F}_{T}^{w, \eta}$ are equal.
Lemma 12.23. Given $\varepsilon>0$ and $0 \leq p<1$, the control system (12.5) on $U_{\text {ad }}$ is
 and the control system (12.9) on $W_{\mathrm{ad}}$ is $S_{T, \varepsilon, p}^{0}$-controllable.
Proof. Let $C(T, \varepsilon, p)$ be the set (12.3) corresponding to the control system (12.5). Similarly, let $D(T)$ be the set (12.1) corresponding to the control system (12.8). Assume that the control system (12.5) is $C_{T, \varepsilon, p}^{c}$-controllable. Then from the inclusion $C(T, \varepsilon, p) \subset D(T)$, it follows that the control system (12.8) is $D_{T}^{c}$-controllable. Let $h \in C(T, \varepsilon, p)$. Then there exists $u \in U_{\text {ad }}$ such that $h=\mathbf{E} x_{T}^{u}$ and

$$
\mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u, \xi}\right)-h\right\|^{2}>\varepsilon\right\} \leq 1-p
$$

Consider $w=u-\mathbf{E} u \in W_{\text {ad }}$. By Lemma 12.22, $\mathcal{F}_{T}^{u, \xi}=\mathcal{F}_{T}^{w, \eta}$. Therefore,

$$
\mathbf{P}\left\{\left\|\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2}>\varepsilon\right\}=\mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u, \xi}\right)-\mathbf{E} x_{T}^{u}\right\|^{2}>\varepsilon\right\} \leq 1-p
$$

i.e., the control system (12.9) is $S_{T, \varepsilon, p}^{0}$-controllable. So, the necessity is proved. To prove the sufficiency, let $h \in D(T)$. Then there exists $v \in V_{\text {ad }}$ such that $h=y_{T}^{v}$. Also, from the $S_{T, \varepsilon, p}^{0}$-controllability of the control system (12.9), we conclude that there exists $w \in W_{\text {ad }}$ with

$$
\mathbf{P}\left\{\left\|\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2}>\varepsilon\right\} \leq 1-p
$$

Consider $u=v+w$. By Lemma 12.21, $u \in U_{\text {ad }}=V_{\mathrm{ad}}+W_{\mathrm{ad}}$. Moreover,

$$
\mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u, \xi}\right)-h\right\|^{2}>\varepsilon\right\}=\mathbf{P}\left\{\left\|\mathbf{E}\left(z_{T}^{w} \mid \mathcal{F}_{T}^{w, \eta}\right)\right\|^{2}>\varepsilon\right\} \leq 1-p
$$

i.e., $h \in C(T, \varepsilon, p)$. Therefore, $D(T) \subset C(T, \varepsilon, p)$. Since $D(T)=X$, we obtain $C(T, \varepsilon, p)=X$. Thus, the control system (12.5) is $C_{T, \varepsilon, p}^{c}$-controllable.

Theorem 12.24. The control system (12.5) on $U_{\mathrm{ad}}$ is $C_{T^{-}}$-controllable if and only if the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{c}$-controllable and the control system (12.9) on $W_{\mathrm{ad}}$ is $S_{T}^{0}$-controllable.

Proof. This is a direct consequence from Lemma 12.23.
Theorem 12.25. The control system (12.5) on $U_{\mathrm{ad}}$ is $C_{T}$-controllable for each $T>0$ if and only if the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{c}$-controllable for each $T>0$.

Proof. The necessity follows from Theorem 12.24. For sufficiency, note that by Theorem 12.20, the $D_{T}^{c}$-controllability of the control system (12.8) for each $T>0$ implies the $S_{T}^{0}$-controllability of the control system (12.9) for each $T>0$. Thus, by Theorem 12.24, the control system (12.5) is $C_{T}$-controllable for each $T>0$.

Example 12.26. Consider the control system (12.5) with $X=\mathbb{R}^{n}$ and $U=\mathbb{R}^{m}$. Then the operators $A$ and $B$ are $(n \times n)$ - and $(n \times m)$-matrices. By Theorem 12.9, the deterministic part of this system is $D_{T}^{c}$-controllable for each $T>0$ if the rank condition holds, i.e., if the rank of the matrix (12.12) is $n$. Hence, by Theorem 12.25 , this rank condition implies the $C_{T}$-controllability of this system for each $T>0$.

Example 12.27. Consider the control system (12.5) with the operators $A$ and $B$ as defined in Example 12.13. It was shown in Example 12.13 that there is no $T>0$ such that the deterministic part of this system is $D_{T}^{c}$-controllable. Thus, by Theorem 12.24 , we conclude that there is no $T>0$ such that this system is $C_{T^{-}}$-controllable.

### 12.3.3 $S_{T^{-}}$-Controllability

In this section the $S_{T}$-controllability of the control system (12.5) on $U_{\text {ad }}$ will be studied. At first we present the results about the $C_{T}^{a}$-controllability which are similar to those of the $C_{T}$-controllability from Section 12.3.2.

Lemma 12.28. Given $\varepsilon>0$ and $0 \leq p<1$, the control system (12.5) on $U_{\text {ad }}$ is $C_{T, \varepsilon, p}^{a}$-controllable if and only if the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{a}$-controllable and the control system (12.9) on $W_{\mathrm{ad}}$ is $S_{T, \varepsilon, p^{-}}^{0}$ controllable.
Proof. This can be proved in a similar way as Lemma 12.23.
Theorem 12.29. The control system (12.5) on $U_{\mathrm{ad}}$ is $C_{T}^{a}$-controllable if and only if the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{a}$-controllable and the control system (12.9) on $W_{\mathrm{ad}}$ is $S_{T}^{0}$-controllable.

Proof. This is a direct consequence from Lemma 12.28.
It turns out that Theorem 12.29 is true if the $C_{T}^{a}$-controllability in it is replaced by the $S_{T}$-controllability. To prove this result, we will use the following fact.

Lemma 12.30. $U_{\text {ad }}$ is a convex set.
Proof. By Lemma 5.25, if the control $w \in W_{\text {ad }}$ is of the form (12.10) with $K \in$ $B_{2}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}, U\right)\right)$, then there exists $M \in B_{2}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}, U\right)\right)$ such that

$$
w_{t}=\int_{0}^{t} M_{t, s} d \eta_{s}^{0}, 0 \leq t \leq T
$$

and vice versa, where $\eta^{0}$ is the observation process of the system (12.9) corresponding to the zero control. Therefore, if $u^{1}, u^{2} \in U_{\text {ad }}$, then by Lemma 12.21,

$$
u_{t}^{i}=v_{t}^{i}+\int_{0}^{t} M_{t, s}^{i} d \eta_{s}^{0}, 0 \leq t \leq T, i=1,2
$$

for some $v^{1}, v^{2} \in L_{2}(0, T ; U)$ and $M^{1}, M^{2} \in B_{2}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}, U\right)\right)$. Let $\alpha_{1}>0$ and $\alpha_{2}>0$ be such that $\alpha_{1}+\alpha_{2}=1$. Then for $v=\alpha_{1} v^{1}+\alpha_{2} v^{2}$ and for $M=$ $\alpha_{1} M^{1}+\alpha_{2} M^{2}$, we have

$$
u_{t}=\alpha_{1} u_{t}^{1}+\alpha_{2} u_{t}^{2}=v_{t}+\int_{0}^{t} M_{t, s} d \eta_{s}^{0}, 0 \leq t \leq T
$$

with $v \in L_{2}(0, T ; U)$ and with $M \in B_{2}\left(\Delta_{T}, \mathcal{L}\left(\mathbb{R}^{n}, U\right)\right)$. Thus, $u \in U_{\text {ad }}$.
Theorem 12.31. The control system (12.5) on $U_{\mathrm{ad}}$ is $S_{T}$-controllable if and only if the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{a}$-controllable and the control system (12.9) on $W_{\text {ad }}$ is $S_{T}^{0}$-controllable.

Proof. If the control system (12.8) is $D_{T}^{a}$-controllable and the control system (12.9) is $S_{T}^{0}$-controllable, then by Theorem 12.29 , the control system (12.5) is $C_{T^{-}}^{a}$ controllable which implies its $S_{T}$-controllability since $C(T, \varepsilon, p) \subset S(T, \varepsilon, p)$. Sufficiency is proved. For the necessity, let the control system (12.5) be $S_{T}$-controllable. Take an arbitrary $h \in X$ and consider the sequences $\left\{\varepsilon_{n}\right\}$ and $\left\{p_{n}\right\}$ with

$$
\varepsilon_{n}>0,0 \leq p_{n}<1 \text { and } \varepsilon_{n} \rightarrow 0, p_{n} \rightarrow 1 \text { as } n \rightarrow \infty
$$

From $S_{T, \varepsilon_{n}, p_{n}}^{c}$-controllability of the system (12.5), we obtain the existence of the sequence $\left\{u^{n}\right\}$ in $U_{\text {ad }}$ such that

$$
\mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)-h\right\|^{2}>\varepsilon_{n}\right\} \leq 1-p_{n}
$$

The obtained inequality implies the convergence in probability of the sequence of random variables $\mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)$ to $h$ as $n \rightarrow \infty$. Indeed, for $\varepsilon>0$, we can find a number $N$ such that $0<\varepsilon_{n}<\varepsilon^{2}$ for all $n>N$. Therefore, for $n>N$,

$$
\begin{aligned}
\mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)-h\right\|>\varepsilon\right\} & \leq \mathbf{P}\left\{\left\|\mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)-h\right\|^{2}>\varepsilon_{n}\right\} \\
& \leq 1-p_{n} \rightarrow 0, \quad n \rightarrow \infty
\end{aligned}
$$

Hence, $\mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)$ converges to $h$ in probability. Since for all $n, \mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)$ is a Gaussian random variable, by Theorem 4.7, its characteristic function has the form

$$
\chi_{n}(x)=\exp \left(i\left\langle m_{n}, x\right\rangle-\frac{1}{2}\left\langle\Lambda_{n} x, x\right\rangle\right), \quad x \in X
$$

where

$$
m_{n}=\mathbf{E}\left(\mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)\right)=\mathbf{E} x_{T}^{u^{n}}
$$

and

$$
\Lambda_{n}=\operatorname{cov} \mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)
$$

and $i$ is the imaginary unit. Also, the vector $h \in X$ is considered as a degenerate Gaussian random variable with the characteristic function

$$
\chi(x)=\exp (i\langle h, x\rangle), \quad x \in X
$$

By Theorem 4.1. the convergence of $\mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)$ to $h$ in probability implies

$$
\chi_{n}(x) \rightarrow \chi(x) \text { for all } x \in X
$$

The last convergence is possible when for all $x \in X$,

$$
\begin{equation*}
\left\langle m_{n}, x\right\rangle=\left\langle\mathbf{E} x_{T}^{u^{n}}, x\right\rangle \rightarrow\langle h, x\rangle \text { and }\left\langle\Lambda_{n} x, x\right\rangle \rightarrow 0 \text { as } n \rightarrow \infty \tag{12.35}
\end{equation*}
$$

The first convergence in (12.35) means the convergence of $\mathbf{E} x_{T}^{u^{n}}$ to $h$ in the weak topology of the Hilbert space $X$. By Theorem $1.29(\mathrm{a})$, we can construct the sequence

$$
h_{n}=\sum_{k=1}^{n} c_{k}^{n} \mathbf{E} x_{T}^{u^{k}}, \quad c_{k}^{n} \geq 0, \quad \sum_{k=1}^{n} c_{k}^{n}=1, \quad k=1,2, \ldots, n, \quad n=1,2, \ldots
$$

of convex combinations of $\mathbf{E} x_{T}^{u^{n}}$ such that $h_{n}$ converges to $h$ in the strong topology of $X$. Denote

$$
\tilde{u}^{n}=\sum_{k=1}^{n} c_{k}^{n} u^{k}, n=1,2, \ldots
$$

By Lemma 12.30, $\tilde{u}^{n} \in U_{\text {ad }}$ for all $n$. Moreover, in view of the affineness of the system (12.5), $h_{n}=\mathbf{E} x_{T}^{\tilde{u}^{n}}$. In terms of the system (12.8) this means that for the sequence of controls $\tilde{v}^{n}=\mathbf{E} \tilde{u}^{n}$ in $V_{\text {ad }}$, the sequence of vectors $h_{n}=\mathbf{E} x_{T}^{\tilde{u}^{n}}=y_{T}^{\tilde{v}^{n}}$ converges to $h$ in the strong topology of $X$. Since $h$ is an arbitrary point of $X$, we conclude that the set $D(T)$ defined by (12.1) for the control system (12.8) is dense in $X$, i.e., the control system (12.8) is $D_{T}^{a}$-controllable. Now consider the second convergence in (12.35). Let $\left\{e_{k}\right\}$ be a basis in $X$. We can select a subsequence $\left\{n_{m}^{1}\right\}$ of $\{n\}$ so that the sequence $\left\{\left\langle\Lambda_{n_{m}^{1}} e_{1}, e_{1}\right\rangle\right\}$ decreases and goes to 0 . Then we can select a subsequence $\left\{n_{m}^{2}\right\}$ of $\left\{n_{m}^{1}\right\}$ so that the sequence $\left\{\left\langle\Lambda_{n_{m}^{2}} e_{2}, e_{2}\right\rangle\right\}$ decreases and goes to 0 . Continuing this procedure for all $e_{k}$ and taking the diagonal sequence
$\left\{n_{m}^{m}\right\}$, we obtain that for all $e_{k}$, the sequence $\left\{\left\langle\Lambda_{n_{m}^{m}} e_{k}, e_{k}\right\rangle\right\}$ decreases and goes to 0 . Thus, in

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \operatorname{tr} \Lambda_{n_{m}^{m}}=\lim _{m \rightarrow \infty} \sum_{k=1}^{\operatorname{dim} X}\left\langle\Lambda_{n_{m}^{m}} e_{k}, e_{k}\right\rangle \tag{12.36}
\end{equation*}
$$

the series is such that for all $m$ and for all $k$,

$$
\left\langle\Lambda_{n_{m}^{m}} e_{k}, e_{k}\right\rangle \leq\left\langle\Lambda_{n_{1}^{1}} e_{k}, e_{k}\right\rangle
$$

So, we can interchange the places of the limit and the sum in (12.36) and obtain that

$$
\lim _{m \rightarrow \infty} \operatorname{tr} \Lambda_{n_{m}^{m}}=0
$$

Hence, without loss of generality, assume that $\lim _{n \rightarrow \infty} \operatorname{tr} \Lambda_{n}=0$. By Lemma 12.21 and Lemma 12.22, if $w^{n}=u^{n}-\mathbf{E} u^{n}$, then $w^{n} \in W_{\text {ad }}$ and

$$
\Lambda_{n}=\operatorname{cov} \mathbf{E}\left(x_{T}^{u^{n}} \mid \mathcal{F}_{T}^{u^{n}, \xi}\right)=\operatorname{cov} \mathbf{E}\left(z_{T}^{w^{n}} \mid \mathcal{F}_{T}^{w^{n}, \eta}\right)
$$

Therefore,

$$
\lim _{n \rightarrow \infty} \mathbf{E}\left\|\mathbf{E}\left(z_{T}^{w^{n}} \mid \mathcal{F}_{T}^{w^{n}}, \eta\right)\right\|^{2}=\lim _{n \rightarrow \infty} \operatorname{tr} \Lambda_{n}=0
$$

By Lemma 12.16, this implies $a_{T}=0$. Finally from Theorem 12.18, we obtain that the control system (12.9) is $S_{T}^{0}$-controllable.

Proposition 12.32. The control system (12.5) on $U_{\mathrm{ad}}$ is $S_{T}$-controllable if and only if it is $C_{T}^{a}$-controllable.

Proof. This follows from Theorems 12.29 and 12.31.
Theorem 12.33. The control system (12.5) on $U_{\mathrm{ad}}$ is $S_{T}$-controllable for each $T>0$ if and only if the control system (12.8) on $V_{\mathrm{ad}}$ is $D_{T}^{a}$-controllable for each $T>0$.

Proof. The necessity follows from Theorem 12.31. For sufficiency, note that by Theorem 12.20, the $D_{T}^{a}$-controllability of the control system (12.8) for each $T>0$ implies the $S_{T}^{0}$-controllability of the control system (12.9) for each $T>0$. Thus, by Theorem 12.31, the control system (12.5) is $S_{T}$-controllable for each $T>0$.

Example 12.34. Consider the control system (12.5) with $A=0$ and with the operator $B$ as defined in Example 12.8. As it was shown in Example 12.8, the deterministic part of this system is $D_{T}^{a}$-controllable for each $T>0$. Hence, by Theorem 12.33, this system is $S_{T}$-controllable for each $T>0$.

Example 12.35. Consider the control system (12.5) with the operators $A$ and $B$ as defined in Example 12.13. It was shown in Example 12.13 that the deterministic part of this system is $D_{T}^{a}$-controllable for each $T>0$. Hence, by Theorem 12.33, this system is $S_{T}$-controllable for each $T>0$.

Example 12.36. Consider the control system (12.5) with the operators $A$ and $B$ as defined in Example 12.14. It was shown in Example 12.14 that the deterministic part of this system is $D_{T}^{a}$-controllable for each $T \geq 2$ if some additional condition holds. However, Theorem 12.33 does not guarantee the $S_{T^{-} \text {-controllability of this }}$ system for any $T>0$.

## Comments

Chapter 1. The reader can use any textbook on functional analysis to study this chapter in more detail.

Chapter 2. The recommended books are Hille and Phillips [54], Dunford and Schwartz [45], Warga [89], Yosida [94], Kato [63], Balakrishnan [4], etc.

Chapter 3. Theory of semigroups is presented in a number of books including Balakrishnan [4], Bensoussan et al. [31, 32], Curtain and Zwart [41] etc. The concept of mild evolution operator was introduced by Curtain and Pritchard [39].

Chapter 4. Section 4.1. Random variables and processes in Hilbert spaces are considered in Curtain and Pritchard [40], Metivier [77] and Rozovskii [84]. Recommended book on Gaussian systems is Shiryaev [86]. Section 4.2. Physical Brownian motion was first observed in 1827 by the botanist Brown [34]. Many distinguished scientists such as Einstein, Smolukhovskii and Bachelier studied this phenomenon. Wiener [90] initiated the approach of looking at a physical Brownian motion as a path of a specific random process. We recommend the books of Davis [43], Hida [53], Krylov [67] and Gihman and Skorohod [50] to study this section in greater detail. Section 4.3. An early stochastic integral was considered in [83] for nonrandom functions and it is called a Wiener integral. For nonanticipative random functions it was defined by Ito [56] and it is called an Ito integral. Afterwards the Ito integral was an object of intensive study and generalizations. There are a number of sources on stochastic integration, for example, Liptser and Shiryaev [70, 72], Gihman and Skorohod [50, 51], Kallianpur [59], Elliot [46] etc. We follow Metivier [77] with some supplements from Rozovskii [84]. The set $\tilde{\Lambda}(0, T ; X, Z)$ is introduced in [77]. To make it a Hilbert space, we consider its quotient set. The next step in developing stochastic integration is a Skorohod integral [87] defined for anticipative random functions that is intensively used to construct a general theory of stochastic calculus. Section 4.4. An intensive study of stochastic differential equations became possible since the Ito integral was discovered [57]. There are a number of sources on stochastic differential equations, for example, Liptser and Shiryaev [70, 72], Gihman and Skorohod [50, 51], Ikeda and Watanabe [58] etc. In infinite dimensional spaces this subject was studied in Rozovskii [84], Da Prato and Zabczyk [42] for nonlinear and in Curtain and Pritchard [40] for linear cases.

Section 4.5. We recommend the books Curtain and Pritchard [40] and Shiryaev [86]. Section 4.6. White noise is a stationary random process having constant spectral density and it does not exist in an ordinary sense. Therefore, theory of white noise is rather advanced and uses generalized random processes (see Hida [53]). Mathematically, a white noise driven system is simply an Ito stochastic differential equation. Colored noise is introduced in Bucy and Joseph [35]. The importance of wide band noise driven systems is mentioned in Fleming and Rishel [48]. There are different approaches to handle wide band noises. In Kushner [69] an approach based on approximations is developed. We follow another approach that is based on a certain integral representation. This was first suggested in Bashirov [9]. The theorem about existence of infinitely many different integral representations under given autocovariance function is proved in Bashirov and Uğural [26, 27].

Chapter 5. Section 5.1. We use the ideas from Bensoussan and Viot [33] and Curtain and Ichikawa [38] to set a linear quadratic optimal control problem for partially observable systems. Section 5.2. There are two basic approaches to optimal control problems. One of them concerns necessary conditions of optimality and it is called Pontryagin's maximum principle (see Pontryagin et al. [82]). The first result concerning the maximum principle for stochastic systems was obtained by Kushner [68] in the case of noncontrolled diffusion. Afterwards this result was extended to different stochastic systems, even for those with controlled diffusion, but it was mentioned in Arkin and Saksonov [3] that the stochastic maximum principle of Pontryagin's form is not true for general controlled diffusion. The general stochastic maximum principle, that fundamentally differs from Pontryagin's for deterministic systems covering both controlled drift and controlled diffusion, was obtained independently by Mahmudov [73] and Peng [81]. Later, Cadenillas and Karatzas [36] extended this result to systems with random coefficients, Elliot and Kohlmann [47] studied the subject employing stochastic flows and Mahmudov and Bashirov [76] proved this result for constrained stochastic control problems. The discussion of the general stochastic maximum principle is given in Yong and Zhou [93]. The other approach to optimal control problems, giving sufficient conditions of optimality, is Bellman's dynamic programming (see Bellman [28]). For stochastic systems this approach is discussed in Krylov [66], Fleming and Rishel [48], Fleming and Soner [49] etc. The recent book of Yong and Zhou [93] establishes relations between stochastic maximum principle and dynamic programming and many other issues concerning stochastic optimal control. For linear quadratic optimal control problems under partial observations both these approaches, maximum principle and dynamic programming, lead to the same result called the separation principle. In the continuous time case the separation principle was stated and studied in Wonham [92]. This result in Hilbert spaces was considered in a number of works, for example, Bensoussan and Viot [33], Curtain and Ichikawa [38] etc. The extended form of the separation principle was first mentioned in Bashirov [5] and afterwards it was studied in Bashirov [7, 14] which we follow in this section. Section 5.3. This section is written on the basis of Bashirov [8, 14]. Section 5.4.

The idea of minimizing sequence considered in this section belongs to Bensoussan and Viot [33]. Section 5.5. In infinite dimensional spaces the linear regulator problem is studied in a number of works, for example, Curtain and Pritchard [39]. Section 5.6. Generally, the results on existence of optimal control are based on weak convergence and weak compactness. In the linear quadratic case it is possible to reduce the existence of optimal control to a certain linear filtering problem when the observations are incomplete.

Chapter 6. The first estimation problems were independently studied by Kolmogorov [64] and Wiener [91] on the basis of the spectral expansion of stationary random processes. A significant stage in developing of estimation theory was the famous works by Kalman [61] and Kalman and Bucy [62]. For complete discussion of estimation problems, see Liptser and Shiryaev [70, 71], Kallianpur [59], Elliot [46] etc. In infinite dimensional spaces linear estimation problems are discussed in Curtain and Pritchard [40].

Chapter 7. Colored noise in estimation problems was used in Bucy and Joseph [35]. In general, in Arato [2] it is proved that in the one-dimensional case any stationary random process with the rational spectral density can be shown as a solution of linear stochastic differential equations with white noise disturbance, i.e., it is a colored noise.

Chapter 8. Estimation and control of wide band noise driven systems is actual in engineering. The results of this chapter are obtained in the works of the author and his colleagues. In the early papers $[9,11,19]$ the duality principle was used to investigate the estimation problems for wide band noise driven systems. In the recent papers [13, 26, 27] a more flexible method based on a reduction was developed. The basic differential equations in (8.60)-(8.65) and in (8.92) are derived in [15]. Applications to space engineering and geophysics are discussed in [10, 18].

Chapter 9. This chapter is written on the basis of the early papers [6, 7, 11, 25] of the author and his colleagues, completed with some new progress in the theory not published previously. The reduction method faces difficulties when it is applied to the control and estimation problems under shifted noises. Therefore, the duality principle and the extended separation principle are used as methods of study in this chapter.

Chapter 10. The results of this chapter are most recent and they are reflected in [17] only. The method of approximations discussed in this chapter is promising but the control and estimation results are not yet proved precisely. The basic differential equations in $(10.26),(10.28)-(10.30)$ and (10.63)-(10.66) as well as the other formulae for the optimal controls and optimal filters are derived intuitively and all of them can be considered as conjectures. The discussion of possible applications of control and filtering under shifted white noises in space navigation and guidance, given in this and previous chapters, is an illustrative but significant argument toward engineering.

Chapter 11. There is a remarkable relation between the control and estimation problems. This relation was discovered by Kalman [60] between the linear regulator and linear filtering problems and stated as the principle of duality. In Allahverdiev and Bashirov [1] this duality is extended to linear stochastic optimal control and estimation problems. Later this subject was developed in Bashirov [7] where the dual analogue of the innovation process was introduced.

Chapter 12. Theory of controllability originates from the famous work of Kalman [61] where the concept of complete controllability was defined. Later it was clear that the natural extension of this concept to infinite dimensional systems is too strong for many of them. Therefore, the approximate controllability was defined as a weakened version of the complete controllability in the early works of Triggiani, Fattorini, Russel etc. The significant achievements in controllability theory for deterministic linear systems are the Kalman rank condition, the complete controllability condition and the approximate controllability condition and they are well discussed in a number of books, for example, Balakrishnan [4], Curtain and Pritchard [40], Curtain and Zwart [41], Bensoussan et al. [32], Zabczyk [95] etc. Afterwards the resolvent conditions for complete and approximate controllability were discovered in Bashirov and Mahmudov [23]. Both the concepts of complete and approximate controllability lose sense for stochastic systems since now a terminal value is a random variable. The two different interconnections of controllability and randomness define the two principally different methods of extending the controllability concepts to stochastic systems. In the first method the state space in the definitions of controllability concepts is replaced by a suitable space of random variables, for example, the space of square integrable random variables. Thus, attaining random variables, even those with large entropy, is necessary to be controllable in this sense. This direction is employed by Mahmudov [74, 75]. The second method is more practical: it assumes attaining only those random variables which have small entropy excluding the needless random variables with large entropy. In this chapter we follow the second method. The concepts of $C$ - and $S$-controllability for stochastic systems are studied in the works of the author and his colleagues $[20,21,22,23,12,24]$. In the early papers $[20,21]$ these concepts are not yet formulated but significant progress has been made. The papers [22, 23] are basic for the $C$ - and $S$-controllability and their conditions.
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## Index of Notation

| Symbol | Meaning | Page |
| :---: | :---: | :---: |
| $\varnothing$ | empty set | 1 |
| $x \in A, A \ni x$ | $x$ is an element of $A$ | 1 |
| $x \notin A$ | $x$ is not an element of $A$ | 1 |
| $\{x: R(x)\}$ | set of all $x$ for which $R(x)$ is true | 1 |
| $A \subset B, B \supset A$ | $A$ is a subset of $B$ | 1 |
| $A=B$ | $A$ and $B$ are equal sets | 1 |
| $A \cup B$ | union of $A$ and $B$ | 1 |
| $\bigcup_{\alpha} A_{\alpha}$ | union of the sets $A_{\alpha}$ | 1 |
| $A \cap B$ | intersection of $A$ and $B$ | 1 |
| $\bigcap_{\alpha} A_{\alpha}$ | intersection of the sets $A_{\alpha}$ | 1 |
| $A \backslash B$ | difference of the sets $A$ and $B$ | 2 |
| $\forall$ | universal quantifier | 2 |
| $\exists$ | existential quantifier | 2 |
| $\Rightarrow$ | implication | 2 |
| $\Leftrightarrow$ | logical equivalence | 2 |
| $\mathbb{N}$ | system of counting numbers | 2 |
| $\mathbb{Q}$ | system of rational numbers | 2 |
| $\mathbb{R}$ | system of real numbers | 2 |
| $\mathbb{C}$ | system of complex numbers | 2 |
| $i=1,2, \ldots$ | $i \in \mathbb{N}$ | 3 |
| $i=1, \ldots, n$ | $i \in\{1,2, \ldots, n\}$ | 3 |
| $\sup A$ | least upper bound of $A$ | 3 |
| $\inf A$ | greatest lower bound of $A$ | 3 |
| $\max A$ | maximum of $A$ | 3 |
| $\min A$ | minimum of $A$ | 3 |
| $(a, b)$ | $\{x: a<x<b\}$ | 3 |
| $[a, b]$ | $\{x: a \leq x \leq b\}$ | 3 |
| $[a, b)$ | $\{x: a \leq x<b\}$ | 3 |
| ( $a, b$ ] | $\{x: a<x \leq b\}$ | 3 |
| $(a, \infty)$ | $\{x: a<x<\infty\}$ | 3 |
| $[a, \infty)$ | $\{x: a \leq x<\infty\}$ | 3 |


| $(-\infty, b)$ | $\{x:-\infty<x<b\}$ | 3 |
| :---: | :---: | :---: |
| $(-\infty, b]$ | $\{x:-\infty<x \leq b\}$ | 3 |
| T | [0,T] | 3 |
| $\Delta_{T}$ | $\{(t, s): 0 \leq s \leq t \leq T\}$ | 3 |
| $\sigma(\Sigma)$ | smallest $\sigma$-algebra generated by $\Sigma$ | 4 |
| $f, f(\cdot), f: X \rightarrow Y$ | symbols for the function $f$ | 4 |
| $f_{x}, f(x)$ | symbols for the value of $f$ at $x$ | 4 |
| $D(f)$ | domain of $f$ | 4 |
| $R(f)$ | range of $f$ | 4 |
| $f(A)$ | image of $A$ under $f$ | 4 |
| $f^{-1}(B)$ | inverse image of $B$ under $f$ | 4 |
| $f \circ g$ | composition of $f$ and $g$ | 4 |
| $\chi_{A}$ | characteristic function of the set $A$ | 4 |
| $\left.f\right\|_{A}$ | restriction of $f$ to $A$ | 4 |
| $f^{-1}$ | inverse of the function $f$ | 4 |
| $\left\{x_{n}\right\}$ | symbol for a sequence | 5 |
| $\operatorname{dim} X$ | dimension of $X$ | 6 |
| span $G$ | linear subspace spanned by $G$ | 6 |
| $\mathbb{R}^{k}$ | k-dimensional Euclidean space | 6, 10, 18 |
| $l_{\infty}$ | space of bounded sequences | 6, 8 |
| $d(x, y)$ | distance between $x$ and $y$ | 6 |
| $\lim _{n \rightarrow \infty} x_{n}=x$ | $\left\{x_{n}\right\}$ converges to $x$ | 7 |
| $x_{n} \rightarrow x$ | $\left\{x_{n}\right\}$ converges to $x$ | 7 |
| $\tau(X)$ | metric topology of $X$ | 7 |
| $\bar{G}$ | closure of $G$ | 7 |
| $G^{0}$ | interior of $G$ | 7 |
| $\\|x\\|$ | norm of $x$ | 8 |
| $\sum_{n=1}^{\infty} x_{n}$ | sum of a series | 8 |
| $l_{p}$ | space of $p$ th order summable sequences | 8 |
| $\langle x, y\rangle$ | scalar product of $x$ and $y$ | 9 |
| $\overline{\text { span } G}$ | subspace spanned by $G$ | 9 |
| $H^{\perp}$ | orthogonal complement of $H$ | 9 |
| $\mathcal{H}$ | class of all separable Hilbert spaces | 10 |
| $(S, \Sigma)$ | measurable space | 10 |
| $\mathcal{B}_{X}$ | Borel $\sigma$-algebra of subsets of $X$ | 11 |
| $\sigma(f)$ | $\sigma$-algebra generated by the function $f$ | 11 |
| $\sigma\left(f^{\alpha} ; \alpha \in A\right)$ | $\sigma$-algebra generated by the functions $f_{\alpha}$ | 11 |
| $(S, \Sigma, \nu)$ | measure space | 11 |
| $\ell$ | Lebesgue measure | 12, 15 |
| $(\Omega, \mathcal{F}, \mathbf{P})$ | probability space | 13 |
| $\mathbf{P}(A)$ | probability of the event $A$ | 13 |
| $X \times Y$ | product of sets (or spaces) $X$ and $Y$ | 13 |
| $\Sigma \times \Gamma$ | $\{A \times B: A \in \Sigma, B \in \Gamma\}$ | 14 |


| $\Sigma \otimes \Gamma$ | product of $\sigma$-algebras $\Sigma$ and $\Gamma$ | 14 |
| :---: | :---: | :---: |
| $\nu \otimes \mu$ | product of measures $\nu$ and $\nu$ | 14 |
| $F(S, X)$ | space of all functions from $S$ to $X$ | 14 |
| $\mathcal{L}(X, Y)$ | space of bounded linear operators | 16 |
| $\mathcal{L}(X)$ | $\mathcal{L}(X, X)$ | 16 |
| I | identity operator | 16 |
| 0 | number zero, zero vector, zero operator | 16 |
| $X^{*}$ | dual space | 16 |
| $A^{-1}$ | inverse of the operator $A$ | 17 |
| $\tilde{\mathcal{L}}(X, Y)$ | class of closed operators | 19 |
| $\tilde{\mathcal{L}}(X)$ | $\tilde{\mathcal{L}}(X, X)$ | 19 |
| $A^{*}$ | adjoint of $A$ | 19 |
| $A \geq B$ | $A-B$ is a nonnegative operator | 21 |
| $A>B$ | $A-B$ is a coercive operator | 21 |
| $A^{1 / 2}$ | square root of the operator $A$ | 21 |
| $\mathcal{L}_{\infty}(X, Y)$ | space of compact operators | 22 |
| $\mathcal{L}_{\infty}(X)$ | $\mathcal{L}_{\infty}(X, X)$ | 22 |
| $\operatorname{tr} A$ | trace of $A$ | 23 |
| $\mathcal{L}_{2}(X, Y)$ | space of Hilbert-Schmidt operators | 23 |
| $\mathcal{L}_{2}(X)$ | $\mathcal{L}_{2}(X, X)$ | 23 |
| $\mathcal{L}_{1}(X, Y)$ | space of nuclear operators | 23 |
| $\mathcal{L}_{1}(X)$ | $\mathcal{L}_{1}(X, X)$ | 23 |
| $\mathcal{L}_{M}(X, Y)$ | space $\left\{A: A M^{1 / 2} \in \mathcal{L}(X, Y)\right\}$ | 24 |
| $u \otimes v$ | a specific nuclear operator | 24 |
| $w-\lim _{n \rightarrow \infty} x_{n}=x$ | $\left\{x_{n}\right\}$ weakly converges to $x$ | 27 |
| $x_{n} \xrightarrow{w} x$ | $\left\{x_{n}\right\}$ weakly converges to $x$ | 27 |
| $C(S, X)$ | space of continuous functions | 32 |
| $C(a, b ; X)$ | space $C(S, X)$ if $S=[a, b]$ | 32 |
| $F G, F^{*}, F^{-1},\\|F\\|$ | different operator-valued functions | 34 |
| $F^{\prime},(d / d x) F$ | derivative of $F$ | 34 |
| $F^{\prime \prime},\left(d^{2} / d x^{2}\right) F$ | second derivative of $F$ | 35 |
| $(\partial / \partial x) F$ | partial derivative of $F$ | 35 |
| $\left(\partial^{2} / \partial x \partial y\right) F$ | second order partial derivative of $F$ | 35 |
| $m(S, \Sigma, X)$ | space of $\Sigma$-measurable functions | 37 |
| $m(S, \Sigma, \nu, X)$ | a space of $\nu$-measurable functions | 38 |
| $m(S, \nu, X)$ | $m(S, \Sigma, \nu, X)$ | 38 |
| $\nu_{f}$ | measure generated by $f$ | 38 |
| $\int_{S} f d \nu$ | Bochner integral | 42 |
| $L_{p}(S, \Sigma, \nu, X)$ | space of $p$ th order integrable functions | 42 |
| $L_{p}(S, \nu, X)$ | $L_{p}(S, \Sigma, \nu, X)$ | 42 |
| ess $\sup _{s \in S}\left\\|f_{s}\right\\|$ | $\inf _{\nu(A)=0} \sup _{s \in S \backslash A}\left\\|f_{s}\right\\|$ | 42 |
| $L_{\infty}(S, \Sigma, \nu, X)$ | space of $\nu$-a.e. bounded functions | 42 |
| $L_{\infty}(S, \nu, X)$ | $L_{\infty}(S, \Sigma, \nu, X)$ | 42 |


| $L_{2}(\Omega, X)$ | $L_{2}(\Omega, \mathcal{F}, \mathbf{P}, X)$ | 45 |
| :---: | :---: | :---: |
| $\int_{a}^{b} f_{s} d s$ | $\int_{(a, b]} f_{s} d \ell$ | 45 |
| $L_{p}(a, b ; X)$ | $L_{p}([a, b], \ell, X)$ | 45 |
| $\left[f_{s}\right]_{r}$ | $f_{s, r}$ | 45 |
| $\left[f_{s}\right]$ | $f_{s,}$, | 45 |
| $\int_{a}^{b} H_{t} d t$ | Hilbertian sum of subspaces | 48 |
| $B_{p}(S, \Sigma, \nu, \mathcal{L}(X, Y))$ | space of $p$ th order strongly $\nu$-integrable operator-valued functions | 9 |
| $B_{p}(S, \nu, \mathcal{L}(X, Y))$ | $B_{p}(S, \Sigma, \nu, \mathcal{L}(X, Y))$ | 49 |
| $B_{\infty}(S, \Sigma, \nu, \mathcal{L}(X, Y))$ | space of strongly $\nu$-measurable and $\nu$-a.e. bounded operator-valued functions | 49 |
| $B_{\infty}(S, \nu, \mathcal{L}(X, Y))$ | $B_{\infty}(S, \Sigma, \nu, \mathcal{L}(X, Y))$ | 49 |
| $B_{p}(S, \mathcal{L}(X, Y))$ | $B_{p}\left(S, \mathcal{B}_{S}, \ell, \mathcal{L}(X, Y)\right)$ | 50 |
| $B_{p}(a, b ; \mathcal{L}(X, Y))$ | $B_{p}(S, \mathcal{L}(X, Y))$ if $S=[a, b]$ | 50 |
| $\int_{S} F_{s} d \nu$ | strong Bochner integral | 50 |
| $B(S, \mathcal{L}(X, Y))$ | class of bounded and strongly measurable operator-valued functions | 51 |
| $B(a, b ; \mathcal{L}(X, Y))$ | $B(S, \mathcal{L}(X, Y))$ if $S=[a, b]$ | 51 |
| $W^{n, p}(a, b ; X)$ | space of functions with the $n$th derivative $\text { in } L_{p}(a, b ; X)$ | 55 |
| $\mathcal{S}(X)$ | class of strongly continuous semigroups | 59 |
| $\mathcal{U}^{*}$ | adjoint of the semigroup $\mathcal{U}$ | 61 |
| $\tau$ | semigroup of right translation | 63 |
| $\mathcal{T}^{*}$ | semigroup of left translation | 63 |
| $\mathcal{E}\left(\Delta_{T}, \mathcal{L}(X)\right)$ | class of mild evolution operators | 64 |
| $\mathcal{P}_{N}(\mathcal{U})$ | bounded perturbation of $\mathcal{U}$ by $N$ | 68 |
| $\left.\mathcal{U}\right\|_{\Delta_{t}}$ | restriction of $\mathcal{U}$ to $\Delta_{t}$ | 70 |
| $\mathcal{U} \odot \mathcal{R}$ | combination of mild evolution operators | 70 |
| $\mathcal{D}_{t}(\mathcal{U})$ | dual of the mild evolution operator $\mathcal{U}$ | 70 |
| $D_{t}(N)$ | dual of the function $N$ | 70 |
| $D_{t}(\nu)$ | dual of the function $\nu$ | 70 |
| $\Lambda_{r}^{*}(N, \nu)$ | specific unbounded operator-valued function | 82 |
| $\mathcal{P}_{\Lambda^{*}(N, \nu)}^{*}\left(\mathcal{R} \odot \mathcal{T}^{*}\right)$ | dual unbounded perturbation | 85 |
| $\Lambda_{\mathcal{P}_{r}(M, \mu)}$ | specific unbounded operator-valued function | 86 |
| $\mathcal{P}_{\Lambda(M, \mu)}(\mathcal{U} \odot \mathcal{T})$ | unbounded perturbation | 87 |
| $\mathbf{P}_{\xi}$ | distribution of the random variable $\xi$ | 93 |
| $\mathbf{E} \xi$ | expectation of $\xi$ | 93 |
| $\varphi_{\xi}$ | characteristic function of $\xi$ | 94 |
| $\operatorname{cov}(\xi, \eta)$ | covariance of $\xi$ and $\eta$ | 94 |
| $\operatorname{cov} \xi$ | $\operatorname{cov}(\xi, \xi)$ | 94 |
| $\mathbf{E}\left(\xi \mid \mathcal{F}^{\prime}\right)$ | conditional expectation | 95 |
| $\mathbf{E}\left(\xi \mid \eta_{\alpha} ; \alpha \in A\right)$ | $\mathbf{E}\left(\xi \mid \sigma\left(\eta_{\alpha} ; \alpha \in A\right)\right)$ | 95 |
| $\xi \sim \mathcal{N}\left(m, \sigma^{2}\right)$ | $\xi$ is Gaussian | 97 |


| $\mathcal{N}_{\xi}$ | system associated with the random variable $\xi$ | 98 |
| :--- | :--- | ---: |
| $\left\{\mathcal{F}_{t}\right\}$ | $\quad$ filtration | 99 |
| $\left\{\mathcal{F}_{t}^{+}\right\}$ | $\bigcap_{t<s \leq T}\left\{\mathcal{F}_{s}\right\}$ | 99 |
| $\left\{\mathcal{F}_{t}^{\eta}\right\}$ | natural filtration of $\eta$ | 99 |
| $M_{2}(\mathbf{T}, X)$ | class of square integrable martingales | 99 |
| $M_{2}^{c}(\mathbf{T}, X)$ | $\left\{m \in M_{2}(\mathbf{T}, X): m\right.$ has continuous paths $\}$ | 99 |
| $\mathcal{P}$ | $\sigma$-algebra of predictable sets | 100 |
| $\Lambda_{m}^{2}(\mathbf{T} ; X, Z)$ | space $\left\{\Phi: \Phi M^{1 / 2} \in L_{2}\left(\mathbf{T} \times \Omega, \lambda, \mathcal{L}_{2}(X, Y)\right)\right\}$ | 107 |
| $\mathcal{A}(\mathbf{T}, \mathcal{L}(X, Z))$ | class of simple functions | 107 |
| $\int_{T} \Psi_{t} d m_{t}$ | stochastic integral | 107 |
| $\Lambda_{\nu, m}^{2}(S, \mathbf{T} ; X, Z)$ | $\Lambda_{m}^{2}\left(\mathbf{T} ; X, L_{2}(S, \nu, Z)\right)$ or $L_{2}\left(S, \nu, \Lambda_{m}^{2}(\mathbf{T} ; X, Z)\right)$ | 110 |
| $U_{\text {ad }}$ | set of admissible controls | 131 |
| $D(T)$ | $\left\{x_{T}^{u}: u \in U_{\text {ad }}\right\}$ | 285 |
| $S(T, \varepsilon, p)$ | $\left\{h \in X: \exists u \in U_{\text {ad }}\right.$ such that |  |
| $C(T, \varepsilon, p)$ | $\left.\mathbf{P}\left(\left\\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u}\right)-h\right\\|^{2}>\varepsilon\right) \leq 1-p\right\}$ | 286 |
|  | $\left\{h \in X: \exists u \in U_{\text {ad }}\right.$ such that $h=\mathbf{E} x_{T}^{u}$ |  |
|  | and $\left.\mathbf{P}\left(\left\\|\mathbf{E}\left(x_{T}^{u} \mid \mathcal{F}_{T}^{u}\right)-h\right\\|^{2}>\varepsilon\right) \leq 1-p\right\}$ | 286 |

## Index

## A

absolute value, 3
a.e., 45

## B

ball, 7
basis, 9
bounded perturbation, 68
Brownian motion, 101
standard, 103

## C

cardinality, 3
Cauchy-Schwarz inequality, 18, 43
central limit theorem, 97
class, 1
closure, 7
collection, 1
complement, 2
composition, 4
conditional expectation, 95
condition
(C), 289
$\left(\mathbf{C}_{\mathbf{1}}\right), 129$
$\left(\mathbf{C}_{2}\right), 130$
$\left(\mathbf{C}_{3}\right), 145$
$\left(\mathbf{C}_{3}^{\prime}\right), 131$
$\left(\mathbf{C}_{4}\right), 131$
$\left(\mathbf{C}_{4}^{\prime}\right), 137$
(C5), 137
$\left(\mathbf{D}_{\mathbf{1}}\right), 279$
$\left(\mathbf{D}_{\mathbf{2}}\right), 279$
$\left(\mathbf{D}_{3}\right), 280$
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( $\left.\mathbf{E}_{2}^{\mathbf{s}}\right), 230$
$\left(\mathbf{E}_{\mathbf{3}}^{\mathbf{s}}\right), 230$
( $\mathbf{E}_{1}^{\mathbf{w}}$ ), 159
( $\mathbf{E}_{\mathbf{2}}^{\mathbf{w}}$ ), 159
( $\mathbf{G}_{\mathbf{1}}$ ), 140
( $\mathbf{G}_{\mathbf{2}}$ ), 140
( $\mathbf{G}_{\mathbf{3}}^{\prime}$ ), 140
$\left(\mathbf{G}_{4}\right), 140$
(G5), 144
( $\mathbf{G}_{5}^{\prime}$ ), 141
$\left(\mathbf{R}_{\mathbf{1}}\right), 148$
$\left(\mathbf{R}_{2}\right), 148$
$\left(\mathbf{R}_{1}^{\mathbf{b}}\right), 218$
( $\left.\mathbf{R}_{2}^{\mathbf{b}}\right), 218$
$\left(\mathbf{R}_{3}^{\mathbf{b}}\right), 218$
( $\left.\mathbf{R}_{\mathbf{1}}^{\mathbf{c}}\right), 191$
( $\left.\mathbf{R}_{\mathbf{2}}^{\mathbf{c}}\right), 191$
( $\left.\mathbf{R}_{3}^{\mathbf{c}}\right), 191$
( $\left.\mathbf{R}_{1}^{\mathbf{s}}\right), 253$
( $\left.\mathbf{R}_{\mathbf{2}}^{\mathbf{s}}\right), 254$
( $\left.\mathbf{R}_{3}^{\mathbf{s}}\right), 254$
( $\left.\mathbf{R}_{1}^{\mathbf{w}}\right), 178$
( $\left.\mathbf{R}_{\mathbf{w}}^{\mathbf{w}}\right), 178$
( $\mathbf{R}_{3}^{\mathbf{w}}$ ), 178
(RE), 131, 140
contraction mapping, 58
control
admissible, 131
optimal, 131
controllability, 285
approximate ( $D_{T^{-}}^{a}$ ), 285
condition (ACC), 290
resolvent condition, 295
complete ( $D_{T^{-}}^{c}$ ), 285
condition (CCC), 290
rank condition, 292
resolvent condition, 295
$C_{T^{-}}, 289$
$C_{T^{-}}^{a}, 287$
$C_{T, \varepsilon, p^{-}}^{a}, 286$
$C_{T^{-}}^{c}, 287$
$C_{T, \varepsilon, p^{-}}^{c}, 286$
$S_{T^{-}}, 289$
$S_{T^{-}}^{a}, 287$
$S_{T, \varepsilon, p^{-}}^{a}, 286$
$S_{T^{-}}^{c}, 287$
$S_{T, \varepsilon, p^{-}}^{c}, 286$
$S_{T^{-}}^{0}, 289$
$S_{T, \varepsilon, p^{-}}^{0}, 286$
convergence, 7,8
everywhere, 37
in measure, 38
in norm, 8
in probability, 94
mean, 44
mean square, 44
$\nu$-a.e., 37
$\nu$-a.e. uniform, 44
pointwise, 37
strong, 8
strong operator, 28
uniform, 32
uniform operator, 28
weak, 26
weak operator, 28
convex combination, 27
correlated Wiener processes, 105
correspondence, 4
covariance, 94

## D

derivative, 34
difference of sets, 2
diffusion coefficient, 106
diffusion equation, 106
diffusion process, 106
dimension, 6
disjoint sets, 1
distribution, 93
domain, 4
Doob inequality, 99
Doob's theorem, 39
drift coefficient, 106
duality principle, 164, 232, 279

## E

eigenvalue, 22
eigenvector, 22
element, 1
embedding, 16
equivalence class, 2
equivalence relation, 2
equivalent elements, 2
error process, 166
estimate, 117
best, 117, 120
best linear, 118
in a linear feedback form, 121
linear, 118
estimator, 117
linear, 117
linear feedback, 121
optimal, 117
optimal linear, 118
event, 13
existential quantifier, 2
expectation, 93

## F

family, 1
filter, 122
filtration, 99
complete, 99
right continuous, 99
natural, 99
fluctuation, 101

Fubini's theorem, 45
for stochastic integrals, 110
function, 4
autocovariance, 123
bar, $82,233,244,249$
characteristic, 4, 94
continuous, 31
covariance, 100
inverse, 4
left continuous, 32
of bounded variation, 12
one-one, 4
onto, 4
operator-valued, 31
strongly continuous, 33
strongly differentiable, 36
strongly $\nu$-integrable, 50
strongly $\nu$-measurable, 39
strongly $\Sigma$-measurable, 39
uniformly continuous, 33
uniformly differentiable, 36
uniformly $\nu$-integrable, 49
uniformly $\nu$-measurable, 39
uniformly $\Sigma$-measurable 39
weakly continuous, 33
weakly $\nu$-measurable 39
weakly $\Sigma$-measurable 39
real-valued, 4
relaxing, 125
right continuous, 32
( $\Sigma, \Gamma$ )-measurable, 37
$\nu$-measurable, 38
$\Sigma$-measurable, 37
$\Sigma$-simple, 37
tilde, $82,233,244,249$
vector-valued, 31
$\nu$-integrable, 42
strongly continuous, 31
strongly differentiable, 34
strongly $\nu$-measurable, 38
strongly $\Sigma$-measurable, 37
uniformly continuous, 32
weakly continuous, 31
weakly $\nu$-measurable, 38
weakly $\Sigma$-measurable, 37
functional, 4, 15
convex, 28
strictly convex, 28
weakly lower semicontinuous, 32

## G

greatest lower bound, 3
Gronwall's inequality, 58

## H

Hilbertian sum, 48
Hölder inequality, 18, 43

## I

image, 4
implication, 2
independence, 6, 96
indistinguishability, 98
infinitesimal generator, 60
innovation process, 168
dual analogue, 283
integral
Bochner, 42
Lebesgue, 45
Lebesgue-Stieltjes, 45
stochastic, 106
strong Bochner, 50
interior, 7
intersection, 1
interval, 3
inverse image, 4
isometric spaces, 17
isometry, 17
isomorphic spaces, 17
Ito equation, 106

## L

least upper bound, 3
Lebesgue extension, 12
Levi's theorem, 104
limit, 7
limit point, 7
linear combination, 6
local minimum point, 35
logical equivalence, 2

## M

mapping, 4
martingale, 99
Mazur's theorem, 28
mean value, 93
measure, 11
complete, 12
Dolean, 100
generated by a function, 38
Lebesgue, 12, 15
Lebesgue-Stieltjes, 12
positive and finite, 11
probability, 13
metric, 6
metric topology, 7
mild solution, 115
Minkowski inequality, 8, 43
modification, 38, 98

## N

noise, 117
colored, 125, 183
white, $123,159,227,257$
wide band, 123, 197
norm, 8,16
$\nu$-a.e., 11

## 0

observation process, 117
operator, 15
adjoint, 19
bounded, 15
closed, 19
coercive, 21
compact, 22
controllability, 290
covariance, 100
differentiable, 34
differential, 55
embedding, 16
Hilbert-Schmidt, 23
identity, 16
inverse, 17
linear, 15
linear integral, 52
mild evolution, 64
dual, 70
nonnegative, 21
nuclear, 23
projection, 20
self-adjoint, 21
square root, 21
strong evolution, 66
zero, 16
orthogonal complement, 9
orthogonal vectors, 9

## $\mathbf{P}$

Parseval identity, 10
path, 98
Pettis' theorem, 37
point, 7
predictable rectangle, 100
predictor, 122
probability, 13
problem
control, 129
extrapolation, 122
filtering, 122
game, 139
interpolation, 122
linear regulator, 148
dual, 162, 171, 173, 231
prediction, 122
smoothing, 122
product, 13, 14
Pythagorean theorem, generalized, 9

## R

radius, 7
random process, 98
adapted, 99
Gaussian, 100
stationary in wide sense, 102
independent increments, 102
random variable, 93
degenerate, 97
Gaussian, normal, 97
range, 4
real line, 2
regulator, 149, 178
resolvent, 292
restriction, 4, 12, 70
Riccati equation, 71
explicit solution, 79
dual, 76
Riesz theorem, 18

## S

saddle point, 141
sample, 13
scalar product, 9
semialgebra, 4
semigroup, 59
dual, 61
of left translation, 63
of right translation, 63
strongly continuous, 59
separation principle,
classical, 137
extended, 137
sequence, 5
Cauchy, 7
convergent, 7
minimizing, 147
strongly Cauchy, 28
weakly Cauchy, 27, 28
series, 8
absolutely convergent, 8
convergent, 8
Fourier, 10
set, 1
at most countable, 3
Borel measurable, 11
bounded, 7
closed, 7
convex, 27
countable, 3
dense, 7
empty, 1
finite, 3
infinite, 3
of admissible controls, 130
open, 7
quotient, 2
uncountable, 3
weakly closed, 27
$\sigma$-algebra, 3
Borel, 11
generated by a system, 4
generated by a function, 11
of predictable sets, 100
signal process, 117
smoother, 122
solution in ordinary sense, 113
solution in scalar product sense, 78
space, 5
abstract, 5
Banach, 8
Borel, 11
compact, 7
complete, 7,12
dual, 16
Euclidean, 10
Hilbert, 9
linear (or vector), 5
infinite dimensional, 6
$k$-dimensional, 6
measurable, 10
measure, 11
metric, 6
normed, 8
probability, 13
sample, 13
scalar product, 9
separable, 7, 12
strongly complete, 29
weakly complete, 27,29
state process, 117
stochastic differential, 116
stochastic differential equation, 106
subclass, 1
subset, 1
sub- $\sigma$-algebra, 4
subspace, 6, 7, 9
subsystem, 1
sum of a series, 8
support, 32
system, 1
Gaussian, 97
linear stochastic evolution, 115
observation, 117
of complex numbers, 2
of counting numbers, 2
of rational numbers, 2
of real numbers, 2
orthogonal, 9
complete, 9
orthonormal, 9
partially observable, 117
signal, 117
signal-observation, 117
state, 117
state-observation, 117

## U

unbounded perturbation, 80
$\Lambda$-perturbation, 87
$\Lambda^{*}$-perturbation, 85
uniform boundedness principle, 16
union, 1
unit of a $\sigma$-algebra, 3
universal quantifier, 2

## V

variance, 94
vector, 6
Volterra integral equation, 53

## W

weak compactness, 27
weak limit point, 27
Wiener-Hopf equation, 161
Wiener's theorem, 103
w.p.1, 13

## T

trace, 23
transformation, 4
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