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Introduction 
Towards Balanced Automation 

The concept. Manufacturing industries worldwide are facing tough challenges as a 
consequence of the globalization of economy and the openness of the markets. Progress of the 
economic blocks such as the European Union, NAFTA, and MERCOSUR, and the global 
agreements such as GATT, in addition to their obvious economic and social consequences, 
provoke strong paradigm shifts in the way that the manufacturing systems are conceived and 
operate. 
To increase profitability and reduce the manufacturing costs, there is a recent tendency towards 
establishing partnership links among the involved industries, usually between big industries and 
the networks of components' suppliers. To benefit from the advances in technology, similar 
agreements are being established between industries and universities and research institutes. 
Such an open tete-cooperation network may be identified as an extended enterprise or a virtual 
enterprise. In fact, the manufacturing process is no more carried out by a single enterprise, 
rather each enterprise is just a node that adds some value (a step in the manufacturing chain) to 
the cooperation network of enterprises. The new trends create new scenarios and technological 
challenges, especially to the Small and Medium size Enterprises (SMEs) that clearly comprise 
the overwhelming majority of manufacturing enterprises worldwide. Under the classical 
scenarios, these SMEs would have had big difficulties to access or benefit from the state of the 
art technology, due to their limited human, financial, and material resources. The virtual 
enterprise partnerships facilitate the access to new technologies and novel manufacturing 
methodologies while imposing the application of standards and quality assurance requirements. 
In contrast to the more traditional hierarchical and rigid departmental structures, the "team 
work" and groupware are being adapted as a pragmatic approach to integrate contributions 
from different expertise. Furthermore, as an extension of the concurrent engineering concept, 
the team work approach is applied to all activities involved in manufacturing, and not only to the 
engineering areas. 

The efforts spent on the implantation of high speed networks (digital highways) and on 
supporting the multimedia information has opened new opportunities for team work in multi­
enterprise I multi-site I multi-platform networks. This new scenario however identifies new 
requirements in the area of distributed information logistics infrastructure, namely the view 
integration, view migration, view modification, and view update propagation. Other 
requirements are identified in the area of information access control, namely access rights to the 
data, scheduling of access, and the control of data migration. Furthermore, today's market 
imposes the shorter product life-cycle, the growing demands for customized products, and the 
higher number of product-variants, that in tum requires greater flexibility I agility from the 
manufacturing process. Although many of these aspects were anticipated years ago by the 
academic research, only now they are becoming a reality for the SMEs. 
On the other hand, the immense legacy from the past in terms of the manufacturing 
-equipments, -infrastructures, -processes, -culture and -skills still plays a major role. The social 
questions raised at present on one hand by the growing unemployment number in the developed 
countries and on the other hand by the poor economic structure of the developing countries 
strongly suggest that in order to achieve balanced solutions, the manufacturing automation 
must be considered in a global context. 
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The term "balanced automation" as an emerging concept is developed in the framework of the 
collaborative research activity between the European Union and the Latin America, within the 
two ECLA (EC-Latin American) projects of CIMIS.net and FlexSys. Balanced automation 
captures the idea of an appropriate level of technical automation, as opposed to both the pure 
anthropocentric or the total automation approaches. 

Contributing tendencies. Any approach to the design and implantation of a balanced 
automation system must consider, with an appropriate combination of weights, the results and 
experiences gained in related recent efforts. The main areas of interest to capture different 
dimensions of SMEs and their balanced automation can be categorized into the Technocentric­
aspects, the Anthropocentric-aspects, and the Economical-aspects. 
Every one of these categories contains several areas of research. However in most cases the 
research in one area is traditionally performed independent of the other areas. As a result, the 
design of a balanced automation system often encounters mismatch problem and the need to 
reevaluate and modify Existing research results. 
Some of the research that is covered by the three categories are listed below: 

-Technocentric aspects cover the Information Modeling and Information Integration, 
Integrating Infrastructures and facilities, Standards and Reference Models, Intelligent Computer 
Aided Tools and user-interfaces, Intelligent Supervision Systems, and Robotics; 

-Anthropocentric aspects cover the Social Impacts, Skills and Training, Ergonomic 
Workplaces, Human-Machine Interaction, Team Interaction, and Organization of 
Responsibilities; and 

-Economic aspects cover the cost-effectiveness, quality assurance, both the local and the 
global organizational aspects, and the important aspects of the strategies for smooth migration 
and transitions from existing systems to more advanced solutions. 

So far, some international projects and also some projects with consortia at the national level 
have formed forums for melting these efforts. Nevertheless, there is still a prominent need to 
stress these aspects, their interrelationships, and the development of methodologies for the 
gradual migration from and/or transformation of existing systems, to replace the more classical 
approach of "designing completely new systems". Nowadays, opportunities to build new 
manufacturing systems are tremendously smaller than the needs to transform the legacy 
scenarios. 

Main aspects covered by the book. The topic of balance automation, being a new 
emerging concept and first "publicized" by the BASYS'95 Conference, is not clearly covered in 
all papers included in this book. Nevertheless, many of the basic questions are addressed and 
some preliminary results are presented in various chapters. The main aspects included in this 
book are: 

-Enterprise modeling and organization 
-Modeling and design of FMS 
-Anthropocentric systems 
-Extended enterprises 
-Decision support systems in manufacturing 
-Balanced flexibility 
-CAE/CAD/CAM integration 
-Computer aided process planning 
-Scheduling systems 
-Multiagent systems architecture 
-Intelligent supervision systems 
-Monitoring and sensors 
-Shop floor control 
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Areas that need more advances. Balanced automation covers a vast area of research. In 
our opinion, certain areas play a more important role and require additional advanced and/or 
fundamental research, among which we can name: 

-modeling and analysis tools 
-team work infrastructure design 
-decision support tools 
-rapid model prototyping 
-migration methodologies 
-management of change 

Although some of these aspects have been the subject of intense research in the recent past, a 
new "rethinking" is necessary in terms of balanced automation. For instance, a migration 
methodology must first produce a realistic and comprehensive image of the existing enterprise, 
and then use it as a base for the purpose of analysis and diagnosis towards the identification of 
less balanced parts of the system. On the other hand, manufacturing enterprises must be 
empowered with the capability to cope with the market dynamism. The ability to manage and 
represent the effects of market changes within the enterprise provides a strong "mechanism" for 
continuous improvement and a potential for survival in today's market. These approaches, 
mostly designed for big industries so far, are still in their infancy and any improvement in the 
development of either approach sets new requirements and necessary modifications on the 
development of the others. 

Overview of CIMIS.net and FlexSys projects. In 1993, the Commission of the 
European Union launched some pilot Basic Research Exploratory Collaborative Activities 
between the European and Latin American academic and research centers. As an exploratory 
program, the intention was to evaluate the feasibility of such long distance cooperation and to 
investigate the most effective ways of its implementation. Two of these pilot projects are the 
CIMIS.net and FlexSys that focus in the area of Computer Integrated Manufacturing. 

The CIMIS.net project is focused on research on Distributed Information Systems for 
Computer Integrated Manufacturing. The CIMIS.net consortium comprises academic and 
research centers from The Netherlands, Portugal, and Spain from EU, and Brazil and Costa 
Rica from the Latin America. An aim of the project is to exchange and evaluate experiences in 
the following areas: 

-Integrating Infrastructure for the distributed industrial systems -the paradigm of federated 
architectures. 

-Distributed object-oriented information management systems - distributed access, 
interoperability, persistency, consistency, and concurrency. 

-STEP/Express based modeling of manufacturing applications. 
-Experiments on modeling and representation constructs for engineering application -

integration of multiple object views with incomplete knowledge, and the temporal aspects, 
namely support for the versions and revisions of design and history, and the time sequence for 
the control processes. 

-Identification of information management requirements for simultaneous/concurrent 
engineering, and specification of the supporting functionalities. 

The FlexSys project addresses the Design Methods for FMS/FAS Systems in SMEs. This 
project aims at promoting the collaboration in research, development and evaluation of methods 
for designing Intelligent Manufacturing Systems. The project involves partners from Portugal 
and Germany form EU, and Argentina, Brazil and Mexico from the Latin America. One main 
focus of the research is on the control architecture for SME scenarios. The areas covered 
include: 
- Electronic catalog of CIM components and interactive planning of IMS. 
- Manufacturing systems control architectures - distributed approaches. 
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- Systems monitoring - multisensorial information measurement and interpretation, diagnosis, 
prognosis, and error recovery. 

- Support systems including: transputer-based architectures, distributed object-based systems, 
simulation of manufacturing systems, etc. 
- Distributed factory information and communication systems. 

The geographical characteristics of the centers involved in these two projects provide a rich 
variety of diversified contexts for research on balanced automation; namely, the developed and 
developing countries, different directions in research and technology applied to the industry, 
and the diverse cultural and economic situations. The two projects presented a unique 
opportunity for collaborative research, in spite of the rather limited financial support received 
from EC. Within this context, through joint research, exchange of scientists, technical meetings 
and workshops, and the case study missions with some industries, an adequate environment 
was created for the genesis of the Balanced Automation concept and the initiative of launching 
the international BASYS Conference. 

The concept of Balanced Automation Systems - BASYS is already accepted and applied by 
research groups outside the CIMIS.net and FlexSys projects. Some of these groups have 
significantly contributed to this proceedings. We hope that BASYS '95 will be an important 
milestone in the advanced developments in this area of research. 

The Editors 

Luis M. Camarinha-Matos 
Hamideh Afsarmanesh 
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The Extended Enterprise - Manufacturing 
and The Value Chain 

Professor J. Browne, 
CIMRU, 
University College Galway, 
Galway, 
Ireland. 
Tel: +353.91.750414. 
Fax: +353.91.562894. 
E Mail : Jimmie.Browne@ucg.ie 

Abstract 
The Extended Enterprise where core product functionalities are provided separately by differ­
ent companies who come together to provide a customer defmed product is made possible by 
the emerging integration of computing and telecommunications technologies. These tech­
nologies facilitate the development of competitive advantage by exploiting linkages in the 
value chain. If the challenge of CIM (Computer Integrated Manufacturing) was to realize inte­
gration within the four walls of the plants, the challenge to manufacturing systems analysts and 
researchers today is to support inter-enterprise networking across the value chain. Changes in 
product and process technologies and the emerging pressure for environmentally benign pro­
duction systems and products further enhance this challenge. 

Keywords 
Extended Enterprise, Value Chain. 

1. LINKAGES IN THE VALUE CHAIN 

Writing in 1985 Porter introduced the concept of the Value Chain. In Porters' words "value 
chain analysis helps the manager to separate the underlying activities a firm performs in 
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designing, producing, marketing and distributing it's products or services". Value adding 
activities are the building blocks of competitive advantage and the value chain is a set of inter­
dependent activities. Linkages in the value chain define the relationship between the way indi­
vidual value adding activities are performed. Competitive advantage is also achieved by 
exploiting linkages, which usually imply efficient information flow and which facilitates the 
coordination of various value adding activities. For example manufacturing management has 
long recognised the value of efficient data flow between CAD and CAM systems and techni­
cal solutions have been proposed to exploit this linkage. 

But of course linkages exist not only within the individual firm's internal value chain but also 
between an individual firm s value chain and that of its suppliers and distribution channels. 
Again manufacturing companies have long recognised this and the Kanban ordering and deliv­
ery system seeks to exploit the linkage between final assemblers and their components supply 
chain, to achieve Just In Time delivery. 

2. INFORMATION TECHNOLOGY AND THE VALUE CHAIN. 

In more recent years the attraction of EDI (Electronic Data Interchange) technology is that it 
exploits the linkage between the value adding activities of individual firms in the value chain. 
For example, the ability to electronically share CAD data between specialist suppliers and 
their customers (the final assemblers of automobiles) in the automotive sector facilitates co­
design, and reduces the time to market for new components and ultimately new cars. 

Indeed recent developments in information technology and telecommunications are creating 
new linkages and increasing our ability to exploit old linkages. Keen (1991) used the terms 
'Reach" and "Range" to articulate the impact of the new computing and telecommunications 
technologies on businesses. See Figure 1 below (taken from Browne, Sackett & Wortmann 

lwfone ~,-------~---, Anywhere 1 
I I I I BusineSS 
I I I lc:leQrees 

Customers -- -1--- r-- -1 -- -l ollieedom 

Suppliers 

Company 

National 

Division 

I I 

I I 

Departnent I I Range 
Messagng Access Process lnte-

to data against glalion 
data 

Figure 1 Business and Technology Integration. 
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1994a). "Reach" refers to the extent that one can interact with other communications nodes­

in the ultimate it becomes anyone, anywhere. The recent explosive growth of the INTERNET 

is testimony to extended reach. "Range" refers to the data and information types that can be 

supported, ranging from simple electronic messaging between identical computer platforms to 

complex geometric and product data between hetrogeneous CAD systems on multivendor 

hardware and software platforms. Clearly the gradual expansion of the reach and range of 

these technologies provides opportunities to exploit linkages between value adding activities 

within individual firms or enterprises and indeed between firms and enterprises. But of course 

the availability of new technology - in this case tele-computing technology - is not sufficient 

reason to use it. Unless this technology creates competitive advantage it will not find wide­

spread application. 

Recent trends towards "focused factories", "core competencies", and the "outsourcing" of 

non-critical (in a competitive or critical success factor sense) activities provide opportunities 

for the emerging tele-computing technologies. Furthermore the emerging societal pressure on 

manufacturers to produce environmentally benign products using environmentally benign 

processes requires manufacturing firms to look beyond the "four walls of the manufacturing 

plant". Manufacturing companies must put in place systems which not only manufacture, dis­

tribute and service products but also collect at end oflife, disassemble, recover or recycle and 

ultimately safely dispose of products. [See Tipnis 1993]. In effect the responsibility of the 

manufacturer is extended beyond that of providing and servicing a finished product. 

As pointed out by Browne, Sackett and Wortmann (1994b), in the recent past the emphasis was 

on Computer Integrated Manufacturing and integration within the "four walls of the manufac­

turing plant". Today the emphasis is changing to include the supply chain to the manufactur­

ing plant, the distribution chain from the plant to the ultimate customers and increasingly the 
end of life disposal or recycling issue. 

The extent to which this change in emphasis has taken place can be seen in the workpro­

gramme for research and technology development in Information Technologies of the 4th 

Framework Programme of the European Union; the domain 'Integration in Manufacturing' 

has a subsection entitled 'Logistics in the Virtual Enterprise' whose goal is to achieve an 

'information logistics' infrastructure providing the required data at every step of the business 

process, to underpin the logistics of the supply and the distribution of materials and compo­

nents'. One of the tasks which has been identified against this objective aims to develop 'inno­

vative IT-based tools to model the interaction between companies forming the extended or vir­

tual enterprise based on a distributed concurrent engineering and co-design approach, and cov­

ering all aspects of the product life cycle'. [European Commission, 1994a]. 

Not surprisingly the 'Industrial and Materials Technologies' workprogramme of the 4th 

Framework Programme shares a similar perspective. In the introduction to subsection 1.5 enti­

tled 'Human & Organisational Factors in Production Systems', this thinking is clearly set out 

viz;" ... Competitive advantage is increasingly derived from dependency and interdependency 

between suppliers, component manufacturers, product assembly, distribution, sales and cus­

tomers. The aim is the integration of new human, business and organisational structures as a 
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key component of the new fonn of manufacturing systems, involving close intra-enterprise 
and inter-enterprise networking to develop customised products in very short lead times, 
whilst fully utilising human skills" [My emphasis; European Commission 1994b]. 

3. WHAT IS THE EXTENDED ENTERPRISE? 

The Extended Enterprise, as suggested above arises from the convergence of a number of 
ideas: 

I. In many businesses it is no longer possible or indeed desirable to achieve world class capa­
bility in all the key functional areas within a single organisation. 

2. Manufacturing businesses recognise the value of the "Focused Factory" and are beginning 
to outsource non core activities. 

3. Given 1 and 2, it is now possible to provide core product functions separately by individual 
enterprises, who come together to provide a market or indeed customer defined value or ser­
vice. Emerging tele-computing technology facilitates this cooperation or networking of indi­
vidual enterprises to meet market requirements. 

Davidow & Malone (1992) used the tenn ''Virtual Company" to describe such an enterprise­
"To the outside observer, it will appear almost edgeless, with permeable and almost continu­
ously changing interfaces among company, suppliers and customers". On a similar vein, the 
Chief Executive Officer of Intel (Andrew Grove) compared his business to - " ... the theatre 
business in New York, which has an intinerant workforce of actors, directors, writers and tech­
nicians as well as experienced financial backers.... By tapping into this network, you can 
quickly put a production together. It might be a smash hit ... or it might be panned by the crit­
ics. Inevitably the number of long running plays is small, but new creative ideas keep bub­
bling up". 

The emergence of the Extended Enterprise would seem to be confirmed by the results of a sur­
vey of American manufacturing executives reported by Kim & Miller in 1992. In order to 
understand changes taking place in the manufacturing environment, the respondents were 
questioned on the issues of globalisation, competition and cooperation and how they intended 
to respond to them. Among the programmes they intended to put in place were : 

• Change communication patterns and abilities (identified by 32% of respondents). 

• Move production and product development closer to markets (identified by 28% of respon­
dents). 

• Standardise processes and procedures [including ISO 9000] (identified by 26% of respon­
dents). 
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• Develop and expand partnerships and alliances (mentioned by 22% of respondents). 

• Reengineer the supply chain among suppliers, distribution and sales (identified by 20% of 
respondents). 

To quote directly from the report : 
"The first type of challenge is to design and manage the implementation of physical changes 
in the location and responsibility of plants, R&D centres, distribution centres and sales offices. 
These changes represent radical changes in the configuration of supply chains. The second 
type of challenge is to change or develop new external relationships, with suppliers, cus­
tomers, and partners who interact with the supply chain ... 

Drucker in his 1990 article in the Harvard Business Review discussed the concept of systems 
oriented design, "in which the whole of manufacturing is seen as an integrated process that 
converts materials into goods, that is, into economic satisfactions". He suggested that "a few 
companies are even beginning to extend the systems concept beyond the plant and into the 
marketplace ... " As soon as we define manufacturing as a process that converts things into eco­
nomic satisfactions, it becomes clear that producing does not stop when the product leaves the 
factory. 

Bessant (1994) recognises the issue of inter-firm relationships. He sees a move away "from 
tight boundaries between firms to blurred boundaries, from 'arms length dealing' to co-oper­
ative relationships, from short term to long term relationships, and from confrontational to 
cooperative relationships/partnerships". Rightly however, Bessant distinguishes the emerging 
network model of partnerships between firms on the value chain from the vertically integrat­
ed firm - "Whereas earlier, more stable environments allowed vertically integrated firms to 
flourish, exploiting scale economies, the increasingly turbulent and fragmented pattern today 
requires firms to become focused on distinctive competencies...... The value of networks is 
that they .... behave as a single large firm with all the implications for flexible response, close 
contact with customers, manageable scale, innovation, etc." 

In an earlier paper [Browne, Sackett and Wortmann 1994b], the extended enterprise was dis­
tinguished 'pictorially' as suggested in Figures 2 and 3 overleaf. In the past, the emphasis was 
an integration inside the four walls of the manufacturing plant (See Figure 2). Today the 
emphasis has changed to include the supply chain (integration of the supply chain through EDI 
and JIT) and the integration of manufacturing with distribution planning and control systems 
[See Figure 3]. 

In fact it has been argued, and indeed Figures 4 and 5 suggest that the Extended Enterprise rep­
resents a logical development of much of the efforts of manufacturing systems specialists over 
the past ten years or so. Approaches such as MRP, JIT, EDI, WCM, Lean Production, 
Concurrent Engineering, Supply Chain Management, DRP, Benchmarking and Business 
Process Re-engineering synthesise into the inter-enterprise networking model and ultimately 
realise the Extended Enterprise [See Browne, Sackett and Wortmann 1994b]. 
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Figure 2 Computer Integrated Manufacturing. 

Figure 3 Electronic Data Interchange and The Extended Enterprise. 

4. THE EXTENDED ENTERPRISE -A RESPONSE TO THE 
ENVIRONMENTAL CHALLENGE 

Today progressive manufacturing companies are developing a total life cycle approach to their 

products. Some companies are adapting a long term business objective of resource recovery. 

Resource recovery seeks to maximize the ability to recover products, components and materi­

als and minimize the need for disposal sites through reuse, recycling, reclamation, resale, 

reconditioning and remanufacturing. In the past responsibility for products ended when the 

product left the manufacturing plants. Today, the situation has changed radically. The "sys­

tem boundary", dipicted in Figure 4 overleaf has moved to include post consumer materials 

management. 

Figure 5 overleaf indicates the current balance between reuse/refurbishment and waste dis­
posal; also a more desirable balance for the future. 
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Figure 4 Total Product Life Cycle Perspective in Manufacturing. 

Volume 

Figure S Resource Recovery - Todays Reality and Tomorrows Potential. 

Major electronics and telecommunications manufacturing companies are setting up recycling 

plants to process returned products. Hewlett Packard processes 1200 tons of returned com­
puter equipment in Grenoble each year. Sun claims to earn over 6mECU per annum by 

reselling old computer parts each year. In Holland, Rank Xerox and Oce disassemble and seek 

to reuse where possible returned photocopiers. Recently Alcatel, Siemens and Deutsche 

Telekom have announced a joint activity to recycle 12,000 tons of telephones, facsimile and 
similar equipment per year. 
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To indicate the importance of the resource sustainment issue from a societal and environmen­
tal standpoint, we will use the Personal Computer (PC) industry to illustrate the issues. In 
1965 the PC did not exist. Today there are estimated to be 140 million PCs in use in the world 
(1 for every 35 to 40 people). By the year 2010, PCs may well outnumber people. Within five 
to seven years virtually all current PCs will be discarded. It is estimated that plastics make up 
approximately 40% of the weight of a PC. The movement towards portable PCs increases the 
volume of hazardous material used in PCs; for example rechargeable batteries. Computer 
manufacturers are recognising the trends and are launching ecological progmmmes. They are 
beginning to offer 'Green PCs'. The PC manufacturers are beginning to realise that a combi­
nation of product take back, modular design and remanufacturing may offer an environmental­
ly and economically productive path to new product development (RSA, 94, Page 29). The 
takeback or resource recovery market is of course in it's early stages, and today the volume of 
consumer products which is taken back is relatively small. The market for secondary products 
and materials is emerging slowly. However it's importance for the future must not be under­
estimated. 
Resource recovery, in the sense that it involves the original manufacturer taking responsibili­
ty for the 'end oflife' disposal of his products represents an 'Extended Enterprise' approach. 

5. CHALLENGES FOR THE EXTENDED ENTERPRISE. 

Clearly the Extended Enterprise involves close collaboration between what were previously 
autonomous enterprises along the value chain. This implies thrust and the ability to share 
information which might previously have been considered company confidential. The estab­
lishment of such thrust and cooperation/collaboration is not made any easier by the constant 
changes which are taking place to individual elements of the value chain, and the impact which 
these changes have on the competitive positions of individual enterprises. Consider the par­
tial value chain presented in Figure 6. Assume for the sake of discussion that the contribution 
of each element to the valued added of the final product is normalised to 100%. Consider the 
following assertions in the context of Figure 6. 

f --

Figure 6 

End ollie 
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1. New materials such as highly-alloyed steel, composite materials etc. are leading to an 

increase in value added in material supply. Material costs are rising in the long term, although 
in the short term the prices are determined by the general economic conditions and the partic­
ular situation in a particular industrial sector. However, nearly all metals, oil-based products 
and minerals are becoming more scarce and therefore more expensive in the long term. 

2. The situation with components manufacture is complex. Increased functionality of compo­

nents for example in electronics, results in expensive but high value added components. The 
multi-function component eliminates the need for assembly so the value added in assembly is 
passed back to the component stage. 

3. Assembly is likely to move towards lower added cost also, because much functionality is 

already available in the components. 

4. Physical distribution will probably involve lower costs if the interaction between the cus­
tomer and the manufacturer becomes more intensive. 

5. Improved service around the product will increase the added value in sales and after-sales 
activities. 

Another important aspect of component manufacturing is a technological trend towards man­
ufacturing systems where the marginal cost of an additional unit is approaching zero. 
Miniature products and software products are good examples of this. In fact in general all 

knowledgeware including for example books, entertainment, CNC code, multimedia software 

have a marginal cost of almost zero. Furthermore many of today's new products, particularly 

electronics, computer, consumer electronics and mechatronics products are dominated by 
embedded software. 

The situation depicted in Figure 1 represents in macro terms what is happening in the com­
puter industry where the ''valued added" has, over the past five years or so, been pushed back 

into the components side [hence the rise oflntel and the cooperation between IBM, Apple and 
Motorola to develop the Power PC] and forward to the distribution and sales end [and the asso­
ciated rise of Microsoft on the the one hand and Dell AST, Gateway 2000 on the other]. In 
effect assembly has become customer order driven, and together with efficient distribution 
channels has become a source of competitive advantage - customised products in extremely 

short lead times. In fact the computer industry provide an excellent example of the changing 

nature of relationships along the value chain, and the need for cooperation between what might 
ordinarily be considered competitors - in effect IBM "created" Microsoft in order to "sell" 

their original pc. Now IBM compete with Microsoft with their new ''WARP" operating sys­

tem. Similarly IBM and Apple competed through their respective "pc" and "mac" products. 

Now they cooperate and share the Powerpc processor. 
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6. SMES AND THE EXTENDED ENTERPRISE. 

SMEs (small and medium sized enterprises) involved in manufacturing seem to fall into two 
categories : 

1. Those who are component manufacturers and who are largely involved in supplying com­
ponents and assemblies to larger companies and final assemblers. Such SMEs are typically 
suppliers in sectors such as the automotive sector and the consumer electronics sector. 

2. Those who are producers of finished products, such as SMEs tend to be in the capital goods 
business. For example, the vast majority of machine tool manufacturers in Europe are SMEs 
as are the majority of producers of moulds and dies. 

For category 1 above, component suppliers on the supply chain, the emergence of the 
Extended Enterprise presents challenges as well as opportunities. Those who are willing (and 
financially able) to invest in developing appropriate systems e.g. IS09000 accreditation, EDI 
links, EDE (Engineering Data Exchange) will benefit from the Extended Enterprise. Those 
who are weak technically and financially face tremendous difficulties. An indication of the 
extent of the problems and opportunities presented to supply chain component manufacturers 
in the automotive sector can be gleaned from a recent article in the Business Section of the 
newspaper "Independent on Sunday (1995)" headed "Japanese spur suppliers in two speed 
UK". The article goes on to suggest that "In Britain we are developing a two tier manufac­
turing sector, divided into those that supply the Japanese and those that don't". It seems that 
the Japanese car assemblers who have located final assembly plants in the UK are putting 
tremendous efforts into supplier development - "those companies which get on to Japanese 
delivery schedules receive a bonus : a series of on site tutorials in Japanese trouble-shooting 
and production techniques. Those SMEs who adopt best practice through interaction with 
their Japanese customers are then in a position to bid successfully for work with European car 
makers. 

It is also clear that for SMEs located in peripheral regions or in locations far from their cus­
tomers (the final assemblers), there are added difficulties. For example within the European 
Union there are concerns that the emergence of inter-enterprise networking and the Extended 
Enterprise may lead to a situation where manufacturing enterprises located in peripheral 
regions of the EU may be placed at a disadvantage. Advanced telecommunications and com­
puting systems (telecomputing) will certainly facilitate information flow within the EU an 
indeed the global economy, but physical geography will continue to place enterprises located 
in peripheral regions at a disadvantage in terms of rapid goods flow and logistics. 
Paradoxically the availability of telecomputing may well accentuate this disadvantage, partic­
ularly for traditional products which are expensive to transport. Of course for products which 
can be transported electronically (e.g. software) no such disadvantage exists and "peripheral" 
regions (in Europe, Ireland; in global terms India) can profit from the emerging global econo­
my. 
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CONCLUSIONS. 

The Extended Enterprise where individual enterprises based on well defined core competen­
cies cooperate to provide customer driven products is emerging. It is facilitated by the avail­
ability of tele-computing technology and is realised as a network of cooperating entities dri­
ven by a defined customer requirement. In the past the challenge to manufacturing systems 
researchers was to support integration within the four walls of the manufacturing plant. Today 
we must develop systems which support inter-enterprise networking across the value chain. 
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Abstract 
It will be described a case study in the context of Continuous Education in New 
Manufacturing Systems. In the case study the term New Manufacturing Systems will be 
restricted to Flexible Manufacturing Systems context. The term Continuous Education will be 
analyzed as one six years experience in teaching and researching activities at post-graduation 
level at the cefet-pr.cpgei. The education-research program has been developed by adapting 
the curriculum to the needs of the development of a software tool for the project and analysis 
of Flexible Manufacturing Systems at workstation level. By project it is intended the 
specification of the behavioral and structural characteristics of an FMS. The term analysis 
means a quantitative description of performance parameters: throughput, sub utilization index, 
induced wait times and mean value of pallet's population in storage buffers. 

Keywords 
Flexible Manufacturing Systems, Manufacturing Automation, Computer Integrated 
Manufacturing, Education in Automated Manufacturing 

1 INTRODUCTION 

The decade shows an increasing number of publications related with Manufacturing 
Automation in general and with Computer Integrated Manufacturing (CIM) and Flexible 
Manufacturing Systems (FMS) in particular. This growth is due to the proposition of some 
interesting problems to administrators, engineers and researcher community involved with the 
design, implementation and operation of complex automated manufacturing systems. Such 
problems are originated from the need of efficient answers to layout organization, group 
technology, scheduling and control questions. The term Flexible Manufacturing System is a 
general descritpion of a manufacturing system that is economically renewable when producing 
medium size number part types at medium sized volumes. Medium size can range from tenths 
to hundreds for part types and from thousands to tenths of thousands for production volumes. 
Fig-1 shows the production scope ofFMS. 
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Fig-1: application scope of FMS 
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It must be noticed that the final values for the interval for volumes and number of part 
types are strongly related with manufacturing similarities of part types. In other words, a great 
number of different part types can be produced at high volumes (region A in Fig-1) if there is 
great similarity in parts process plans. Region B shows the situation of producing a small 
variety of part types with considerable differences among manufacturing plans. 

The major goal of a manufacturing enterprise is to be price/quality competitive in the 
national and/or international industrial competition. The competitivity is reached by giving a 
correct solution to the technical-economical problems posed by the efficient implementation 
and control of large scale automated manufacturing system. The problems reach from 
controling perturbations in the communication system of the production environment to 
developing scheduling routines with real time capabilites. Although the application seems to 
be new, the technical tools for modeling and analysis purposes are based on well know 
theoretical aspects of computer science. The problems are normally reduced to large size 
matrix computation, real time monitoring of systems, efficient graph searching, resource 
allocation, concurrence and synchronization of processes. 

We consider that the detailed analisys of production systems design alternatives is of 
primary importance for efficient final result. The paper describes the basic organization of a 
software tool (ANAL YTICE) developed for the project and analysis of FMSs together with 
the resulting educational program. Both the tool and a recommended educational program will 
be detailed. The software is being developed at the Curso de Pos-Gradua<;iio em Engenharia 
Eletrica e Informatica Industrial at CEFET-PR. Most of the implementation and some of the 
specification tasks has been carried on by under-and graduate students, sometimes as lectures 
tasks, sometimes as M.Sc. dissertation. Section 2 describes the principal organizational and 
functional characteristics of ANAL YTICE. Section 3 describes and discusses the educational 
program developed for supporting the software tool. 
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2 THE SOFIW ARE TOOL ANALYTICE 

The software development process started with a functional specification of the tool. The 
software should provide functions for the project and analysis of FMSs. An FMS is defined as 
a manufacturing system with some degree of flexibility in the manufacturing process. This 
flexibility is achieved by the use of NC-controlled machine-tools and automated material 
handling system equipment under the supervision of a control program. In our context, project 
means the specification of the structural and behavioral characteristics of the manufacturing 
environment. Analysis means the numerical description of relevant performance parameters of 
the manufacturing system when operating under the restrictions imposed by the project. The 
relevant parameters are those normallly related with performance evaluation models: 
throughput, induced wait times, index of sub utilization of equipment, mean value of parts and 
pallets number in storage buffers, work in process, production costs. The restrictions imposed 
by a specific project represent the system's invariant for this design: number and type of NC­
machine-tools and material handling equipment, number of pallets and fixtures, part families, 
layout, scheduling policies and control programs. 

TYPEs Data Base 

Project 
TYPEs Data Due ~ Deftnltlonofthe ··~@)~ _____. 

L-...:,.--,..,.----' 0 

Quantitative Analysis by Simulation 

Fig-2: general functional organization ANAL YTICE 
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The Definition of TYPEs Data Base environment in fig-2 is supported by definition and 
validation modules that allow the structural and behavioral definition and validation of 
equipment. Starting from a mental model of an equipment or from a description of a real one 
the user builds an abstraction of the equipment in terms of <process>s, <control signals>, 
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<responses>, <monitoring variables>, <interaction interface> and <operational parameters>. 
The Behavioral Model of the equipment is represented by a user-defined, syntactically system­
directed C-program that establishes the relations among the defined sets of <process>s, 
<control signals> and <responses>. After consistency verification the system shows a pictorial 
representation of the result (Fig-3) in an interactive environment. 

eat_ op_ beee 
poa_ang_glro b x Tempo 
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Fig-3: The behavioral model of a robot being validated in ANAL YTICE 

r 
) 

The user activates <process>es of the equipment model by sending the related <control 
signal>. The box or the corresponding <process> turns to on during at time period computed 
in terms of the related <operational parameters> (times, speeds, distances). After the computed 
period the <process> box turns to off The value of those variables defined as <monitoring 
variables> in the equipment model can be monitored using simulated operation time as 
independent variable. The graphics of Fig-3 show the value of operation-state and base­
position monitoring variables. A validated behavioral model is called a CLASS. 

It is possible to attach a geometrical and dynamic model to CLASSes in order to have an 
animation model of an equipment. Fig-4 shows the definition of the geometric model of the 
robot CLASS ofFig-3. 
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Fig-4: definition of a geometric model for the robot ofFig-3 
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A geometric model is defined by aggregating 3-D geometric modeling primitives. Each 
primitive is identified for utilization during cinematic model definition. The cinematic model is 
based on relations between the set of processes, the set of geometrical components of the 
geometric model and the set of monitoring variables of the behavioral model. The geometric 
and cinematic models will be validated by simulation. The set of monitoring variables will be 
updated by the behavioral model during simulation and the updated values are used at 
validation time to animate the equipment geometric components. It is possible to define stored 
program and simulate its execution. A CLASS with validated geometric and cinematic models 
is called a TYPE. 

Equipment TYPE's occurrences can be aggregated to define manufacturing workstations. 
The behavior ofworkstations can be simulated for performance evalualion purpose. Validated 
workstation can be stored in the TYPEs Data Base. Manufacturing cells result from the 
aggregation of validated workstation TYPEs together with a material handling equipment 
recovered from TYPEs Data Base. Fig-5 shows a workstation defined in ANAL YTICE by 
this aggregation procedure. The simulation at workstation level is driven by the execution of a 
control program at workstation level. Programs at this level are basically sequences of control 
signal to equipment of the workstation. 
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Fig-S shows a model of a workstation operating at BOSCH/ Curitiba resulting from the 
aggregation of equipment The human operator can execute several manufacturing processes, 
each corresponding to a specific part family. 

Fig-S: BOSCH manufacturing workstation modeled in ANAL YTICE 

The graphs shows the production rate versus simulated operation for one of the possible part 
type. 

3 THE EDUCATIONAL PROGRAM 

The educational program has been developed together with the software tool. It must be 
noticed that at the begin of the process no member of the staff has had any idea about FMS. 
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The first goal was to obtain a clear understanding of the terminology and problems that would 
appear in FMS context. This understanding was necessary for the proposition of contents of 
disciplines and of student's work plans. All students at post-graduation level had a formal 
knowledge on data structures, C programming and UNIX operational system. 

3.1 Our Trial and Error Approach 

The initial research staft was formed by a research leader with Ph.D. level and systems 
performance evaluation expertise and three post-graduation students. The first internal 
documents show a great effort on terminology and basic concept's understanding and in the 
acquisition of an overall view of the relations among concepts. In order to formalize the ideas, 
a first publication was proposed to the students, with theme "The development cycle of FMS" 
([1]). The resulting paper presented a top-down proposal of a macro-tasks sequence for FMS's 
development cycle: system specification, design, implementation and operation. Each macro­
task in the sequence was detailed, identifying and establishing order relations over sub tasks. 
During this phase of the work terms and concepts like machine, process and routing flexbility, 

part types, process planning, part families, group technology, manufacturing cells, pallet 

types, machine selection, layout definition, scheduling policies, production costs, control part, 

MHS, AGV, AS/RS, WIP and production mix, had to be understood, functionally related and 
time ordered. A rapid (about five months) system prototype was developed for identification 
of future implementation problems. 

At the same time the skeletal of a curriculum was established for providing formal 
education on manufacturing systems in general and FMS in particular. The guidelines for the 
curriculum were the need for mastering specifie topics on manufacturing systems together 
with specification and analysis techniques. The normal curriculum of the course was 
increased by disciplines on Petri nets ([2]) as formal specification tool, a discipline on 
performance evaluation of systems using timed Petri nets ([3], [4]). Two additional disciplines 
on FMS topics, one for generic conceptual and organizational definitions and a second 
discipline for modeling purpose were offered. Detailed theoretical study of some of the major 
problems (layout, control and group technology [5], [6], [7]) arising in FMS context were 
proposed as M.Sc. dissertations. A first altempt for a theoretical approach on scheduling 
failed. 

The specification and implementation of the nucleus of the sortware ANAL YTICE 
brought some insights on the needs of the educational program. The two disciplines on 
manufacturing systems were reduced to the one related to modeling and analysis of case 
studies. The students obtained conceptual data over FMS by reading internal documentation 
for terminological standardization and external technical publications for conceptual 
familiarization ([8], [9], [10], [11], [12], [13]). The reason for reducing the number of 
disciplines related with manufacturing systems was the well-known fact that students with 
formal knowledge are able to read technical papers on group technology, scheduling 
algorithms and concurrence problems in control of FMS. The Petri Nets discipline was 
expanded with a review on basic topics of set theory, relations, relations composition, 
mappings, equivalence relations, equivalence classes and graph theory. 

The advances on the development of ANAL YTYCE allowed us to propose new 
dissertation themes. A new attempt to simulate scheduling problems ([14]) was quite 
successful at theoretical level but failed in producing an environment to validate scheduling 
strategies. A more specific approach for simulaling FMS control problems ([15]) brought a 
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pretty analysis of control specification languages at workstation and manufacturing cells 
levels. At that time ANAL YTICE helped us to estimate implementation difficulties and 
development times for control implementation strategies. The major alternatives were Petri 
nets, Grafcet ([16]), Anteriority tables ([17]) and procedural languages. The decision was the 
utilization of procedural languages with mechanisms for describing concurrence, 
sequentialization and synchronization of processes. Four additional M.Sc. dissertations were 
used to develop the themes of production cost's analysis ([18]), modules for geometric and 
cinematic modeling of equipment ([19]), modeling and validation of material handling 
equipment ([20]) and quality control simulation ([21]). Three additional dissertations are at a 
final stage of development: the modeling of a real case manufacturing workstation ([24], 
modules for automatic layout definition at manufacturing cell level ([25]) and computation of 
the number of machines and pallets necessary to achieving gave production rates ([26]). 

The educational program for new students was expanded introducing a second optional 
discipline on the topic of performance evaluation using Markov models. Finally, two new 
disciplines were offered for both new and older students in partnership with GMD/ Sankt 
Augustin: Compositional Data Objects ([22]) and High Level Petri Nets ([23]), dealing with 
formal specification and information modeling techniques. 

3.2 Analysis of the Implemented Education Program 

We believe that the executed education program gave the students a generalist view of the 
problems related with the specification and analysis of complex automated manufacturing 
systems. It is necessary to complement the program with a pratical experience of four to six 
months period in a real industrial environment. For the development of the next dissertations 
involving modeling and analysis of manufacturing systems it will be required the acquisition 
of real data in the industry. A first attempt in this direction is being made ([24 ]). 

For an education program directed to people already working in the industry it seems that 
a review of formal modeling and analysis techniques is necessary. This review can be 
executed in parallel with a discussion of topics on new manufacturing systems, working the 
relations between the formal techniques and the pratical problems. A second step of the 
education program is based on case studies with the utilization of a manufacturing systems 
simulator. This two-phases program is depicted in fig-6. 
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Fig-6: Skeletal of a continuous education program in new manufacturing systems 
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4 CONCLUSION 

It is obvious that the actual education program has been strongly influenced by the software 
development needs. It must be noticed, however, that the education in formal disciplines 
together with the utilization of the resulting software for modeling and analysis objectives has 
brought an automated manufacturing mentality to the students. A program for visiting 
automated industries and/or dealers of industrial automation equipment in Europe has been 
partially executed by the students, giving some insight into the real industrial environment. 
For a modern education program directed to engineers working in a production environment, 
the utilization of a simulator of manufacturing system is of primary need. Due to the related 
cost and time it is not possible to develop skill in design and alternative analysis working over 
real manufacturtng systems. At the other hand, as simulators for complex manufacturing 
systems are normally complex software packages, a formal understanding of the objects being 
manipulated and of the resulting performance curves is necessary. 
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Abstract 
The scope of the problem of designing a.n information and command infrastructure for Small 
and Medium Size manufacturing enterprises is explained. The role of enterprise a.nd industry 
modelling during the infrastructure design phase and the role of model execution services a.re 
summarized. An outline of the MI2CI Philippines project shows a.n approach to demonstrating 
and disseminating integrated enterprise and industry modelling know how in support of the 
operations and projects of SMEs. 

Keywords 
Infrastructure, enterprise and environment modelling, model execution services, small and medium 
size enterprises 

INTRODUCTION 

Traditionally, the term infrastructure is used in reference to services in the areas of sanitation, 
water, power, transportation, irrigation, roads and telecom. Because infrastructure services ra.ise 
productivity a.nd lower production costs they form an important component in development 
policies (The World Bank, 1994). 

The term manufacturing industry information and command infrastructure (abbreviated: 
MI2CI) is proposed in reference to an information processing and activity control and monitor­
ing system which provides information and control services in support of the operations a.nd 
projects of manufacturing enterprises. Actors that are anticipated to involve in the design and 
exploitation of MI2 CI services include public-sector industry support organisations, chambers 
of commerce, trade associations, industry research and development centers, information a.nd 
communications technology suppliers, telecom network operators and enterprises. 
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The important role of small businesses as instruments of job creation and product and 
service innovation justifies initiatives to set up information and command infrastructures for 
them. Meeting the requirements of small businesses requires one to address key issues such as the 
identification of services and exploitation concepts adapted to SME's needs, the inter-operability 
of services, access and ease of use, information protection and confidentiality. Addressing this 
amalgam of issues while avoiding the creation of an amalgam of overlapping and incompatible 
solutions requires one to construct a global and integrated picture of the problem area prior 
to the implementation of the infrastructure services. Systematized information about products, 
business and manufacturing processes, markets, technologies, and regulations is needed. 

The concepts of genericity and model life cycle proposed in the European Prestandard ENV 
400.03 (1990) are indispensable in systematizing information for industries prior to the design, 
implementation and particularization of infrastructure services. The second chapter of this paper 
proposes three more organizing principles. The life cycle principle: the life cycles of products 
and plants are the prime phenomena-flow based and unavoidable life cycles to engineer, manage 
and realize. The interflow principle: by articulating the interfaces between executing models on 
the one hand and physical operations and/or projects on shop floor and in engineering offices on 
the other hand, one can more easily cope with the balance between human work, automation and 
information technology. The decomposition principle: decomposing a manufacturing industry 
into the generic orthogonal systems plant, team, market and industry allows one to target 
services and reduce system complexity. After their introduction, the principles are linked to 
enterprise and industry modelling during the infrastructure design phase, and to the design and 
execution services. 

The MI2CI Philippines Project is the first project in which we try to validate the use of 
integrated enterprise and industry modelling know how in support of industrial development. 
It is a joint project of De La Salle University, UNU /liST and the United Nations Industrial 
Development Organization (UNIDO). The project assumes that SMEs, to respond to opportu­
nities and changes, and to establish dynamic value-creating partnerships in extended enterprises 
(Browne et al., 1994), need to deploy advanced information technology within enterprises as well 
as in the business environment. However, it is also recognized that high degrees of automation 
are rarely compatible with the socio-economic situation in developing countries, including the 
high level of unemployment, low investment and poor bankability of SMEs, and the lack of 
human resources. Therefore, to achieve the target of a balanced deployment of human work, 
automation and information technology in SMEs, it is necessary for the M12CI project to take 
up two work packages: a requirements analysis and an applicability study. The requirements 
analysis of the metal works industry in the Philippines will guide the formulation of a Philippine 
Business Environment Model and help to formulate an exploitation concept for MI2CI services. 
The applicability study will focus primarily on: (a) the particularization of partial and particular 
enterprise and industry models from the generic model described by Goossenaerts & Bj111rner 
(1994); (b) the implementation of execution services for such models ; and (c) the implementa­
tion of prototype systems for shop floor control and for supply chain operations. 

2 PRINCIPLES FOR ORGANIZING MANUFACTURING REQUIREMENTS 

The Interftow Orientation 
Manufacturing industry and enterprises can be considered as interflow systems in which dis­
tributed information processing systems (computers and humans) synchronize denoted compu­
tational flow with phenomena flow on shop floors and in engineering offices. 

The concept of interflow articulates the distinction between computations and physical ac-
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tivities. It builds on concepts in modelling and simulation. The interflows relation between 
computational flows - executed by a network of information processing entitities - and phe­
nomena flows - on shop floor and in the engineering office - requires interface channels for flow 

synchronization. The three relations (denoted by the symbols [E] (models) ,ITEJ (simulates), 

and~ (interflows)) matter for successive steps in the construction of enterprises and indus­
tries. 

The Life Cycle Orientation 
The problem scope for which information and command infrastructures are proposed is - in a 
bottom-up manner- determined by the life cycles of products and plants. These are the primary 
- phenomena flow based and unavoidable - cycles to manage, engineer and realize. 

(1) The life cycle of a plant is concerned with: (a) Projects which phase a plant and its 
products into a market: the gradual introduction of a new plant and its products into a market 
(and environment). (b) Operations: a plant will respond to orders issued by customers, by 
exploding the orders into plant programme steps, by scheduling and carrying out the (production) 
steps, and by delivering the goods ordered. Projects during operations may concern: (i) How to 
phase in&out products, equipment and human resources into a plant. (ii) How to improve plant 
operations. (c) Projects which phase out a plant and its products: the gradual withdrawal from 
use of an old plant and its old products. 

(2) The life cycle of a product is concerned with: (a) Its creation in a (virtual) plant system. 
(b) Its usage by consumers on the market. Usage of the product may include maintenance, re­
pair, upgrading, etc. (c) Its decomposition- preferably with recycling or reuse of its composing 
materials- in a (virtual) plant system. 

The Orthogonal Systems of Manufacturing Industry 
The focus on (collaborative) labour in the product and plant life cycles and the requirement 
of orthogonality for the systems to describe these suggest: First, to make, in an enterprise, a 
distinction between "repetitive" operations, to be catered for in a plant model; and "one-of-a­
kind" improvements and innovations to be catered for in projects carried out by teams; Secondly, 
when extending the viewpoint beyond the boundary of the enterprise to let extended-enterprise 
operations be carried out by so-called virtual plants, and to let extended-enterprise projects be 
carried out by virtual teams. A virtual enterprise (or extended enterprise (Browne et al., 1994)) 
comprises a virtual team and a virtual plant; And thirdly, to consider markets as the contexts 
within which enterprises are embedded, and to use the term industry to denote this context 
when considering the projects and virtual projects executed in the market (e.g. industrial policy 
projects). 

The following domains (Table 1) are proposed to organize the objects, processes and issues 
in industry (see also Goossenaerts & Bj0rner (1994)) : (a) A team phases in and out a plant 
or a product in response to goals formulated by entrepreneurs or other agents of change. A 
team refines and enriches the goals into project programmes for changing or making a (virtual) 
plant, it schedules and carries out these programmes, finally, it delivers the new or improved 
plant, capable of producing goods, with the performance expressed in the goals. (b) A plant 
responds to orders issued by customers, by exploding the orders into plant programme steps, by 
scheduling and carrying out the (production) steps, and by delivering the goods ordered. (c) A 
virtual plant comprises several plant systems which synchronize their operations as if they were 
carried out by a single plant. (d) A virtual team comprises several teams which synchronize 
their engineering work and decisions as if they would carry them out as a team within a single 
enterprise. (e) A market forms the context for the operations of plant systems and virtual plant 
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systems. Market regulations (e.g. such as in Company Law and Tax Law) may affect the op­
erations of plant systems and virtual plant systems. (f) An industry forms the context for the 
projects of (virtual) team systems. Regulations (e.g. such as in Environmental Law, Technical 
Regulations and international standards) may affect projects. 

Table 1 Domains for organizing objects, processes and issues in industry 

activities operations projects 
context "repetitive" "one-of-a-kind" 

enterprise plant I production team I projects 
extended enterprise virtual plant virtual team 
environment market I trade industry I (policy) innovation 

.. I desirable conditson II leanness 
. . I ag1lity 

The desirable conditions of operations (leanness) and projects (agility) must be realized in 
different contexts: in the enterprise, in the extended enterprise and in the environment as a 
whole. 

Projects are further classified as follows: (a) Entrepreneurial Projects deal with changes 
of enterprise level programmes during the enterprise life cycle (e.g. the introduction of new 
products, business process reengineering, investment appraisal). (b) Engineering Projects are 
concerned with product life cycle and production processes for the product. Usually they re­
quire innovation. (c) Quality Improvement Projects are concerned with product and production 
process improvements. (d) Industrial Policy Projects pertain to the industrial environment as 
a whole. Virtual plants result from the successful implementation of projects by virtual teams. 
These require an explicit attention for inter-organisational engineering - in the extended enter­
prise- and the (standardized) technology infrastructure it requires. 

3 INTEGRATING REQUIREMENTS IN REFERENCE MODELS 

The use of enterprise models and reference models as tools for organizing and integrating in­
formation about enterprise processes is well established. See for instance ENV 40.003 (1990), 
Scheer (1989), CIMOSA (1993), Spur et al. (1994). Goossenaerts & Bj!irner (1994) introduce 
also the concept of industry model. A breakthrough in enterprise modelling for SME depends 
on progress in industry modelling: many commonalities between (partial) enterprise models for 
SME have their origin in the market rules (the confluence between enterprise operations and 
market behavioural rules). The relative weaknesses of SMEs in acquiring know how, capital, 
technology and human resources justify industrial policy projects for boosting their develop­
ment. But due to the large number and diverse activities of SMEs it is common that such 
projects target a market or sector rather than specific firms. 

As to the use of models - and advanced computer-based tools- in support of the operations 
and projects of SMEs it is important to consider the particular reality of SMEs, in determining 
the kind of activities that should be supported (Bonfatti et al., 1994), and in determining the 
approaches to investments (Tucker et al., 1994). The ESPRIT RUMS Project (Bonfatti et al., 
1994) aims at supporting the following activities: (a) verification and assessment of the current 
manufacturing organisation; (b) evaluation of technological enhancement hypotheses concerning 
production resources; (c) definition of realistic manufacturing and purchasing budgets holding 
uncertainty of forecasts in due consideration; (d) production planning with respect to different 
time horizons on the basis of a unified model of product and process ; and (e) education and 
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training of human resources involved in the manufacturing process. 

Enterprise Modelling and Industry Modelling in the MI2CI Project 
In the M 12CI Philippines Project aspects to be captured in enterprise models and in the business 
environment or industry model are as follows: 
- The partial and particular enterprise models of the metal work industries should capture in­

ternal technological, administrative and human resource facets and the processes involving them. 
Internal technological facets are related to engineering design, product engineering design, man­
ufacturing engineering design (CAD, CAE), process planning, materials and parts processing 
(CAM, CIM), quality assurance, waste avoidance. Internal administrative facets include pro­
curement, inventory, order processing, customer service processing, personnel, budgets, accounts, 
and cashier. Internal human resource facets include organisation, division of labor, team work, 
training, quality assurance, etc. 
-A Philippine Business Environment Model should capture external technological, environmen­
tal, regulatory, and resource facets and the services and processes involving them. External 
technological facets include supplier profiles, tool profiles, transportation nets, sub-contracting, 
standardization, innovation & technology transfer. Environmental aspects include pollution, 
environmental impact, material cost. Legal rules and regulations concern reporting obligations, 
taxes, labour laws, industry association, standardization, quality assurance & product certi­
fication, etc. Financial services include stockholders, venture capital banks, government loan 
agencies, commercial banks, insurance. External human resource facets include workforce pro­
files (available skills, wages, &c.), training opportunities, professional associations. 

Enterprise Modelling 
For organizing objects and issues we refer to the orthogonal decomposition. The distinction in 
the enterprise between repetitive operations and one-of-a-kind projects allows one to split the 
enterprise models into two components: a plant (interflow) model and a team (interflow) model. 
These models are related to each other and to phenomena flow. Projects, supported by the team 
model in execution, transform the plant model and the physical plant. Operations, controlled 
and supported by the plant model in execution, transform material inputs and produce the 
products. 

Enterprise modelling is concerned with the construction of generic, partial or particular (as 
defined in ENV 400.03 (1990)) plant interflow models or team interflow models. 

The Construction of a Generic Plant Interflow Model. 
A construction of a generic plant interflow model is summarized in Table 2. The first three steps 
deal with statical structural properties of plant systems. The fourth step allows one to define 
computational flows over instances of the templates ( cf. types) in a plant structure. Configu­
rations of such instances can simulate plant operations. The fifth step deals with the interfaces 
between a plant system and plant operations. Some remarks to justify the focus of the five 
steps in the construction: ( 1) Materials and the work to transform them are described statically 

by means of part templates describing units of material and work templates describing units of 
change to material. A Part- Work Structure integrates the information in a bill of materials and 
in process charts and describes the parts and works required for making products. (2) Cells 
and the orders they send and receive incorporate the division of labour and the coordination 
of results. Cell Templates describe cell(s), a cell is a unit capable of sustaining activities/work. 
Cf. resource model. Order Templates describe orders. An order is sent by one cell to another 
to request the delivery of a part. A Cell-Order Structure integrates the properties described in 
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organization charts and in information flow charts. It is concerned with the division of labour 
and coordination of results. (3) A Plant Structure results from joining a part-work structure 
and a cell-order structure. It integrates the statical properties of a plant. ( 4) Plant System. 
Instances of cell templates and their responses to order instances can simulate the operations 
at a shop floor. The term pulse denotes the response by a cell instance to an order instance it 
receives. Cf. the order handling process. The term flow denotes the integration of pulses. A 
plant system controlled by a model execution system and interfaced to a suitable discrete event 
generator, can simulate shop floor operations. (5) Plant Interftow Model. Channel templates 
describing interface channels are added to the plant system. Interface channels are used to in­
terface a (executed) plant system to a shop floor. They support synchronization through the 
input and output of particular tasks and signals. 

Table 2 The bottom-up construction of a Plant Interflow Model 

1 Part- Work Structure (Part Templatelf= J part(s), Work Template lF= J work(s)) 

2 Cell-Order Structure (Cell Template If= I cell(s), Order Template If= I order(s)) 

3 Plant Structure I f= I plant( s) 

4 Plant Syste~ 1 f= I plant operations (Puis~ 1 f= I response to order instance, Flow 11 f= I operations) 

5 Plant Interftow Model~ plant operations (Channel Template l.CJ interface channel) 
Plant Interflow System, sync(hronize) cycle 

Team Interftow Models 
A team working in an (virtual) enterprise aims for improvements or innovations in a (virtual) 
plant interflow system. In pursuit of a goal- the sequence of activities towards its accomplish­
ment has not been secured yet -a team will first- during the design& drafting phase- transform 
or particularize a plant interfiow model (templates, plant structure and plant system consoli­
date the deliverables during this phase) and next -during the construction phase- construct 
or upgrade the plant interflow system, by transforming the phenomena flow. In the course of a 
project, the composition ofthe team may change: it is adapting it according to changing project 
activities. In contrast, the cell structure of a traditional plant remains static during operations. 

Team interflow models in execution support team activities. A generic team interfiow model 
forms a basis for the implementation of an Integroted Project Support Environment. 

Industry Modelling 
The contemporary market is governed by a large and changing collection of regulations and 
constraints for the operations of plants, producers and consumers. Coping with the regulations 
and their changes requires high costs, especially for SMEs. Therefore the SMEs are expected 
to benefit significantly from more integrated and harmonized industry models, the correspond­
ing market-wide information and command infrastructures, and proper model-driven interfaces 
between their enterprise infrastructure and the industry infrastructure. 

Industry Modelling is concerned with the construction of generic, partial or particular mar­
ket interflow models or industry interfiow models. Such models enhance the understanding, 
coordination and harmonization of rules and other market information. 

A Generic Market Interflow Model 
The construction of a generic market (interfiow) model parallels the construction of a generic 
plant (interflow) model. A significant difference is that the cell-order structure is replaced by 
a person-contract structure. Cells (in plants) communicate with each other in a master-slave 
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relation, client-to-server, whereas legal persons (persons, companies and public bodies) in a 
market communicate (also) as equals, peer-to-peer. Contracts commit two or more legal persons 
to carry out, during a certain period, a number of exchanges of products or services (including 
labour, money, etc.). They may express terms of synchronization, obligations, etc., e.g. to 
incorporate a company a suitable "legal person template" must be selected, this will determine 
reporting obligations, and - to some extent - the contracts the company can enter into. The 
legal personality and contracts may also be correlated with the products/services which the 
enterprise can provide on the market (e.g. banks must be registered in a special commission). 

Templates of all legal persons and contracts that exist in a market are joined in a person­
contract structure. This structure includes person templates for the public bodies that - because 
of statutory regulations - are involved in the registration and monitoring of (certain) contracts 
and exchanges. It also includes contract templates such as for incorporation contracts, labour 
contracts (between citizens and companies), etc. (Goossenaerts & Bjjirner, 1994). 

Industry Interflow Models 
Industry-wide projects such as industrial policy and legislative projects aim at transformations 
of a market system or sector as a whole. Such transformations may be planned (or designed) in 
terms of particular market interflow models, prior to their implementation. 

Our approach suggests to consolidate the deliverables of industry-wide projects as product, 
exchange, person and contract templates, (in a) market structure, (in a) market system, (in a) 
particular market interflow model, and eventually, as (in a) market interflow system. 

4 INFORMATION AND COMMAND INFRASTRUCTURE SERVICES 

The provision of information and command infrastructure services requires (computer network 
supported) enterprise model execution services. See CEN /TC310/WG 1 (1994a) for a statement 
of requirements for such services and CEN /TC310/WG1 (1994b) for an evaluation of some 
related initiatives. As to design services, relevant requirements can be sourced from the literature 
on computer aided design and project support environments. 

In the MI 2CI Project, subsystems of an information and command infrastructure for enter­
prises and industry are classified in accordance with the domain decomposition in Table 1 (IMES 
stands for Interflow Model Execution Services and ISDACS stands for Interflow System Design 
and Construction Services). 

An enterprise information and command infrastructure comprises: 
Plant IMES: a plant component which supports the repetitive operations of the enterprise ( cf. 
enterprise wide information systems built around enterprise-wide data models (Scheer, 1989)). 
Plant ISDACS: a team component which supports the innovations and improvements which the 
enterprise needs to compete in the market; application packages in a Plant ISDACS may include 
an entrepreneuring project coach, an engineering project coach and a quality project coach. 

An industry information and command infrastructure comprises: 
Market IMES: a market component which supports the repetitive operations at the market; ap­
plication packages in a Market IMES may include material flow monitors, employment monitors, 
(value added) tax collection systems, trade and transportation systems, an intellectual property 
monitor, etc. 
Market ISDACS: an industry (team) component which supports the one-of-a-kind (industrial 
policy) innovations and improvements which the industry needs to sustain its competitiveness 
in the global market; application packages in a Market ISDACS may include an industrial policy 
project coach. 
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5 CONCLUSIONS AND FUTURE WORK 

The problem domain understanding underlying strategic information and manufacturing tech­
nology projects in industrialised countries in combination with achievements in model oriented 
software development, indicate how we can build information technology applications that may 
help developing countries to leap forward into the age of sustainable lean/agile supply-based 
industries. This paper has introduced the concept of information and command infrastructures 
for SMEs and has explained a framework that can guide the planning of the detailed design and 
implementation of such infrastructures. 

The MI2CI Philippines Project will enable us to further test the conceptual and practical 
validity of the proposed approach. Work in the near future should focus on: (a) the deriva­
tion of particular models from generic ones; (b) the elaboration of generic models for markets, 
teams and industries; (c) the implementation of the generic models; (d) software tool support 
for the derivation, interfacing, validation, execution and evaluation of particular models; and 
(e) software tool support for the specification and implementation of interflow models capable 
of interflowing with enterprise and industry dynamics. 
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Abstract 

Contemporary changes in market structures demands adequate response from Small and 
Medium sized Enterprises (SME). The rapid evolution of information-technology offers 
new challenges and exiting new opportunities for innovation. The approach presented in 
this paper will take the information system architectures of the enterprise as a starting 
point. It will be extended middle-out to a meta-level dealing with methodology issues 
and to a project level dealing with involved people, activities and results. 

Keywords 
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1 INTRODUCTION 

It has been continuing difficult for Small and Medium sized Enterprises (SME) to innovate 
and to gain the benefits from the area of information technology. The introduction of 
innovative information technology is commonly hampered by: 

• Incompatibility of newly introduced systems with the existing computer infrastructure, 
due to syntax, semantic or pragmatic differences. 

• Rapid changes as SME are pressed the to react because the ever-shorter product-life­
cycles, while IT projects might have a duration that is longer than expected. 

• Lacking of professional IT specialists within the enterprise, with possibly as a conse­
quenc.e that individuals carry their personal wishes through in a craftsman culture. 

• Limited resources available for starting innovative IT projects. 

A challenge of major importance for the future is to enable SME, to master the growing 
complexity associated with the effective and efficient use of information technology for 
their information-related tasks. To our opinion more attention has to be paid to the 
fitting of information-technology within SME. Therefore we need a clear description of 
the enterprise architecture, because the concept is surrounded by much confusion and has 
yet no standard definition. 
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This paper will focus on: 

• the contex of various enterprise architectures and their interactions 

• a methodology that emphasizes a reduction of the complexity to analyse and design 
systems for SME 

• illustration of the advocated approach and an evaluation of project results in the dutch 
agriculture sector. 

2 ENTERPRISE ARCHITECTURES 

A clear picture of the various architectures and their interactions will improve the planning 
and implementation of IT projects. We distinghuish information system architectures 
focussing on the business characteristics, information needs, the technology and on the 
system applications. 
A business architecture establishes a clear understanding of the mission and nature of the 
enterprise, reflecting the current management and control concepts and philosophy (e.g. 
TQM or JIT). It provides an overview of production, marketing and the logistics of goods 
or services. Further, it depicts the units, their employment and related responsibilities. 

An information architecture is a personnel and technology independent profile of the 
major information categories used within an enterprise. It provides a way to relate busi­
ness functions, data classes, decisions and control. 

A systems architecture identifies applications needed to support the information needs 
of the enterprise, wheter they are computer based such as databases, expert systems, real­
time microprocessors and spreadsheets, or non-computer based systems such as libraries, 
filing cabinets, microfilm, photocopiers or faxes. 

The technology architecture consists of the computer infrastructure and digital net­
works that cooperate to provide support for computing and data communication. 

Moreover, interactions among the (parts of) business architecture, information archi­
tecture, system architecture and technical architecture takes place as feedbackloops and 
feed forward loops. Thereover they cannot be carried out sequentially but they must be 
done in parallel, see figure 1. The planning of information systems should be no longer 
be separated from the business plan and vica versa. 

2.1 Evolving enterprise architectures 

Especially the enterprise architectures of SME are strongly influenced by changes in the 
market structure and the push of new technology. 

Value chain 
A value chain represents how businesses are linked to each other by the supply of goods 
and services and may be specialized to a product chain. Negotiations and contracts with 
suppliers and clients demands for quality of products, processes and information. 
Emerging information technology 
The processing of information is occupying an increasingly important strategic and eco­
nomic role. For the introduction of emerging technologies in enterprise architecture, access 
to a wide range of information is needed. 
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Balancing with enterprise architectures 
The dashed lines between the 4 architectures depicts the interactions. The already men­
tioned influences of the suppliers and buyers in the value chain and the emerging infor­
mation technology are also included in the next picture. 

> demands in the value chain > 
~------~~=----------

/_,/-------

> emerging information technology > 
~--------------------~ 

Figure 1 Alignment and balancing the enterprise architectures. 

2.2 Reference models for building architectures 

For SME the use of reference models appear to advantages. It is often economic impossible 
to carry out the whole life cycle of information system development, starting with a 
planning study eventually resulting to implementation and maintenance of tailor-made 
information systems. Enterprise wide data models are valuable for design [Scheer] (1992). 

3 TOWARDS A FLEXIBLE FRAMEWORK 

Various frameworks to model information systems have been proposed, among them are 
those of CRIS [Olle] (1988), CIM/OSA [Esprit] (1989), Zachman and Sowa [Sowa] (1992). 
A more flexible framework should offer help in the adaption of methods to specific situ­
ations in enterprises. Therefore we distinguish three levels in figure 2: the methodology 
level, the enterprise type level and the project type level. 
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Some distincions with other frameworks are: 

• Both the number and choice of perspectives is open, in [Meijs] (1994) we extended the 
2nd level with a chain architecture. 

• The number of aspects is not fixed (as in [Sowa] e.g. data, function, time, network, 
people and motivation). This approach facilitates the decomposition and integration 
of aspects. Decomposition enables e.g. to split the motivation aspect into goals and 
constraints. The system archtitecture may contain templates of Abstract Data Types 
(ADT) that integrates data types and operations. 

• The level of detail for describing components related to a perspective and aspect can 
be refined by hierarchies. Another level of abstraction is introduced by the reference 
models that creates extra genericity. 

• The stages of the system development cycle do not have a dominant position in the 
framework, like in [Olle], because we want to include evolutionary information systems. 

methods 

~~~-re-ch_ru_·q_u_e __ ~~-------------------------F-e~_~_J~ 

reference . _ _ 
models : .· ... ,., -- 0 • -• enterprise type ---n·-.1" :C)o.T. . ..Q'l _.--Q---. level :o.,rr...p·, ·---~6--'-"· (e»6..a) ' ....... _Q_; .... ' ', ·· ..... ,..,. .. __ &.: ., ......... 

project 
scenarios 

Figure 2 A flexible framework. 

' : 
' ' 
·~:::::J 

In the next paragraph more is said about the methodology level. The use of reference 
models on the middle level accelerates the planning and implementation of information 
technology. We will go in more detail for reference information models, that represent 
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generic components for clusters of enterprises. Finally an evaluation of some results at the 
project level will be presented, using adapted checklists in composing project scenarios. 
See also for project management [Uijttenbroek]. 

4 METHODS AN TECHNIQUES 

There is a growing awareness that method and techniques cannot be applied uncondition­
ally. Specific characteristics and particular circumstances of focused areas in the value 
chain of enterprises impact the methodology. Method engineering is considered as the 
design a methodology with the definition of steps to be conducted. At the 1st level of the 
framework we may recognize for a methodology a set of steps in the form of a triplet: 
< SITUATION, DECISION, ACTION>. 

The situation referers to the enterprise(s) type with involved architecture(s), and to the 
project type level: identified problems, opportunities, involved people and other project 
constraints. So the description of the situation can be specified and refined to get an 
adequate understanding of the context for taking decisions about needed actions. Action 
referes to one or more modelling aspects from the framework. Decisions are related to the 
intention of a step and may be atomic or compounded. 

Decomposition can be decided to reduce complexity. It is then used to guide the 
modelling process. Integration of multiple specification fragments produced by conflicting 
basic components ( e.g. relevant data may be modelled as a attribute or as entity type) 
may urge for a refinement with a sub-decision of view integration. 

The feature of the framework that enables us to integrate aspects, is useful for putting 
the next object oriented template belonging to the system architecture into it. 

Object ORDER 
attributes 

lines : set of (ORDER-LINE) 
creation_date, delivery_date: DATE 
state: {created, delivered, invoiced} 

operations 
creation : order lines insertions 
delivery : change order state 
cancellation: delete order lines 

constraints 
creation date <= delivery date 
delivery date <= invoice date 

event 
pre-condition [quantity.old >replenishment level] 

out of stock 
post condition [quantity.new <=replenishment level] 
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5 REFERENCE INFORMATION MODELS 

5.1 Characteristics 

Reference models reflecting genericity are constructed for clusters of enterprises in a 
branch. These models need to be valid and stable for a line of business. Decisions 
related to control of the enterprise, functions of an enterprise and data classes are impor­
tant components for the definition of so-called reference information models. Dynamic 
features may be incorporated by entity life cycle, petri nets, or state transition diagrams. 

5.2 Roles of reference information models 

• Identification of missing knowledge for learning purposes 
For innovation the involved individual employees of the SME are subjected to a process 
of change and learning. Effective learning means going through the following phases in 
a number of cyclic iterations: conceptualization, experimentation, action and reflection 
[Kolb] (1984). 

• Standardization and as a basis for the development of software packages. 
Communication among interest groups is not primarly hampered by technical problems, 
but by a lack of broadly accepted definitions of products and processes. Different 
classifications and identification of objects may be prevented by unifying reference 
models. 
Software industry take some relevant parts of the models as a starting point, e.g. the 
definitions of entity types and derived indicators. This stimulates standardization of 
information technology, for instance the electronic data interchange (EDI). 

• Selection of software packages. 
An available datamodel may be used to restrict the offered packages to a short list. 
Functionality of the package is tested by test-set. 

• Benchmarking. 
Measuring the quality of business functions and comparing the actual indicators with 
other enterprises in the line of business, one gets a founded opinion about the perfor­
mance of the enterprise. 

6 EVALUATION AND RESULTS OF PROJECTS 

It is estimated that in the Netherlands there are more than 500 000 SME, which may be 
classified into sectors and finally into one of the 600 branches. There are about 100 000 
farms in the dutch agricultural sector, most of these farms employs only a few people. 
The number of farms belonging to a specific branch ranges from the smallest number for 
Mushroom cultivation farms (750) to the highest for Dairy farms (36 000). 

6.1 Evaluation of projects in the agricultural sector 

During the second part of the former decade several reference information models for the 
agricultural branches as dairy, potplant nursery, poultry and fruit were created in the 
Netherlands. For each type of farm an reference information model was constructed 
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mainly focussing on the data and process aspect, using the Information Engineering 
Methodology [Martin]. The construction of the models was a joined effort of the branch or­
ganizations, agricultural researchers and information engineers. Our evaluation of projects 
using these models recommends improvements of the methodology based on the frame­
work of figure 2: 

• The branch dimension is tentatively a good top-down criterium for clustering the dif­
ferent types of farms, but there are also branch crossing components on the next level. 
We need bottom-up techniques to define generic components that might be reused for 
different branches. 

• The hierarchical decomposition of the data flow diagrams restricts the usability and 
reuse of components in different situational contexts. Related to other disadvantages 
for the hierarchical approach, especially for the business archictures, as noted in [Peters] 
(1992), this favours alternatives like object oriented techniques 

• The data definitions of the reference models seems to be used most intensive. They 
are for example important for the introduction of EDI, because it might supports the 
standardization of exchanging data. However, only little attention was given to some 
issues about ownership, legization, maintenance of models. 

• The decomposition that distinghuises management vs. technical functions results often 
in isolated systems for admiministrative applications and real-time computers that 
register data of continuous or discrete processes of the enterprise. Alternatively, we 
might unify some of the basic elements of both functions by elaborating a bottum-up 
approach. Interaction analysis improves the adjustments of selected aspects. 

6.2 Project types and their scenarios 

In co-operation with enterprises IT research projects are conducted by graduated students 
and supervised by the department of computer science. 
- Reverse engineering 
A software package for the semi-process industry that was installed at a medium sized 
enterprise in the food industry. Starting from the systems architecture consisting of sev­
eral modules for purchasing, production, sales and financial administration, an reverse 
engineering traject resulted in a data model with Entity Relationship Diagrams. 
- A software testing method was elaborated to enable the certification of software for pig 
farmers. The testing method uses definitions of entity types and ratios that are derived 
from reference information models for pig farms. The information and system architec­
ture demarcates the boundaries of this project. 
- Information resource management and security. 
The main activities of this project scenario were: exploration of significant concepts of in­
formation resource management and security techniques, interviews with owners of SME, 
questionnaires to system managers and finally recommendations for auditing purposes of 
the business and technology architecture. The reference model was constructed after the 
exploration and validated during the visits to the more than fifty participating enterprises, 
that were selected across all branches. Confrontation of the concepts from information 
resource management and security techniques and the inventory of bottle-necks resulted 
in a handbook for information auditing. 



44 Part Two Enterprise Modeling and Organization I 

7 CONCLUSIONS AND FURTHER RESEARCH 

Reliable and actual information is a key issue for SME. This paper emphasizes in this era 
of all pervasive applications of information systems and technology the need for alignment 
of the various architectures. The advocated approach, creates a balance between market 
needs, via business functions of SME and the emerging information technology. Lessons 
learned from conducted projects show: 
- how to put into practice the building of enterprise architectures, using the business 
functions and data classes defined in a reference models as a starting point. 
-reference information models decrease complexity and cost of projects. 
- communication and documentation should be well prepared, attention has to be paid to 
training and understanding of the involved people. 
In the next future new research pojects with empirical results will enrich the methodology 
according the presented flexible famework. 
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Abstract 
A new organisational frame for manufacturing system integrated over one-product 
manufacturing is proposed. Integration of a one-product enterprise is realised over a set of 
independent cells domain. They are connected by the wide-area-network using multimedia 
telematic technology to provide negotiation in real time. This characteristic provides the 
possibility to constitute an one-product factory from elements that are localised globally 
especially for the manufacturing operations which are information based. In this way a concept 
of a global manufacturing is applied. The life time of a one-product factory/enterprise 
corresponds at most to a product life time. This organisation form is called One-Product­
Integrated-Manufacturing (OPIM) System. The system is characterised by the factory models 
flowing through the product. OPIM System is a physical implementation of a virtual factory. 

Keywords 
One-Product-Integrated-Manufacturing, virtual factory, distributed manufacturing system, 
global manufacturing, factory models flow through product 

1 INTRODUCTION 

New manufacturing system concepts should provide a start in the XXI century mce with 
qualitative better performances. Characteristics for the new manufacturing system concept 
could be derived from analysis of the manufacturing systems space representation. Considering 
this representation, directions of existing manufacturing system concepts improvements start 
from Computer Integrated Manufacturing (CIM) concept, placed in the middle of the 
manufacturing systems space, and tend to spread in all directions, achieving high flexibility. 
This stmtegy leads to a manufacturing system able to: 

!.Manufacture from 1 to 1000 products simultaneously, 
2.Accommodate lot sizes from 1 to 1 000 000 

covering entire space, figure 1. But, to satisfy 1. and 2. efficiently, the manufacturing system 
must be highly reconfigurable leading to the additional requirement: 

3.The new genemtion manufacturing system should reconfigure for a new product 
within 1 second, Kim (1990). 
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Production 
rate 

10.000 

10 

1.000 

Figure 1 CIM concept, placed in the middle of the manufacturing systems space, tends to 

spread in all directions, Kim (1990),. 

2 A MULTI-PRODUCT-INTEGRATED-MANUFACTURING SYSTEM­
THE EXISTING CONCEPT 

The strategy of spreading the CIM concept over the entire manufacturing systems space, has 

some limitations. 
First, although systems such as PPC/CAD/CAPP/CAM/FMS/FAS are included in a CIM 

system this doesn't mean that they are automated. Only aspects of manipulation and 

memorisation of related objects are automated ("Computer Aided" attribute) but the design 

functions are still in the human domain. This is a very serious limitation in achieving the target 

manufacturing system of the future. It is accepted that the aspect of design automation is 
solvable by introducing artificial intelligence concept in CIM systems. In this way we come 

about to the concept of Intelligent Manufacturing Systems (IMS). 
Second, in CIM and IMS concepts the hardware and software flexibility is an important 

issue, but study on organisational structures is not emphasised. However, new studies on 
organisational structures present models which we understand to accommodate concepts like 

CIM andiMS. 
A list of manufacturing system concepts including organisational aspects is given bellow. 

• One-of-a-Kind Production (OKP) Systems , Rolstadas (1991), Mertins et a!. (1992), 

Vepsalainen (1990). 

•Global manufacturing, Mitsuishi eta!. (1992), Lalande (1992), Carlson eta!. (1992), 

O'connor eta!. (1990), Horgan (1990). 

•The next generation of FMS systems based on metamorohic machines , Ito (1992), 

Yoshikawa (1984). 

• A fractal factory and Holonic manufacturing system, Warnecke (1994), Winkler (1994), 

• A virtual factory, Kim (1990), Staffend (1992). 

All these sophisticated, highly performing models, are based on the paradigm that a 

manufacturing system processes products. 
We will call this paradigm a Multi Product Manufacturing System, figure 2. 
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The figure emphasises the fact that multi-product integrated manufacturing system is 
characterised by the flow of oroducts through it. 

PRODUCTS 
(raw material or 
requirements) 

PRODUCTS 
(final shape or 

services) 

PRODUCTS 
FWW 
THROUGH 
FACTORY 

Figure 2 Multi-Product Manufacturing : the flow of products through a factory. 

All models mentioned above, are always based on the existing hardware structure of one 
company. But, using the system for a variety of products means loosing some technical 
efficiency because it is clear that each particular machine can be used with maximum efficiency 
just for one type of products which employs the maximum capability of the machine, figure 3a. 

The conclusion is that, in any case, with a fixed hardware structure a company cannot ever 
achieve maximum efficiency. This phenomena is the main reason for introduction of 
"metamorphic machines" capable to adapt to any particular product. It is not clear if and how 
could metamorphic machine design principles be applied to organisational design. 

3 ONE-PRODUCT-INTEGRATED-MANUFACTURING SYSTEM (OPIM) 
- THE FUTURE CONCEPT 

Multi-product-manufacturing systems are conceived for a variety of products. This means 
loosing some technical efficiency of machines when compared to a dedicated system. Full 
performance facility is possible through a manufacturing system for a single product, figure 3a. 
Thus, we could think of establishing a factory/enterprise just for a particular product, and for a 
number of products we would need at least equal number of factories/enterprises, figure 3b. 

3.1 Designing I integration of the OPIM system 

Under the One-Product-Integrated-Manufacturing (OPIM) concept a new manufacturing 
system structure is conceived for every new product. The design and manufacturing processes 
for a product should be decomposed in a sequence of particular tasks. The most suitable 
resources for each task should be selected. Searching for the resources for task realisation 
means selecting the structure elements. 

The domain for resources selection is the set of all cells, Putnik ( 1995), (machine tools, 
transportation devices, computers, manufacturing cells) which can realise the necessary 
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Performance F Performance 

F1 F2 F3 F4 Fn 
100% 100% 

P1 P2 P3 P4 Pn 

P1 =product P1 =product 
F = single factory for all products F1 = factory for product P1 

(a) (b) 

Figure 3 Facility performance for (a) multi-product manufacturing and (b) OPIM system 

manufacturing functions, connected by public communications network, using multimedia 
telematic technologies.. To provide optimal choice the domain, the "market" of cells, 
candidates, should be as large as possible. If the domain is limited to the set of machines within 
an existing factory then the concept will be reduced to a One-of-a-Kind production system or 
to a virtual factory. 

The complexity of OPIM system design can be illustrated as follows. Let the domain for 
OPIM system design be represented as a connected graph (OPIM systems building blocks, 
cells, are connected by public communication network). If there exist a manufacturing system 
structure which can be defined over the available domain it means that the design task can be 
reduced to a task of finding a subgraph, of the domain graph, which satisfies given 
requirements for manufacturing. This task is hard, belongs to NP class, because a set of N 
manufacturing system elements, defmes 2N manufacturing system elements subsets, the power 
set, for building more complex structures. This means that the OPIM system design must be 
based on AI based technologies for decision making. The lattice of the refereed power set is 
shown in the figure 4. as a OPIM system design/integration domain. 

The design process should be performed automatically to achieve a real time 
reconfiguration and a good solution. All elements of domain set and all new designed 
elements/cells should have a formal representation (Putnik (1995)) in a common knowledge 
base. The OPIM system design process is a process of defming an interpretation, instance, of a 
general model of a manufacturing system. The design process is realised through negotiation 
between the leading company, which initiates the OPIM process, and the number of cells, 
candidates, for realisation of manufacturing tasks, including design, planning and control and 
manufacturing. During the design process there is a number of virtual factories which forms the 
solution space. Based on a defined performance criteria, the initiator selects the optimal factory 
structure. We could say that we have a flow of virtual factories through the product. 

We will call this paradigm a One-Product-Integrated-Manufacturing System concept. 
The OPIM system is characterised by the flow of a factories through a product, figure 5. 
This is the inverse model of the multi-product-manufacturing system. 
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Domain for OPIM System creation 
(design, integration)­

market of very small companies 

physical interpretation of a virtual factory 
OPIMSystem 

DESIGN PROCESS 
logical interpretation --> 

solution space --* selection 

Q 6 D D 0 - Building blocks, cell for OPIM system creation 

(physical company implementation) 

Figure 4 The lattice of the manufacturing system elements power set as a OPIM system 
design I integration domain. 

FACTORIES 
(domain) 

FACTORY MODELS 
FLOW 
THROUGH 
A PRODUCT 

FACTORIES 
(solutions) 

Figure 5 OPIM system: the flow of factories through a product. 

3.2 Some characteristics of the OPIM system 

A list of some characteristics of the OPIM organisation form is given : 

• The optimal structure is built up from primitive cell, single machines. Each cell is specialised 
in one type of service (design, planning, management and manufacturing) for one type of 
product. The resulting physical OPIM system should be the best performing system for the 
product under the available manufacturing cell market. 

• All design, planning and management functions are information based and independent of 
distances between the processing units. The processing units can be located at any point of 
the world if they are connected by the communication network. This is a pure application of 
a global manufacturing concept. 

• The integrated OPIM system is essentially distributed manufacturing system. 
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• OPIM System is a physical implementation of a virtual factory. 

• The flexibility of the OPIM concept is in the design stage. The OPIM system itself is not 
flexible. It is a system dedicated to one specific product. 

4 OPIM SYSTEM IN A SPACE OF MANUFACTURING SYSTEMS 
MODELS 

Using a formal, rigorous definition of manufacturing it is possible to specify a manufacturing 
systems definition space. The richer the space is, the better the chances are for qualitative 
development of manufacturing systems. Through specification of the manufacturing systems 
definition space it is possible to build a rigorous taxonomy of manufacturing systems/models. 
The manufacturing systems space, defined in chapter 1, figure 1, which gives emphasis to 
flexibility, should be enlarged by new aspects. 

The manufacturing systems definition space will be called "the manufacturing systems 
reference model". A basic reference model can be defined in a three-dimensional space: 

1. degree of integration (structure and functionality). Integration as a key issue for 
developing/designing the "factory-of-the-future" model. The concept of CIM is a 
manufacturing system concept defined at a high degree of Computer-Aided integration. 

2. decision making . Intelligence , with a decision making technologies as a key issue. 
3. organisation . Organisational aspects of the target manufacturing system. 

In this reference model each of the manufacturing system concepts mentioned above, section 2. 
and also OPIM system, are defined by triples, points in a three-dimensional space, figure 6. 

Integration in the OPIM system is defined over a globally distributed domain. The high 
degree of integration is based primarily on WAN technologies. This concept is expressed 
through the concept of 'Global Manufacturing' with the additional attribute 'Integrated'. The 
OPIM system implementation and utilisation is design intensive (belonging to hard problems -
NP class) for which we need in any case nondeterministic algorithms, that is, intelligence, for 
achieving good solutions. Finally, the OPIM system itself is a particular organisational frame. 
Thus, 

One-Product-Integrated-Manufacturing System is defined by a triple: 

('Global Integrated Manufacturing', 'Intelligent Systems', 'OPIM Organisation Framework') 

5 CONCLUSION 

Users of OPIM system are any size company, very small, SME and large companies, or 
any person which is self-employed offering and requiring teleservices on manufacturing 
activities. 

• Companies can benefit from OPIM in two ways : 1) by strengthening competitiveness 
through access to competitive resources, services and knowledge (which is a high value-
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Figure 6 OPIM system in a space of manufacturing system models. 
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aided resource) provided by teleservices and 2) by dynamic business process re-engineering 
leading to new products, services and business supported by a networked underlying universe 
of resource entities. Further advantages can also be envisaged, for large companies, through 
decentralisation and business distribution through competitive locations. 

• Self-employed people can benefit from OPIM through integration and co-operation with 
SME and large companies for competitive development of complex processes, products, 
services and business. Competitive base, in this case, is, for example, avoidance of travelling 
and transportation cost, use of free and low-cost facilities (own home) and independence of 
distance. 

• OPIM can also offer lower prices, high quality of a products and competitiveness, and high 
flexibility for creating manufacturing systems through large number of small companies which 
can include one machine and one self-employed person. 

A number of researching issues are imposed. We list some : 

• Formal specification and design of the OPIM system, the intelligence for OPIM, 
transformation of information Company to Knowledge Company, communication based on 
multimedia telematic technology and related problems, task-resources allocation management 
of the OPIM system, distributed and real-time CAD/CAPP/CAM/PPC applications, economy 
of the OPIM system, legal aspect of the OPIM system and intellectual property issues. 

Other topics related with OPIM model are, for example, "architectures for systems integration, 
federated architectures, Computer Integrated Business", integration of self-employment in 
global economy "independently of their geographical location". 
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Abstract 
This paper presents a Petri Net (PN) model conceived to be employed with the Super­
visory Control Theory (SCT). The supervisor synthesis is obtained by processing both 
the system and specification models through the proposed algorithms. These algorithms 
make possible to obtain the controller of a discrete event system based on a given specifi­
cation. Its simplicity and efficiency are demonstrated using a typical manufacturing cell 
problem. 

Keywords 
Supervisory control, discrete event systems, Petri nets, manufacturing systems. 

1 INTRODUCTION 

Over the last years the use of the Supervisory Control Theory (SCT) in the design of 
controllers for Discrete Event Systems (DES), has rapidly increased. Among other for­
malisms, Petri nets (PN) (Murata, 1989) have been widely used as a powerful tool in the 
analysis and design of discrete event systems (Giua and DiCesare, 1994; Sreenivas, 1993). 
In general, the controller synthesis is achieved by changing the model structure. In most 
cases the structure modification does not follow any standard procedure. 

This paper investigates a new approach to the supervisors synthesis, using the SCT and 
an extension of a class of Petri nets, called Petri Nets with Transition Enabling Functions 
(PNTEF)(Papelis and Casavant, 1992). Two new algorithms are introduced in order to 
synthesize the controller of a DES. 

The present paper is organized as follows: In Section 2 the the basic definition of the 
SCT is presented. In Section 3 PNTEFs are defined. In Section 4 the proposed algorithms 
to synthesize the discrete event controller are outlined. In Sections 5 and 6 two examples 
are discussed to exemplify the proposed approach. And finally in Section 7 the main 
conclusion of the paper are presented. 
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2 GENERAL DEFINITIONS 

2.1 Supervisory Control Theory 

In the SCT (Ramadge and Wonham, 1989), the system behavior is represented by a 5-
tuple G = (I;, Q, 6, qo, Qm), called generator. The symbol L: represent the set of event 
labels, or event alphabet; Q is a set of states; 6 : L: x Q -+ Q is the transition function 
defined at each q E Q, so that 6(a, q) is defined only to some subset L:;(q) c L: that depends 
on q. The marked states Qm represent the end of an event sequence, and also represent 
the execution of a task by the system. The set of all strings formed by any number of 
symbols from I;, including the empty symbol <, is denoted by I;*. The transition function 
6 is extended to process strings from I:*. 

A state q is said to be accessible iff 3s E I:* I 6(s,q0) = q. A state q is said to be 
coaccesible iff 3s E I:* I 6(s, q) E Qm. G is trim iff it is accessible and coaccessible. 

Each generator G has two associated languages: L( G) is the language generated by G 
and Lm(G) is the language marked by G. These languages are sets of words defined on 
L: . The language L( G) represents the physically possible behavior of the system, while 
Lm (G) represents the tasks it is able to complete. 

To control a DES it is necessary to admit that some events may be disabled when 
desired. To model such control action, the L: set is partitioned into: i) Ec the controllable 
event set and ii) Eu the uncontrollable event set, such that L: = Ec U Eu and Ec n E .. = 0. 
All the events in Ec may be disabled at any time, while those in E .. suffer no influence 
of an external control action. 

A control input for G consists of a subset r ~ L:, satisfying Eu ~ r. If a E r, then a 
is enabled by r, otherwise, a is disabled. The condition Eu ~ r means that the events 
in E .. are always enabled. 

Let r ~ 2E denote the set of control inputs. A DES represented by G, with a set 
of control inputs r is called a controlled DES (CDES). For convenience, one refers to a 
CDES by its underlying generator G. 

Controlling a CDES G, consists of generating a sequence of elements"'(, "'(1, "'(11 , ... in 
r, in response to the previously observed events generated by G. Such a controller will 
be called a supervisor. 

A supervisor is a map f : L -+ r, specifying for each possible string of generated events 
w, the control input f(w) to be applied. 

A supervisor is represented by an automaton and an output map, i.e.: S = (L:, X, e, x0 ) 

is an automaton and t/J : X -+ r is the output map. 
One says that the pair (S,w) realizes the supervisor f if for each w E L(Gjf), 

w(e(w, x0)) = f(w), where L(G/ f) represents the closed behavior of the composed system 
G supervised by f. 

The basic supervisory control problem may be stated as follows: Given a DES G with 
open-loop behavior given by L, what closed-loop behavior K ~ L can be achieved by 
supervision? To solve this problem, it is necessary to define the concept of controllability. 

Given two arbitrary lang~ages L, K ~ L:* and an alphabet .E = Ec U L:;J', one say~ 
that K is £-closed iff K = K n L, and K is £-controllable iff: K E .. nL ~ K, where K 
is a prefix of K, i.e., the set of all prefixes of the strings in K. 

Given a generator G, the language K ~ Lm (G) models the desired specification. The 
language K represents the tasks to be executed under supervision. Then, the goal is to 
find a proper supervisor S to G so that the closed-loop system satisfies the condition 
L(S/G) = K. 

There exists a proper supervisor so that L(S/G) = K iff K is Lm(G)-closed and £(G)­
controllable (Ramadge and Wonham, 1989). When these conditions are not satisfied, it is 
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always possible to meet a supremal controllable sublanguage Kt such that Kt ~ K. In the 
case of finite state generators, Kt is always computable (Ramadge and Wonham, 1989). 

3 PNTEF 

A Petri net with transition enabling functions is a 4-tuple PNTEF = (N,l,M0 ,if>), 
where: N = (P, T, I, 0) is a structure of a place/transition Petri net, where: P = {PI> 
... , Pn} is a finite set of places, represented by circles; T = {t1, ... , tm} is a finite set of 
transitions represented by bars or boxes; P n T = 0 and P U T =J 0. I : P x T -+ N is the 
input function that specifies the arcs directed from places to transitions (N = {0, 1, 2, ... } ); 
0 : T x P -+ N is the output function that specifies the arcs directed from transitions to 
places; l : T -+ L: is a function that labels the transitions with symbols of the alphabet 
L:; M0 is the initial marking; if> = (It'll ... , IPm) is a set of logical expressions associated 
with the transitions. 

A transition t; is enabled in a PNTEF, given a marking M', if: M'(p;) ?: I(p;, t;), Vp; E 
P; the logical expression tp; associated to t; is truth; the firing of t;, enabled by M', 
generates a new marking M", so defined: M"(p;) = M'(p;) + O(t;,p;)- I(t;,p;) 

4 SUPERVISOR SYNTHESIS ALGORITHMS 

In this paper the synthesis of the supervisor is obtained executing the two algorithms 
presented in this section. The first one is a modified version of the reachability tree 
algorithm presented by Murata (Murata, 1989). The second algorithm is derived from 
the one proposed by Ziller (Ziller and Cury, 1994). 

4.1 Modified Reachabillity Tree 

For modeling physical systems, it is natural to consider an upper bound for the number 
of tokens that each place can hold. A PN with this constraint is called finite capacity 
Petri net, and not all the markings are present in its reachabillity tree (Murata, 1989). 
Some information is lost when one uses the symbol w to replace the markings where the 
number of tokens tends to grow infinitely. 

Algorithm 1 Modified Reachabillity Tree Algorithm for finite capacity PNs. 
Begin 

1. Label the initial marking Mo as the root and tag it new; 

2. While new markings exist do: 

(a) Select a new marking M; 

End 

(b) If M is identical to a marking that already exists, tag it old; 

(c) If no transition is enabled at M, tag it as dead; 

(d) While enabled transitions exist at M, do the following for each enabled transition: 
i. Obtain the marking M' that results from firing tat M; 
ii. If there exists a marking M" such that the capacity of a place is exceeded, then 

replace M'(p) by w for each p such that its capacity is exceeded; 

iii. Introduce M' as a node, draw an arc with label t from M to M' and tag M' 
not-permitted if the capacity of a place is exceeded, otherwise tag it new. 
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Producer Consumer 

(a) 

Figure 1 (a) PN model; (b) Reachabillity tree of a producer/consumer system 

4.2 Algorithm to Construct a Generator for supC(L) 

Different algorithms have been proposed to compute supC{L). Generally these algorithms 
require the computation of the trim components of G. If the system and the specification 
are modeled by finite automata, then the supC{L} exists (Ramadge and Wonham, 1989). 
A new algorithm to find the trim component of a system being modeled by a finite capacity 
PN and then compute the supC{L), is introduced. To compute supC{L} (item 5 of the 
algorithm) it is applied the algorithm presented by Ziller (Ziller and Cury, 1994). 

Algorithm 2 Algorithm to construct a generator for supC(L) from a PN generator: 

Begin 

1. Create a dynamic list of states, block_list, and initialize it with the blocking states (blocking 
markings); 

2. Add to the list the states that the only output event (transition) is input of a blocking 
state; 

3. Add to the list the states that have, at least one output transition, labeled by an uncon­
trollable event, that is an input transition of a blocking state; 

4. Create a dynamic list of states and events, danger_list, and initialize it with the block_list 
ancestors (states) together with the events that link block_list states to danger_list states, 
since the ancestor does not belong to the block_list; 

5. Given the desired system specification, compute the suprema! controllable sublanguage 
supC(L}; 

6. Add to the dangedist the states and their respective output events that will be disabled 
to execute the supC(L) since these states do not belong to the danger_list. 

End 

5 PRODUCER/CONSUMER EXAMPLE 

A typical producer/consumer system may be modeled by the PN of Figure 1(a). To 
execute a given task, it is necessary to incorporate some control action to this model. To 
construct the reachabillity tree of the PN generator G, and to derive the generator of the 
maximal possible specification Kt, the Algorithms 1 and 2, are executed sequentially. To 
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Figure 2 (a) Modified reachabillity tree of the producer/consumer PN model; (b) PNTEF 
supervisor for the producer/consumer system 

implement the supervisor a PNTEF with the same structure of the PN model of G, is 
employed. 

Considering a finite capacity buffer modeled by the place p5, it is necessary to limit 
the number of tokens in that place. Observing the reachabillity tree, Figure 1(b), one can 
see that the number of parts produced and deposited in the buffer may become too big 
before one of them be consumed. 

Suppose that p5 in Figure 1(a), has capacity equal to one. Executing the Algorithm 1, 
the new reachabillity tree sketched in Figure 2(a), is obtained. 

Notice that executing the reachabillity tree algorithm, the system state information 
is lost if the sequence (a1,131)* is fired from the root (marking Mo). Moreover, executing 
the Algorithm 1, all the states where the net capacity is not exceeded, are enumerated. 
Besides that, one obtains information about the strings on the path from the root to a 
not-permitted state. Figure 2(a) shows all the physically possible strings for a system 
whose buffer has capacity equal to one, that is, states marked with a dashed line boxes 
should not be reachable. Consider the following specification: the initial state must be 
always reached. 

To control the system, let L: = { a1, a2, .81, .82} where L:c = { a1, a2) and I:.,= {,81, .82}. 
In this case, it is necessary to disable a 1 in markings M 2 = [10101] and M 7 = [10010jT 
to achieve the desired specification. 

Given the PN model of the plant G, and applying Algorithm 2, either the automaton 
that generates the language representing the desired specification may be obtained, or 
then its maximum possible approximation. 

Applying Algorithm 2, first, the trim component of the plant G is computed, and then, 
the generator of the least restrictive language for the desired specification. Notice that 
the danger_list has all the states (markings) and their respective events to be disabled. 
The maximum controllable sublanguage is generated by the automaton derived from the 
reachability tree of the Figure 2( a). The reachabillity tree of this automaton is presented 
in Figure 2(a). The markings in the dashed line boxes have to be excluded. 

The supervisor may be implemented by the PNTEF of the Figure 2(b), i.e.: N = 
(P, T, I, 0) is a PN structure, identical to the PN structure of G; l (See Section 3) repre-
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Figure 3 (a) Example of a manufacturing cell; (b) PN model of a manufacturing cell 

sents the following mapping: t1 -t a1; t2 -t (31; t3 -t a2 ; t4 -t (32 ; M0 = [10100]T is the 
initial marking; cp1 = Ps while cp2 = cp3 = cp4 = 1, because there are no restriction to the 
firing of transitions t2 , t3 and t4 , since when they are enabled in some marking. 

Considering that t1 ( al) may not fire in two markings, only the logical expression p5 
associated with t 1 is shown in Figure 2(b). This means that t1 will not be always enabled 
when the system is in a state that p5 hold a token. Since the other transitions have no 
additional firing restrictions, the logical expressions associated to them are cp2 = cp3 = 
cp4 = 1, and are implicitly considered in Figure 2(b). 

The logical expression p5 may be substituted by an inhibitor arc, and the net trans­
formed in another net by the complementary-place transformation (Murata, 1989). 

The PNTEF supervisor may be then executed in parallel with the plant, obeying to 
the transition firing rule. 

Notice that specifying another task for the system, e.g., K = (a1f31a 2f32)*, it is enough 
to run steps 5 and 6 of the Algorithm 2. Therefore, the new states and their respective 
output events to be disabled are determined. 

6 A MANUFACTURING CELL 

Considering a manufacturing cell, as shown in Figure 3(a), it is possible to identify two 
raw-material deposits RM1 and RM2; two processing centers MP1 and MP2; and an 
assembling center A. A robot R moves raw-material from deposits RM1 and RM2 to the 
processing centers MP1 e MP2, respectively, and from these centers to the assembling 
center A. Figure 3(b) shows the PN model for this cell, where each three assembled parts 
constitute an item of this cell. Items are then transported to another cell. Exit of an item, 
from A, is modeled by transition t5 (event J.t) and is accomplished by an external agent. 
The maximum number of parts that the assembling center A supports is three. These 
parts are enough to assemble an item, i.e., these are the upper bound in the number of 
tokens that place A may hold in any marking of the net. 

Let :L = {all a2,f311f32, J.t }, where Lc = { a2, fJ2} and Lu = { a1, fJ1, J.t}. After executing 
Algorithm 1, the modified reachabillity tree for the PN model of the manufacturing cell, 
is obtained. This tree is shown in Figure 4. 

The automaton, shown in Figure 5, represents a specification to obtain a given item. 
An item is assembled with two parts processed by MP1 and one processed by MP2. It is 
necessary to assemble first parts processed by MPl. 

Executing the Algorithm 2, the generator of the supC{L) is obtained (In this case, 
the same automaton of the specification). See Figure 5. The Algorithm provides the 
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Figure 4 Reachabillity tree for the system with capacity three 

Figure 5 Automaton generator of the specification 

dangedist, i.e., the list of states and respective output events to be disabled in that 

states or markings. See Figure 6(a). The supervisor is then shown in Figure 6(b). Notice 

that, given the danger_list, Figure 6(a), t2(a2) may fire only when the number of tokens 

in the place A is less or equal to 1 (A $ 1). In the same way, t4 ({32 ) may fire only when 

the place A holds a number of tokens equal to 2 (A = 2). In any other situation, these 

transitions will be disabled, as shown by the respective associated logical expressions. 

7 CONCLUSIONS 

This paper introduced an extended Petri net model with transition enabling functions. 

This extension was used in modeling and synthesis of supervisors. A modified reachabillity 

tree algorithm was also introduced. This algorithm allows obtaining all the markings in 

a not modified finite capacity PN model. Finally, an algorithm to the construction of 

a supC(L) generator was introduced. This algorithm is executed based on the modified 

reachabillity tree of the system PN model, and enumerates all the states and respective 

output events to be disabled. 
Using the PNTEFmodel and the enumerated algorithms, it was proposed a systematic 

approach to solve the supervisory synthesis problem, with no modification in the structure 

of the net that models the system. On the other hand, this approach do not solve the 
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Figure 6 (a)Table of markings and their respective events to be disabled; (b) PNTEF 
supervisor of the manufacturing cell 

classic state explosion problem of DESs, once the modified reachabillity tree has been 
employed. To solve this problem one possible solution is to employ a modular approach 
for the analysis and synthesis of the controller. Actually the use of G-Nets (Perkusich, 
1994) as a modular formalism is under investigation. 
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Abstract 
In the context of balanced automation systems, a generic architecture for evolutive supervision 
of robotized assembly tasks is presented. This architecture provides, at various abstraction 
levels, functions for dispatching actions, execution monitoring, and diagnosing and recovering 
from failures. A planning strategy and domain knowledge for nominal plan execution and error 
recovery is described. Through the use of machine learning techniques, the supervision 
architecture will be given capabilities to improve its performance over time. The participation of 
humans in the training and supervision activities is considered essential. The combination of 
human interactivity with automatic aspects (planning, learning, .. ) is discussed. 

Keywords 
Robotized Assembly, Action Sequence Planning, Monitoring, Failure Diagnosis, Machine 
Learning, Programming by Demonstration. 

1 INTRODUCTION 

Manufacturing companies throughout the world are, today, receiving pressures from a variety 
of sources. The globalization of the economy is leading to the production, within short time 
frames, of high quality and competitively priced products. Another factor is the increasing 
complexity of products, resulting from their complex functional definition, from a higher 
number of product varieties and details, from the need to prevent negative impact in the 
environment, etc. Even small changes in a product may lead to extensive engineering activities, 
with a number of improvement cycles. On the other hand, independently of the product end 
users, manufacturing companies make up a global chain of producers/consumers. A company 
alone does not have control over the complete cycle of making a finished product. Rather, it 
must be prepared to handle errors and defects in the partial products, received from suppliers. 

* This work has been funded in part by the European Community (Esprit projects B-Learn and FlexSys) and 
JNICT (project CIM-CASE and a Ph.D. scholarship). 
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A great number of companies are therefore undergoing massive transformations. From tbe 
perspective of tbe product development lifecycle, tbe approach of Concurrent Engineering aims 
at reducing its duration by integrating all the related functional inputs and needed expertise as 
well as facilitating tbe flow of information among concurrent activities. Otber concepts are 
being applied in industrial practice. For instance, leanness (Lean Manufacturing) is concerned 
witb reducing wasteful activities, unnecessary inventory, long lead times, etc. More ambitious, 
the concept of Agile Manufacturing is aimed at enabling the production of highly customized 
products, when and where tbe client needs them. This certainly involves integrating concurrent 
activities and implementing leanness, but also redefining the relationship between the enterprise 
components and tbe customer. 

In terms of the manufacturing resources, many companies, whose production lines are 
oriented towards a single product, or a small number of varieties, are now struggling witb the 
need to support a larger number of product varieties, often to be produced in small amounts. 
This is not a trivial problem to solve, since in traditional automation systems, tbe setup time 
required to change over to a different product variety is orders of magnitude greater tban the 
cycle time. Usually, production lines are composed of specially designed machines, integrated 
by materials handling systems. The manufacturing environment is very structured. 

The ability to produce highly customized products, in order to satisfy market niches, is a 
competitive advantage tbat companies are trying to possess. This requires tbe introduction of 
new features in automation systems -flexibility, adaptability, versatility -relaxing cell 
structuration constraints and leading to the concept of Flexible Manufacturing Systems (FMS). 
To accommodate tbe wide range of product-processing techniques in an FMS more versatile 
machines must be included: easily integratable CNC machines, multi-operation devices, robots 
with multiple tools I end-effectors, modular fixtures and feeders. A rich sensorial environment 
and advanced communication infrastructures (and related protocols: MAP/MMS, fieldbus, ... ) 
are other important hardware requirements to build up an FMS. 

The efficiency and economical success of flexible manufacturing systems depends, however, 
on tbe capacity to handle unforeseen events, which occur in a great number, due to tbe 
reduction in system structuration constraints. The complexity of flexible manufacturing 
processes makes this task difficult to perform by humans. Therefore, in manufacturing 
systems, flexibility and autonomy are tightly related concepts. The introduction of "intelligent" 
functionalities, at programming level, is vital to achieving flexibility and autonomy: interactive 
programming I planning, in order to reduce set up costs and assure a rapid response to product 
innovation, process changes, or shifts in demand; sensorial perception and status identification; 
on-line decision making capabilities, such as monitoring, diagnosis and error recovery, to cope 
witb tbe non-deterministic behavior of less structured cells; information integration, viewing 
tbe assembly system as part of a more general CIM system. 

Of course, it will not be possible to achieve full system autonomy, since it is very difficult to 
anticipate all possible events and failures at programming time. To be successful, even tbe most 
advanced technologies depend on adequate consideration of tbe human factor. 

The work being conducted in our labs, towards an architecture for supervision of assembly 
and manipulation tasks, considers, at different planning levels, functions for dispatching 
actions, monitoring tbeir execution, and diagnosing and recovering from failures. The planning 
approach is initially presented, identifying the interactive aspects and describing tbe automatic 
ones. The experimental setup is described with emphasis on the integration effort under a 
perspective of migration from legacy systems 

Our main concern is the acquisition of knowledge about the tasks and the environment to 
support monitoring, diagnosis and error recovery. A training methodology was devised, in 
which a human tutor can provide the system with apriori knowledge, with examples of desired 
behavior and examples of concepts to be learned (programming by human demonstration). 
Training is considered both at initial system programming and when unanticipated situations 
arise. Based on the demonstrated examples and using machine learning techniques, tbe system 
will incrementally build the needed models. 
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2 PLANNING AND SUPERVISION 

2.1 Planning Framework 

Planning in manufacturing and assembly is typically done in a hierarchical fashion, starting in 
long-term planning activities, at the upper level, and detailing until the necessary executable 
plans are generated. At the lower planning levels, product and process oriented planning, 
scheduling at the shop floor and detailed execution planning are considered. Product oriented 
planning determines a feasible assembly precedence graph taking into account the constraints 
derived from the product model (bill of materials, geometric model, tolerances model, materials 
model, etc.). Process oriented planning, taking into account feasibility conditions from the 
technologic point of view, generates additional constraints, more concerned with the resources 
(robots, end-effectors, feeders, fixtures, etc.) that must be used. 

Several attempts to adapt generic planners (developed in the AI community and having in 
mind toy problems as "the blocks world"), to realistic robotics tasks have been made. Other 
approaches are strongly geometric-reasoning-based but require heavy processing procedures 
and achieved results still present some limitations. On the other side, the most adequate spatial­
related solutions are not completely justified by pure geometric reasoning but depend on other 
technological constraints. 

We feel that the two phases of product oriented planning and process oriented planning can 
more easily be performed in interaction with the humans. Various interactive planning systems 
(Computer Aided Process Planning - CAPP) have been developed in recent years (Furth, 
1988) to help the human expert in generating appropriate process plans. Most of these systems 
follow an interactive generative approach, in the line of a decision support system, helping the 
production engineer in the generation of a feasible sequence of assembly steps. The process 
plan typically includes information on abstract operations to be performed and respective 
precedences, goal positions, mating referentials, approaching directions, possible part grasping 
zones, part stable poses, types of resources that can be used in each operation, etc. 

Finally, when all the information about an assembly task is gathered and a specific cell is 
selected, the high-level specification contained in the process plan is instanciated. It is now the 
moment to plan the execution, i.e., to determine all needed actions, their characteristics and 
parameters and their optimal sequence. 

2. 2 Planning Strategy and Representation 

For nominal planning, and also for failure recovery, a planner , in the AI sense of the term, 
was developed. This planner, implemented in Prolog, uses a domain independent planning 
strategy, but takes into account domain knowledge provided in a pre-defined format. The 
planning strategy is, basically, a best-first forward search procedure. From the initial state of 
the world, new states are generated, by applying operators of the considered domain, until the 
goal state is reached. In each step, a set of legal operator instantiations is determined, and 
evaluated according to domain dependent heuristics. The operator with highest score is selected 
for continuing the search. The way the planner uses the provided domain knowledge to select 
operators makes it a non-linear planner, since it can handle interactions between goals. 

The domain specification includes: definition of operators; templates of facts about the world; 
typical precedences between facts in the goal state; and measures of contribution of facts 
asserted in a given phase to goal facts. An operator is defined as a Prolog clause having the 
following format (see example in Fig. 1): 

operator(Op,Info,Keep,Del,Add). 

Where: op -template of the operator, specifying name and parameters. 
Info -list of facts about the world. 
Keep -pre-conditions not removed by execution of the operator. 
De 1 -pre-conditions removed by execution of the operator. 
Add -conditions that become true as consequence of executing the operator. 
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In order to handle non-linear planning problems, this planner can take into account known 
precedence relations between facts in the goal state. The goals not preceded by any other goals 
in the goal state are selected to be solved first. When each of them is solved, some new goals 
will be considered by the planner, and so on. In the blocks world, the following precedence 
relation would be enough: typical_precedence (on (B, C), on (A, B)) . 

In each phase of the planning process, the pre-conditions of all operators will be matched to 
the current world state. The result is a set of legal operator instanciations whose usefulness, 
concerning the solution of the goals currently being considered, is evaluated. This evaluation is 
made taking into account the contributions of each of the added facts to each of the goals 
currently being considered. This evaluation is, again, domain dependent, and is made based on 
Prolog rules of the following form: 

contrib_to_goal(CS,F,G,Score) :- <Rule Body>. 

Basically, the rule says that in·a given state cs, an operation that asserts the fact F will 
contribute to goal Gin a way measured by the returned Score. 

2.3. The Assembly Domain Knowledge 

In Assembly, domain knowledge is much more complex than in the blocks world. At the center 
of the problem are the graphs of precedences for assembly and for disassembly, the graph of 
connections between components, and of course geometrical data. A good human interface is 
necessary to acquire all this information. Graphical simulation can be used to acquire 
information on positioning, grasping, trajectory skeletons, etc. For instance, the needed 
referentials (grasp and approach positions, 
mating referentials, etc.) can easily be ,...o-p-ar"'a:-::t"'o"'r.,-< --------------, 
"suggested" by the human expert by pointing assemble_component 

Th al · f h . (R,T,Obj,Comp,Part,Prod,Fix,Cp,Gaom), 
on a screen. e ev uat10n o t e prec1se c• rnfo: 
valueS Of SUCh referentialS Can then be done obj ect_typa (Obj • Part) , 

part_tool(Part,T), 
by an automatic function. This leads to a component_contacts (Comp, LCompl • 
"light" procedure, implementable with [% ~:;;~~~d, comp, Part, Gaom, Prac. succ) 1, 

available technOlOgy (See, for instance, current_tool (R, T), 

systems like ROBCAD or !GRIP). ~~;~~~::~~~~~~~~(~f~~~~~~i. 
The planning Strategy, deSCribed above, iS not (robot_arm_braakdown(R)), 

used to determine sequences of actions, at a ~~~ l~~~!c~~::~~~jf,c;> 1 • 
sufficiently high level of abstraction. Still, the all (C. Prec. assembled (C. Prod, Fix)) • 

planner must take into account the positions allc(':.'sLs~:·ed(c,Prod,Fix)). 
Of parts in feeders and pallets, the mating represented_by(C,X) I 
positions, the mating precedences, the tools [% Del-;;, [not (defective(Xl l l l 1. 
for grasping and mating, the needed current_arm_position(R,Cp). 
elementary skills, etc. Examples of an £' :'J~~~-in_robot!obj,Rl I. 
operator, a precedence rule and a contribution assambled!Comp, Prod, Fix). 
rule are presented in Fig. l. Besides the represanted_by(Comp,Obj). 

robot_fraa (R) , 
presented assemble operator, the planner can current_arm_position(R, Dp) 

make use of a disassemble operator, > · 

especially useful in correcting assembly 
errors, and various operators for picking and 
placing parts in/from fixtures, feeders or the 
free workspace, for fetching and storing 
tools, for feeding parts and pallets, etc. 

typical_precedence( 
assembled(Cl,P,F), 
assembled(C2,P,F)) 

:- clause(mate(P,C2,_,_,Prec,_),true), 
meuber(Cl,Prec). 

It is not possible to completely describe here contrib_to_goal ccs, 
a realistic planning example. Just for pallet_available(Pal,_l. 
illustration, we mention an experiment with assembled(C,Pd,_l, 
the Cranfield Benchmark, a well known 3) :- rnember(part_in_pallet(Ob,Pal) ,CSJ. 
laboratory product used for testing in the rnember(object_type(ob,Part) ,cs) • 

bl d · 1 · d 1 d member(mate(Pd,C,Part,_,LP,_) ,CS), 
assem y omam. t lS a pen u urn compose chack_prec(cs,c,Pd,LPl. 
of seventeen parts: two side plates, four "F""i,...g-u-re~lPAs?-"s""em=-'bi;=y~P"'I""an-=n~in"'g"-';;Kn....-ow--.-led...,.ge-.-' 
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spacer pegs, a shaft, a lever, a cross bar and eight locking pins. Except for the locking pins, all 
the other needed mate operations are stack operations, the most common in industrial practice. 
All mate operations require some degree of compliance. Compliance, however is not handled at 
the level of action sequence planning. In our experimental setup we have special purpose 
feeders (which limits cell's flexibility) for side plates and cross bars. The locking pins and the 
spacer pegs are fed to the system in a pallet and the lever and the shaft in another pallet. Three 
different tools must be used. Running the planner with the incorporated domain knowledge on 
this problem produces an optimal plan with 53 operations without any backtracking, which 
may be considered a good result. 

Each of the operations in the generated plan must be expanded, in a more or less deterministic 
way, into a sequence of resource-level operators, like move, approach, transfer, 
peg_in_hole or grasp. This involves lower levels of planning, more concerned, for instance, 
with trajectories or compliance. A skill acquisition approach to compliance, using learning 
techniques, seems promising (Kaiser, et al., 1994). However, as we are more concerned with 
execution supervision, we prefer to simplify the planning functionalities of the lower levels in 
order to be able to realize a working prototype. 

2.4 Supervision Functions 

Two plan levels were already mentioned. A hierarchical specification of the mate precedence 
graph or the learning of macro-operations may originate additional plan levels. A hierarchical 
plan is an advantage for supervision, since it provides different contexts for error detection and 
recovery. At the lower levels, error recovery will tend to consist of simple reflexive actions. At 
the upper levels error rocovery will require more extensive diagnostic reasoning and planning. 
The architecture of an Intelligent Execution Supervisor should reflect the hierarchical structure 
of the plans. For each plan level, the main functions are (Camarinha-Matos, et al., 1994): 

Dispatching and Global Coordination -The global coordination activities performed by a high 
level controller include: dispatching actions to the executing agents; synchronization of 
activities among agents and with external events; world model update; information exchange. 

Monitoring of Assembly Plans -The monitoring function is used to detect non-nominal 
feedback in the system during plan execution. 
Failure Diagnosis -This diagnosis function will firstly check if there really is a failure 
(failure confirmation) and update the internal model. Then this function will try to classify and 
explain the failure. At each execution level, different levels of explanation for a detected failure 
may be generated, depending on the amount of information available. For example, a gross 
diagnostic can be "pick fail". A more detailed diagnostic could be "pick fail due to object 
sliding". The least detailed explanation would be "deviation detected". 
Failure Recovery - At each supervision level, the recovery function is called when the 
diagnosis function confirmed a failure and found an explanation. The recovery function will try 
to determine a recovery strategy to bring the execution to a nominal state. One basic question is 
how to build recovery strategies? Since the detected error is some unexpected (abnormal) event 
and, therefore, the nominal plan is not to be altered. 

3 THE TRAINING METHODOLOGY 

One important aspect is the acquisition of knowledge to support the supervision functions. In 
real execution, a feature extraction function is permanently acquiring monitoring features from 
the raw sensor data (namely from force & torque data and from discrete sensor data). These 
features are used to guide the control function of the operation being executed as well as to 
detect deviations between the actual behavior and the nominal operation behavior. For example, 
let's consider that, during the execution of a Transfer operation, in which the robot carries a 
part to be assembled, an object, unexpectedly originating in the environment, collides with the 
gripper causing the part to move without falling. The first diagram, included in Fig. 2, shows 
the perceived sensor data during actual execution. The second diagram shows a qualitative 
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model of the operation. The third diagram 
shows a qualitative interpretation of the raw 
sensor data in terms of the features used in 
the operation model. Since a deviation is 
detected, the diagnosis function is called to 
verify if an execution failure occurred and, 
in that case, determine a failure classification 
and explanation. For this function, 
additional features must be extracted. 
Diagnosis is a decision procedure that needs 
a model of the task, the system and the 
environment. The final step, based on the 
failure characterization, is recovery 
planning. 

The problem of building the knowledge 
base, and in particular the models that the 
monitoring, diagnosis and recovery 
functions need, is not easily solved. Even 
the best domain expert will have difficulty in 
specifying the necessary mappings between 
the available sensors on one side and the 
monitoring conditions, failure 
classifications, failure explanations and 
recovery strategies on the other. Also, a few 
less common errors will be forgotten. 
Known prototype systems show limited 
domain knowledge, as they are intended 
mainly for exemplification and not to be 
used as robust solutions in the real world. 

In a very initial phase, the models of the 
elementary operations of the system must be 
built, considering both sensing and action 
aspects. Some operation models can be 
easily hand-coded. For instance, part 
feeding or robot motion along a given path 
are operations for which the control function 
is relatively easy to specify. Ensuring the 
nominal conditions for these operations is 
also simple. For instance, a few binary 
sensors are enough to identify the status of a 
part feeder. To hand-code an evaluation 
function based on these sensors is a trivial 
task. 

For complex operations, that don't have a well defined model, the control functions are very 
costly to program in the classical way. An example is compliant motion in robotized assembly: 
the variations in size, weight, friction coefficient, etc., of the parts involved are so wide that a 
clear generic model of the needed compliance does not exist. In the same way, evaluating the 
behavior of the system during execution of a given operation can be much more complex than 
assessing the status of a feeder based on binary sensors. The paradigm of Programming by 
Human Demonstration (in this case Robot Programming by Demonstration (McCarregher, 
1994; Kaiser et al., 1994)) seems indicated to overcome this type of difficulties. According to 
this paradigm, complex systems are programmed by showing particular examples of their 
desired behavior. In our approach, interaction with the human, seen as a tutor, is fundamental. 
Functions for training and learning are included in the supervisor architecture (Fig. 3). 
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An adequate user interface facilitates transfer of the human's knowledge to the system. This 
knowledge can be coherent and complete or can be empirical, based on real examples of 
complex situations which have no known model. For instance, to teach the robot how to insert 
a peg into a hole (a compliant operation), the tutor can guide the robot arm to reach that goal, 
while collecting both force & torque data and actuated velocities. Then the best tutoring 
experiments (according to some criteria, for instance the minimization of insertion time) are 
selected to serve as examples that a neural network or a fuzzy controller use to learn the control 
function of the operation (application of learning in compliant motion are being investigated by 
our partners in the B-LEARN project (Nuttin, et al., 1994)). 

In which concerns the definition and characterization of elementary operations, our research 
focus has been centered in execution evaluation, including monitoring (detection of failures) 
and diagnosis (classification and explanation). For instance, the knowledge required for 
monitoring of motion operations was obtained by training in the following way: traces of all 
testable sensors were collected during several runs of each operation; for each continuous 
feature, the typical behavior of the attribute during execution of the operation was calculated as 
being the region between the average minus standard deviation behavior and the average plus 
standard deviation behavior. 

The system is also trained to identify/classify execution failures. The result is the creation and 
refinement of a qualitative failure model, composed of failure descriptions and taxonomic and 
causal relations between them. For training, several external exceptions were manually 
provoked and the effects as well as the corresponding traces of sensor values recorded. 
Examples of provoked external exceptions are: unexpected objects in robot arm motion path; 
misplaced or missing parts; defective parts or assemblies; misplaced or missing tools. For 
some of the resulting execution failures, it was easy to hand-code classification rules. For 
others, classification knowledge was generated by inductive algorithms. When flat 
classifications were generated, the leave-one-out error rate was too high. Taxonomies of failure 
classifications, generated by SKIL, presented a much better degree of accuracy, but still don't 
ensure full reliability of the system. Further evaluation of learning techniques is still necessary. 

Finally, recovery strategies were programmed for the most common errors. A good user 
interface should facilitate also the specification of recovery strategies. Feasible possibilities, 
that we didn't consider, are graphical simulation and virtual reality. In the current prototype 
recovery strategies are entered in textual form. 

In any case, the main idea is that programming the supervision system includes both 
traditional programming (implanting in the system monitoring, diagnosis and recovery rules, 
known a priori) and programming by demonstration (examplar-based approach). 

It is important to distinguish between training of elementary operations and specific task 
training (Fig. 3). In the first case, the implanted knowledge and the provided examples are 
concerned with characterizing the basic primitives of the system (elementary operations, those 
used in task planning) and their related skills. Only after this phase, the system should start 
training and then executing specific tasks. 

In real execution, when a failure is identified, and there is no known recovery procedure for 
the situation, recovery planning is attempted. If a plan is found and, when applied, brings the 

Figure · 3 · Training and Supervision Architecture 
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system back to nominal state, this plan will be generalized and stored for future use. If it is not 
possible to recover automatically, help from a human expert is requested. Eventually, the 
solution provided by the human is also generalized and stored. This kind of incremental 
programming and generalization may also be viewed as training. At the level of elementary 
operations, execution evaluation should contribute to the tuning of the related skills (Kaiser, et 
al., 1994; Nuttin, et al., 1994). 

This approach allows for progressive independence of the human operator, who will not 
need to be permanently supervising the assembly process. On the other hand, as the system 
relies more on continuous self-evaluation of its behavior than on very accurate models, the 
requirements on operator specialization are relaxed. The main limitation of the proposed 
approach is the cost of training in the initial phase: generating a sufficient number of examples 
of each learning concept, mainly when physical devices are involved, is a tedious task. 

Training and execution form a long-term learning cycle during which the models of the 
operations, the manipulated objects and the environment are built and refined. Experience 
gained in making a certain product is useful for making other products. In this way, training a 
specific task is simplified, especially from the humans perspective. Long-term learning, 
however, poses many problems concerning knowledge representation, an issue with big 
impact in the reasoning processes. 

4 EXPERIMENTAL DEVELOPMENTS 

4.1 Migration from Legacy Systems 

Migration from legacy systems is one of the most challenging aspects of manufacturing 
systems. Existing devices and systems are often too valuable to be thrown away. However, 
their integration in more advanced supervision architectures poses many problems, some of 
which we have faced into installing our experimental setup. 

The setup being used in the experiments is a robotic assembly cell, composed of one SCARA 
robot, three robot grippers, magazine and corresponding tool exchange mechanism, two 
special purpose feeders, one fixture and sensing devices. Needless to say, the robot control 
language is not suited to write intelligent control software. Moreover, it does not give 
information about errors and does not provide guarded movements. 

As feedback information sources for our supervision system, the following discrete 
information sensors were integrated in the cell: a) in each gripper, to detect if it is open, closed 
or clamping; b) in feeders, to detect part presence, part stock existence and feeder problems; c) 
in the wrist of the robot, to find out which tool is attached, if any; d) in each tool place to detect 
tool presence; e) in the fixture, to detect if the jig which will hold the assembly is present The 
most frequent execution failures are anticipated to be those in which the robot arm is involved, 
including collisions, obstructions and handling failures. Therefore, a force and torque sensor, 
which seems a good candidate to give information about those failures, was also included. 

A major problem found is that the robot controller does not provide guarded movements. 
Since communication via Teach Pendant (TP) is quite fast, the solution was to decompose each 
motion command into a series of incremental steps, executed sequentially via TP, until some 
condition is verified. A TP Emulator process was used to achieve this goal. 

As it is not easy to make acquisition of large quantities of sensorial data in Unix 
workstations, and, on the other side, concurrency in Unix affects the sensor sampling rate, a 
program called Low-level Monitor is run in a dedicated PC, where it is quite simple and cheap 
to implant a data 110 board. This program will check conditions during the execution of 
actions, as specified by the Intelligent Supervisor, and is able to answer questions about the 
state of the system during the diagnosis phase. Communication between the Low-level 
Monitor and the Intelligent Supervisor, running in Unix, is accomplished via an RS232C line. 

To integrate and make available the services of sensors and actuators, a Cell Front-End was 
developed in the Unix environment. This front-end is composed of a set of server processes 
which interface clients (namely the intelligent supervisor) to the cell resources. An Operational 
Server process makes the interface with actuators. A Monitor process makes the interface with 
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sensors via de Low-Level Monitor PC. In general, migration from legacy systems involves 
integrating existing device controllers in a more flexible programming environment, usually 
UNIX. Under a client-server approach, the services of the physical devices are mirrored by 
(possibly a hierarchy oO Unix processes. 

4.2 Learning of Hierarchical Diagnostic Knowledge 

As emphasized in section §3, the difficulty in hand-coding the models that the supervision 
functions need, raises the question of how to build such models automatically. The 
classification phase of the diagnosis task can be performed based on knowledge generated by 
induction. Several inductive learning algorithms and systems (e.g. , ID3 (Quinlan, 1986), 
(Hirota, et al., 1986), Smart+ (Botta, Giordana, 1994), CONDIS (Seabra Lopes, Camarinha­
Matos, 1995)) were applied to the assembly domain (Camarinha-Matos, et al., 1994; Seabra 
Lopes, Camarinha-Matos, 1995). These techniques are only able to learn uni-dimensional 
concept descriptions: the resulting knowledge is only able to assign classes to objects from a 
given domain. In the assembly domain, for example, these algorithms and systems cannot 
handle the problem of discriminating collisions from obstructions and normal situations, 
handling simultaneously the problem of discriminating between different types of collisions. 

Having as motivation the automatic construction of the models required for the Assembly 
Supervisor, the idea of generating a concept hierarchy became more attractive. A new 
algorithm, SKIL (structured knowledge generated by inductive learning), was developed to 
perform that task (Seabra Lopes, Camarinha-Matos, 1995). The concepts in the hierarchy 
learned by SKIL are characterized by a set of symbolic classification attributes. At the lower 
levels of the hierarchy, concepts are described in more detail, i.e., more attribute values are 
specified. Moreover, in detailing or refining a concept, in which attributes take certain values, it 
may make sense to calculate other attributes. Therefore, the user should provide a set of 
attribute enabling statements of the form (Ai, Aij. EAij). meaning that when the value of Ai is 
determined to be Aij. then attributes in EAij should be included in the set of attributes to be 
considered in the continuation of the induction process. For example, when learning the 
behavior of a Transfer operation, if a collision is found, it may make sense to determine some 
characteristics of the colliding object, like size, hardness and weight. This could be expressed 
by the following attribute enabling triple: 

(failure_type, collision, {obj_size, obj_hardness, obj_weight}) 
The training data is characterized by a set of discrimination features, which can be numerical 

or symbolic. Each example in the training set is composed of a list of attribute-value pairs 
followed by a vector of feature values. 

To illustrate an application of this algorithm, consider the macro-operation «Pick and Place» 
of a part and three of the basic primitives involved: a) approach to grasp position (Approach­
Grasp); b) Transfer (of part); and c) approach to the final position (Approach-Ungrasp). 
During the training phase, each of the selected operations was executed many times and several 
external exceptions were simulated. In this case, the goal of applying SKIL is to learn a 
taxonomy of failure descriptions. The classification attributes and enabling triples used in the 
Approach-Ungrasp primitive were as specified in Fig. 5. The training set was composed of 
117 examples. After running SKIL on the domain specification and training set, a decision tree 
was obtained having 71 nodes. The concept hierarchy contained in the tree has 59 nodes, being 
10 of them internal nodes and 49 terminal nodes. Examples of the corresponding rules are: 

'ilx: ( Fz1(x, [7,21[) & Fx1(x, [-4.5,1[) & Dx1(x, [-0.5,0.5[) ) 

=> ( behavior(x,normal) & part_status(x,ok) ) 

'ilx: ( Fz1(x, [-995,7[) & Dz2(x, [-542,-51[) & Fx3(x, [-464,-13[) 
=> ( behavior(x,failure) & part_status(x,moved) & 

failure_type(x,obstruction) ) 
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Performing the leave-one-out test with the 
same data and algorithm, the resulting average 
error rate is 15%. It should be noted that, using 
a traditional inductive learning algorithm (such 
as ID3 (Quinlan, 1986)) and "flat" concept 
descriptions, equivalent to all combinations of 
values of the classification attributes, a much 
higher error rate is obtained. 

When the user wants to get more and more 
information about a failure situation, the number 
of classification attributes and their values 
increases. If these attribute values are to be 
combined to produce "flat" classifications or 
labels, the number of labels increases 
exponentially, and the problem becomes 
intractable. This is the case of the information 
collected during failures of Approach-Grasp 
and Trans fer (respectively 88 and 47 
examples): 
behavior - generic information about the operation 

behavior; can be normal, collision, front collision 
or obstruction; what will be learned is, in fact, a 
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a) Collision in part & part lost b) Front collision and part moved 

Figure 4 Typical force behavior in two 
types of failures in Approach-Ungrasp. 

Attribute Attribute Values 
behavior normal, failure } 
part status ok, moved, lost } 
failure type collision, obstruction } 
collision type part, tool, front } 

a) Attributes 
!Attribute I Attribute Valuel Enabled Attrib 
!behavior I failure I I failure .tYpe } 
failure _type I collision I I collision_type } ! 

b) Enablmg tnples 
Figure 5 The Approach-Ungrasp problem 
specification. 

model of the behavior (either normal or abnormal) of the system when performing these operations. 
body -what was involved in the failure, e.g., the part , the tool, the fingers (left, right or both fingers ). 
region- region of body that was affected, e.g., front, left, right or back side, bottom, .... 
object size- size of object causing failure: small, large. 
object hardness- can be soft or hard . 
object weight- can be low or high . 

For the Approach-Grasp primitive, the domain specification, provided to SKIL, included 10 
classification attributes, 28 attribute values and 8 enabling triples. A decision tree and concept 
hierarchy with 93 nodes was generated. The error rate (30%) is much higher than in the 
previous problem when SKIL was also applied (15%). This is understandable since the target 
concept is much more complex and a smaller training set was provided (only 88 examples). 
For the Transfer problem, in which only 47 examples were collected, the taxonomy 
generated by SKIL has an error rate of 34%. We confirm what was expected in this type of 
domain: as a general trend, when the number of occurrences of each attribute value in the 
training set increases, the corresponding error rate decreases. 

Training the system to understand the meaning of sensor values and learning a qualitative and 
hierarchical model of the behavior of each operation is a crucial step in diagnosis. 
Programming such model would be a nearly impossible task. 

Since the human defines the "words" (attribute names and values) used in the model, the 
human is capable of understanding the more or less detailed description that the model provides 
for each situation. It is then easier to hand-code explanations for the situations described in the 
model. The explanation that must be obtained for the given execution failure includes, not only 
the ultimate cause (an external exception or system fault), but also the determination of the new 
state of the system. The failure explanation rules that we are using have the following format: 

explanation(Op,FD,C,Del,Add) :- .... 

The first argument, Op, is the elementary operation during which the failure occurred or, in, 
general the execution context. The second argument, FD, is a description of the execution 
failure, obtained from the sensor data using the taxonomic model. Then, c is the ultimate cause 
of the failure. Knowing the exact cause can be irrelevant. What is important is to identify the 
state of the system after the failure. The arguments Del and Add specify what facts must be 
deleted from the state description and what facts must be added. 
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For example: 
explanation( 

get_tool(R,Tl,TPl), 
[ [failure_type,wrong_tool], [current_tool,T2] ], 
unknown, 
[ current_tool(R,Tl),tool_in_magazine(T2,TP2)], 
[current_tool(R,T2),Fact] 

:- ( toolplace(TPx), Fact= tool_in_magazine(Tl,TPx); 
Fact = tool_lost(Tl) ) . 
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Diagnostic reasoning and causality have been studied for some time, and tested frequently in 
domains like electronic circuits, but there is no unified theory for these matters. Moreover, 
approaches like the one presented in (de Kleer, 1990) structure the problem considering that the 
main goal is to determine the faulty components in a system. However, in the assembly 
domain, not only system faults, but also external exceptions can be causes of off-nominal 
feedback. The described representation, that we are using, seems to provide useful results, 
although additional evaluation and refinement are needed. 

4.3. Recovery Planning 
Finally, when an explanation for an error is obtained, recovery planning is attempted. 
However, the most common case, probably, is that, not only one, but several possible 
explanations are found. The available sensor information is not enough to assert, with 
significant certainty, which is the state of the system. For instance, in the "wrong tool" 
example, presented above, the explanation rule provides several explanations, namely that the 
needed tool is in some other toolplace, TPx (and this represents already several possibilities), 
or lost. In this case, the recovery planner has to assume one of the explanations, generate a 
recovery plan and use it. If some problem arises, probably the assumption was not correct and 
some other explanation must be considered. 

To be noted is that the initial plan is generated for the nominal conditions. The representation 
of the operators contains several assumptions. For instance, not (defective (Obj l) is one of 
the pre-conditions of the assemble operator. Imagine that, in executing the assembly plan of 
the Cranfield Benchmark, mating a spacer peg with the side plate fails. Various explanations 
are possible: the spacer peg might be defective, the side plate might be defective, some 
unexpected object originating in the environment was obstructing the mate operation, etc. 
Unless some sophisticated sensorial feedback is available, the robot will have to recover based 
on assumptions or beliefs. The recovery actions will be, simultaneously, verification actions. 

One aspect that will be address in the near future is the application of learning techniques in 
error recovery. A learning feedback loop will have to be implemented (Evans, Lee, 1994). In a 
first step, when an error, for which no recovery strategy is known, is detected, recovery 
planning is attempted. If recovery planning fails to generate a plan, eventually the human 
operator will provide one. In a second step, if the obtained recovery strategy is successful, it 
will be generalized and archived for future use. This will be attempted in the next phase. 

5. CONCLUSIONS AND FUTURE WORK 

In the context of balanced automation systems, an evolutive execution supervision architecture 
was presented. Flexibility implies increasing the on-line decision making capabilities, for 
which dispatching, monitoring, diagnosis and error recovery functionalites have been devised. 
The lack of comprehensive monitoring and diagnosis knowledge in the assembly domain 
points out to the use of machine learning techniques, leading to an evolutive architecture. The 
participation of humans in the training and supervision activities is considered fundamental in 
order to achieve flexibility in assembly systems. The general approach is, therefore, to collect 
examples of normal and abnormal behavior of each operation or operation-type/operator and 
generate a behavior model that the diagnosis function will use to verify the existence of 
failures, to classify and explain them and to update the world model. 

Concerning the failure identification/classification problem, the application of the algorithm 
SKIL, that generates concept hierarchies with a higher degree of accuracy, provided interesting 
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results. Further research will focus on efficient generation of examples, feature construction 
and selection and long-tenn learning. Developments in planning for nominal execution and for 
error recovery were presented. The used planning strategy is domain independent, non-linear, 
forward chaining and depth/best-first. The representation of the assembly domain knowledge 
was presented. Future research in this topic includes the learning aspects in recovery planning. 
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Abstract 

The object of this research is to study the automated planning of batch procedure (batch 

sequence) which is allowed to restart the procedure that the execution has been interrupted by 

an incident. The proposed algorithm can replan the sequence of phases if an interruption 

happened in the plant for two cases illustrated. The first case, when the plant must satisfy the 

previous fabrication order before satisfying the present. The second one, when the plant work 

with two fabrication orders, knowing that, the previous fabrication order has been realized. We 

proposed also the global architecture for automating the restarts of the sequence of phases. In 

assumption, the incident that provoked the stoppage in the current cycle of production, 

identified and that causes suppressed. We do not take into consideration the diagnostic of the 

failure. 

Keywords 
Artificial Intelligence, Automation, Planning, Manufacturing. 

1 INTRODUCTION 

There is no point view that deals with the automated planning for restarting batch sequence in 

the wake of an incident. It exists in Cott and Maccietto (1989) an approach that deals with the 

implementation of computer-based system that integrates planning and plant control of batch 

chemical plant. The author gives a "flash" that is only a general planning control level structure. 

Our approach is a continuation of the approach that is deal it in Rouis (1994). The high level of 

the global architecture in that approach is not automated yet. Now, we try to solve this problem 

for giving a solution that concerns two cases for single product. The first one, when the plant 

must satisfy the previous fabrication order before satisfying the present. The second one, when 

the plant work with two fabrications orders. Our paper is organized as following : 
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1-Problem formulation. 2-Planning. 3-Illustration.4-Architecture.5. Consequences. 

In the literature, we found a fabrication order as file that indicates what must do when and how to 

manufacture a product in details. This file contains essentially a copy of fabrication game as a 

conforms size of the executed lot We find in this game a set of parameter such as: -The time unit, 

the fixed time of adjustment of machines and the list of operations that are no labelled in the order 

of execution.- There are also in this game the periods like a start and finish dates of each 

operations - The indication of the priority for executing the necessary plan - The data base about 

the insurance quality controled by customer at the delivery Bennassy (1990). 

In our approach, It is a list not necessarily ordered for obtaining the desired product. This 

fabrication orders contain the all information that is necessary for the standard batch procedure 

and that is previously defined (single product).Ex:FO(k)= (prQ(pl), prQ(p2),prQ(p3))), 

knowing that "prQ(pl)" is the product pl with a quantity Q. 

A production plan P(k) is a fabrication order must contain a list that is not necessary ordered to 

obtain a desired product. It must contain also the standard procedure for each form of product. 

A production plan contains severales phases that may contain the operations that are reached by 

an incident and executed operations. We define also a phase like a set of operations that may be 

executed in parallel for obtaining one or several products. 

Phase kl =[ opl, op2,op3, .. opn] 

2 PROBLEM FORMULATION 

The envisaged problem is concerned with the automated planning of batch procedure (batch 

sequence) which is allowed to restart the procedure that the execution has been interrupted by 

an incident 

FO(k) SPr(k) 

• + 
I Start the 

.1 execution of 

'" Pr(k) 

planning 
time 

Stopping Planning F(Pr(k)) 

• Stopped Plant + + 
I'."" ·""""" ·""'I .. 

End of no 
Availibility of Goai(OF(k)) 

the plant 

Enfofthe T 
execution 

the 
FO(k) 

Figure 1 The process of planning is activated only during of no running periods of the plant 

FO (k): It's a k 'ieme Fabrication Order. 

Pr(k): It's the"normal" batch Procedure about the execution of FO(k). 
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When the stoppage is happened during the execution of Pr(k), The execution renewal can 

make obligatory certain phases of execution that is no presented in Pr(k). The process of 

planning can be activated only during of no running periods of the plant because it is used a 

description of initial state of the plant that must be true so long as the plan not be obtained as 

shown in figure (1). The process of planning is for object: -- To finds a set of phases among a 

set of S feasible phases from the description of state of the plant at the date" End of 

availability".-- To ordered totally or partially these phases to produce a batch procedure that 

allows to restart the plant and to obtain a fmal product (complete realization of FO(k)). 

Case 1 
In this case, the plant must satisfied the previous fabrication order before the satisfaction the 

present as shown in figure (2). 

Case2 

planning 
time 

Stopping FO(k+l) 

Goal (OF(k),OF(k+l)) 
End of 

execution 

Figure 2 Satisfiying the previous FO before the present FO 

In this case, the fabrication order FO(k) has been realized. The plant now work with two 

fabrication orders FO(k+l), FO(k+2) as shown in figure (3). 

FO(k+i) FO(k+2) 

T 

SPr(k) FPr(k) SPr(k+i) SPr(k+2) FPr(k+i) FPr(k+2) 

Figure 3 FO(k) is realised and the plant works with FO(K+l) and FO(K+2) 
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3 ILLUSTRATION 

3.1. Description of the Process 

There is two reactifs (A) and (B) of row materials that are weighted into two different tanks 

(Dl) and (02). The reactifs are transfen-ed into chemical reactor (R3) (see fig (4)) preliminary 

charged with a quantity of solvent. The reactor is heated until the reaction is happened. His 

temperature is maintained during prescribe interval of time mentioned in the batch procedure. 

When the reaction is happened, the reactor is cooled and the product is transfen-ed to storage 

tank. We have introduce the valve Vl2,V22,V32 as the valve that allowed for purging tanks 

Dl,D2,R3 respectively. The valves are used to recover the reactif after an incident and during 

weight.( Ex, VJO still opened and the quantity of(A) is higher than desired quantity), or the 

reactor cannot work normally. 

03 
Storage tanks 

Figure 4 The Batch process 

For determening the state of this plant about the cases illustrated , we start by giving a 

description of the set of phases before applying our search strategy as shown in figure (5). 

Description of the set of phases 

We can note the predicate first order by: 

Tank (Dl,< Pr(Qa),Tad>) =>The tank D1 contains a liquid product (monomer) with a desired 
quantity Qad at the desired temperature Tad 
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Case 1 

We precede a separate description for each batch (i) and batch (i+ 1) procedures: 

A-Event (i+ 1) (The present fabrication order) 

A-1-Poorine-L Phase Phase (1) (i+ 1): {Dosage Pr_a; Dosage Pr_b } 

Pre: Tank (Dl,<Pr(o);+1, >) A Tank (D2,<Pr(o)i+l' >) 
Del: Pre 
Add: Tank (Dl,<Pr(Qa); +1, Ta >) A Tank (D2,<Pr(Qb)i+I>Th >) 

with: Tank (Dl,<Pr(o)i+b >) 

The tank Dl contain no row material (A). The temperature is not mentioned. 

We note also: (Qa)<(Qad) ; (Ta)<(Tad). 

The quantity Qa is lower than desired quantity, the same as the temperature. 

A-2- Puree Phase phase (8) (i+l): {Purge Tank_a; Purge Tank_b; Purge_Reactor} 
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Pre: Tank (Dl,<Pr(Qa)i+l>Ta>) A Tank (D2,<Pr(Qb)i+l,Th>) AReactor(R3,< Pr(Qd)i,Td>) 

Del: Pre 
Add: Tank (Dl,<Pr(Qad)i+ !>Tad>) A Tank (D2,<Pr(Qbd)i+ t.Tbd>) AReactor(R3,< 

Pr(o)i,Td>) 

A-3-Feeding Solvent Phase Phase (3)(i+ 1) :{Feeding _solvent } 

Pre: Reactor (R3,<Pr(o)i+b >) A Reactor (R3,Pr(Qmd)i+l>Tmd>) 

Del: Reactor (R3,<Pr(Qmd)i+ 1 ,Tmd>) 
Add: Reactor (R3,<Pr(Qsd)i+l>Tsd>) 

A-4- Feedine Mixture Phase Phase (2)(i+l) :{feeding _Mixture} 

Pre: Tank (Dl,<Pr(Qad)i+l ,Tad>) A Tank (D2,<Pr(Qbd)i+I>Thd>) 

Del: Pre 
Add: Reactor (R3,<Pr(Qmd)i+ 1,Tmd>) 

A-5-Heating reactor ~ Phase (4)(i+l) :{ Heating_reactor} 

Pre: Carry_Reactor (R3,<Tam,Patm>); +1 A Reactor (R3,<Pr(Qsd); +1,Tsd>) 

Del: Reactor (R3,<Pr(Qsd)i+ 1 ,Tsd>) 
Add: Carry_Reactor (R3,<Tex,Pm>);+1 

A-6-Cooling reactor Phase 

Pre: Carry_Reactor (R3,<Tex,Pm>);+1 

Del: Pre 
Add: Carry_Reactor (R3,<Tam,Patm>);+1 

Phase (5)(i+ 1) : { Cooling_reactor } 
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A-7-Purge reactor Phase Phase (6)(i+ 1) : {Purge_reactor } 

Pre: Reactor (R3,<Pr(Qmd)i+l•Tmd>) ACarry_Reactor (R3,<Tam,Patm>)i+l 
Del: Carry_Reactor (R3,<Tam,Patm>)i+l 

Add: Reactor (R3,<Pr(Qcd)i+l•Tcd>) 

A-8-Storage product Phase 

Pre: Reactor (R3,<Pr(Qcd)i+ 1 ,Ted) 
Del: Pre 
Add: Tank (D3,<Pr(Qcd)i+ 1 ,Ted) 

Phase (7)(i+ 1) : { Storage_product} 

We must satisfy the goal G1 (i+ 1) for the fab1ication order FO(i+ 1). 

Description of the Set of Phases for the Event (i) 

B. Event (i) (the Previous fab1ication order) 

We suppose it not exits no row materials in tanks (DI),(D2) of the batch procedure (i). The 

reactor is founded at the heating phase at the same procedure. The product into the reactor is 

adulterated. 

B- 1-Heating reactor Phase 

Pre: Carry_Reactor (R3,<Tam,Patm>\ 
Del: Pre 
Add: Carry_Reactor (R3,<Tex,Pm>)i 

B-2-Cooling reactor Phase 

Pre: Carry_Reactor (R3,<Tex,Pm>)i 
Del: Pre 
Add: Carry_Reactor (R3,<Tam,Patm>)i 

B-3-Purge reactor Phase 

Phase (4)(i) :{Heating_reactor} 

Phase (5)(i) :{ Cooling_reactor } 

Phase ( 6)(i) : { Purge_reactor } 

Pre: Reactor (R3,<Pr(Qmd)i,Tmd>) "Reactor (R3,<Tam,Patm>)i 
Del: Carry_reactor (R3,<Tam,Patm>)i 
Add: Reactor (R3,<Pr(Qcd)i,Tcd>) 

B-4-Storage Product Phase 

Pre: Reactor (R3,<Pr(Qcd)i,Tcd) 
Del: Pre 
Add: Tank (D3,<Pr(Qcd)i,Tcd) 

Phase (7)(i) : { Storage_product} 
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B-5-Purge Reactor Phase 

Pre: Reactor (R3,<Pr(Qw)i,Tw>) 
Del: Pre 
Add: Reactor (R3,<Pr(o)i, >) 

Phase (8)(i) : { purge_reactor } 

With W: Waste 

3.2 Description the States of the Plant 

The initial states (So) of the plant: 

SO ={Tank (Dl,<Pr(o)i+l• >) A Tank (D2,<Pr(o)i+l• >);Reactor (R3,<Pr(Qw)i,Tw>) 
A Carry _Reactor (R3,<Tam,Patm> )j} 

We apply a fmward search strategy. The goal for achieving is GT =(Gl (i+ 1) ; G2(i)) 

On the other words we have: 
GT={Tank (D3,<Pr(Qcd)i+l ,Ted>) ; Tank (D3,<Pr(Qcd)j,Tcd>)} 

Since the goal is not include in that situation we select the applied phases and that might be 

executed in parallel: 

Ph(l): {Phase (l)(i+l); Phase (4) (i) } 

Because the precondition of these two phases are include in the previous State So 

Pre (Phase (1) (i+ 1)) n Add (Phase (4) (i) = 0 
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These two phases are applied simultaneously because there are used a different equipment. 

Since the event (i) is lower than the event (i+ 1) that means the event (i) must be realized before 

the event (i+ 1). 

u Del (Ph(l)) ={ Tank (Dl,<Pr(o)i+l• >) A Tank (D2,<Pr(o)j+1, >) ; 
Carry _Reactor (R3,<Tam,Patm> )d 

u Add (Ph(l))={Tank (Dl,<Pr(Qa)i+l• Ta >) A Tank (D2,<Pr(Qb)j+1, Tb >); 
Carry _Reactor (R3,<Tatm,Patm> )i} 

The state ( Sl) 
Sl ={Tank (Dl,<Pr(Qa)i+l• Ta >) A Tank (D2,<Pr(Qb)j+l• Tb >) ; 

Carry_Reactor (R3,<Tatm,Patm> )i A Reactor (R3,<Pr(Qw)i,Tw>) 

Since the goals GT is not include in the situation S 1, we select the applied phases: 

Ph(2): {Phase (8)(i+ 1) ; Phase (5) (i), Phase (8)(i) } 

u Del(Ph(2)) ={ Tank (Dl,<Pr(Qa)i+l• Ta >)A Tank (D2,<Pr(Qb)i+l• Tb >) ; 
Carry_Reactor (R3,<Tatm,Patm>)(i) "Reactor (R3,<Pr(Qw)j,Tw>)} 

uAdd(Ph(2))={Tank (Dl,<Pr(Qad)i+l• Tad>) A Tank (D2,<Pr(Qbd)i+l• Tbd >); 
Carry_Reactor (R3,<Tatm,Patm>)(i) A Reactor (R3,<Pr(o)i, >)} 
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The state S2 
S2= {Tank (Dl,<Pr(Qad)i+l, Tad>)" Tank (D2,<Pr(Qbd)i+l• Tbd >); 
Carry_Reactor (R3,<Tam,Patm>) (iJ "Reactor (R3,<Pr(o)i,Td>)} 

Since the goals GT is not include in the situation S2, we select another times the applied 
phases: 

Ph(3) : {Phase (2)(i+ 1)} 

u Del(Ph(3))={Tank (Dl,<Pr(Qad)i+l , Tad>) "Tank (D2,<Pr(Qbd)i+l• Tbd >); 
Carry _Reactor (R3, <Tam ,Patm>) (i)} 

uAdd(Ph(3) )={Reactor (R3,<Pr(Qmd);+ 1, Tmd>); Reactor (R3,<Pr( o );.>)} 

Determining the New State of the Plant 

S3=(S2- U Del(Ph(3)))+U Del (Ph(3)) 

S3= {Reactor (R3,<Pr(Qmd)i+l• Tmd>); Reactor (R3,<Pr(Qcd); ,Ted>) "Reactor 
(R3,<Pr(o)i, >)} 

Since the goal GT is not include in the situation S3, we select the applied phases that can be 

executed in parallel 

Ph(4): {Phase (3)(i+l)} 

UDel(Ph(4))={Reactor (R3,<Pr(Qmd)i+l• Tmd>); Reactor (R3,<Pr(Qcd );,Ted>) 
"Reactor (R3,<Pr(o);,>) 

UAdd(Ph(4))= {Reactor (R3,<Pr(QSd )i+l• TSd>); Tank (D3,<Pr(o);, >) 

The state S4 of the plant 
S4= {Reactor (R3,<Pr(QSd)i+l• TSd>); Tank (D3,<Pr(o);, >)} 

We can see the goal G2(i) is reached: Tank (D3,<Pr(o);, >) 

On the other hands G1(i+1) is not reached yet. We are satisfied the previous fabrication order 

FO(k).Since the goal G 1(i+ 1) is not reached we select another times the only phases for batch 

procedure (i+l). 
Ph(5): { Phase (4) (i+1) } 

UDel(Ph(5)) ={ Reactor (R3,<Pr(QSd)i+l , TSd>)} 

UAdd(Ph(5))={ Carry_Reactor (R3,<Tex,Pm> li+ 1 } 

Determining the state S5 

S5={ Carry_Reactor (R3,<Tex,Pm>) i+l ; Tank (D3,<Pr(o);, >)} 
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The goal Gl(i+l) is not reached. That means is not include in the state SS.The applied phases 

are: 
Ph(6): {Phase (5)(i+ 1)} 

UDel(Ph( 6) )= ( Carry _Reactor (R3,<Tex,Pm> )i +I} 

U Add(Ph(6) )= { Carry_ Reactor (R3,<Tam,Patm> )i+ 1} 

The state S6 of the plant 

S6= { Carry_Reactor (R3,<Tam,Patm>) i+l; Tank (D3,<Pr(o);, >)} 

The goal Gl (i) is not reached. The selected phase is (Ph(7)) whitch is Purge_reactor (i+ 1) 

UDel(Ph(7))= { CatTy_Reactor (R3,<Tam,Patm>) i+1 } 

UAdd(Ph(7))= (Reactor (R3,<Pr(Qcd)i+l• Ted>)} 

_The state S7 of the plant 

S7= { Reactor (R3,<Pr(Qcd);+t> Ted>); Tank (D3,<Pr(o);, >)} 

Another times the goal G1(i+ 1) is not reached yet. The last selected phase is 
Storage_product(i+ 1) 

UDel (Ph(8)) = { Reactor (R3,<Pr(Qcd)i+l• Ted>)} 

UAdd (Ph(8)) = { Tank (D3,<Pr(Qcd);+1 , Ted>)} 

The state S8 of the plant 

S8= { Tank (D3,<Pr(Qcd);+J , Ted>) ; Tank (D3,<Pr(o);, >)} 

Finally, the goal Gl(i+l) is reached in the state S8. In the other hand, the goal G2(i) is 

reached in the state S4. Then, there are a satisfaction of the fabrication order FO(i) before a 

satisfaction of the fabrication order FO(i+ 1 ). 

The Plan of the case 1 
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Poor(A) i+l Purge(A) i+l Feeding_mixture (i+l) 
Initiale State----> Poor(B) i+l ----->S1-----> purge(B); +I --->S2 ---->Purge_reactor (i) 

Heating_ ~i) Cooling R(i) 

Feeding_solvent (i+l) G2(iJ 
S3 -----> storage_product (i) -----> S4 ----> Heating_reactor (i+IJ -----> SS ----> 

Cooling_reactor(i+ 1) --->S6 -->Purge_reactor(i+l) --->S7 -->storage_product(i+IJ ____ Gt(i+ 1) 

---->S8 
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with: G1 (i+l) = Tank (D3,<Pr(Qcd)i+l, Ted>) 
} -->GT ={ Gl(i+ 1) ; G2(i)} 

G2 (i)= Tank (D3,<Pr(Qcd)i, Ted>) 

Case2 
In this case, we can suppose the fabrication order as the events that come simultaneously 

but heir time of execution are different. 
Fabrication order FO(k+l) ={X'l (quantity) Qa, X'z(quantity) Qb; for manufacturing the 

single product (Qc) k+lo knowing that X't.X'z is members of N} 
Fabrication order FO(k+2) ={X" 1 (quantity) Qa, X"2(quantity) Qb ; for manufacturing the 

single product (Qc) k+2· Knowing that X" 1 ,x''z is members of N } 

We consider for the batch procedure (i+ 1), where Pr(k+ 1) represents the execution of the 
fabrication order FO(k+ 1) at the timet 1 and Pr(k+2) also represents the execution of the 

fabrication order FO(k+2) at the timet 2· We take always the fabrication order as the events. 

FO(k+l) is equivalent at the event (k+1) 

FO(k+2) is equivalent at event (k+2). 

With : T FO(k+ 1) < T FO(k+2) => event (k+ 1) <event (k+2) 
T : the execution time of batch procedure. 

Since these two fabrication orders FO(k+l),FO(k+2) arrived when the plant work, the 

Purge phase is not applied in this case. It is useless to do the description for the set of phases 

Each procedure is expressed separately as expressed in the case n°2. It can change only the 

indices (i) to (K+2) and (i+l) to (k+l). We can eliminate the operators Purge_ Tank (A) et 

Purge_Tank (B).We displaced feeding_mixture between the states (Sl-S2), feeding_solvent 

between the states (S2-S3) and heating_reactor between the states (S3-S4). 
Then the goal is reached G1(k+l) of the batch procedure Pr(k+l) in the state S4, but G2(K+2) 

of the batch procedure Pr(k+2) is reached in the state S7. 
Knowing that, the goal Go(K) is reached at the state SO of the plant. That means, the final 

product is found at the storage phase 

The Plan of the case 2 

GO(k) Poor(A) k+2 Feeding mixture (a),(b)(k+2) 
Initial state ---->Poor(B) k+Z -----> Sl-----> --->S2 ---> 

Heating_reactor(k+l) Cooling_reactor (k+l) 

Feeding solvent (k+Z) Storage_product (k+l) Gl(k+l) 
Purge_reactor < k+l) -----> S3 ---->Heating_ reactor (k+Z) -----> S4 ----> 

Cooling_reactor (k+Zl -->S5 -->Purging_reactor (k+Zl -->S6-->storage_product(k+Z) G2(k+Z) 
------> S7 
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G1 (k+l) = Tank (D3,<Pr(Qcd)k+l, Ted>) 

G2 (k+2)= Tank (D3,<Pr(Qcd)k+l• Ted>) 

The plant is stopped 

The selected phase that the 
precondition fonnula is 

true in that state 

must satisfied the previous 
FO(k) before satisfing 

theactnally 
FO(k+l) 

Forward 
search 

Case2: 

The FO(k) lws been 

realsed and the plant 

can running with two 

fabrication orders 

FO(k+l); FO(k+2) 

l 
Backlrnck 

search 

Applied these phases 

Detennining the states of the 
plant 

(itl l~(S(i)-Udei(Ph(i))tAdd (i)) 

1- FO(k+2) (Goal) 

Goal:~ { fO(ktl); f0(kt2)} 

We can applied NOAH strategy that deal 

the parralelism the fabrication orders and 
do not prepare the next fabrication order 

Figure 5 The Search Strategy 
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4 ENVISAGED GLOBAL ARCHITECTURE 

Our planning system is composed of the following elements: Planning, algorithm, and 

supplementary elements like: real time data base, simulator. 

The planning can take into account the market demands for product, production time and 

energy resources .. etc. This activity is relative of the long term (days) period in outlook. It 

takes only the general capacity of global of the process. From this information, it can generate 

the production plan (reference) for sending it to batch level control system. For generating the 

production plan, the planning needs a real time data base that is necessary of the set of phases 

and goals to reached. This is the fabrication order. The planning needs also the initial condition 

of the process. The role of batch level control system (BLCS) is charged to execute the 

production plan established by planning in versus the information received by the lower level 

that is illustrated in Rouis (1994). When the interruption happens in the batch plant, the 

planning system receives by feedback the state of the plant. The real time data base can stock 

the initial condition of the process. The planning may send the interrupted production plan for 

replanning the sequence of phases by our search algorithm. It is convenient to simulate and 

animate the sequence of phases by simulator. 

Planning System 

Hight Level 

Figure 6 The global Architecture of the High level 

5 CONSEQUENCES 

For the single product, the batch procedures are practically the same. Then, It is useless to 

replan. We must change only the quantities of the row material or product That is mean 
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Pr(k+l) is practically equal at Pr(K+n) by taking into an account the stoppage of the plant 

during the incident was happened.-It is impossible to set to work the plant that is produced a 

single product with the satisfaction of two fabrication orders at the same time like FO(k+ 1) and 

FO(k+2).- Before replanning, the fabrication order cannot be taken into consideration when the 

present fabrication order is complete. 

In the future work, we try to give a solution of a define lack of integration between the 

planning and control activities the same as evoked by Cott and Maccietto (1989). 
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Abstract 
In this paper a hybrid top-down/bottom-up method that can be viewed as an extension of the 
traditional dynamic modeling technique using Petri Nets and Parametric Design is presented as 
an approach to the design of Flexible Manufacturing Systems. The resulting method supports 
a clear separation of functionality among the design objects by using the ADV/ADO object­
oriented design framework. Thus, the designs as well as the general functional models can be 
reused. Comparing the method described in the paper with the object-oriented architecture intro­
duced and employed in the PEER object-oriented database system suggests an implementation 
approach which can support the object clustering properties of ADV's and ADO's. 

Keywords 
00-design, Flexible Manufacturing Systems, Petri Nets, Abstract Data Views, design reusability 

1 INTRODUCTION 

Flexible manufacturing systems often have two conflicting characteristics: a clear physical 
model given by a set of production processes and machines, and a logical or abstract model 
usually related to a production plan and accompanying control algorithms. Both models are 

*This work is part of the research activities of the Esprit/ECLA Flexsys 76101 and Cimis.net 76102. 
tPartially supported by FAPESP. On leave from University of Sllo Paulo, Brazil. 
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necessary to describe the complete system and yet the design methods related to the two models 
are inherently incompatible. Such a substantial difference in design approaches could easily lead 
to errors at the early stages in the lifecycle of the entire artifact+, because the products of the 
design at this stage are mismatched and relationships are not always clear. Errors made in these 
initial phases are very expensive to remove since they are often found late in the development 
process as the integrated flexible manufacturing system is realized. 

Development of a method for design of logical or abstract objects such as software that would 
simplify conversion to prototypes might alleviate this design issue. Then the logical products 
of the design could be incorporated into the physical model and the incompatibilities could 
be observed and corrected. Several attempts have been made to find such a method, most of 
them associated with software development. Typical examples are rapid prototyping, bottom-up 
(Sommervile, 1992), outside in (Marca, 1988) development and object-oriented design [Booch 
91]. Development of such a method might also make design formalisms and tools more attractive 
to the practicing design engineer because of the ability to produce a prototype that would make the 
benefits of formal approaches more concrete, thus bridging the gap between new achievements 
in Design Theory and practical applications in Engineering Design. 

In this paper we describe a hybrid design method based on providing abstractions of both 
the logical components such as the software, and the physical components of the flexible 
manufacturing system. The abstractions represent the behavior and functionality of both types of 
components through their interfaces (Cowan, 1995). By using suitable constructors to combine 
the components and appropriate information hiding mechanisms we can reuse both types of 
components and hence use previously designed elementary components. The external behavior 
of each component could be validated at any point in the development process using its dynamic 
model expressed in PFS/MFG. 

External behaviors or interfaces and their corresponding object models are represented 
here by Abstract Data View /Abstract Data Object (ADV/ADO) pairs (Cowan, 1993a)[Alenc 
94](Cowan, 1995) where ADVs are extensions to the object model to support the specification 
of interfaces. The design approach will be demonstrated using an example of a discrete control 
algorithm for shop floor control (Bruno, 1986). Finally we describe an implementation of these 
ideas based on a federated architecture using the PEER database (Afsarmanesh 1993)(Tuijnman, 
1993)(Afsarmanesh 94). 

2 DESIGN OF FLEXIDLE MANUFACTURING SYSTEMS 

A Flexible Manufacturing System (FMS) is a cooperating set of process machines (usually 
numerically controlled) connected by an automated transportation system (Tempelmeier, 1993). 
We add to this definition by allowing the FMS to have local storage facilities and local computers 
dedicated to information handling and control. These added components are not necessary to 
justify our technique, but were introduced in order to test our approwith a complex system. 

A version of the life cycle for an FMS (Tempelmeier, 1993) is presented in Figure 1, where the 
two main activities of integrated production planning and model optimization are highlighted. 
Most of the current design methods focus on these activities since they are critical factors 

lThe term artifact is used to represent the goal of the design process, and could refer to a physical object such as a 
mechanical part or a logical object such as a software system or a control algorithm. or some combination of these 
two categories. 
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Figure 1 Life cycle of an FMS in PFS/MFG representation 
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in producing a good design. However, modules such as Product Design, Software Design 
(especially associated with cell and factory control) and Modelling could make significant 

contributions to the overall result if a more flexible design approach is used. 

We concentrate on an approach that reinforces abstraction in the modelling and evaluation 
of configuration options, and that could provide the basis for further optimization as well as 
requirement and production plan validation. The representations we use are intended to support 
software design and specification. We use a general integration plan as input and rapidly generate 
abstract models of the FMS configurations that could be refined further through the proper choice 
of machines and layout. The advantage of this approach is that consistent abstract models can 
be shared by all those professionals with different backgrounds participating in the design thus, 
making it easier to reinforce concurrence at each design phase. In addition, when changes and 
adaptations are required, a common occurrence in today' s dynamic marketing environment, the 

appropriate abstraction will be available. 

Another important aspect of FMS design is the manner in which the proposed approach 

handles complexity. Complexity depends on the size of the system (the number of machines) 
and of the degree of flexibility, where flexibility is a function of the number of interrelation 

operations. Current definitions of FMS (Ranta, 1990) range from small (2-4 machines) to 

complex systems (15-30 machines). Complexity can vary with the size of FMS in several ways. 

For instance, if a set of numerically controlled machines do the same set of operations with a 
mix of products, the workload balance will be simpler than if the set of operations is different 
and the manufacturing of each type of product in the mix has to be put in a sequence in addition 
to balancing the overall workload. Thus, modeling is very important for small systems, since 
small and medium-size enterprises usually attempt to obtain more and varied production from 
small FMSs. 

Reuse of old models stored and retrieved from a database can substantially reduce the cost of 



94 Part Four Modeling and Design of FMS I 

redesign and adaptations. Our design approach is reuse-oriented in that components and their 

relationships are specified solely by their interfaces. 

2.1 Petri Net and PFSIMFG Modeling 

Petri Net methods have been used extensively to model FMS (Silva M., 1993)[Proth 93](DiCe­
sare, 1993)(Proth, 1993a). Such methods provide formal models for FMS, and are able to handle 

the complexity inherent to features such as dependencies between cell operations, parallelism, 
concurrence of tools and/or material. However, Petri Net models (principally those based on 

Placerfransition Nets [Reisig 89] do not adequately support reusability or abstraction. 
Recently, there has been more research in high-level Petri Nets with the objective of introduc­

ing abstraction into net-oriented design methods. PFS/MFG (Program Flow Schema/Mark Flow 

Graph) is one type of high-level net 1988 [Miyagi 88] specifically for the design of discrete 

manufacturing systems. The idea is to add abstraction to the modeling power of Petri Nets 

(Condition/Event) and produce less complex graph models for qualitative and quantitative anal­

ysis. The structure of a specific PFS/MFG representation can be translated into Dynamic Logic 

(Silva J., 1992), and then artificial intelligence tools can be used to assist with the modeling and 

analysis of target systems (Lucena, 1989). 
A revision of the conventional PFS/MFG representation that was introduced in (Silva J., 

1992a) allows the simulation of a Petri Net model at any level of abstraction, thus, making these 

formalism more suitable for the top-down design of discrete production systems. The revised 

formalism was used in a cognitive design model [Takeda 90] (Tomiyama, 1992) that was applied 
to FMS in (Silva J., 1994). The addition of modularity, information hiding and separation of 

concerns indicated that a hybrid approach to design may be possible. 

3 THE ADV/ADO MODEL 

Some of the characteristics of the hybrid-design approach presented in this paper such as, 

abstraction, information hiding, nesting, and polymorphism can be found in object-oriented 
design [Booch 91], an approach to design that is primarily bottom-up. However, the majority of 
the practical design problems in engineering, particularly in the design ofFMS, have a functional 
flavor, and are more closely related to ·top-down methods. We do not intend to debate which 
method is more appropriate, rather we wish to combine and integrate the two approaches to 
obtain a good design solution. 

Thus, we first tried to find a framework where functionality could be implicitly or explicitly 

applied depending on the specific requirements of a particular design phase. Such a feature could 

be used to combine existing detailed elements with those for which only the general behaviour 

is known. In other words, we could combine existing elements (reusable blocks) with abstract 
descriptions. The ADV/ADO (Cowan, 1993)(Cowan, 1993a) which was originally created 

to allow a clear separation of the interface including the user interface from the application 

component in software design is used in this hybrid-design approach. 
An Abstract Data Object (ADO) has a static description/model of the artifact and methods 

(behaviors) that can query or change its internal state. ADOs can be combined through operators 

for composition (nesting) and aggregation (Alencar, 1994) to build complex elements. 
The interaction between ADOs, or between an ADO and an external medium such as a user 

or network, is through an interface object called an Abstract Data View (ADV). ADVs are in 
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fact extended ADOs that handle input and output events or the exchange of messages and data 

among existing ADOs. An ADV specifies the external behavior or functionality of a model 

because an ADV specifies an interface to an ADO. For instance, a numerically controlled (NC) 
machine with a local magazine can be represented by an ADO where its interaction with the 

outside world is an enclosing ADV that accepts a program of operations and returns an error 

message, a progress report of the process, or an acknowledgement indicating that the operation 
was completed. Both the ADV and ADO are different objects which have their own behavior 

(methods). Interactions between them can be represented by another ADV which is responsible 

for the coupling or aggregated behavior, as might happen during the downloading of an APT 

program and the loading of the NC machine. 
This simple example illustrates how to represent the strong separation between the pre­

conditions to evoke the machine services and the process. The example could be extended to a 

manufacturing center, or a Flexible Manufacturing Cell and its integration in the overall FMS. 

Top-down design is supported since ADVs provide a functional design interface connected 

to abstract models of subsystems that could be developed later. Instead of specifying a specific 

DNC machine or setting general features such as the number of axes or the set of tools in 

our simple example, we could perform a design with a statistical model of success performing 

operations or a lower bound time on machine operations as qualitative criteria. Such qualitative 

rules can guide the modeled behavior encapsulated in ADV's and could be developed later in 

the ADO model. 
Two types of consistency relations between ADVs and ADOs are defined in [Cowan 94a]: 

horizontal and vertical consistency. A vertical consistency relation is defined between an ADV 

and its owner ADO as: 

R = {(x, y)ix E SAy EPA ADOi 1- (x -t y)} (1) 

where Sand Pare respectively the set of inputs and outputs of the ADV. Thus, any transaction 

with the outside world must be valid in the ADO model. 
The same ADO or subsystem can interact with the external world in several different ways 

(Tomiyama, 1992), and they must all be consistent with each other. This form of consistency 
is called horizontal consistency in (Cowan, 1993a). We rephrase horizontal consistency in our 
cognitive model of design with the expression: 

If Ai is the set of ADV's for the ADO j and 

3Ai;.(x, y) E R;i => [3Ai k·(x, z) E Rk) => z = y] 
that is, ADV's cannot contradict each other. 

(2) 

The concept of consistency ensures the correct integration of concurrent designs or existing 

components such as the software and hardware implementation in Figure 1 and provides a strong 

foundation for the reuse process. 
Two critical operations in the reuse process are: the search for a reusable component, and 

the adaptation of suitable candidates in the overall design. The efficiency of the first operation 

depends upon reducing the search space by providing in advance expected characteristics of 

the candidates or by performing the search using very short descriptions or metaphors for the 

components. We believe that in engineering and especially in the design of FMS, synthetic 
functional models described by ADVs would provide a good search space for reuse if vertical 
consistency with the ADOs is guaranteed. The importance of consistency to this reusability was 
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Figure 2 Model definition of a transportation system which takes one piece at a time 

discussed in [SilvaJ 92]. The integration of reusable components can be guided by functionality 
and the maintenance of horizontal consistency. 

More details about the concept of ADV and ADO can be found in [Cowan 94a] and in the 
related bibliography mentioned there. In the next section we will describe a short example to 
illustrate the basic concepts. 

4 A SMALL EXAMPLE 

In this section we revisit a short example proposed by (Bruno, 1986) to show how the hybrid 
method could be applied to the design of FMS. This example will be recast using the ADV/ 
ADO approach with PFS/MFG used as a modelling tool. 

Initially, we will try to identify the objects of the system [Booch 91]. In the area of FMS and 
Computer Integrated Manufacturing (CIM), composable objects can be easily identified. Some 
of the basic FMS constituents are: a transportation system, a NC machine, local storage and 
a local controller. The composed system is a flexible cell totally automated and controlled by 
signals which are sent from a central station. 

A conventional Petri-Net approach (Silva M., 1993)[Proth 93] would model each one of these 
objects with decision-free nets, that is, nets without any kind of conflict, leaving all decisions to 
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the control module. The internal behaviour of each object would be modeled in order to identify 

the control entries and outputs. For the current example, we just rewrite the abstract models 

presented by (Bruno, 1986) in PFS/MFG. 

In a first approach, the transport facilities would be modeled as a system that processes one 

item at a time (an AGV). The whole operation can be started by a control sign (all remaining 

tasks such as adjusting positions and tracing a trajectory are performed locally). Figure 2 shows 

a PFS/MFG representation of the transport system. 

Notice that Figure 2 is a decision-free net with external interactions with the control system 

represented by the start control signal and the signal sent to the supervisory system saying that 

th~ transportation process is finished. From the point of view of generating control algorithms 

and software, we could say that the interactions with the control system represent the principal 

control flow, to distinguish them from the (secondary) flow of items, such as the exchange of 

a piece with the outside (load and unload operations). Such a distinction is a key point in the 

modelling of discrete systems (Proth, 1993)[DiCesa 93][Miyagi 88]. 

The PFS/MFG high level representation of an NC machine is illustrated in Figure 3, and the 

storage system is represented abstractly in the diagram of Figure 4. We assume in this example 

that a complete design for these three elements can be reused taking the abstract model presented 

in Figures 2, 3 and 4 as a "target model" (Silva J., 1992). Our focus will be in the design of the 

discrete controller for the FMC. 
In the revised presentation of PFS/MFG (Silva J., 1992), a flow relation is defined as an 
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Figure 4 Model definition of the storage system. 

facilities ··-

object instance of a more generic class: the general relation between boxes (passive elements) 
and activities (active elements). Boxes are represented by Band each box has an attribute "kind" 
to indicate whether the box represents a storage, assembly, or distribution element[Miyagi 88]. 
The activities are classes with at least one attribute to specify the estimated time spent answering 
a call or finishing a process operation (if t=O the activity will collapse into the representation of 
an instantaneous event of the conventional C/E Petri Net). The relationship between boxes and 
activities is given by: 

:F = (B X A) u (A X B) (3) 

Each pair in this relation is a class, whose subclasses are gates and flows. Gates stand for 
non-structured relations and could be instantiated by external or internal gates. External gates 
represent control signs or calls for external pieces, information, or material, such as the stan 
command in Figure 2 (a control sign), the loading/unloading piece command in Figure 2 (a 
call for an external piece), and the to control supervisor in Figure 3 (information about the 
process operation). An example of an internal gate is the facilities in use connection in Figure 4. 
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Introducing this internal gate relation synchronizes the load/unload operation in the storage 

system, a requirement motivated by a need to share a manipulator robot§. 
Activities represent actions which are accessible only if their pre- and post-conditions are 

activated and deactivated, respectively. Activities can also encapsulate a cluster of other activities 
and conditions. For instance, the setting activity in Figure 2 can be refined as a subnet (also 
without conflicts) composed from two other activities, the loading of a piece (from outside) 
and the loading of a machine tool (from an internal magazine). Of course, each one of these 
aggregated activities can be further refined. 

As mentioned earlier, the elements such as the transportation system, machine (a numerical 
control process) and storage are basic objects in the domain of Factory Automation and can be 
reused through a "standard" object-oriented technique or a combination of these methods and 
search techniques based on analogy or metaphors (Silva J., 1992). These reusable components 
can be integrated using a top-down design of the control system, which is depicted later in this 
paper. 

The models of reusable components can be encapsulated as ADOs, together with some short 
documentation and other attributes (including a detailed model expressed in PFS/MFG). The 
representation of the ADOs use the techniques described in [Fields 93]. For instance, the ADO 
Transport System is shown in Figure 5. 

An important feature of our design representation is that we could analyse the target system 
properties and/or simulate its behaviour at any level of abstraction by using the PFS/MFG internal 
model, which is a valuable validation mechanism for control engineering. One function of the 
ADVs is to specify the proper pre- and post-conditions for the internal activities encapsulated 
in an ADO. For instance, in the Figure 6 we have a very abstract ADV, representing the major 
functionality of the transport system which is to move pieces. As it is shown in Figure 2 the 
operation of a successful transport system depends on external signs and interaction with the 
control station. The ADV that represents the functionality of the transport system combines its 

hbe introduction of this requirement here suggests that "ad hoc" requirements or economic constraints could be 
included in the design method. 
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Figure 6 Cluster of behavior and model for a Transport System. 

features with features of other ADVs to model the interaction with the control station. Hence, 
a request to transport a piece from one location to another would depend on the state of the 
condition freeAGV (see Figure 2), which is based on the current state of the ADO model of 
the AGV, and on the interaction with the ADVs that represent the interface between the AGV 
and the control station, the supervisor, and the supplier/consumer of pieces. 

If we build all the basic elements as encapsulated ADOs and ADVs, the construction of the 
control software requires two substantial steps: 

i) build all ADV links between the element objects (storage, machine and transport system) 
and the control station ADO; 

ii) support all links with discrete control modules and algorithms. 

Figure 7 shows a schema of the ADV-link:s between the control station and the other elements 
already described. This is the core specification to model a centralized controller which is the 
most common solution for a control problem where all decisions are left to the controller. 
However, it should be noticed that a similar framework based on the ADV/ADO approach 
would work for other control techniques, where local controllers would have a more complex 
role in the process or a hybrid solution of clusters with more intelligent local controllers and 
pure server mechanisms. 
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Figure 7 Cluster of ADV's connections with the Control System. 

For instance, suppose that the transportation system receives a signal to start an operation~­
However, the loading process depends on the transportation system to recognizing in real time 
if the piece is ready to be removed. We are assuming it could be done by sensor signals whose 
interpretation would lead to a decision without any external intervention. That would make the 
system more reliable, even if in our case study the controller needs to ensure that the correct 
piece was selected or stored. 

Supporting a combination of centralized and distributed systems is very important in the 
design of modern factory automation where legacy systems (relying on centralized control) are 
merged with modern autonomous processes. 

Another interesting application of hybrid (centralized/distributed) systems is to the information­
control problem, that is, to place information systems that supply information to control decisions 
at different abstraction levels. (Kagohara, 1994) shows a model based on layers, composed of 
production planning followed by a product design (CAD and CAPP) and finally a shop-floor 
control-layer. A system to generate coordinated control plans can also be designed using ADVs 
and ADOs as in the current example. 

'If Since there is only one storage system and one machine, a simple argument would be enough to denote an 
operation from the storage to the machine or from the machine to the storage. 
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Figure 8 High level modelling of the discrete controller. 

Figure 7 shows the abstract model of the control algorithm, and Figure 8 shows details of its 
internal PFSIMFG net, where the output events represent that control signs sent to the operator 
display or supervisory system. 

In the next section we show the connection of the methodology with the infonnation-sharing 
mechanism of the PEER database. 

5 PEER IMPLEMENTATION APPROACH 

As described earlier in the paper the model description and definition chosen for the ADV/ADO 
is closely related to the object-oriented approach of the PEER federated database management 
system. In this section, a brief description of the PEER system will be presented, and then 
by applying PEER to the example presented in Section 4, an implementation approach for the 
ADV/ADO model of the shop floor environment is addressed. 

5.1 PEER database architecture 

PEER (Afsarmanesh, 1993)(Tuijnman, 1993)(Afsarmanesh, 1994) is a federated object-oriented 
database management system designed and developed at the University of Amsterdam. A 
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federated PEER network consists of a loose federation of autonomous, heterogeneous distributed 
database systems. In the remainder of this section, we give an overview of several concepts 
developed in PEER to support the rich and complex CIM application area. PEER supports 
autonomous cooperating agents which share and exchange information. This is achieved by 
a sophisticated schema derivation/integration mechanism, which supports importing remote 
information and restructuring and integrating it with local information (Afsarmanesh, 1993). The 
sharing of information among team members in PEER is negotiated to preserve the referential 
integrity (Tuijnman, 1993). PEER also offers support for object clusters shared in the network. 
An object cluster represents an entity that groups together a set of objects that are interrelated 
through a directed acyclic graph hierarchy. The representation, identification and boundaries of 
object clusters, and a linearization mechanism to transform object clusters into a linear format 
is fully described in (Tuijnman, 1993). 

The object-oriented data model and the language of PEER is primarily based on 3DIS 
(Afsarmanesh, 1989). However, this model has been extensively extended to support more 
semantics, to represent specific concepts and entities related to manufacturing, and to support 
the kernel structure for the distributed architecture of PEER. The PEER data model supports 
the fundamental abstractions of instantiation, generalization, and aggregation. Any identifiable 
piece of information (both data and meta-data) is uniformly represented as an object. PEER 
offers a number of facilities that are useful in Concurrent Engineering for CIM environments 
and are briefly described in this section. The nucleus of a PEER system in a CIM cooperation 
network is the PEER model and language, and a layer of modeling constructs and operations 
that are defined specifically to represent the generic abstract data types used in engineering and 
industrial manufacturing. The distributed object management of PEER is handled by a layer 
on top of the nucleus, that supports the distributed schema management and object sharing. 
For the exchange of object clusters as entities between PEER agents and between a PEER 
agent and an application program, a linear representation is generated. The last layer of the 
PEER architecture is the interface that supports the access to and communication with users and 
application programs at the agent level. 

Information management in a network of agents is supported by PEER through distributed 
schema management including integration and derivation of local information and information 
available from other PEER agents. The semantic interrelationships (loose or tight integration) 
among the data and knowledge of different agents are established systematically and incre­
mentally. Several schemas coexist in every PEER agent; namely, the local, export, import, and 
integrated schemas. The local schema LOC in each PEER agent specifies the type structure of 
the information stored locally at that agent. Part of the local information can be made available 
to other PEER agents, by specifying one or more export schemas (EXPs), that defines a view 
on the local information. An export schema in PEER can restrict the exported local informa­
tion available to other PEER agents. Other PEER agents can acquire these export schemas and 
designate them as import schemas (IMPs), thus, making the information of other PEER agents 
available locally. The integrated schema (INT) defines a single uniform type structure on the 
information and specifies the derivation and integration of the local and imported information. 
Since the integrated schema is local to a site, different PEER agents may establish different 
correspondences between their schema and other sites' schemas, thus there is no single global 
schema for the network. 

The implementation of the PEER federated system is written in the C programming language, 
and runs on a network of SUN workstations. This implementation supports a distributed multi­
node environment and includes two tools, a schema manipulation tool (SMn and a database 
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browsing tool (DBT). PEER tools are developed using X-windows on SUN workstations. PEER 
has been implemented at the Computer Systems group of the University of Amsterdam. PEER 
has been used in the ESPRIT ARCHON project No. 2256 (designing an architecture for the 
cooperation of expert systems in a multi-agent system), and the ESPRIT CIM-PLATO project 
No. 2202 (supporting the coexistence of diverse CIM tools in a planning tool box), and is 
currently being applied to the ESPRIT CIMIS.net basic research project ECLA 004:76102 
(focusing on distributed information systems for CIM), and the DIGIS project (the integration 
of genomic information systems). 

5.2 Application of PEER to the example 

In this section we briefly describe the implementation of the small example defined in Section 4, 
using the PEER architecure. For every agent defined for the environment, such as those repre­
sented in Figures 6, 7, and 8, a corresponding PEER agent will be defined. The LOC schema for 
each agent will contain all the information that is locally stored in that agent. Therefore, the "Self 
Model", "Attributes" and "restrictions" are represented in this schema. While the "Attributes" 
will be represented in PEER by static PEER objects, the "Self Model" and "restrictions" will be 
represented by dynamic PEER objects. Dynamic objects or behavioral objects in PEER consists 
of three categories. One category defines the "constraint evaluators". The "restrictions" defined 
for agents in Figures 6, 7 and 8 fall into the category of constraint evaluators. Constraint evaluator 
objects have an associated executable piece of code (method). This code will run after any rele­
vant modification to the data of this agent. Constraint evaluators will check for the consistency 
of the database state. If the data is modified in a way that violates the restriction rules defined for 
the agent, then the database is in an inconsistent state, and the modification will not be accepted 
and must be redone. The "Self Model" defined for the agents in the example consists of the 
routines that must be executed when the information about the "External-Pre-conditions" are 
satisfied. The routines performing the self model produce some new results that must be stored 
within the agent and produce the information about the "External-Post-conditions". Using PEER 
the "Self model" of an agent will be represented as a dynamic object of the category "storage 
transaction". Storage transactions are long routines that can be executed and will produce some 
data to be stored in the agent. 

Every agent defines a number of EXP schemas derived from the LOC schema that supports 
the sharing and exchange of information among the agents and consequently provides the means 
for cooperation among distinct agents. The EXP schemas defined by one agent represent the 
part of LOC information that this agent will share with other agents. Another Agent can import 
an EXP schema (called IMP schema there) and then integrate it with its LOC schema to create 
its integrated view (INT schema) of all the information that it needs to access. The information 
represented as "External Post-condition" in an agent will be included in an EXP schema so that 
other agents can access. Therefore, other agents can access these post-conditions to verify their 
pre-conditions. Namely, another agent's (A2) external post-condition that is included in A2's 
export schema will be imported by this agent (Al) as its imported (IMP) schema to become 
Al 's external pre-condition. Every agent will create its own INT schema, through integrating 
its LOC schema with its IMP schemas. Thus, an agent through its INT schema has access to all 
the information it needs to check for its pre-conditions and to run its self model. 

A PEER implementation of the ADV/ADO system is planned. This implementation will 
follow the guidelines described above for the definition of the agents involved and their inter­
connections. 
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6 CONCLUSION 

In the present work we proposed a method based on the object-oriented ADV/ADO framework 
which comprises visual approch to design (based on Petri Nets and its extentions) and parametric 
design (based on objects). Bottom-up and top-down approaches are nested in a way that allow 
the designer to control and document the design process using the same graph formalism 
applied to artifacts (Silva J., 1992). PEER database supports the parametric and object-oriented 
composition of models and also may provide a basis for object-oriented design reuse. 

In the future we plan to build some realistic applications in PEER and to combine in the same 
design environment, PEER database, a PFS/MFG object-oriented simulator and a software agent 
to control and generate queries to PEER according to the needs of the design process. 
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Abstract 
An hybrid approach combining frames/object oriented and Petri Nets paradigms for modelling, 
evaluating and supervising FMS/FAS is presented. Application examples in the context of a 
pilot FMS/F AS system are discussed. 

1. INTRODUCTION 

The aim of this paper is to provide a hybrid approach for dealing with a class of control 
problems occurring in manufacturing flow control. In modem production systems, the 
introduction of automated flexible manufacturing and assembly systems (FMS/FAS) has 
increased the need for efficient production planning and control techniques. FMS/FAS can 
produce multiple types and variants of products using various resources, such as robots, 
multipurpose machines, etc. While the increased flexibility of a FMS/FAS provides a greater 
number of choices of resources and routings, it imposes a challenging problem; i.e. the 
allocation of given resources to different processes required in making each product, the 
planning of the activities to accomplish the best efficiency and the actual link between a global 
control program and the real controllers of each manufacturing resource. 

Traditionally, the routing of a part to complete a sequence of required processes is considered 
planning, and the assignement of resources according to the determined routing is considered 
scheduling. In a FMS/FAS, the planning and the scheduling should be collectively carried out to 
take advantage of the flexibility of the system. Since a machine in the FMS/F AS can be used for 
multiple jobs and there are choices of resources to be used, the assignement of resources 
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-scheduling- must be considered when the routing of a part is planned [1]. 
In this paper we present a hybrid platform to assist in designing, modelling and analysis of 

FMS/FAS, which uses a Petri Net formulation and frame/object oriented modelling. Petri Nets 
constitute a mathematical and graphical tool for modelling and analysis of discrete-event 
systems, which allow to easily represent parallelism and synchronization of activities [2]. 
Frames/Object oriented programming is introduced to model the structural and operational facets 
of the manufacturing resources and to establish a link between the model and the local 
controllers. The proposed platform allows to link object oriented models of FMS/FAS 
developed by UNINOV A [3-5]with a Petri Net based simulation and evaluation software 
(SIMRdP) developed by UNSJ [6, 7] The structure is designed to be interactive with the real 
world, to perform monitoring and control tasks on the actual FMS/F AS system. 

2. GENERAL ARCHITECTURE 

Figure 1 shows the general structure of the proposed system. 

Figure 1 - System Architecture. 

The system consists of the following parts: 
1. A model for derivation of a Petri Net from a task plan. This plan is a graph, represented in 

frames, that describes the production tasks at the operational level. 
2. A module for creation of structural and operational model of the FMS/FAS, based on a 

frame/object oriented representation and a subsystem for derivation of Petri Net models of the 
FMS/F AS system. 

3. A module for editing, evaluation (simulation, structural and quantitative analysis) of 
FMS/F AS system modelled by means of Petri Nets. 

4. A module to synthetize a control supervision program from the analyzed Petri Net. 
5. A neutral file for linking the above mentioned modules. This data structure is important as the 

various modules are separetely developed by the two universities. 
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3. STRUCTURAL AND OPERATIONAL MODELS 

In our approach the frame representation paradigm, with some facets of OOP, is adopted to 
model the structure and operational behaviour of the manufacturing system. 

3.1 Structural aspects 

The various examples to be discussed in order to introduce the main modelling concepts use a 
cell as the basic modelling unit. A cell is a composite entity that is capable of making some 
transformation, movement or storage related to some product or part. In structural terms, each 
cell has components to support the input of parts, an agent to perform the transforming actions 
and components to support the output of products/processed parts. 

The input, output and agent elements will be supported by manufacturing components. Some 
components can only support one function but there are others components which can support 
more than one function. Components adapt themselves to the roles they can perform. Some 
components are more adaptable than others. For instance, a Conveyor belt is very flexible 
because it can perform an input, output or agent role, but a CNC machine only can play an agent 
role. 

The generic cell concept can be specialised by activity. There can be cells specialised in 
assembly, painting, welding, storage, machining, transportation, etc. A shop floor is just a set 
of specialised cells. 

Metaknowledge can be associated to each specialised cell to represent the specificities of its 
application domain. For each domain, the specific cell has the same structure as the generalised 
Cell concept (Input Agent, Processing Agent, Output Agent) but the domain and cardinality of 
the implementing components is different in each specialisation (Figure 2). For example, in a 
Painting or Welding Cell, a vibrator feeder is not a valid Input item, but this component is valid 
in an Assembly Cell. The Metaknowledge seems to be a very important element at the 
configuration phase, assuring the validity of cells. 
FRAME CELL 
name: 
base_coordination_system: 
processable_products: 
input_parts: 
connected from: 
processor: 
connected to· 

FRAME ASSEMBLY-CELL 
is-a: CELL 
val-inp-ag: vibratory_feeder, 

buffer, 
gravitic_feeder, 
Index_Table, agv, 
conveyor 

val-out-ag: conveyor, agv, buffer, 
index_ table 

val-proc-ag: robot 

FRAME ROBOT_COMPONENT 
is-a: manufacturing_component 
Base_coordinate_system: 
Controlled bv: 
Applications: assembly, gluing, 
DOF: 6 
Working_area: 
Load: 
Repeatability: 
Current_position: 
Cost: 
Cycle_Time: 
Next_maintenance: 
N_working_hours: 
weight: 
Max_speed_by_axes: 

Figure 2 • Example concepts of cell, assembly cell and component. 

At this stage it is convenient to clarify the concepts of~' input and output, and their 
relationships to the components/manufacturing resources. 
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Components are entities which participates in the productive process with a specific 
function and can be controlled by a computational entity. Components models are context 
independent descriptions of their static and dynamic characteristics. A robot component model 
(Figure 2), for instance, includes all the characteristics which completely characterize its 
structural and dynamic aspects. 

A robot agent is a model of a robot and associated resources, like tools or auxiliary sensors, 
when inserted in a particular context. A robot can play different roles (Figure 4) in different 
contexts. The (expected) behaviour of a robot in an Assembly context is different from its 
behaviour in a spot welding context. 

roles 

Figure 3 Structure of a robot agent. 
Figure 4 Role taxonomy: main level. 

On the other hand, when a robot is performing a given role, it may resort to auxiliary 
resources, like tools, sensors, buffers, etc., that extend the robot's functionality in order to 
fulfil the functionality required by this role. A robot agent is, therefore, a model of the robot 
when playing a particular role and extended by selected attributes inherited from the auxiliary 
resources. 

The entity that effectively participates as an assembly robot, for instance, is one which has 
those characteristics from the robot component model to perform the assembly role. 

The agent entity ASSEMBLY _ROBOT is a structure which is supported by two relations: 
performs and played_by (Figure 3). The relation performs assures the inheritance of the role 
characteristics to the structure while played_by assures the inheritance of those agent relevant 
aspects, from the component. Main_attributes and component_attrib are attributes to be used by 
played_by and performs relations. 
FRAME ASSBMBLY_ROBOT 
is-a: agent 
performs: ASSEMBLY_ROLE 

played bv: ROBOT_COMPONENT 

main_attributes:force_sensor, 
current_tool, 
available_tools, 

available_resources 
component_attrib:Base_coord_system, 

Controlled_by, 
Working_area,load, 
Current_position 

Figure 5 Example concept of an agent. 

FRAME AG_ROBOT_ASSEMBLY_ROLE 
is-a: role 
tools_domain: (grippers, 

screwdriver) 
aux_res_domain: (buffers) 
force sensor· 
current tool; 

available_tools: grl, gr2, sd2 
aux_resource: bufl, buf2 
assembly_device: fixturel 

The slots, tools_domain and aux_res_domain represent domain-knowledge that is important 
during configuration time. The slot current_tool is a relation that associates the main player of 
this role ( robot component ) to a particular tool. By the "inclusion" restriction, only 
tool_operations will be inherited by the ag_robot_assembly_role. Assembly_device is an 
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attribute describing where assembly operations are really done. Fixture] is an instance of a 
component specialised in holding parts. 
RBLATIOR PERFORMS 
type: intransitive 
inherit_slot: main_attributes 
inverse_relation: performed_by 

RBLATIOR CURRBRT_TOOL 
type: intransitive 
inherit_slot: tool_operations 
inverse_relation: attacheq_to 

RBLATIOR PLAYBD_BY 
is-a: relation 
type: intransitive 
inherit_slot: component_attributes 
inverse_relation: play 

Figure 6 Definition of relations performs ,played_by and current_tool. 

A cell is made of entities that are playing different roles. 
This modular approach to cell representation facilitates the creation of complex systems by 

simple "concatenation" of cells. A particular manufacturing unit is made of several subsystems 
(Transportation Cells, Painting Cell, Assembly Cell, ... ). A manufacturing unit could be 
modelled by aFMS/FAS entity, which has access to all characteristics and functionalities of the 
subsystems involved in the Unit. 

The frame representation paradigm, specially when it allows the definition of new relations, 
is quite adequate to model this kind of structures. 

3.2 Dynamic or Operational Aspects 

Dynamic aspects are related to the components internal state changes. The dynamism presented 
by components is achieved through controller actions. Every component with dynamics must 
have a controller associated to it. The way the model reflects physical changes on the component 
and the way physical component reflects model changes is the most important point when 
discussing dynamic aspects. 

Dynamic aspects can also be discussed with two different views: (1) considering the 
components as isolated entities or (2) considering complex structures, like cells, made of 
components. In the first view the key point is how components are actuated, without any 
concerns about their interrelationships. In the second view, aspects related to synchronisation 
are the most important ones (this will be analysed in the PETRI NETs chapter). In this point the 
concern is with the first view. 

RBLATIOR CORTROLLBD_BY 
is-a: relation 
type: intransitive 
inherits: inclusion (move_wc, 

move_jc, 
hardhome, 
acceleration, 
speed) 

inverse_relation: controls 
inverse_relation: controls 

FRAMB ROBOT_CTRL_COMPORBRT 
is-a: controller 
move_wc:~ move_wc_fn(x,y,z,q) 
move_jc: ~ 

move_jc_fn(ml,m2,m3,m4) 
hardhome: ~ hardhome_fn 
acceleration:demon if write 

accel_dem 
speed: demon if write speed_dem 
input: byte demon if needed 
input_dem 
output:byte demon if write 
output_dem 

Figure 7 Model of a component and its controller. 
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Every component model with dynamic behaviour should have a controller model. This model 
should be like an image of the real controller. Using a frame oriented paradigm, the controllers 
functionalities could be defined by methods or demons. In this way most of the controller's 
model is a list of methods, a method for each functionality. 

A component is related to its controller by a controlled_by relation while the controller relates 
to its component by a controls relation. One of the most important points in this discussion is 
the way a controller model is connected to the local controller. This connection is sometimes not 
easy because it involves the cooperation of two different computational worlds: the 
computational world where the model runs and the real controller. To make things even more 
difficult, sometimes, real controllers have closed architectures. From our experience, a lot of 
effort has usually to be put in trying to open real controllers architecture, and implies the 
production of an interpreter that runs on it. This interpreter accepts commands from an image 
that runs in the modelling world. 

The methods of a Controller model implement the actions that are needed to send the right 
commands to the real controller. The real controller image should be developed using a client­
server approach. In this way, implementation methods can ask this server to perform the needed 
actions. These methods hide the underlying hardware structure from the application, i.e., any 
application using a robot component doesn't need to know anything about the real robot 
controller and its image or server. The applications only know what functionalities are provided 
by the robot component model. This approach could be very suitable to integrate existing 
controllers, making the integration of legacy systems an easier task. 

Figure 8 illustrates this approach that was followed in the Uninova's FMS/FAS system 
(NovaF!ex). 

NavaPlex High Level 
Con troll.,.. 

UN IX Machine 
ethernet network 

Figure 8 - NovaFlex physical infrastructure. 

t.ocalCor11roUer 

The Aexible Manufacturing and Assembly System -- NovaFlex -- installed at the Center for 
Intelligent Robotics (CRI) of UNINOV A was conceived as a demonstration unit able to handle 
a set oftypical activities of a Computer Integrated Manufacturing (CIM) system [4] . 

Besides the machining and assembly subsystems, the Pilot Unit includes a storage 
component, an input section for raw materials, a delivery section for finished products and a 
transportation subsystem that links all the other components. The transportation medium is a 
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pallet-based conveyor belt. Each pallet can be adapted to transport different kinds of parts and 
products. 

As one of the basic design goals, the system was required not to be restricted to a particular 
type of product. The objective was to build a relatively generic infrastructure, that could be 
adaptable to a range of products with minimal setup effort. The requirement was for a flexible 
infrastructure, with a representative set of manufacturing resources, and not a special purpose 
system. 

Another very important aspect is the possibility of different groups being simultaneously 
using different subsystems of the Unit for separate experiments. As a matter of fact, this 
situation is expected to be the most common practice during the system's life time. 

These requirements led to an architecture in which NOV AFLEX can be operated either as an 
integrated FMS/FAS system or as a set of isolated subsystems (machining, assembly, 
transportation and storage, etc.). This last aspect has particular consequences on the design of 
the control architecture. 

Therefore, the need to support these different research areas implied the design of a flexible 
architecture, from the topology to the control points of view. An easy reconfiguration of its 
operating mode is an important requirement to support concurrent research activities. 

4. FMS/FAS EVALUATION USING PETRI NETS 

In this chapter it is proposed to use Temporized Petri Nets (TPNs), as a discrete event 
specification tool for modelling the FMS/FAS under study. Petri Nets (PN) have been designed 
specifically to model FMS/F AS [8-1 0] They provide suitable models due to the following 
reasons: 

• PNs capture the precedence relations and structural interactions of unpredictable, concurrent, 
and asynchronous events. In addition, their graphical nature helps to visualize such complex 
systems. 

• Deadlock, conflicts, and buffer sizes can be modelled easily and efficiently. 
• PNs models represent a hierarchical modelling tool with a well-developed mathematical and 

graphical foundation. 
• PNs allow the use of different abstraction level models and the use of powerful modelling 

methodologies: refinement and modular composition, each of them with its corresponding 
validation analysis. 

It is very important to take into account that the main functions of production/assembly 
systems, be them flexible or not, are to input raw material, to perform a certain number of 
transformation tasks, assemble and disassemble of initial parts and, finally, to output finished 
parts. Therefore, the designer has to identify the input and output sequences of material parts, at 
the same time all the elementary operations which have to be applied on these parts, and the 
main characteristics of the resources (turning, milling machines, manipulators, AGVs, etc.) 
involved in each of these operations. 

According to the above considerations, the Petri Net based simulator -SIMRdP- has a logical 
model where: 

• One place is associated to one state of the produced part in its operating sequence, or the state 
of a resource (iddle or busy by a part). 
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• One transition is associated to only one operation on the produced part, or to the assembly 
operation of several parts. 

• One token is associated to one material part, or information about the resources of the FMS. 
• To each place of the net, a capacity place or capacity monitor is associated to indicate the 

maximum number of tokens this place may have [ll].This capacity is introduced to indicate 
that a buffer, a storage area, or another resource can only contain a limited number of parts at 
one time. 

In addition, all the resources and operations verify the following set of constraints: 

• The operations are completed in finite time, and they can be decoupled from the time point of 
view. 

• One part is submitted to only one operation at a time, and each resource can perform only one 
task at a time. 

• One separate part can be submitted only to transformational or informational functions. A 
transformational function consists in modifying the physical attributes of the part (shape, 
constitution, surface, etc.). They are the machining functions: turning, milling, manipulation, 
and conditioning functions: termical treatment, painting, washing, etc .. An informational 
function consists in verifying that the operations have been accomplished correctly. 

4.1 Functional Analysis 

After the modelling, the designer must develop a complete study and proof for the correct 
behaviour of the modelled system specifications. In order to derive the functional (i.e., logical) 
properties, the structure of the Petri Net model is considered for the analysis, which is called 
qualitative validation in the literature. 
For developing the qualitative validation, it is possible to use some of the methods which are 
extensively described in the literature of Petri Nets [8, 12]. According to the structural 
characteristics of the Petri Nets used in this approach, it has been developed a software tool 
[l3],which includes the following Petri Net analysis methods: the Coverability Graph method 
by means of simulation of the Petri Net token-game [ 12] and Structural Analysis for obtaining 
the p- and t-invariant relationships of the net [12]. 
After performing the simulation of the net evolution, and obtaining the invariants relationships, 
very important conclusions on the net behaviour, concerning the dynamics of the modelled 
system can be stated, such as: boundedness, liveness, and reversibility of the net; reachability of 
some special state -marking- of the net; mutual exclusion among marking of places; capacity of 
storage zones and other modelled resources; the development of managing strategies for the 
optimal firing of transitions -optimal sequence of modelled operations- and refining of the 
modelled control processes, by adding, for instance, a new resource. 

Only if the Petri Net model has good behaviour properties, like the ones above described, the 
designer can reach the next stage of the design methodology, using a temporized Petri Net 
model. This new stage corresponds to the performance validation of the modelled system. 

SIMRdP enables to work with the following kinds of Petri Net models: ordinary Petri Nets, 
generalized Petri Nets, Petri Nets with predicates associated to their transitions and temporized 
Petri Nets with tyue associated to their transitions. 

Remark: For modelling with each one of the above named kinds of Petri Nets, it is necessary 
to take into account the use of monitor places, when the net has places with capacity [11]. 
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4.2 Performance analysis of FMS/F AS modelled through 
Temporized Petri Nets 

4.2.1 Basic concepts 
A flexible Manufacturing/Assembly System (FMS/FAS) -whether simple or complex- includes 
any raw materials, tools, operators, and control policies for the operation of the equipments. At 
the sector level, it also includes flow of material and information through a collection of tools. It 
can even extend to the procurement, production and distribution networks of suppliers, plants, 
and distributors. Using computer simulation for modeling and analyzing such systems helps the 
designers to predict and improve a system's performance, as measured by such elements as 
capacity, cycle time, inventory, utilization, service level, and costs. 

Once a model of the system is developed and running, the simulation qualitative analysis tool 
come to play. Information about the dynamics and kinematics of the involved equipment of the 
FMS/FAS, the product routing, and the production and parts-availability schedules must be 
inputs to the software simulator. Using the graphical user interface of the simulator, these inputs 
could be described and modified easily without programming. 

Information such as the production capacity of machines on the FMS/FAS, the duration of 
various operations performed by different machines on different products, buffer sizes, and the 
staffing must be processed before they entry to the simulator, in order to allow their adaptability 
to the signal handling ofthe simulator. 

Key outputs of SIMRdP are the system throughput (the quantity of products produced in 
each time period), a work-in-process inventory (the quantity of products being worked on in the 
system), the cycle time (the time from release of jobs into the system to completion), and 
machine utilization (the proportion of time the machines work on products). These results can 
be displayed as bar or line charts. By examining the above results, the designers are able to 
readily identify the system bottlenecks, and to suggest answers to how to alleviate the problems 
that may arise. 

Since a simulation imitates the behaviour of a system as it evolves over time, basic to the 
approach of this simulation is the building of a model that highlights the vital characteristics of 
the system. Good models are needed to capture the characteristics of the flexible Manufacturing 
Systems [10], namely: concurrency or parallelism, asynchronous operations, deadlock, 
conflicts and event driven. 

4.2.2 Performance Indexes defined for the Flexible Manufacturing Systems 
Taking into account the statistical information obtained from the simulation of the temporized 
Petri Nets, new performance indexes can be defined. Nevertheless, this new information must 
be refered to the dynamical behaviour of the modelled systems and their functioning 
specifications. 

At this stage, performance evaluation in FMS/FAS allows to answer [8]., how many 
machines and/or automatic guided vehicles (AGVs),which transport topology and routing 
strategy are best suited to obtain, among others: small makespan and/or more balanced flows, 
optimal work in progress, minimal bottleneck situations, minimal death time for resources,etc. 

According to the above considerations, the TPN model proposed in this work and the 
algorithm for its simulation, the following performance indexes for Flexible 
Manufacturing/Assembly Systems can be introduced [7]: 

I. Production period for a part (PPfP). The total time necessary for the FMS to produce a part, 
calculated by taking into account the duration of all operations performed over the raw 
material taken from storages, over the intermediate manufactured parts, and the final 
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processed part stored into the product storages. From the TPN point of view, this index can 
be reached by computing the Cycle time of the net corresponding to the evolution from an 
initial marking characterized by: raw material storage busy, all resources of the system free, 
and product storages free, and another marking corresponding to a state having the product 
storage busy by the first manufactured part. 

2. Production period for a batch (PPJB). The total time necessary for the FMS to produce a 
batch of parts, calculated by taking into account the duration of all operations performed n 
the raw material picked from the storages, over the intermediate manufactured parts, and the 
final processed parts deposited into the product storages. From TPN point of view, this 
index can be reached by computing the Cycle time of the net corresponding to the evolution 
from an initial marking characterized by: raw material storage busy, all resources of the 
system free, and product storages free, and another marking corresponding to a state having 
the product storage busy by all parts composing the batch. 

3. Percentual use of a resource related to a part (PURP): By analyzing the Gantt diagram of the 
temporized evolution of the TPN, and taken into account the production cycle for a part 
(PPfP), and all operations performed by the resource (modelled through transitions, this 
index is defmed as: 

PURP={[1:,,d.8(t)]! PP.fP}.lOO (1) 

where 

a; it is the number of occurrence of transition t;, which models the operation op; of the 
resource r over the part. 

Li this summation takes into account all the transitions which model the operations of the 
resource under study. 

4.Percentual use of a resource related to a batch (PURE): By analyzing the Gantt diagram of the 
TPN temporized evolution, and taken into account the production cycle for a batch (PPfB), 
and all operations op; performed by the resource r (modelled through transitions t~), this 
index is defined as: 

PURP={[1:,,d.8(t)]! PPJB}.lOO (2) 

where 

a; it is the number of occurrence of transition t;, which models the operation op; of the 
resource r over the batch 

Li this summation takes into account all the transitions which model the operations of the 
resource under study. 

5. Manufactured Parts per Time Units(MPpTU): Following the definition of "Percentual use of 
a resource related to a batch (PURB)", and considering the number of parts to be processed 
in a batch (b), the index is defined as: 

MPpTU = b I PPJB (3) 

By considering the application of the above defined analysis methodology, the designers can 
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now draw major conclusions about the functioning of the modelled Flexible Manufacturing 
Systems. The optimization of the systems will depend on the final decisions imposed by cost 
factors, which can be derived from the above presented performance index. For example, if 
additional capital expenditures are made, what is the time frame for the increased throughput to 
pay back the investment? Cost analysis will be divided into three activities: assigning cost 
attributes to modelled resources, defining new performance-cost indexes, and analyzing the 
results after running one or more simulations. 

5. SYNTHESIS OF CONTROL PROGRAMS 

In previous chapters we discussed modelling aspects in terms of the functionality of the 
FMS/FAS. Once a system is evaluated and a good functional model is obtained, we have a 
platform on top of which we can run application programs. 

Such programs or plans can be generated either manualy or resorting to an automatic or 
interactive planner. Independently of the process used, lets now discuss some aspects related to 
task plan representation. 

5.1 Task Representation 

A task plan can be represented by an hierarchical structure, following a NOAH - like model. 
High level operators are expanded into lower level operator [14]. This operator expansion ends 
when the lowest (primitive) operators are reached. Each primitive operator is performed by a 
resource agent (physical component). Grasp and ungrasp operations, for instance, will be 
supported by current tool controller. 

In order to determine precedence between operations (precedence graph) two phases are 
normally considered: 

1. product related constraints (determined during process planning) 
2. manufacturing system constraints (determined during scheduling) 

Once such ordering of actions is determined, we'll have a precedence graph for each level of 
the hierarchical representation of the plan. 

Figure 9 illustrates a partial ordering for an intermediate level. 
From each level a Petri Net which represents the assembly operations to be carried out, can 

be directly derived from the precedence graph. Figure 10 illustrates a Petri Net which represents 
the same partial assembly plan as in figure 9. 

Each graph node can be expanded to another graph, where nodes correspond to next lower 
level operators. The same kind of expansion can be applied to the Petri Net model, where each 
place can be expanded to a new Petri Net 

Figure 9 - Graph Plan. Figure 10 - Petri Net 
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5.2 Controller Synthesis 
AB mentioned before, Petri Nets are an important tool to model and evaluate the structure and 

behaviour of controllers and application programs in a manufacturing environment. Complex 
system dynamics can be described and analysed in a structured way (mathematical 
methods).The benefits of using a high level modelling tool, like a Temporized Petri Net (TPN) 
or a Predicate Transition Net (PTN), shouldn't end in their descriptive characteristics but there 
should be a direct connection between the description and the real controllers. This means that 
besides supporting the analysis and evaluation, the model could also drive directly its associated 
local controller. To assure this connection two different approaches could be followed: (1) using 
PTN to directly program the local controller, which implies a support by its manufacturer or (2) 
using a PTN translator which converts PTN to the language of the local controller.The first 
approach is unrealistic, at current stage, because the concept of PTN is not well disseminated 
among controllers' manufacturers, which makes the second approach a better one. The PTN 
description should be compiled in order to generate a program which interacts with the real 
system in the way described by the PTN. 

Figure 11 - Interactions between HLCP and Execution Infrastructure 

The application program or High Level Control Program (HLCP) is generated from a PTN 
which describes components behaviour and interactions (Figure 11). The HLCP interacts with 
the execution infrastructure, mainly with the components models. These models are described 
using an Object/Frame paradigm. As mentioned before, the components operational behaviour 
is implemented by methods, which interact with the component's local controller through a 
server which supports an image of the local controller functionalities. 

It should be noted that a Component Model can interact with more than one server, 
depending on the number of needed controllers to control the components being used. For 
instance there can be different servers to control de robot, the gripper, gravity feeders, etc. 

In order to generate the HLCP from a PTN some considerations should be made about PTN. 
Components actions can only be done in places with marks. Predicates associated to transitions 
specify conditions. In order to match places to components actions, places' names include 
components' name and action name separated by an underscore (for instance, the name for the 
place that describes the grasp action of a robot is named robot_grasp). 

The HLCP program generated is like a simulator of the PTN being modelled. Different PTNs 
may have the same kind of simulator, differing only in which order transitions will be fired and 
which actions will be done. Program generation module was developed using Prolog, and the 
generated program is also described in Prolog with a frames extension developed by UNL -
Golog [15]. 
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RFree 

Robot_Grasp 

Figure 12 A Petri Net example. 

The generated program obtained from the Petri Net described in Figure 12 can be seen 
below. Each section of the generated program is described.The first section is concerned about 
place definition; every place is defined by an object/frame whose main attribute is the slot mark 
to store the place's mark value. During this phase the program that contains the components 
model is consulted. 

:- consult('models.pl'). 
:-new _frame(places), new _slot(places, mark). 
:- new_frame('RFree'), new_slot('RFree', isa, places), new_slot('RFree', mark, 1). 
:- new _frame(robot_grasp ),new _slot(robot_grasp,isa,places), new _slot(robot_grasp,mark, 1 ). 
:- new_frame(robot_move),new_slot(robot_move,isa,places), new_slot(robot_move,mark,O). 

After this, transitions are defined. Each transition is defined by checking its enabling 
condition. When this occurs, input places are updated and transition fires with output place 
updating and the corresponding method activation: call_method(robot, move, [true]). This 
method's code will send a message to the server which will react by sending the command 
"move" to the robot. 

t1 :- get_value('RFree', mark, XO), XO > 0, 
get_ value(robot_grasp, mark, X1 ), XI > 0, 
NValO is XO- 1, new_value('RFree', mark, NValO), 
NVa11 is X1- 1, new_value(robot_grasp, mark, NV all), 
call_method(robot, move, [true]), 
get_value(robot_move, mark, VOalO), NVOaiO is VOalO + 1, 
new_value(robot_move, mark, NVOalO). 

The main program consists of a forever cycle that continuously apply the existing transition 
names and randomly choose one which will be checked for its enabling condition. 

rep_run(O). 
rep_run(List) :- length(List, Tam), Pos is ip(rand(Tam)), position(Pos, List, Tr), 

remove(Tr, List, RList), call(Tr, Success), !, fail== Success, rep_run(RList). 
run:- repeat, rep_run([tl]). 

This generated program runs with a similar behaviour as the PTN shown in figure 12. 

6. CONCLUSIONS 

In this paper we have presented a joint research work between UNL/UNINOVA and UNSJ, 
aimed at developing an hybrid platform for designing, evaluating and controlling Flexible 
Manufacturing/Assembly Systems. At present, the individual modules have been developed and 
separately tested and the main concepts related to their linking/integration have been designed. 

A first applicative case was made for a subset of the NovaFlex pilot FMS/FAS system. Next 
phase will be the integration of individual parts through normalized models representation. 
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Abstract 

The work in this article is within the framework of the design of flexible manufaCturing 
systems. Its aim is to represent the different ways the processes and the assignment of the 
resources can be done; preserving the flexibility found in this kind of systems and allowing 
the calculus of resources. The different manufacturing sequences found in the system are 
represented by state machines, while the manufacturing resources are shared. All this infor­
mation is used, in this report, to define a Petri net class, that in a single net permits the 
specification, in a single net, jobs that can be done in different ways, that is, the redundancy 
that exist within a manufacturing system, not found in other representations. 

Keywords 

FMS Design, Petri Nets 

1 INTRODUCTION 

The design of flexible manufacturing systems is usually decomposed in several steps, e.g.; 
specification of the requirements, definition of the dynamic model, organization of the infor­
mation, selection of the elements of the system, plant layout and validation. In this article 
we are concerned with the definition of a dynamic model specified by the following data: 

• description of the different jobs as operation sequences. 
• desired throughput (number of jobs per unit of time). 
Within the design of FMS we found different views [Kouvelis 92, ProHil 90, SilVa! 89]. In 

this article we use the Petri Net approach because it is a formal tool that can represent the 
structure and dynamics of a flexible manufacturing system [Silva 85], and with the addition 
of time, timed Petri nets, can be used to calculate the the resources needed to fulfill a desired 
throughput [ProHil 90, HilPro 89, LafProXie 92]. 

The article is organized as follows. Section 2 briefly presents structural aspects of 
Petri nets, for more information an interested reader can consult [LafProXie 94, Murata 89, 
Silva 85, RamHo 80]). Section 2.1.1 presents the modeling of the manufacturing sequences 
and the machine job assigment. Section 3 presents an aproximation to the modeling of pro­
cesses and control circuits when we have a redundant system. The load balancing problem 
and the selection the minimum number of resources that fullfil with the desired throughput 
is solved. The last section presents an example. 

1This paper presents work done for the ECLA/FLEXSYS project 
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2 PETRI NETS 

In this section the basic concepts related with Petri nets are presented. 
An ordinary Petri net is a directed bipartite graph represented by the fourth-tuple 

N = (P, T, Pre, Post) where: P = {p1,p2, ... ,pn} is a set of elements called places; T = 
{ t1, t2, ... , tm} is a set of elements called transitions; P n T = 0, P U T f 0; Pre (Post) 
is the pre (post) incidence function that represents all the input (output) arcs to (from) a 
transition, Pre, Post : P x T -+ 1, 0. The places are drawn as circles and the transitions 
as bars. The pre-post incidence functions can be represented by matrices PRE = [a;j] and 

POST= [b;j] respectively, where a;j = Pre(p;, tj) and b;j = Post(p;, tj)· 
The incidence matrix C = [c;j], i = 1, .. , n j = 1, ... , m, is defined as C;j = b;j- aii· All 

the vectors X such that C ·X= 0, X ?: 0 are called T-semiflows; all the vectors Y such that 
yT · C = 0, Y ?: 0 are called P-semiflows. 

2.1 Time in Petri Nets 

A Timed Petri Net TPN =< N,D >,where D: T-+ JR. D(t;) = d; is called the delay of 
the transition t; and is the time needed to accomplish the firing of the transition. We prefer 
to assign the time to the transitions rather than to the places [LafProXie 94], since for us 
transitions represent the activities of the system. 

2.1.1 Some Results in Strongly Connected State Machines 

A state machine is a PN or a TPN where I" t 1=1 t"l= 1,1;/t E T. This kind of PN allows 
the representation of conflicts, so in order to specify the optimum cycle time 1r (the inverse of 
the throughput) we must specify the visit ratio vector vk. The following equation computes 
the optimal cycle time: 

Jr 1 T · M o = 1 T · Pre · D · Vk 

where D = Diag[d;], and Vk is the visit ratio vector. 

2.1.2 Computing the visit ratio vector 

The information in this section was taken from [CamChiSil 91]. In a state machine, those 
transitions that have the same predecessor are in conflict since the firing of one of them 
disables the others. Conflicts can be solved assigning each transition a routing ratio, i.e., the 
ratio each one is fired. Suppose t; has the routing ratio r; and tk the routing ratio rk. then 
for u a periodic sequence, and ¢( u, x) the number of times that the transition x appears in 
the sequence u, we have 

Petri nets that we are using are bounded and live, so u is generated by flows that are 
executed several times. It means that ¢(u) is a vector that can be decomposed as a linear 
combination of T-semiflows. 



Design of FMS: logical architecture 123 

(Ml,a)(M2 ,b)(M3.c) 

(M4,dl (Ml,e){M5, f) 

Positive sample of the 
1 dnguage 

• 

Ml.a M2 ,b M3,c 

0--Kr--il--0 

Figure 1: The job (as a positive sample and state 
machine). 

MI. a 

---t 
ta 

Figure 2: The job (as a strongly 
connected state machine). 

¢( IJ) is the Parikh vector of the IJ sequence, so its elements are the elements of visit ratio 
vector. Then the previous equation can be rewritten as: 

Also, we have that the visit ratio vector is a combination of T-semifl.ows of the Petri net, we 

have 

(1) 

The vector is usually normalized for one transition, that is vk(tj) = v1jvk. After this brief 

introduction to Petri Nets, lets present how we use them to design FMS. 

3 MODELING FLEXIBLE JOBS 

Marked graphs have been used to model FMS[HilPro 89, ProHil 90, LafProXie 92], however, 
decisions exist in an FMS, so marked graphs are not a realistic approach. Flexible jobs 
have different production paths and these paths must be executed in some proportion in 
order to fulfill load balance constraints. We need a tool that captures this characteristic. In 
this paper we propose the use of a subclass of Petri nets that captures synchronization and 

decisions in its structure. 
The job model is the result of the union of two nets: a processing net and a command 

net, both modeled as state machines. When we fuse both circuits, however, the resulting 

Petri net is no longer a state machine. 

3.1 Processing Nets 

A job processing net is described by a positive language sample (Angluin 87], each sample 
is an operation sequence (and a T-semifl.ow of the net), these operations are performed by 
machines; it is possible that one machine performs more than one operation in any sequence 
of the sample. A finite automata can be built from the positive language sample; this paper 

considers the case where the automata can be described as a state machine Petri net. In 
the left of figure 1 we have the operation sequence of a product represented by a positive 
sample. The sample says that the product can be done performing operation a on machine 
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ta 

Figure 3: The command net. Figure 4: The global model of a job. 

one, then operation b on machine 2 and finally operation c on machine 3; or by operation d 
on machine 4 followed by operation e on machine 1 and by operation f on machine 5. On 
the right side of figure 1 a Petri net model of these operation secuences is presented. The 
reader can observe that this Petri net model is a state machine. 

From figure 1 we get, fusing all final states and adding the feedback transition ta, figure 2 a 
strongly connected state machine that generates the same positive sample, so it also specifies 
the same job. We use the later model to solve the load balance and the throughput problems. 
The subclass N, of Petri nets, that models the process can be described as follows: 

• N = (P, T, I, 0) is a strongly connected state machine 

• 3ta E T I ll"tall = lit: II = 1 
• 3p; E P I 0 Pi = { ta} 
• 3pf E P I Pj = {ta} 
• 'v'jX;j such that C ·X; = 0, ta E II X;!! 

Since the process net model is a strongly connected state machine, it has only one P-semifiow 
and the throughput and minimum initial marking can be computed in polynomial time. All 
P-components include p; (initial state or raw material) and PJ (final state or product). 

3.2 Command nets 

The job command net is represented as a positive sample of operations. Each element of a. 
sequence is an ordered pair (figure 3), where the first item represents the machine and the 
second item represents the operation. A command net will also be represented by a state 
machine Petri net, however, this state machine is not strongly connected (Figure 3). Since 
the command and processing nets perform the same activities, the set of transitions T will 
the same for both. 

The set of places changes in the command net case. Each type of machine is represented 
by one place. These places are connected to transitions that represent the activities per­
formed by the machine (represented by the place). Figure 3 shows a Petri net model of a 
command circuit for the positive sample (job) presented in figure 1. 
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3.3 Joining processing and command circuits 

A global model (that includes both processing and command nets) for a job is built using 

both models (processing and command models). It is an easy task because both models 

have the same transitions. The processing circuit model is the net NP = (Pp, T, Ip, Op) and 

the command circuit model is the net Nc = (Pc, T, Ic, Oc), then the global model is the net 
N = (Pp U Pc, T, Ip U Ic, Op U Oc). Figure 4 presents the global model for the job presented 
in figure 1. 

3.4 A model for all jobs 

In a system we usually have several concurrent jobs. For job Jk, we have the model Nk = 

(Pk, Tk, h, Ok)· Each job has its own model, but they can share machines, so the places 
of command circuits can be shared by different jobs. Formally it means that if Nk = 
(Pk, Tk> h, Ok) is a net modeling job k and Ni = (Pi, Tj, Ij, Oi) is a net modeling job j, then 

Pk n Pi f 0; Tk n Ti = 0; Ik n Ii = 0; Ok n Oi = 0. Places representing machines, that are 
shared by different jobs, are merged into a single place, and the models can be merged into 
one. Figure 5 shows how a family of jobs can be modeled. 

We remark that the final model is flexible. Since it allows us to model a family of jobs 

processed by shared machines, and, at the same time, jobs can be realized in different ways. 

3.5 Computing the process net minimum initial marking 

In this report we suppose the load balance problem solved, so we know, in the long term, 

the times each machine must be visited in relation to the remaining machines, i.e., we know. 

the routing ratio numbers r;, from which the visit ratio vector can be computed. 
Unfortunatelly, the resulting Petri Net model of a job is not easy to analyse. However, if 

we suppose that the resources are infinite, then we can consider that a job model is a state 
machine and the result on section 2.1.1 can be used, since the resources do not introduce 
any constraints. 

We have as input data the job specified as a State Machine; we also have the throughput 
and the proportion in which the different production paths must be executed. 

Our problem consists in finding the minimum number of tokens in the Petri net that 
allows to reach the desired throughput. From [Campos 90] we know that Little's law can be 

expressed as: 

Yj~b · Mo;ob / Throughputjob 2 Y1~b ·Pre· Diag[d]· Va (2) 

then we can compute the minimum initial marking, i.e., the work in process, from: 

1j~b · MoJob = IYT Pre· Diag[d]va · Throughputjobl 

3.6 Computing the minimum number of resources 

In the previous section we considered the resources infinite. The previous computation 
gives us the work in process, for the given throughput. Now it is necessary to compute the 
minimum number of resources. 
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Unfortunately, when we introduce the resource constraints, the job model, figure 4, is no 
longer a state machine. However, if we only see the work of a machine, the command subnet 
model is strongly connected state machine, so we can use the same procedure to compute 
the minimum marking, this can be done considering one or several jobs. 

The throughput for a machine Pc is guaranteed, without scheduling problems, if the sum 
of the resources needed for individual job is equal to the number of resources needed for 
doing simultaneously all the jobs, that is, 

I:;fYT(Pc) ·Pre· Diag[d]· Diag[Tjoo] Va · Throughputjobl 
job 

-fYT(Pc) ·Pre· Diag[d]· I:;vjob · Throughputjobl = 0 
job 

where Vk = I:job Vjob· A feasible schedule that satisfies the throughput constraints can be 
found if the available time is greater than the utilization time, that is, if 

(YT(pc) · Mo · I:;Throughputjobt1 2: YT(Pc) ·Pre· Diag[d]vk 
job 

otherwise there will be. With this considerations, the initial marking can be calculated. 

4 EXAMPLE 

Suppose that we need to design an FMS to manufacture the products given by the following 
positive sample. 

Job 1: (M1.a)(M2,b)(M3,c) and (M4,d)(M1,e)(Ms,f) 
Job 2: (Ms, g)(M7, h)(Ms, i) and (M4, j)(Mz, k)(Mg, l) 
The throughput must be [1/4 1/2], i.e., one product of type 1 must be manufactured 

every 4 time units and one product of type 2 must be manufactured every 2 time units. The 
operation times for the first job are: 

(M1, a) = 1; (M2, b)= 2; (M3, c) = 1; (M4, d)= 1; (M1, e) = 1; (Ms.!)= 2 
and for the second job: 

(M6, g)= 1; (M7, h)= 1; (M8 , i) = 1; (M4,j) = 1; (M2, k) = 1; (Mg, l) = 1 
In this case each job can be performed in two different ways. In both cases we will 

suppose that the load is equally balanced, i.e., all sequences must be performed once. Th~ 
model of the first job is shown in figure 4, in this case, the visit ratio vector is given by 
Va1 = [11/2 1/2 1/2 1/2 1/2 1/2] (where Va1 (1) = 1 and corresponds to ta1 ; va(2) corresponds 
to t(M,,a)i Va1(3) corresponds to t(M2 ,b) and so on). 

The minimum initial marking for the processing net for the first job is computed from: 

}j~1 • Mo = ryT Pre· Diag[d]vk · Throughputl 

so the work in process needed to satisfy the throughput is Yj~b, · Mo = 1. 
When we consider the command nets, the minimum number of manufacturing resources 

can be computed. In the case of the first job, one resource of each type is enough to fulfill 
throughput constraints. 
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ta tal 

Figure 5: Model of a system performing two jobs. 

The requirementes for the second A job can be calculated in a similar fashion. In this 
case we need two tokens to satify the throughput, that is, }j0~>J • M 0 = 2. And one token for 
each kind of machine. So the initial marking is: 

M0 = [1 0 0 0 0 0 2 0 0 0 0 0 1 1 1 1 1 1 1 1 W 
Now, both jobs are merged to get the final model. In this case, places representing same 

machines are merged. Figure 5 represents the final model. 
When we consider both jobs we obtain a similar marking. However, due to the coupling 

between jobs, we must be aware that this minimum marking might not be enough to satisfy 
the throuhgput, and it will depend of the desired scheduling. 

5 CONCLUSIONS 

This paper presents a methodology to model FMS. The FMS is modeled as processes to 
be done and as machines assigned to these processes. Since, in many cases a product can 
be done in several ways, we are using state machines to represent them. We also use state 
machines to represent the work done by each kind of manufacturing resource. The flexibility 
is retained by the representation. And allow us to calculate the minimum marking of the 
net, that is, the resources needed to fulfil the throughput. 
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Abstract 
This paper analises the problems and trends of the introduction of anthropocentric production 
systems (APS), specifically in small less industrialised member states of the European Union. 
The aim of this paper is to characterize APS and to present some special considerations related 
to the socioeconomic factors affecting the prospects and conditions for APS that is defmed as a 
system based on the utilization of skilled human resources and flexible technology adapted to 
the needs of flexible and participative organisation. Among socioeconomic factors, some critical 
aspects for the development of APS will be focused, namely technological infrastructure, 
management strategies, perceived impact of introduction of automated systems on the division 
of labour and organisational structure, educational and vocational training and social actors 
strategies towards industrial automation. This analysis is based on a sample of industrial firms, 
built up for qualitative analysis, and on case studies analysis that can be reference examples for 
further development of APS, and not just for economic policy purposes alone. 

We have also analysed the type of existing industrial relations, the union and employer 
strategies and some aspects of public policies towards the introduction of new technologies in 
the order to understand the extente to which there exists obstacles to and favorable conditions 
for the diffusion of anthropocentric systems. Finally some recomendations are presented to 
stress the trends for the implementation and development of anthropocentric production 
systems. 

Keywords 
Anthropocentric production systems, labour skills and qualifications, organisation, vocational 
training, automation, industrial relations. 

1 SOME OF THE KEY CHARACTERISTICS OF APS 

Many terms are employed to illustrate the central features of new production systems: one-of-a­
kind production, skill-based systems, flexible specialisation, customised quality-competitive 
production, human centred system and anthropocentric production system (APS). 
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Although, the use of the APS designation is recent, a lot of their principles and ideas may be 
considered both as a development and integration of models recommended by social science 
specialists since the fifties and practised by innovative firms since the seventies. 

APS can be defmed as a production system which improves skills, participation in the 
decision-making processes and the quality of working life. In this system new technologies are 
moulded to valorise specific human capacities and to meet the needs of organisational structures 
designed to increase the participation of people in decision-making and the control of 
production processes, thus leading to a better quality of working life. However, there is no 
universally accepted definition. For this reason we decided to mention some of the APS 
definitions. 
APS as a coherent set of technological and organisational innovations to improve productivity, 
quality and flexibility: "The production system that fits this condition is a computer-aided 
production system strongly based on skilled work and human decision-making combined with 
leading-edge technology. It can be called 'an anthropocentric production system." (Lehner, 
1992: VII). The essential components of these systems are: 

• flexible automation, supporting human work and decision-making 
• a decentralised organisation of work, with flat hierarchies and a strong delegation of power 

and responsibilities, especially at shop-floor level; 
• reduced division oflabour; 
• continuous, product -oriented up-skilling of people at work; 
• product-oriented integration within the broader production processes. 

Within this approach the combination of advanced technology and skilled work in a 
decentralised, product-oriented organisation leads to an intelligent manufacturing system able to 
support high quality and technological sophistication, rapid adjustment to change as well as 
diversification and the efficient use of resources (Lehner, 1992: IX). 

According to another approach, APS represents a step in the evolutionary process of the 
production systems. In this sense, a new paradigm of production systems is emerging (Piore 
and Sabel) which will gradually displace the old mass production system in sectors whose 
activity involves advanced technology. The Fordist-Tayloristic approach is becoming 
increasingly inadequate in view of present economic, social and cultural conditions. The ability 
to adapt the products to costumer requirements by increasing variety, quality and short delivery 
times, are becoming the most important competitive factors. APS is seen as a competitive tool 
for the modernisation of European industry. For supporters of APS, Europe with its tradition 
for small batch production is in a comparatively more favourable position to improve APS than 
the USA, with its highly Tayloristic-Fordistic traditions (Bradner). 

In this paper we consider APS to be synonymous with the concept of a human centred 
production system. APS is an alternative response but it is not "the one best way" to respond 
to the requirements of changing market conditions calling for flexibility, innovation, 
diversification, short delivery times and customisation. It is, however an adequate response to 
the new expectations and attitudes of people towards work. 

At present there are many solutions - both technical and organisational - for improving 
firms' competitiveness. This is a new trend, insofar as, for some time there would appear to 
have been a strong tendency for production systems to converge in most of the economic 
activities of industrialised or industrialising countries. The Taylorist-Fordist principles were felt 
to be universally applicable. However, we disagree with this approach which considers APS to 
be new universal model displacing the old Taylorist-Fordist model. From our standpoint APS 
is an alternative strategy and a question of choice rather than "the one best way" of ensuring the 
best performance. 

The technology-centred strategy is another choice for the improvement of highly automated 
production systems. There are underlying ideas, namely that economic superiority is based on 
technological sophistication in which competitiveness pressuposes hierarchical and centralised 
organisation. Technology is regarded as a mean of replacing people reduced to machine 
components in the automated system whose role is becoming more and more reduced through 
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higher automation, leading to increased replacement of human skills. There are many other 
possible strategies arising from different combination of the principles of two basic strategies 
we know as human-centred and technology-centred strategies. 

Table 1 Comparison of the technology-centred and human-centred approach 

Technology-centred Approach Human-centred Approach 
Introduction of new technologies with a view Introduction of new technologies as a 
to reducing human roles on the shop floor, complement to specific human capacities, 
and labour costs aimed at increasing funcional flexibility, 

quality of products and of working life 
Replacement of skills by technology, leading Improvement of the quality and stability of 
to an increase in the de-skilling and de- human resources at all levels for the improved 
motivation of shop floor employees. exploration of the potentials offered by new 

technologies 
Centralised technical solutions Decentralised technical solutions 
Rigid work practices based on principles such Flexible work practices based on principles 
a centralisation, vertical and horizontal such as decentralisation, multi-valence, 
separation of tasks and competence vertical and horizontal integration of tasks, 
specialisation participation and co-operation 
Rigid hierarchic and professional boundaries Supple boundaries 
Passive role at operational level: execution of New professionalism at operational level: 
simple tasks autonomy to perform different, complex 

tasks, capacity for problem solving, creativity 
and autonomy, at individual or group level 

Integration of units of firms by way of Integration of parts of firms by way of 
computer assisted centralisation of training, socialisation, communication-
information, decisions and control cooperation and information accessibility, 

participation in decision making and self-
control 

The human-centred approach is directed towards the development of a flexible and decentralised 
production system. Here the potentials of technology complement human skills and specific 
human abilities are valorised. 

In other words technology should not replace people, but rather improves their competence 
and decision making capacity. Flexibility is achieved using intuition, imagination, individual 
and collective know-how, existing skills and working methods enriched through new 
knowledge and methods. 

These specific human abilities related to the management of the unexpected, are based on 
information which cannot be formalised and on an understanding of complex and non­
structured situations. The job is designed according to socio-technical principles: the 
improvement of variety, identity, sense of fulfilment and autonomy at work. Their aims are: 

• the use of skills and abilities including tacit knowledge, 
• the creation of favourable conditions for development and learning, 
• the improvement of collaborative work. 

These principles involve the integration of conception and execution, intellectual and manual 
functions through work enrichment with discretion in selection of work methods (in low 
automated work areas) or by the integration of planning, programming, processing and 
maintenance tasks (in highly automated areas). 
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The work is structured in work groups with a high level of autonomy and self-control. The 
work group activity focuses on the main type of product, or on a small group of related 
products. The group tasks include planning and allocation of work: loading, setting, unloading 
the machines; programming, maintenance, quality and performance control. Various skills are 
required and job rotation among group members is used. At factory level the basic principles 
are: 

• de-centralisation of the company, to form autonomous production units, 
• collaborative relationship between departments, 
• strong communication links between the groups, including informal and personal 

communication, 
• co-operative relationship between specialists (engineers, technician) and operators 

(workers). 

The technological dimension is developed by taking account of a desired decentralised 
organisational structure, requirements linked to team work, people's needs and motivations 
rather than ergonomic criteria alone. Technology should make the best use of human beings by 
developping tools to support skills and competence, should allow group work by grouping 
machines and software to support planning, control and scheduling activities as a group 
responsibility, and should support group autonomy by decentralised information, 
communication and transport systems. 

The anthropocentric approach may be exemplified by ESPRIT-CIM projects 1199 (Human 
Centred CIM) and 534 (Development of a Flexible Automated Assembly Cell and Associated 
Human Factor Study), 6896 (CONSENS-Concurrent/Simultaneous Engineering System) and 
8162 (QUALIT-Quality Assessment of Living with Information Technology) and ESPRIT 
2338 (Integrated Manufacturing Planning and Control System, oriented to develop a 
decentralised system architecture with emphasis on shop-floor scheduling). These projects have 
been multi-disciplinary projects covering the technical, psychological and organisational 
aspects, with the co-operation between engineers and specialists from different social sciences. 
They recognise that "the joint optimisation of human and technical criteria is a pre-requisite to 
the development and successful implementation of technology" (Kidd, 1988, 297-302). Their 
aim is to improve economic results, as well as the quality of working life. 

The development of an anthropocentric productive system, in accordance with human­
centred principles, may be undertaken by implementing all principles in a complete system, 
using all the abovementioned elements, or by the introduction of some changes. The first case 
involves the shaping of new plants, whilst the second case requires modifications in accordance 
with APS principles. Such alterations may consist of the formation of working groups and/or 
"production islands", task re-organisation for their enrichment and de-centralisation methods. 

Models and methods are necessary to analyse and design integrated socio-technical systems 
and evaluate the relationship between people-organisation-technology, based on 
interdisciplinary work and co-operation among technologists and social scientists. This 
interdisciplinary approach enables one to take into consideration the organisational structure 
chosen, users' needs and motivations in the development of production systems (Kidd, 1992 
37). 

2 ADVANTAGES OFAPS 

In a humanistic approach the promotion of APS is always desirable. However, we may well 
ask: is APS at present feasible in the context of the competitive imperatives of economic life? 

The experiences reported in many studies show that the APS is not only a desirable model 
from a humanistic perspective, but can also lead to increased productivity, improved quality 
and greater effectiveness. 

Market conditions have become unstable, very differentiated and extremely dynamic. 
Advanced technologies offer new opportunities, such as higher technical flexibility, a greater 
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degree of quality and precision and the integration of different areas of activity. At the same 
time, people with a higher level of education and professional training expect jobs with enriched 
content besides participation possibilities in the decision-making processes. In this context the 
APS provides psychological, social and economic benefits. There are many case studies 
elaborated within the FAST Framework Programme that demonstrate the advantages of APS 
(LEHNER, 1992, 47). For example one German experience shows the following results: 

Wests rate 

Indirect labour 

Throughput time 

Tied up capital 

Costs 

Energy costs 

Total space 

Prodlction space 

Cost of plant 

Turnover per capita. 
r-T-~~,-~-r~-r-

·0,9 ·0,7 ·0,5 ·0,3 ·0,1 0,1 0,3 

Figure 1 Performance and anthropocentric production systems (Kidd, 1992, 47). 

Some examples of Flexible Manufacturing Systems show the economic advantages of the 
application of APS principles: 

Table 2 
Reduction Freudenberg Sealectro Felten & G. Volvo Lukas 

in% (D) (GB) (D) (S) (GB) 
case No.6 case No. 11 case No. 19 case No. 23 case No. 26 

lead times 80 50 50 80 55 
stock 15 45 50 50 50 
production no data 75 lO 25 no data 
costs available available 
Source. Brandt, 1991, 40. 

Among the technical and economic benefits one may consider the following: 

a) improved quality (less rejects and flaws) 
b) increased responsiveness, 
c) shorter throughput times, 
d) lower indirect costs, 
e) easier planning and control of production processes, 
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f) simplified material flows, 
g) smaller production areas 
h) swifter response to quantitative and qualitative changes in demand, 
i) less breakdowns, 
j) increased capacity for innovation and continuos improvement 

Among the social-human benefits one may consider: 

a) the increasing quality of working life, 
b) higher job satisfaction through meaningful rewarding tasks, 
c) higher degree of motivation and involvement, 
d) greater personal flexibility and adaptation, 
e) improved ability, creativity and skills of shop floor personnel, 
f) enriched direct interpersonal communication and social relations, 
g) increased collective and co-operative spirit, 
h) greater capacity for collective learning of new practices. 

We can thus conclude that within a flexible economy, APS may be regarded as a strategic 
answer to new economic requirements. Today, competitive advantages are gained from factors 
related to quality, flexibility, creativity and innovation. 

The excellent results obtained by Japanese firms stem from organisational and human 

resource related factors*. According to Jaikumar's comparative study on FMS in the US and 
Japan metal sector, Japanese firms make better use of information-intensive technology than the 
US. firms. "With few exceptions, the flexible manufacturing systems installed in the US show 
an astonishing lack of flexibility. In many cases, they perform worse than the conventional 
technology they replace. The technology itself is not to blame; it is management that makes the 
difference. Compared with Japanese systems, those in US plants produce an order-of­
magnitude less variety of parts" (Jaikumar, 1986, 69). The US firms use FMS for the high­
volume production of a few parts, whereas the Japanese firms use it for high-variety production 
of many parts at lower per unit costs. 

Table 3 Comparison of Japanese FMS studies in US. and Japan 

Results us. Japan 

System development time (years) 2,5 to 3 1,25 to 1,75 
Number of machinesper system 7 6 
Types of parts produced per system 10 93 
Annual volume per part 1727 258 
Number of parts produced per day 88 120 
Number of new parts introduced per 1 22 
year 
Utilisation rate (two shifts) 52% 84% 

Average metal-cutting time per day 8.3 20.2 
(hours) 
Source: Jaikumar, 1986, 70. 

Altough the productive systems developed in Japan are in some key areas similar to anthropocentric system, as we shall mention later, in view 

of their specific features, they are regarded as "lean production". 
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The performance disparity was mainly due to differences concerning the workforce's level of 
skill and type of work organisation. In US firms, management mastered the production system 
on the principles of scientific management. Here skilled blue-collar machinists were replaced by 
trained operators whose tasks were specified by management. The operators did not have the 
discretion to change procedures. In Japanese firms, highly skilled people with multi-functional 
responsibilities work in small teams. Operators on the shop floor can introduce programming 
changes and are responsible for writing new programs. 

In the "lean production" model the emphasis is on the relations between the firm and 
suppliers and customers. In the APS model the emphasis is above all on internal competence 
and the achievement of functional flexibility, qualified versatile people. In the "lean production" 
model, technology is accepted piecemeal whereas, in the APS model, technology is specifically 
adapted to peoples and organisational needs. The so-called Japanese "lean production" model is 
in some aspects similar to that of APS, differences do though exist: 

Table 4 Comparison of APS and "lean production" 

Characteristics Lean Production APS 
Aims Increasing productivity, Same 

industrial modernisation, 
based on human resources 
and organisation 

Qualifications Training Education/training 
Technology No need for a specific Technology should be 

technology specifically adapted 
Organisational Organisation of business , Organisation of plant and 
principles plant and shop floor shop floor 
Organisation Work in groups, integration Same 

of groups, complex tasks, 
responsibility at execution 
level, collaboration between 
different departments 

Volume of Volume of production close Small batch production in 
production to large batch production small series close to 

prototype production and 
large series production 

Industrial sectors Automobile Mechanical engineering and 
related industries 

Professional Leadership Participation 
relations 
Source. Wobbe, 1992,49. 

The advantages of APS systems are evident though this model cannot be universally applied. 
Many factors must be taken into account, such as the type of production, firm size, type of 
organisation, power relationships, management practices with regard to human resources, 
existing skills and social competence, etc. 

The APS model may be particularly appropriate when the level of product variety is high, 
and the level of quantity is low (prototype and small batch production), and/or when high 
standards of development and social needs are called for. 

The diffusion of APS can lead to an increasing level of quality of working life of people who 
have jobs. But it is necessary to have awareness about the limited effect of APS in the quality of 
life in society as a whole. The APS promotion does not solve the unemployment and precarious 
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job problems. The diffusion of APS can co-exist with the increase of unemployment and with 
the precarious jobs. 

3 CONCLUSIONS 

Diffusion of APS at European level requires changes in existing research programs. There 
should be a greater emphasis on the human and organisational factors rather than on technical 
considerations. Education and training programms should be reoriented towards human-centred 
strategy. 

The human-centred orientation for industrial modernisation can also be adopted in a less 
industrialised country, like Portugal. The APS is not a new specific model for advanced 
European countries only. This orientation can be particularly recommended in sectors and firms 
with no Tayloristic traditions. Whilst, in a Taylorised sectors and firms many obstacles must be 
overcome. 

Therefore is we feel it is imperative to prepare an industrial strategy within a development 
plan to serve as a point of reference for economic agents' decisions and specific policies 
(namely for scientific & technologic, employment or vocational training policies) in orther to 
make these policies coherent. A strategy designed to raise the technological level of Portuguese 
industry must take into account the following: 

a) modernisation of traditional industries, to ensure they remain competitive and become 
coherent on the strenght of quality requirements and flexible specialisation; 

b) increase in technological level through more advanced technology transfers (and not just the 
more mature ones offering less risk factors), not forgetting the development of endogenous 
growth capability and the increase in the assimilation capability of more advanced 
technology, and specially of APS; 

c) participation in co-operation at EU level (Information Technologies, EUREKA, Production 
Technologies, Telematics, etc.), in the development of new technical systems for the creation 
of new growth centres leading to reduced Portuguese dependency on equipment, foodstuff 
and energy sectors; 

d) experimentations supported by Public Programmes to promote APS in mixed capital 
enterprises; 

e) training programs for and dissemination of publications (books, booklets, videos, reports) 
among the social partners on APSt themes; 

f) training programmes for all who are involved in the labour world, must include the human 
and social issues of production. 

On the other hand, in view of the absence of a coherent financial policy supportive of research 
(which restricts the role of R&D government agencies), the more active groups in this area of 
flexible automated production. Should also to take part in European projects, where the 
Portuguese companies participation have been weak. It is therefore necessary to raise the level 
of R&D to match APS technological requirements through local development efforts. If such 
efforts are not combined with some commercial strategy, there is a risk of poor results. 

State administration must show determination in supporting laws designed to establish a 
basic framework of participation and co-operation between entrepreneurs and the work force, 
promote programs to facilitate technical refrecher and training, and also to relocate workers 
affected by technological advances. In the same way, experimental programmes should be 
introduced to innovate management techniques in mixed capital enterprises. Company managers 
and union leader feel it is indispensable to define a development plan at national level. 

Finally, there is an urgent need to carry out empirical research on the socio-economic 
consequences of Tayloristic-technocentric systems (hidden costs of absenteeism, lack of 
quality, etc.), and to discover new organisational forms; specially those derived from or which 
facilitate implementation of anthropocentric automated production systems. Essentially, this 
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implementation requires the knowledge of the socio-cultural reality of the industrial 
environment. The lack of innovative experimentations, also explains why new forms of work 
organisation are poorly known besides the fact that motivation and the human factor have not 
received the attention they deserve. 
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Abstract 
In the early days of automation the engineer designed the task to be automated in a manner 
where technical solutions were available. The rest of the work had to be done by the operator. 
These technically oriented systems failed because they were not flexible and the human had no 
possibilities to intervene or override the programmed process. In this paper a method for the de­
sign of automated, sociotechnical work systems is presented. It is based on a concept of com­
plementary allocation of functions between human operators and machines. The method was 
used to design a robot system for automated charging of a press brake within a computer inte­
grated sheet metal forming cell. This leads to extended requirements of the technology that are 
briefly presented. 

Keywords 
balanced automation, complementary function allocation, flexible press brake automation 

1 INTRODUCTION 

In former times it was tried to increase the flexibility in manufacturing by full automation and 
computer integration of the production lines. Therefore computer aided design systems (CAD), 
computer aided planning systems (CAP) and numerical controlled machines (CAM) were used 
and coupled together by data networks. The problem of such fixed planned production models 
are that uncertainties, failures and disturbances which occur daily in every factory cannot be 
handled automatically. These tasks are left to the operator. The result of this automation concept 
is a so called "CIM-ruin" (CIM- Computer Integrated Manufacturing), where expensive instal­
lations do not work because of small errors. New approaches suggest that only with the simul­
taneous planning of human resources, technology and organization economic automation is 
possible. This judgement yields to concepts like the "fractal company" (Warnecke, 1993) and 
the "MTO- Man Technology Organization- approach" (Ulich, 1993). In this paper we describe 
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an approach to automating a flexible bending cell according to the global concept of "MTO". 
Bending with press brakes is a very flexible manufacturing technology. Multiformed parts 

can be produced with one press brake and some fixed installed standard tools. In fact, sheet met­
al bending with press brakes is predestined for low batch sizes. Combined with appropriate au­
tomation bended sheet parts become an economic alternative to welded, casted or cutted parts. 

Human work at non automated press brakes consists of several tasks: the definition of the 
bending sequence from workshop drawings, choice and installation of tools, programming the 
press brake and workpiece handling at the press brake. Nowadays, automation at the planning 
level is already available - for example CAP-systems that generate bending sequences from a 
CAD model (e.g. Reissner & Ehrismann, 1990). Nevertheless, the computer assisted work at 
press brakes is only semi-automated because the manual feeding of sheets in the press brake is 
still necessary. 

There are already some research projects as well as industrial applications working on auto­
mating the charging of press brakes with robots (Uhrhan, 1994 ). The industrial applications are 
normaly used for high batch sizes. With decreasing batch sizes and more complex final part 
shape, advanced robot features like sensor guidance and sensor supported programming are 
needed. Also interaction of an operator with tasks and decisions must be possible for optimiza­
tion and to keep the system running. 

The planning and valuation of our production system was carried out by a method which is 
based on a complementary design of sociotechnical systems named KOMPASS (Weik, Grote 
& ZOlch, 1994; Grote, Weik, Wafler & Zolch, in press). The method helps to define which func­
tions should be automated and how they should be automated. 

2 FUNCTION ALLOCATION-
BASIC TOPIC IN REALIZING BALANCED AUTOMATION 

Nowadays it seems to be widly accepted, " ... that automated systems still are man-machine sys­
tems, for which both technical and human factors are important..." (Bainbridge, 1983, 129). 
That is why in the course of every system design process - especially in those which are con­
cerned with the introduction of automated manufacturing technology - sooner or later the ques­
tion will arise how functions between operator and machine should be allocated. 

Despite the omnipresence of that very central, work psychological and technical question 
(generally) design methods are only available on a theoretical level but are difficult to apply in 
practice. What different authors consistently plead for is that " ... the correct process for balanc­
ing human and machine actions should become an institutionalized part of system design" 
(Bastl et al., 1991, 19). Very often the technical system is developed first or even exists already. 
The social system just gets adapted to it, which means that psychological and also organization­
al aspects which cannot be systematized in the same way are usually not given due regard or 
even are not taken into consideration at all. 

30 years ago Jordan (1963) pointed out already, that for really do justice to human features 
in a work system one should turn to a complementary view of the relationship between human 
and machine. Such a view accommodates that the capabilities of human and machine differ also 
in a qualitative manner, meaning they cannot replace but only complement each other. 

In the following sections we intend to show, how this concept of complement - which is cited 
quite often but still is rather poorly operationalized - might be applied in practice. 
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2.1 The instrument KOMPASS (complementary analysis and design of 
production tasks in sociotechnical systems) 
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KOMP ASS wants to provide industrial practitioners (e.g. planners, engineers, production man­
agers, human factors specialists), who are concerned with the development and adaptation of 
automated production processes. Special attention is paid to the allocation of functions between 
operator and machine (Grote, 1994; Weik et al., 1994). The project has two main objectives: 

( 1) Definition, operationalization, and validation of an integrated set of evaluation criteria sup­
port complementary system design. 

(2) Development of a heuristic which helps multidisciplinary design teams to find and evaluate 
different kinds of allocation scenarios in a participating manner. Initiation of a learning 
process which leeds to complementary system design. 

Criteria for complementary system design (objective 1) have to cover the three domains: human 
resources, technology, and organization as demanded by the MTO-approach. Design guidelines 
which cover the organizational aspect are nowadays widely developed (cf. Ulich, 1994). They 
demand independent organizational units, interdependent tasks within the organizational unit 
and the unity of product and organization. Criteria for the analysis, evaluation, and design of 
humane working conditions have been described in detail by the psychological action regulation 
and activity theories (e.g. Hacker, 1986; Ulich, 1994). Requirements for humane tasks are, for 
instance: Completeness, planning and decision making requirements, variety of demands, co­
operation requirements, learning possibilities and autonomy. 

As far as the technological aspect is concerned, the design of human-machine systems is 
very often reduced to the design of optimal (i.e. user friendly) interfaces. KOMPASS concen­
trate more on the question of how to allocate the actual contents of complete working tasks to 
either human, machine or both (Ulich et al. 1991 ). Therefore one of the objectives is to develop 
criteria which enable a design team to evaluate whether an already existing or planned human­
machine system complies with the demands of complementary design. The second objective of 
KOMPASS is the development of a design heuristic which enables design teams to integrate 
work psychological findings - such as complementary function allocation - into their activities. 

2.2 Stepwise description of the design process 

A first version of the KOMP ASS design heuristic was used to structure the design process of an 
automated sheet bending press. The design team comprised two computer scientists, one engi­
neer and two work psychologists. Five steps were worked through in rather an iterative than a 
sequential process! 

Step 1: Definition of the primary function and the subfunctions of the planned work system 
Step 2: Participatory development of a shared evaluation concept to differentiate between suc-

cessful and unsuccessful system design 
Step 3: Identification of the potential contributions of human operator, technological system 

and organizational conditions to a successful system performance 
Step 4: Discussion and definition of design objectives for each subfunction, focusing on select­

ed evaluation criteria 
Step 5: Definition of allocation scenarios for each subfunction 
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In the first step the primary function and the subfunctions of the planned work system have to 
be defined. The work system 'sheet metal bending cell' consists of technical components and 
human operators. Therefore the fulfilment of the operative system function 'sheet metal form­
ing' depends on the quality of the joint performance of operator and technology. The definitions 
of the operative function and the subfunctions of the work system are to be made on the system 
level, i.e. without allocating functions to either human or machine at this early stage of the de­
sign process. The functions defined for the automated sheet bending cell are presented in Table 
1, column I. 

In the second step the design team is asked to charaterize how the planned system should per­
form. For that purpose the team members should jointly develop and define criteria that allow 
them to measure the system performance and to compare different scenarios of the planned sys­
tem. Criteria that have been defined are for instance: profitability/productivity (effectiveness: 
e.g. quality of process result, efficiency: e.g. quality of process), flexibility/adaptability (fast 
and easy change of jobs, fast and easy tool setting), reliability/availability, acceptance by oper­
ators and usability (easy handling and maintenance). 

In step 3 it is discussed which specific contributions to a successful performance of the 
planned system are provided by the human operator, the technical system and the organizational 
conditions. The purpose of this step is to direct the attention of the team members towards the 
qualitatively different influences of human operators, technology and organization to the per­
formance of the work system. 

In step 4 it is now to define design objectives for the functions (cf. step1). Based on assump­
tions about which criteria are the most critical in any design process (Grote, 1994), some of the 
criteria developed by the research project KOMP ASS are selected for further discussion. These 
are in our case planning and decision-making requirements, transparency, decision authority, 
and completeness of tasks. The results of this discussion are summarized in Table 1, columns 
2-5. It follows a brief description of the criteria: 

The criterion planning and decision~making requirements is used to identify those subfunc­
tions with a high potential for planning and decision making. Based on this potential, it should 
be discussed what consequences it might have for human efficiency if this planning and deci­
sion making is not delegated to the operator, but to the technical system or the organization. 

Transparency: It has to be discussed how the technical components of the human-machine 
system have to be designed to enable the operator to understand (cognitive level) what happens 
"in" the machine he is working with. Additionally it has to be clarified whether the future oper­
ator will get the technical opportunity to develop tacit knowledge. 

Automation potential and decision authority: In a first step the design team has to mark all 
those subfunctions whose automation is (at least partly) technically feasible or where a technical 
support of any kind is possible. In a second step it has to be discussed how the decision authority 
within these functions should be allocated between human operator and machine. 

Completeness of tasks: Each subfunction should be marked, according to it's preparing, plan­
ning, executing, controlling and/or maintenance elements. In order to create meaningful and in­
trinsic motivating working tasks, the future operator should be confronted with a task, that 
contains all those elements. 

In the final step 5 a first variant of an allocation scenario has to be developed. For each sub­
function it has to be defined which parts of the function are allocated to the operator, the ma­
chine or both of them. If other persons or organizational units are involved their part has also to 
be described. The variant developed by our design team is presented in Table l, columns 6- 8. 
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3 TECHNICAL REQUIREMENTS OF THE ROBOT SYSTEM 

To realize the automation solution as described in Table 1, the technical system must be de­
signed in an appropriate manner. Therefore we designed a robot system including a program­
ming and interaction environment, a special manipulator and a highly integrated sensor gripper. 

The user-interface: interaction and programming 
To fulfil the requirements of transparency and decision authority machines and particular the 
machine controllers must be designed in a way that data access and interaction in tasks and de­
cisions are supported. Therefore a control system was developed which supports efficient robot 
programming and interaction at four different levels (Uhrhan & Roshardt, 1994). 

The system programming level is highly specific to the robot and is to be used by the robot 
engineer at development time. 

The motion level is the basis for the definition of more application oriented commands. Mo­
tions consist of a geometrical and eventually kinematic description of a path to be moved. This 
level is used to program on-line new robot motions or tune and edit those automatically gener­
ated by a CAP-system. The generated paths are presented in a graphical way, see Figure 1. The 
point and click interface with drag and drop operations is running on a pen computer with a joy­
stick. This allows the operator to move around in the bending cell and to look at the point of 
interest while programming in an intuitive way. 

At the process level the system is programmed in a macro like language with application ori­
ented high level commands. It uses the same graphical user interface as the motion program­
ming but the level of abstraction is higher. The modular units can be composed into complex 
tasks. The parameters of the macros may be given from a previous planning level, by teach-in, 
by the description of sensor values in the goal position or by manual editing at the product level. 

At the product level programming is done by describing the product in an appropriate man­
ner. In our case by describing the flat sheet size and the bending sequence for manufacturing the 
sheet part. Robot programming is carried out automatically with this data and the result can be 
simulated graphically. 

Path.Panel [ Cloo! I[ Store ] 

Motion Editor (Interface for ON-LINE 

Robot progr.~mmingl 

[~ Motion J I E~ms~. I Editor commands 

I Open ]I AIIMoves.Xlib I I Show Elem< J I croue I 
I On~roup I 

Room.Xlib I_ Close II CopyPath II Store 

I moving around obstacles I 
I l1ne II Line II line II PTP I 0 1 3 4 

Current move I Copy I 
rune IFJisplinel~e flcircle]l I Move I 

I Delete I 

tn~rt ~ IGotoll 'II PI I change move I I'<> Run STOP 
loc I chanse name J 

Velocity [J] I U II II II II I door I 

L Spline IJ,nl I I group (2) II line I' Spline l2,nl I 
t• 5 II 22 19 .1• 6 I 

[ line II CircleiO, 11 I Circle 11,11 Circle3 12,21 I 
7 IJ• 9 11• 10 It• 11 I 

f 
line 

II 
group (4) 

II 
PTP I 12 16 17 

Figure 1 User interface of the motion level programming. 
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Figure 2 Simulation of the automated press brake. 

The manipulator and sensor gripper 
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As we had established, automated workpiece handling should be aimed at with the constraint 

that also manual charging of the press brake should be possible. To support this we designed a 

robot structure consisting of a gantry robot with two prismatic and four revolute joints (Figure 

2). This configuration enables manual sheet handling without any restriction and it reduces the 

dangerous area in front of the automated press brake. 
To guarantee reliable execution of the sheet handling we developed a sensor gripper which 

perceives the deviations and interactions with the environment. The sensor information is also 

used to support manual robot programming. For teaching the robot needs only to be moved in 

the neighbourhood of the destination. The final location is found sensor guided. 

4 CONCLUSION 

KOMPASS is a heuristic for the design of automated, sociotechnical work systems. It is based 

on a concept of complementary allocation of functions between human operators and machines. 

The concept's main assumptions enclose the notion that humans and machines can not replace 

but complete or support each other. Thus the allocation of function must ensure that the human's 

working task provides him with possibilities to improve and bring in his tacit knowledge. There­

fore his task has to be prospectively analysed and assessed according to it's potential planning 

and decision-making requirements, it's transparency, it's decision authority and it's complete­

ness. The bending cell presented in this paper has been analysed according to the KOMPASS 

heuristic. Analysing the tasks in advance allows to design the technology in a way to fulfil the 

needs of flexible function allocation. The main spots in realizing our system for press brake au­

tomation are the design of a manipulator, the integration of sensors, the user interface and the 

programming environment and concept. 
The project is part of the "ZIP- Zentrum fiir integrierte Produktionssysteme" (Centre for In­

tegrated Production Systems), which is composed of several institutes of the ETH. The con­

struction of the forming cell is carried out in cooperation with the Institute for Forming 

Technology of the ETH. The aspects belonging the operators work are analysed together with 

the Work and Organisational Psychology Unit. 
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AI for manufacturing: Some practical 
experience 
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Abstract 
The paper gathers authors' experience with industrial applications of AI methods. Many tasks 
from the area of manufacturing motivate investigations in AI and vice versa. Two particular 
examples of software systems for computer support for manufacturing in small and medium 
sized enterprises are discussed. The first series of systems is introduced, and the problem of 
constrained sequencing of operations is discussed based on the classical problem solving 
theory. The other example involves operative planning as a discrete optimization task. An 
attempt to solve this problem using genetic algorithms is introduced and some experimental 
results are provided. The conclusions summarize authors' observations on AI methods in the 
design of software for manufacturing. 

Keywords 
CIM, artificial intelligence, computer-aided production planning 

INTRODUCTION 

Besides of the individual AI methods and techniques (like state-space search, knowledge 
representation, uncertainty processing) which are rarely directly applicable in manufacturing, 
the AI has brought a new philosophy of software development, integration and reusability. 
This philosophy may be even more important outcome of AI than the individual techniques. 

We would like to demonstrate in this paper that the individual AI methods and techniques 
proved to be also useful and applicable in solving routine industrial tasks. But these methods 
are usually too general to be directly applied. Their application requires a detailed analysis of 
the task, followed by an ad hoc design and development of the software in which modified AI 
techniques and their appropriate combinations are involved in a natural way. 
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Two examples of larger software systems for manufacturing are briefly presented in this 
paper with the goal to summarize some experience concerning the industrial AI applications 
and to show their impacts on SMEs. 

2 EXAMPLE 1: CAPP SYSTEM TEPRO 

The Computer Aided Production Planning (CAPP) systems bridge the gap between CAD and 
the workshop production needs. These systems are used to transform product definition data 
which have been generated by CAD into data necessary for the production process. This 
transformation has to consider many physical constraints given by the manufacturing 
environment (Bray, 1988). For example: to manufacture a certain part, a sequence of 
production steps (operations) on various machines has to be done. 

2.1 Manual versus CA planning 

In a classical manufacturing environment the process planner (a person) makes the plan 'by 
hand' using various tables, having in mind all manufacturing facilities in the particular factory. 
By tradition. the planner normally makes use of a set of predefined forms with various items 
about material, working site to be used, textual description of the operations, tools, etc. 

A detailed analysis of requirements on CAPP systems has been done in several Czech 
companies. All these companies were interested in CAPP systems for supporting mainly the 
logistic problems of the production planning. To illustrate the problem, consider the 
manufacturing of simple mechanical components. Each of them is produced in a series of 
operations. Here the 'operation' is considered as any processing done at one working site 
(machine, workcell), no matter how complicated the processing is. 

Various working sites in the workshop differ substantially in their versatility and processing 
attributes. To choose particular machine, many properties have to be taken into account. These 
include: capability of the machine to provide the particular type of operations, their effectivity 
and accuracy, capability to process the given material at the current size, etc. 

Moreover. particular machines are not involved in the manufacturing process as isolated 
units. Since the given product usually cannot be finished on one machine it is often necessary 
to think about the possibilities of in-process transport which is very often accomplished by 
making use of in-process buffering stores. 

When a machine finishes its operation the product (or a batch of products) is forwarded into 
the corresponding store. Thus the next operation on the same product can be carried out only 
on a machine that is accessible from that store. Although the in-process transport system may 
be organized in another way, it should always be considered as a restriction for the sequence 
of operations. A graph structure can be used to model the transport system. Nodes of this 
graph represent single workplaces and the edges play the role of transport connections. This 
graph is not a complete one thus imposing non-relaxable constraints on the workplace 
sequence. 

The planner is expected to create the plan using the product drawing (or the outputs of a 
CAD system) and having a general idea on the ordering of necessary operations. The user has 
to make many decisions during the detailed process plan creation. There are also many routine 
calculations so that the process plan be full and correct. Many data from various tables and 
standards have to be filled in corresponding form items. 



AI for numufacturing 153 

The analysis lead to the following conclusion agreed with the customers. The CAPP 
systems are expected to deliver production plans similar to those prepared manually. This 
suggested to design the CAPP systems as interactive knowledge-based screen editors of 
predefined forms. Creating a new production plan can be considered as editing of a 
dynamically concatenated series of empty forms. Each form is displayed and edited on the 
terminal screen. 

The editor offers and accepts only those user's actions that are in concordance with the 
knowledge base of the CAPP system. This mechanism of the constraint-directed planning 
keeps the user within the constraints preserving his/her freedom in decision making. The 
editor interprets the user's decisions and transfers all of the relevant data from the 
corresponding data base to the production plan form. 

2.2 State space approach 

From the viewpoint of AI, the task of computer-aided planning may be considered as a 
planning with constraints in a large state space. The state space reflects possible sequences of 
operations performed on machines existing in the given manufacturing environment. The 
process plan forms a trajectory in this space. The knowledge on the manufacturing 
environment (describing. e.g., capabilities of machines, in-process transport restrictions, etc.) 
can reduce dramatically the problem solving process in a very large state space. 

Let us illustrate the situation of building a linear plan by an example of choosing a suitable 
workplace (machine). This is one of the most complicated points of the process plan design. 
The machine has to be capable to carry out the desired operation on given material while 
current dimensions of the semi-product have to be taken into account, too. Moreover the 
workplace has to be accessible from that one where previous operation has taken place due to 
in-process transport system. When all these restrictions are put together, they reduce the set of 
admissible machines to several ones from original high number of workplaces. 

A family ofCAPP systems, called TEPRO, developed at the Czech Technical University in 
the last decade is a group of knowledge-based decision-support systems for complex and 
flexible manufacturing environments. In these systems, the human operator plays the role of a 
supervisor. At the beginning of the work, the operator presents the material and a rough 
sequence of basic (macro-)operations (like cutting, drilling, punching, turning) by use of a set 
of menus. Next the rough sequence is being refined by assigning the operations to suitable 
working sites based on predefined textual descriptions of the operations. Now the system 
offers only acceptable alternatives for each operation by making use of all available 
inforn1ation. 

The system considers especially machine capabilities, transport flow constraints, material 
restrictions. dimensional limits, precision requirements, and the machine load statistics. All 
these components are used to generate a sorted list of admissible working sites on each step of 
the planning. The user makes the final choice among those alternatives or recommends to 
consider several of them. 

To reuse the results, the authors have decided to find a formal model of the task which is 
described in (LaZallsky, 1995) in more detail. 

The AI-based philosophy of the CAPP systems issues from the consideration that the 
desired sequence of technological operations can be considered as a trajectory in a state space. 
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The idea of the state-space search controlled by knowledge seems to be a good solution. But 
the problem and its formalization is not simple. 

Two different, but tightly linked, dual state spaces have been designed for this purpose. 
• State space F1 of physical manufacturin!{ of real (.~emi-)product (the states represent the 

current states s, of the semi-product. the transitions o1 correspond to manufacturing 
operations); 

• State space F2 of the semi-product transport (this can be described by the topological graph 
of transport paths with nodes representin·g individual workplaces W; and transitions ti 
corresponding to transport links.) 

The production planning may be described in the following way. At the very beginning, the 
user has a rough idea about the first operation to be performed. Thus, the choice of the first 
operation (o 1 in F1) is made. All the acceptable transitions are immediately projected to F2, 

with the restrictions being considered. The user chooses among these acceptable transitions. 
Thus both the workplace w 1 and the connection path (in-process store) are determined. 
Whenever the user chooses the operation o2• all possible transitions in F2 are immediately 
displayed and offered for selection. The user stepwise chooses one of them until the final state 
s" is reached. 

Each step in one state-space is followed by one step in the other space. 
The problem-dependent knowledge substantially restricts the acceptable transitions in F2: it 

deals with knowledge on transport paths, manufacturability of the material and/or semi­
product restrictions given by dimensions etc. Thus, the state space search in F2 is dramatically 
reduced to one or small numbers of alternatives at each of the steps. 

It is quite understandable that the formalization of the state space approach by the two dual 
spaces is rather complicated. The state space F2 describes the topological graph, but the fact 
that this graph is reduced in each step by imposing knowledge on it justifies the state-space 
formalization. Moreover, the restrictions put on the planning process cannot be expressed 
efficiently in the natural state-space of real manufacturing. 

Alternatives in plans and replanning 
A very important possible extension of the methodology described above includes alternatives 
in the plan. In the case the alternative machines are considered, a set W; = {w;} of mutually 
interchangable workplaces is handled instead of w, in both the state spaces. The possibility to 
derive alternative plans is very important in the phase of creating the schedules. When a cost is 
assigned to each of the alternatives, it may be used during the execution planning (scheduling) 
for the estimation of schedule goodness. 

New plans may be derived from already existing and verified plans. This is a very 
important way of fast and efficient creating of new plans. There are three types of actions 
which could be performed by the user. It is possible 
• to change some parameters of an already existing operation. 
• to delete an operation, 
• to insert a new operation, 
After each change in the current plan, it is necessary to check the global correctness of the new 
plan. i.e. to test 
• whether all preconditions of the inserted or changed operation are satisfied, as well as, 
• whether the operations subsequent to the deleted, inserted or changed operation are 

executable. 
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Such a checking is a specific replanning task - it can be considered as an analogy to the truth­
maintenance (Sundermeyer, 1991) in a wider sense. It is solved by the simplest and the most 
efficient way: After each change of a plan, the global checking procedure may be applied to 
the new, derived plan. This procedure tries to pass successfully through both the state-spaces 
F1• F2 starting from the initial states quite automatically (without any interaction with the 
user). If some preconditions or restrictions are not satisfied, the procedure stops its activity and 
informs the user immediately. The plans which were not successfully proved by the checking 
procedure are prevented from being handled as correct plans (i.e. stored in the list of correct 
plans. etc.). 

2.3 Implementation of TEPRO systems 

A family of the knowledge-based CAPP systems TEPRO is based on the philosophy described 
above. The systems have been used in different factories in the Czech Republic. 

The TEPRO system is supported by an information base which is split into two parts: data 
and knowledge. All the necessary facts and the available knowledge is used for decision 
making support. The data part of the information base consists of the manufacturing data 
relevant to the scope of the production type. The knowledge expresses the restrictions 
resulting from particular workshop or factory organization and facilities and corresponds to 
knowledge of a highly skilled process planner. Moreover the knowledge also describes how to 
manipulate the data. 

The TEPRO-systems have been developed for various computer architectures and for 
diverse manufacturing environments. As a matter of fact, they are bound together mainly by 
the common AI planning philosophy. 

The first implementation of the TEPRO system was developed for a flexible manufacturing 
system with about 50 machines for manufacturing mechanical parts of flat material in TESLA 
Kolin Company. 

The system TEPRO-CKD represents the largest TEPRO implementation covering all the 
demands on production planning on the whole factory level. It has been developed for the 
CKD-TA TRA Comp. which is the world's largest manufacturer of trams (street cars) with an 
important subsidiary in Brazil. Besides manufacturing, it was necessary to capture also the 
problem of creation of assembling plans which are - in principle - non-linear and very often 
treelike. Such plans are organized as piecewise linear ones, the 'connection points' being 
located in the assembling cells. 

The TEPRO-CKD has been directly linked to the huge, already existing data-base of the 
CKD Comp. and the information base has been integrated in it. 

From the AI point of view, an interesting approach called prototype plans has been 
introduced. For instance, all the plans for manufacturing doors of different trams are very 
similar. Prototype plans stored in the database represent 'typical paths' through the state space. 
When creating a new plan (for manufacturing a little bit different door), it is possible to use 
the typical plan and to carry out some slight changes in it. The main problem which remains, 
concerns the proof of admissibility (manufacturability) of the new path in the state space. 

The TEPRO-CKD has been run daily. About 35,000 production plans consisting of nearly 
200.000 operations have been created using the system. 
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3 EXAMPLE II: SYSTEM PACEB 

3.1 Formulation of the task 

As another example, let's present a CIM case-study system called PACEB (an acronym of a 
Czech company). The PACEB system solves a complete CIM task in a small-sized factory that 
manufactures building prefabricates. The system includes data management on product 
assortment. inventory management, reception of orders with the chance of customer specified 
changes of the standard products, invoicing with payment checking, and many other daily 
administrative routines. 

From the AI point of view, the most interesting part of the system was the demand to solve 
the tasks of operative planning. The task is highly constrained. 

The standard assortment of prefabricates (panels) consists of about 550 types differing in 
dimensions. shape, construction, material, and edge profile. The factory receives orders 
containing desired numbers of customer chosen products. The delivery dates are estimated and 
the orders are to be processed to satisfy the customer requirements. Many technological and 
managerial constraints have to be taken into account: 
(I) Each prefabricate has to harden 28 days before it can be dispatched. 
(2) The planning has to consider limited capacity of the factory. 
(3) Due dates satisfaction on whole orders without superfluous stocking is highly desirable. 
( 4) The production operates in 24 hours cycles. 
(5) Panels are manufactured on special mobile bases on which boarding is fixed to create 

the prefabricates shape. The factory possesses bases of 4 different dimensions. 
(6) A set of prefabricates is planned for each base to achieve maximal utilization of the base 

area. Only certain combinations of prefabricates can be scheduled for each base. The 
admissibility of prefabricates arrangement is stated in terms of their dimensions, edge 
profile and material composition. 

(7) Care must be taken to minimize the necessity of boarding rearrangements on each base 
compared to 'yesterday' layout. This is a soft constraint. 

By a deeper analysis, the conditions can be split into two groups: conditions involving 
temporal dependencies (L 2, 3. 4) and constraints of geometric nature (5, 6, 7). The first group 
of conditions can be used to form a priority queue of panels waiting for manufacture. 

The interesting part of the problem is the task of planning the prefabricates from a queue 
onto the production bases. This problem is a typical task of discrete optimization. The 
objective function can be formulated as a combination of two antagonistic requirements: 
maximization of daily profit and minimization of the boarding rearrangement. The constraints 
for this task can be hardly expressed analytically. 

3.2 Discrete optimization using genetic algorithms 

We have decided to test the applicability of genetic algorithms (GA) in this optimization task. 
GA represent a very promising AI technique based on simulation of evolution in nature. 

Our first experiments with GA applications for classical optimization problems were very 
encouraging. Thus, we decided to use this approach for a simplified version of the task 
described in the previous section. 
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The crucial problem of the GA application for a constrained optimization task is the 
problem of representation. The question is how to represent the points of the search space so 
that reasonably simple and efficient genetic operators can be used. Simply represented discrete 
problems generate a huge majority of candidate solutions that are infeasible. For constrained 
cases many sophisticated ad hoc representations and corresponding genetic operators have 
been proposed. Their aim is to reduce the ratio between the number potentially generated 
candidate solutions and that of feasible ones. Some of those methods can be found in 
(Michalewicz, 1992). 

The GA have a very important property: They can run infinitely in a good hope of finding a 
yet better solution. The best-so-far solution cannot get lost. 

3.3 The GA-based approach 

The first testing task was formulated for one-dimensional case as a problem of cutting a rod of 
length L. It is necessary to cut the rod into short pieces of various lengths /i and given number 
n, of each of them. The objective is to minimize the waste. The task can be considered as a 
one-dimensional knapsack problem. The experimental results have been surprisingly good and 
their detailed description can be found in (Kouba, 1994). 

The results encouraged further extension to two dimensions with constraints very close to 
those in the original PACEB system. To simplify the GA task, some preprocessing of the 
queued panels has been done. The panels have been grouped so that prefabricates that can fit 
in a row on the mobile base are in one group (cf. condition (6) in the previous paragraph). A 
separate GA run was taken for each group, forming some possible rows arrangements. In the 
next step, the previously obtained rows were combined using GA to achieve maximum 
coverage of the mobile bases area. 

For an experimental evaluation, a typical set of panels was chosen and the coverage of 
mobile bases was computed by a very time-consuming branch-and-bound method. Than, the 
briet1y described two steps GA was run I 0 times. In 9 of those runs, the optimum was 
achieved in less than 20% of the time needed for the branch-and-bound computation. 

4 CONCLUSIONS 

Two examples of the AI-based solutions aimed to support mainly the SME manufacturers in 
the Czech Republic have been presented. A lot of experience has been gathered during both 
the development and exploration phases of these solutions. 
I. Every application of AI ideas requires a very deep analysis of the industrial problem to be 

solved. This analysis typically brings new information to the manufacturer and helps him to 
recognize, define and understand the information flows in the production environment. As 
a consequence, some changes in the organization of production and supporting activities 
can be immediately accomplished by the company. 

2. Nearly all the solutions based on the requirements analysis lead to knowledge-based 
structures and control algorithms designed ad hoc. This is partially true also for 
implementation. All of the TEPRO implementations (even though based on the same 
philosophy) always required a new environment analysis which resulted in substantial 
changes in architecture and knowledge representation formalisms, which finally lead to 
programming from scratch. The requirement of software re-usability in the CIM area leads 
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to multi-agent solutions based on the object-oriented programming. Real solutions based on 

the ideas and technology of an agent factory (O'Hare, 1993) are still far from being widely 

applicable in industry. 
3. The problem-oriented, environment specific solutions are typically based on some AI 

principles which should be modified, combined and extended in a creative way. The 

creativity is used mainly for transforming and re-formulating the problem into a form 

enabling the use of some AI (even modified or combined) algorithms. Standardized 

prototype solutions making the transformation problem easier are not available. 

4. As the software solutions are very expensive, the manufacturers are introducing their ClM 

software step by step: The projects usually cover only a part of the global ClM visions. This 

fact imposes new constraints on the solutions: (1) They should be compatible with the 'rest' 

of the company activities and (2) they should respect the already existing traditions, habits 

and style of work in the company. 
5. The management on all factory levels prefer transparent and understandable software 

solutions which offer acceptable solutions leaving the decision itself at a human operator. 

By our experience: A fi.1lly automated decision making is rarely appreciated and hardly 

acceptable by the end-user. 
6. The software developers are welcome to use the latest AI technology. The use of up-to-date 

(and from the AI viewpoint attractive) terminology is not recommended even if the 

corresponding technology is being used. The people in industry do not trust these methods 

which they consider as too difficult to understand. This fact could bring an artificial barrier 

between the AI system designers and end-users (having, hopefully, natural intelligence). 
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Abstract 
Much research work has been carried out (and still is) on the development of Computer-Aided 
Process Planning (CAPP) systems as a means of bridging the gap between design and 
manufacture, aiming at an increase in production, higher production quality and lower costs. 
However, most of these works have been developed at research centers outside the factory. 
This commonly leads to the resulting CAPP system not being of efficient use on the shop-floor. 
Described within this paper is the architecture of a Manufacturing Support System for Process 
Planning, referred to as MSSPP, which is being developed as a cooperation between the 
Federal University of Santa Catarina (UFSC) and Schneider Logemann Cia. (SLC), a Brazilian 
company which produces machines for agricultural harvesting and planting. The system will 
support the process planner in the preparation of consistent and feasible process plans, taking 
into account the resources available at the shop-floor. It will also provide the simulation of the 
tool paths for machining. 

Keywords 
Process Planning, Design and Manufacture, Features, Databases 

1 INTRODUCTION 

Some years ago the industrial sector used to manufacture their goods and launch them into the 
market independent of the customer's desires. Since there was almost no competition among 
producers, the customer had no alternative but to purchase the product. With the 
technological developments on communications, machine tools, cutting tools and computers, 
there was an increase on competition, and a greater variety of products was available for the 
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customer, who obviously would choose the one which was cheaper, and of good quality and 
reliability. The companies used to be "manufacturer-oriented", and became "customer­
oriented" [1]. 

These companies purchased state-of-the-art equipment, and reorganized themselves in order 
to cope with this new type of production. However, some bottlenecks are usually present 
after the modernization, which prevent the company from attaining even higher levels of 
production, together with lower scrap and higher operator satisfaction. One of these 
bottlenecks is process planning. 

Process planning is an activity which takes place in most factories, and is responsible for 
decisions such as: machine tool selection, tool selection, workholder selection, machining 
parameter selection and determination of the operations and their sequence. Process planning 
is therefore a crucial activity in product manufacture. It is traditionally carried out manually, 
which means that company production depends on the experience of process planners. 

The process planning activity, performed in that way, can lead to a longer time for part 
manufacture. Some of the problems related to that are as follows: 
• The process planner must have many years of experience. If him/her retires, a significant 

amount of time will be needed for the substitute planner to be as productive as his antecedent. 
• The amount of information to be considered by the process planner is very high. Even with a 

vast experience, a long time is spent by him/her on process plan preparation. 
• Process planning is traditionally a human activity, and as a result different planners normally 

prepare different process plans for the same part. Production organization may be difficult 
due to this inconsistency. Since on customer-oriented production the variety of parts is 
relatively high, it is difficult to manage these process plans. 

• With the available equipment, it may be difficult to manufacture the part. In this case, the 
process planner would suggest a design change to the designer, so that the part can be 
manufactured on the shop-floor. This leads to a longer time for part production. Moreover, 
the different points of view of these professionals may result in clashes between them. 

• It is a common practice to file the part drawing together with the process plan associated 
with each part. In the case of demand for a certain part, the process plan associated with it is 
followed through. However, this process plan may not be feasible with the resources 
available at the time, due to reasons such as machine maintenance, machine replacement, 
tools not available, etc. In this case, the process plan would have to be altered in order to 
adapt to the available resources. This process takes time, and thus delays part production. 

Many companies, despite presenting a certain amount of production organization and 
automation, and also being susceptible to market change, have the deficiencies presented 
above, with regard to the important activity of process planning. 

Research on Computer-Aided Process Planning (CAPP) systems has started in the 70's, and 
since then the efforts made in that direction have been academic [2,3], although some 
researchers report the use of their systems by industry [ 4,5]. In spite of the benefits attained by 
the CAPP systems developed to date, very few companies implement these systems. 
According to ElMaraguy [6], approximately 85% of all process plans produced in industry 
today are created manually, and optimized process plans are rarely produced. 

Knowing that process planning is a bottleneck in many companies, it is important that a 
CAPP system is developed in such a way that the culture and organization of the company are 
taken into account. As a result, a cooperative work has started between the Federal University 
of Santa Catarina (UFSC) and Schneider Logemann Cia. (SLC), a Brazilian company which 
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produces machines for agriculture harvesting and planting, aiming at the development of a 
Manufacturing Support System for Process Planning, referred to as MSSPP, whose 
architecture is described within this paper. This system is intended to assist the process planner 
in choosing the most appropriate process plan for part manufacture. With this system it is 
expected that the problems pointed out above are reduced or eliminated. 

Although the automation of process planning has been aimed at by many authors (e.g. [7-9]), 
these systems lack an efficient interface between CAD and CAPP. One of the main objectives 
of MSSPP is to link CAD and CAPP through "feature" technology, i.e., the part is modelled 
based on features in the CAD module. Since features carry geometrical and technological 
attributes which aggregate process planning information, such as tools and fixtures, they enable 
the efficient process planning for the part's manufacture. 

2 METHODOLOGY FOR THE DEVELOPMENT OF THE MSSPP 

The activity of process planning is usually very complex, and that is the case at SLC. In order 
for the development and implementation of the MSSPP, the process planning problem has been 
subdivided into smaller problems. This subdivision consisted of: !-reduction of the process 
planning domain; 2-decomposition of the system into modules. An explanation of these two 
strategies is given below. 

Reduction of the Process Planning Domain 
SLC produces machined and sheet-metal parts, and for these types of parts there are related 
departments. Most of the machining department is organized into manufacturing cells, which 
present advantages such as: shorter material transportation and handling times, easier part 
finding, etc. Since each cell manufactures a significant amount of parts, they can be considered 
as "small factories" (see Figure 1). Rarely a part from one cell is introduced into another cell. 
So, for the present work, one cell has been chosen for the development and implementation of 
the CAPP system, which is a reduction in the process planning domain. It is expected that the 
same approach can be applied successfully to other cells. 
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Figure 1 Flow of parts within SLC (Storage~ Cell~ Assembly) 

It has been chosen a cell where approximately 480 parts are manufactured, and the machine 
tools in this cell are: four CNC lathes with bar feeder, one conventional Universal lathe, and 
two sawing machines. The tools used by each machine are placed on shelves beside the 
machines, as well as the workholders. This reduces transport time of tools and workholders, 
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and facilitates their management. The transport of parts, tools and workholders within the cell 
is done manually. 

System Modularization 
In software development, the technique of separating specific tasks into modules usually gives 
good results, mainly because different groups of people may develop each module, independent 
of the other modules, which decreases the time for development. Also, if modifications to a 
specific task are necessary, the related module is altered, without need to change the other 
modules. 

Process planning is an activity where various tasks are performed. According to Wang and 
Li [1], an effective CAPP system should: 1-communicate with a CAD module, 2-select the 
blank, 3-select the operations, 4-select machine tools and cutting tools, 5-determine 
intermediate surfaces, 6-select machining parameters, 7-select workholders, 8-estimate time 
and cost, and 9-generate the cutter paths 

Therefore, it is recommended that a CAPP system should be modular for ease of 
development and maintenance. 

The proposed architecture of this system is shown in Figure 2. This architecture has been 
defined taking into consideration the attributes pointed out above. 

where: 

Mimufacturing Suppott 
System for Pnx:ess Planning 

CADD: design and drafting module 
FDB: feature database 
MDB: manufacturing database 
EPP: expert process planning module 
CAM: tool path generation and simulation module 
MSSM: manufacturing support system manager 

Figure 2 Proposed architecture of the Manufacturing Support System for Process Planning 

A description of each of the modules, and how they interact with each other is given below. 

3 THE CADD MODULE 

This module has as objective to assist the designer in the construction of the part in the 
computer. The part representation must be complete and unambiguous, so that the 
constructed part corresponds to the desired one. 

In this module, "features" are used as the building blocks for the parts. Many different 
feature definitions have been found in the literature, but there has not been a consensus yet. In 
this work, "features" are defined as "regions or volumes in machined parts, being important for 
design, process planning and other activities" [10]. Some examples of features in this work are 
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shafts, holes, chamfers, grooves, etc. Figure 3 illustrates how process planning information 
(e.g., machine, tool, workholder) can be selected, having a feature as the origin. 

Figure 3 Manufacturing decisions based on features 

Two advantages of feature-based design are: 
• Features are elements which carry geometrical, functional and technological information, and 

therefore the designer is more acquainted with them. 
• Features facilitate reasoning about the manufacturability of the part, and consequently its 

process plan. 

Much research work has been developed on feature-based design (e.g. [11,12]), and features 
have been used in many CAPP systems, such as TURBO-MODEL [7], FIRST-CUT [13] and 
Juri's system [14]. 

In the TURBO-MODEL system [7], the methodology applied consists of representing 
various types of information about the part (i.e., geometrical, technological and global 
information). It models rotational parts, and part's design is carried out in a pre-determined 
way. That system includes a sub-program to verify the feasibility of the instantiated features, 
with respect to geometrical, technological and functional attributes. It also has an interface 
with AutoCAD. A limitation of that system is that it does not provide much flexibility to the 
designer during feature-instantiation. 

FIRST-CUT [13] is a feature-based design system that aims at integrating CAD and CAPP. 
In this system, the process analysis for product manufacture is incorporated into the design 
phase, in order to attain an efficient process plan. 

Juri [14] investigated the feature-based approach for modelling rotational parts in a product 
modelling system. A product is modelled through form features, which can be related to a 
manufacturing process, and a structure based on frames is used to represent the features. A 
technique based on production rules is applied in order to perform operation selection and 
sequencing. 

Since the design methodology at SLC is based on features, the CADD module is feature­
based, and thus a feature database (FDB) has been constructed. In order to construct the 
feature database, information has been gathered on the features present in the drawings of the 
parts machined at the cell. Based on this information, features have been classified, and a 
portion of this classification is illustrated in Figure 4. This classification is based on the 
geometry of the features, as it has been done by Jasthi [7]. 
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Detailed information on two features present in parts at SLC is given in Figure 5. Notice that 
in order to decrease time for search and disk space usage, the features are parameterized. It 
should also be noticed that none of the geometric constraints shown in the figure can be 
violated, otherwise the part would be inconsistent. This is a means of making the software 
robust and reliable. 

In order to construct a part, the designer must go through the steps described in the pseudo­
code below: 

Feature_number = 0; 
Repeat 

Feature_number = Feature_number + 1; 
Search the feature database; 
Extract the desired feature; 
lf(Feature_number = 1) then 

Place the feature at any position; 
Else If (Feature_number ~ 2) then 

lf(Axial Feature) then 
Place the feature with its reference point on the centerline of the previous 

feature; 
Else lf(Radial Feature) then 

Place the feature with its reference point on the outer surface of the previous 
feature; 

Endlf 
Endlf 

Until (Part Construction is finished); 

Knurl Conic Conic 

COnic 

Figure 4 Portion of the feature classification 
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Feature type: Symmetrical internal 
Feature name: Axial eccentric through hole 
Feature material: SAE 1020 Steel 

Geometric Parameters: 
LF = Hole depth 
LDF =Distance between hole center and shaft center 
DF = Hole diameter 
A = Angle between two adjacent holes 
Z = Distance between two adjacent holes 
DS= Shaft diameter 
pt = Reference point 
Geometric Constraints: 
0 < DF < (DS/2) 
(DF/2) < LDF < (DS/2 - DF/2) 
LF = shaft length 
z = LDF V2(1 +COS A); z > DF 
pt should coincide with shaft's reference point 
Surface Finish:assigned to internal surface of the hole 
Dimensional Tolerances:assigned to DF, LF,LDF 
Geometric tolerances: Straightness, Circularity, 
Cylindricity, Concentricity, Runout 

Feature type: Symmetrical external 
Feature name: Shaft with thread 
Feature material: SAE 1020 Steel 

J!R 

' 
.:J - -·-·-

pt 

""' LR 
~ 

LS 

Geometric Parameters: 
LS = Shaft length 
LR =Thread length 
PR =Thread depth 
TDM = Thread diameter 
pt = Reference point 
Geometric Constraints: 
Standard DIN 13 

-Ti DM 

pt should coincide with shaft's reference point 
Surface Finish: assigned to external surface of the 
thread 
Dimensional Tolerances: assigned to PR, LS, LR 
andTDM 
Geometric Tolerances: Straightness, Circularity, 
Cylindricity, Concentricit , Runout 

Figure 5 Detailed structure of two features present in parts manufactured at the cell 

Features 

where: 1 = Reference point 
Feature I = External chamfer 
Feature 2 = Shaft 
Feature 3 = Axial concentric blind hole 

Figure 6 Example of part modeling with features 

E5rt 

6 

5 

Feature 4 = External groove 
Feature 5 = Shaft 

Feature 6 = Radial through hole 
Feature 7 = Shaft with thread 
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In Figure 6 an example is given of a part and the features used in its construction. 
It should be noticed that the axial features 2,3,4,5 and 7 have their reference point lying on 

the centerline of feature 1. On the other hand, feature 6, which is a radial feature, has its 
reference point lying on the outer surface of feature 5. 

Two important characteristics of the CADD module concerning the construction of the part 
are: 
• If the positioning of a feature related to the part violates at least one of the geometric 

constraints, the CADD module notifies the designer about the inconsistency. 
• The designer can choose whether to input the tolerances and surface finish during or after 

part construction. 

The philosophy of the CADD module is similar to the TURBO-MODEL [7], which was also 
developed taking into account an industrial problem, but CADD gives more flexibility to the 
designer to construct the part. 

FIRST-CUT [13] and the CADD module are different, since in the latter process planning is 
carried out after the design of the part, which is the approach to design and process planning 
applied at SLC. 

The CADD module of MSSPP is currently being implemented at SLC. This system is being 
tested by the designers at the company, and it is expected that eventual problems identified by 
them will be corrected, and suggestions for improvement of the software will be incorporated 
into the software. 

4 THE EPP MODULE 

The aim of this module is not to automate completely the process planning activity, but rather 
to provide the process planner with a means for him/her to elaborate consistent and feasible 
process plans. This module will be responsible for providing the user with the following 
information: !-selected blank, 2-selected machine tool, 3-selected cutting tool and workholder, 
4-selected machining parameters, 5-time and cost estimates, and 6-process plan. 

In order to build the knowledge base in the EPP module, it was necessary to carry out an 
interview with the process planners of SLC. An example of these rules is given below: 

Axial Hole (D=diameter; F=suiface finish) 
lf(D < 12mm) then 

lf(F > 10 Jl m) then 
Center Drill; 
Drill Hole with Twist Drill; 

Else (0 < F < 10 Jl m) then 
Center Drill; 

Endlf 
End If 

Drill Hole with Twist Drill; 
Ream; 

There have been some attempts to standardize process planning information [15,16]. In spite 
of these efforts, in the development of the EPP module, priority will be given to the 
information obtained from the SLC process planners, which represent the culture of the 
company. However, recommendations from outside the company will also be represented in 
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the knowledge base, but they will be applied only when the production rules obtained from 
SLC process planners fail. 

The gathering of infonnation necessary for process planning (e.g. machines, tools and 
fixtures) has been completed, and also the link between this infonnation with the features 
through their geometrical and technological attributes. However, the EPP module is still to be 
developed. 

5 THE MANUFACfURING DATABASE 

The infonnation necessary for process plan preparation at SLC is included in the 
Manufacturing Database (MDB), which is composed of blanks, workholders, machine tools 
and cutting tools. The structure of the information contained in each of these elements is 
shown in Figure 7. 

The machine utilization parameter is concerned with the percentage of time that the machine 
tool is being utilized. This infonnation is updated after a certain period of time (e.g. one week, 
one month, three months, etc.), depending on the company. With this infonnation it is possible 
to know whether the machine is available at a certain moment or not. This is important for the 
MSSPP, because the generated process plan should be feasible. 

Notice that at the end of its development the manufacturing database will contain the items in 
the cell considered. In the case of other cells (e.g. cells for prismatic part manufacture), the 
database will have to be adapted to the blanks, machines, tools and workholders present at the 
specific cell. 

6 THE CAM MODULE 

This module is concerned with the generation of the tool paths to machine the part. Given the 
volume to be machined, the machine tool and the cutting tool, this module will generate 
automatically the speeds, feeds and depths of cut to machine the volume, both for roughing 
and finishing operations. Also, the tool paths will be simulated on the computer screen. The 
method to be applied consists of minimizing the cost (or maximize production), having the 
following as constraints [17,18]: 1-tool life, 2-cutting forces, 3-machine power, 4-cutter 
deflection, 5-part deflection, 6-surface finish, and ?-workpiece holding stability. 

It should be noticed that at SLC, as well as in many other companies, the machining 

BLANK MACHINE TOOL WORKHOLDER CUTTING TOOL 

Code: Code: Code: Code: 
Name: Name: Name: Name: 
Cutter diameter: Power: Type: Cutting Speed: 
Length: Table feed: Max. Clamping Dla.: Feed-rate: 
Chemical composition: RPM: Workholder diameter: Depth of cut: 

Manufacturing method: No. turret positions: Nose radius: 

Shape: Bed ways dimensions: Diameter: 

Quantity In storage: Machine utilization: Hardness: 
Operations: 

Recommended material: 

Figure 7 Information on blanks, machines, workholders and tools 
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parameters are determined typically from the following sources: tool manufacturer catalogs, 
machining data handbooks or process planner's experience. However, these parameters are 
usually conservative for the company's specific equipment. This is why an optimization 
program will be developed in the CAM module, which will take into account the equipment 
and the environment at SLC. This will result in more appropriate parameters for the 
operations, and it is expected that higher production rates and lower costs will be attained. 

7 THE MANUFACTURING SUPPORT SYSTEM MANAGER 

The main attribute of the Manufacturing Support System Manager is to enable a proper 
communication between each of the modules. This is necessary because the information in 
each module is represented in different ways, which are usually not compatible. For example, 
the CADD Module will produce drawing files in a specific CAD format, which may not be 
standard (e.g. AutoCAD dwg format), and so the CADD module would then have to write the 
drawing information in a standard format (e.g. /GES). The same applies to the Manufacturing 
Database, whose information can be created and managed by any commercial database 
management software. Since the EPP module needs information both from the CADD module 
and from the MDB module, the MSSM would read the standard part file, which would contain 
feature information, and also the MDB file. These files would then be translated into an 
"understandable" format by the MSSM and fed to the EPP module. 

If a process plan is successfully generated by the EPP module, the MSSM can then proceed 
to the generation of the tool path. In the case the EPP module fails in generating a process 
plan for the given part, the system would notify the user that it failed, and why it happened. 

8 CONCLUSIONS 

The cooperation between UFSC and SLC has been quite encouraging on both sides. On the 
company's side, the resulting process planning system will assist their process planners to 
prepare consistent, feasible and reliable process plans in a shorter period of time. Moreover, 
there will be no need for the process planner to check frequently for the items in storage, 
machines, tools and workholders available, resulting in a higher job satisfaction and 
productivity. 

On the university side, students become more motivated to work on a project which will 
result in a product that will be implemented and used in a day to day basis in industry. The 
students have a practical problem in their hands, and search for realistic solutions. 

The feature-based design in the CADD module is one of the most important tasks in the 
development of this system, because it is the system's "front door". Since this system is to be 
used in a company, in order for the designers and process planners to became quickly 
acquainted to it, it should be as friendly as possible. It is thought that with the approach 
described in this paper this target will be met. 

When comparing the systems pointed out above with the CADD module of MSSPP, the 
latter presents the following advantages: 
• It allows a complete definition of the parts present in the application domain, both 

geometrically and technologically; 
• It does not allow a redundant model, as well as a model with geometrical errors; 
• Feature-instantiation is easy, which gives flexibility to the designer; 
• Since it is connected to a manufacturing database, it enables the designer to look into the raw 

materials and the manufacturing resources during the design phase; 
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• The CADD module can be used in any system that utilizes AutoCAD for part design. 

One could argue that the reduction of domain to one cell in the whole factory may hinder the 
portability of the MSSPP to other cells at SLC. That may be true when considering for 
instance a cell for manufacturing prismatic parts, where probably in the CADD module the 
parts would be represented by solid modelling. However, it is thought that, with the 
knowledge of the company's culture and organization, and after the experience of applying the 
methodology above to this system, other systems could be developed for other cells, in a 
shorter time. The system's modularity facilitates the adaptation of each module to the new 
situation. 

In case another company wishes to use the software, it is important that its production is of 
the batch type, which is the case of most industries today. It is likely that the software would 
need to be altered in order to incorporate the culture of the new company (e.g. feature 
information, machine tool and cutting tool information, etc.). 

Since the MSSPP is under development, no results have been obtained so far, and therefore 
effective results of the system, after its implementation at the company, will be reported when 
that occurs. 

9 EQUIPMENT AND SOFfW ARE USED 

The system as a whole is being developed in a 386 microcomputer, under DOS operating 
system. AutoCAD is being used in the CADD module. IGES is the standard format for 
interfacing MSSM and CADD. The EPP module will be developed in an expert system shell, 
based on the "C" language, which provides the tools necessary for attaining the required 
efficiency of process planning. The other modules are being developed in the "C" language. 
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Abstract 
In this article a procedure for obtaining similarities using fuzzy logic is discribed. It permits 
taking into account uncertainties and ambiguities usually present in manufacturing. Aspects of 
the relational data base are presented which can aggregate design and manufacture 
information. How to assign membership to the features that will be analysed, the similarity 
analysis to the resemblance relation and part processing information are also presented. This 
procedure makes it possible the elaboration of one software which will be a interesting tool to 
the manufacture of small lots, it integrates the informations of design and manufacture and 
makes possible a rationalization of resources. 

Keywords 
Group Technology, part family, fuzzy logic, membership attribution 

1 INTRODUCTION 

Most papers about part family formation assume that information about cost and processing 
time, demand of part, etc .. are accurate. It is usually supposed that a part only belongs to one 
family. Nevertheless, in many cases it does not occur. The analysis of grouping, making use 
of fuzzy logic, can provide a solution to this problem. However, few articles have been 
published dealing with the problem of uncertainty, the formation of manufacturing cells and 
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the part families. Likewise, those articles consider such questions isolately neglecting the 
development of methods to be shared by all company users (Montevechi, 1994). 

The part similarities, which is the basic aspect for family formation, consist of a close 
classification in geometry, function, material and /or process. It may be not sufficient to 
describe part features using yes or no labels, when accurate classification is required 
(Montevechi, 1994). In order to obtain an efficient and flexible classification which considers 
uncertainties, thus eliminating the shortcoming of the currently employed methods, this article 
describes a procedure that makes use of fuzzy logic for the part family formation. Fuzzy 
membership function permits taking into account the inherent uncertainties into part features 
description. Thus producing more realistic results. The use of this technique, will make the 
part family formation more sensible. The membership value, which lies between 0 and 1 can 
express what extension of the feature the part has. The closer the value is to 1, more quantity 
of feature the part has. 

First are described details of a relational data. The grouping principle employed is also 
described which consists of choosing one threshold value to the similarity. Once this 
threshold value is chosen, two elements will be in the same group if, for example, in case of 
similarity function, the similarity between them is greater than the threshold value. Since the 
similarity relationship is not necessarily transitive, it is necessary to employ the fuzzy matrix 
theory to form the closest structure which permits the separating data in exclusive and 
separated groups which are, in essence, an equivalent class over a certain threshold value. 

For process similarity a procedure is shown to search information of similarities that 
should guide the formation of manufacturing cells. 

Another important aspect described is the possibility to use qualitative data, such as, 
complex, easy, hard, high surface roughness, etc .... How to translate this information into 
numerical values, which is essential to similarity analysis, is also shown. 

The object of this methodology, is to develop an alternative procedure to traditional 
methods for obtaining similarity. To this purpose, it is necessary to integrate apropriate 
approachs that can incorporate the uncertainty which nowadays serve isolated aspects of 
similarity analysis. 

2 DATABASE 

An extremely important component of the proposed methodology to obtain the part families, 
is the data base providing the features that will be classified according to their similarities. In 
the data base all important information about several component features of the company have 
to be available, including design and manufacturing features. However, it should be borne in 
mind that no coding procedure is proposed, which is common in the Classification and 
Codification System (CCS). The part input information is made according to discription of its 
features. This fact is very important because it permits data handling by all company user, fact 
that does not happen with most CCS. Features that may be in the data base are shown in 
Figure I. 

Development a relational data base permits adding more data and features. It is not 
possible in CCS, because after the coding is obtained the insertion of new features will be 
difficult. 
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DESIGN ATTRIBUTES MANUFACTURE ATTRIBUTES 

External shape Main dimensions Main process Machine tool 
Internal shape Material Largest dimension Lead time 
Tolerances Superficial Finishing Superficial Finishing Lot size 

Figure 1 Example of data base design and manufacturing features. 

3 MEMBERSHIP ATTRIBUTION 

The parts for the classification by their similarities is represented in a n x m matrix form (part 
x feature). This matrix will be formed with the data base features important for the grouping 
analysis. Basically in the data base it is possible to have two types of features, namely 
quantitative and qualitative. 

Since the features can be quantitative or qualitative, it is important to develop a procedure 
for the grouping which can deal with these two kinds of features in a unified way. It is 
necessary to transfer the data to these features in the same unit. Otherwise, there will be a 
scale problem. In this methodology the data of different features are expressed by 
memberships. To this purpose, each part feature is given a membership between 0 and 1, 
which will put an end to the scale problem. 

Membership values of quantitative features can be expressed directly in function of values 
obtained from the data base. For example, the length feature whose values for 7 parts are 
given by the vector [ 10.00; 8.5; 5.5; 3.75; 6.25; 8.00; 7.50], the membership values for this 
feature, can be calculated by dividing each length value by the largest value of the vector (i.e. 
10.00). This procedure results in another vector, that is the membership vector, given by 
(1.00; 0.850; 0.55; 0.375; 0.625; 0.800; 0.750]. These values also can be given by any of the 
expressions suggested by Xu and Wang (1989). 

Likewise, it is possible to use graphs with a more suitable membership function, which 
automatically gives the values of membership to the selected features. 

With qualitative features, now, the attribution of membership is not so easy. How to 
transform a qualitative information, such as part complexity or with high roughtness in a 
number? 

To solve this problem, such as proposed by Arieh and Triantaphyllou (1992), it is possible 
to utilize the AHP (Analytic Hierarchy Process) method (Saaty, 1977), which by means of a 
comparative analysis permits the calculation of membership for qualitative attributes. These 
comparative analysis are made in pairs between the attributes of the feature in question. It is 
necessary to make a matrix of comparison for the attributes for each feature. Features are, for 
example, roughness, shape complexity, length, etc, whereas the attributes are the feature 
designation as small, large, complex, little complex, high roughness, etc. Saaty proposed that 
to provide attribute comparison should be used values from the finite set: 
{119,118, ... ,1,2 ... ,8,9}. These matrices are calculated by the evaluation of the importance of an 
attribute over the other, using an appropriate scale (Saaty, 1977). 

Each entry of the matrix is a pair of judgment. After the matrix of comparison is defined, 
the eigenvalue (A.max) and its respective eigenvector will be calculated. The eigenvector will 
represent the memberships that can be used for the attributes in question and the eigenvalue is 
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the measure or rate of consistency of the result. 
To illustrate this method, one of the features which may be important for the obtaining 

similarity is the complexity of shape evaluated by a analist. The attributes of this feature 
originating from the data base range from very complex, to complex, mean complexity, low 
complexidade and very low complexity. All the parts, of the data base, have one of these 
qualitative values for its feature of complexity. By means of the scale of priority shown, a 
specialist will provide the matrix A of Figure 2. 

very complex complex mean low very low 
complexity complexity complexity 

much complex I 3 5 7 9 
complex 113 I 3 5 7 

mean complexity 1/5 1/3 I 3 5 
low complexity 1/7 115 113 I 3 

very low complexity 1/9 1/7 1/5 113 I 

Figure 2 Matrix A of comparison by pairs for the feature shape complexity. 

In matrix A of comparison, entry au indicates the number that estimates the relative 
membership of attribute Ai when it is compared with the attribute Ai. Obviously, au=llaii· 
With the eigenvector, the memberships that can be used for the similarity classification are 
available, obviously after testing the consistence of the result to conclude that the answer is 
good (Saaty, 1977). In this case, the memberships (one of eigenvectors normalized for the 
greatest weight to be equal 1 ), after the calculation, for the attributes values will be to very 
complex: 1, complex:0.517, mean complexity: 0.254, low complexity: 0.125 and very low 
complexity: 0.064. These values of memberships now will give a weight for each of the parts 
from the data base. These memberships represent the importance of complexity of shape for 
each part. 

After the memberships for the several features (qualitative and quantitative) are calculated, 
now, it is necessary to have a procedure to obtain the clusters of similar parts. 

4 ANALYSIS OF SIMILARITY FOR THE FEATURES 

A principle that can be used for the grouping is to choose a threshold value for the similarity. 
Once this threshold value is chosen, two elements will be in the same grouping if the 
similarity between them is larger than the value of comparison. 

To estimate the resemblance between pairs of data, it is possible to use the convention of 
arranging the data in form of matrix. Each entry in this matrix will represent the proximity 
between two parts. This relationship, called S which is a matrix n x n, represents the 
similarity between different parts. To obtain this matrix it is possible to utilize several 
formulaes for the calculation of similarity, as examplified by the expression (1 ). 

The symmetric matrix can be used directly in the analysis of fuzzy grouping. The 
similarity of parts consist of a very close classification in geometry, function, material and /or 
process. The similarity as seen, will be obtained throught the membership manipulation. 
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(1) 

But the matrix does not have the propriety of being transitive. Here what occurs is that 
there is a relationship of resemblance. Then, the following conclusion, that if A is similar to 
B, and B is similar to C, then A is similar to C will not be possible. To deal with this problem, 
it is necessary to transform the matrix of similarity into a transitive matrix. It is possible to use 
the fuzzy theory to transform this matrix (Montevechi, 1994). The transitive matrix is the 

matrix fuzzy equivalent. 
Finally, given one oc level, the groupings of similar parts are obtained for the level chosen. 

With different oc values, different classifications will appear. The greater is the oc value, less 
parts will be classified in each family, thus more families will be formed. 

An example of decomposition, for obtaining the families can be better understood through 
Figures 3 and 4. Figure 3 shows the attribution of some oc values and Figure 4 shows, for each 
one of the (oc) levels, the groupings formed. For example, for oc = 0,9, there are three 
groupings, the first one consisting of parts A, D and E, the second one, of part B and the third 
one, of part C. 

I 0,8 0,7 I 0,9 

+: 
I "j I I 0 ·r'" 0 I 1l I 0 0 I 

~~ 0,8 0,7 0,8 0,8 I I 

! 08 

I I 0 I ' l' I 0 0 ol 0 I 0 0 

R= 0,7 0,7 I 0,7 0,7 I I 0 0 I 0 0 0,9 0 0 I 0 0 ~ I. 0 0 I 0 

I 0,8 0,7 I 0,9 I I I 0 I I I 0 0 I 

:J 
I 0 0 I 

0,9 0,8 0,7 0,9 I I I I I 0 I I I 0 0 I 0 0 0 0 

Figure 3 Decomposition of a similarity relationship. 

(I) --

(0,9)_-

(0,7)_- -- -- -- - ---

Figure 4 Tree shaped decomposition. 

5 ANALYSIS OF PROCESS SIMILARITY 

A problem that may happen, in the formulation for obtaining the similarity seen in the last 
item, is that the information about cell formation may not be enough. To prevent this from 
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happening, it is possible to think in such a way to obtain the matrix of membership between 

part x machine, where the vagueness will also be considered. In this way an algorithm for 

checking the grouping of machines may be used. 
If n parts and m machines are being considered to obtain manufacturing cells, usually the 

representation of the machines that processes each part is given by a binary matrix, where de 

entries are 1 or 0. Due to the inflexibility of this matrix, another matrix should be developed, 
which should be called ofnonbinary, represented by (2). 

x, x2 XJ x. 

Y,l Un ul2 ul3 u,. l I 

T" U22 U21 Uzn I (2) Nonbinary Matrix=> y 
1 uJ, u32 Ull uJ. I 

I 
;Ju~, um2 uml u~.J 

in (2), Xi is a part and j = 1, 2, 3, .... , n; Y; is a machine and i = 1, 2, 3, ... , m and uii represents 
the relationship between part j and machine i. In (2) it is possible to observe the property (3). 

0 ~ uij ~ 1 fori= 1, 2, 3, ... , m;j = 1, 2, 3, ... , n; (3) 

The property defined by (3) indicates the intensity with which a machine is designated to 

process a determined part, a number near of 1 meaning a great potentiality to process the part, 
while with a number near 0, the machine would definitely not be appropriate. 

The elements of matrix (2) are calculated from mixed functions between machines and 
components, which is an interesting proposition from Zhang and Wang (1992). 

To illustrate this procedure, for a small example, if the pertinence functions are those of 
Figure 5, for a hypothetic case of machine 1 ofm available, for each one of the 7 parts that are 
to be grouped, with the x value (from a data base) for the feature in question, it is possible to 
do a chart of Figure 6. 

In the same way that the values of Figure 6 are given, the process should be repeated for 
all the machines that will be analyzed, thus m matrices analogous to this is obtained. The 
minimum values of each row of Figure 6 result the vector {machine I [ I 0 I 0.8 0 0.1 0.9]}, 

which expresses the membership for the 7 parts of machine l.If the process for the m machine 
is repeated, m vectors will be calculated, which will consist of the nonbinary matrix that 
should be studied for obtaining the similarities of the process. If for the 7 parts example a 
universe of 7 machines is available, after the execution of the procedure, a nonbinary matrix 

as (4) may be obtained. The matrix (4) is the one that should be analyzed to have a solution of 

similarity of process. 
Obtained the non-binary matrix, it is now necessary to run a proper grouping algorithm to 

get the possible manufacturing cells. Zhang and Wang (1992) shows the use of the Rank 

Order Clustering (ROC) (King, 1980) to analyze matrix (4). The result for this matrix is that 

cell1 is composed of machines Yl> Y6 and Y5 and family 1 of part X3, X~> X7 and X4, cell2 is 
composed of machines Y7, Y2, Y3 and Y4 and family 2 of part X2, X5 and X6. 
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!I (x) !I (x) 

0 0 

finishing tolerance (!lm) machine capacity (mm) 

Figure 5 Example of membership function relative to machine 1. 

Parts finishing tolerance machine capacity 

I I I 
2 I 0 
3 I I 
4 0.8 I 
5 I 0 
6 0.1 I 
7 0.9 I 

Figure 6 Memberships given to each pair part x feature for the machine 1. 

XI Xz x3 x4 Xs x6 x7 

yl I 0 0.8 0 O.l 0.9l 

Yz 0 0.3 0 0.7 0.8 

~ I y3 0.3 0.7 0 0 0.8 0.8 (4) 
y4 0 0.7 0 0.3 0.7 0 "j Ys 0.6 0.1 0.5 0 0 0 0.5 

y6 0.7 0.2 0.8 0.8 0.3 0 0.7 

y7 0 0.5 0 0.8 0.9 0 

The importance of utilizing the nonbinary matrix is that, after the grouping of machines is 
obtained, there is now the possibility of analyzing the machines that are more appropriate to 
process the part families. Furthermore, it makes sense to eliminate the machines that process 
similar operations. This characteristic is not possible if the binary matrix is used. 

Other algorithms for the grouping can be adapted so that the nonbinary matrix will be used 
for the cell formation. 

6 CONCLUSIONS 

This paper is the synthesis of what is possible to do with fuzzy logic in order to deal with the 
problem of obtaining similarities, an important aspect for part families formation, considering 
the uncertainty present in the manufacturing environment. This procedure groups techniques 
that can cope with the problem of similarities isolately, and more comprehensively, making 
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use of the same data base, a fact that usually is necessary, although it is not possible in the 
most currents tools. 

With the procedure described here it is possible to provide a new contribution for the 
Group Technology. 

The development of this model can also supply a solution for the problem of setup time 
decrease, once it is possible to retrieve information of process and geometry similarities 
together. In this way, is possible to profit by these similarities so that the preparation time of 
machines will be shorter. It is possible to observe then that with the rationalization, which is 
possible with the identification of similarities, work is being done to save the company 
resources. Finally, this methodology may be transformed into a software, which will be an 
interesting tool to the manufacture small lots. This consists of a different proposition as an 
alternative to current methods available. 
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Abstract 
This article presents a methodology - HOLOS - for deriving particular multiagent dynamic 
scheduling systems from a generic architecture. An object-oriented approach is used to support 
information modeling and knowledge representation. The integration aspects are addressed 
since agents are heterogeneous and have to access external information sources. A brief 
explanation about the HOLOS System Generator, an interactive system deriver based on the 
HOLOS methodology, is also given, as well as a general description of the prototype being 
developed at the UNINOVA FAS/FMS pilot system. Finally, some comments are made on the 
current status and next steps of the work. 

Keywords 
Dynamic Scheduling, Multi-Agent System, Architecture Derivation, Negotiation, CIM-OSA, 
Integration, Virtual Manufacturing. 

1 MOTIVATION AND PROBLEM DEFINITION 

The current industry scenario is changing very fast due to the need of industries being 
competitive. Mter an initial period in which a simple replacement of the human resources by 
machines was pursued, human-centered approaches are arising as a balanced alternative in face 
of some negative results of total automation (Nakazawa,1994). 

The dynamic scheduling activity (dynamic task assignment to production resources along the 
time) is directly related to resources management, which includes not only equipments but 
humans too. Various industrial technological waves have emerged as a result of the 
competitiveness requirements, and the architectures of the scheduling systems cannot stay 
immune from that. From an emphasis on scheduling optimality, the industry has passed to 
scheduling flexibility, and turning fast to scheduling agility, i.e., a scheduling system which 
can support an agile manufacturing towards the extended enterprise paradigm. However, even 
within this current dynamic scenario, industries keep demanding for custom tailored dynamic 
scheduling systems, which besides being open, should support a flexible (re)configuration of 
themselves so that they can be adapted once new production methods, scheduling control 
procedures, layout of the production resources, etc., are changed. 

This paper introduces HOLOS: a methodology for deriving open, agile and (re)configurable 
dynamic scheduling system for a particular enterprise based on a Generic Architecture. The 
HOLOS System Generator- a computer aided derivation system - is briefly explained as well. 
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2 A MULTIAGENT APPROACH 

The development of a dynamic scheduling system which copes with the all mentioned aspects 
above is still a challenge. The Multi-Agent Systems (MAS) paradigm (Huhns,l987) has arisen 
as a powerful approach to develop a supporting framework, specially when the following 
points are taken into account : 
• scheduling domain is intrinsically distributed; 
• scheduling domain requires a joining of different expertises; 
• MAS supports a dynamic domain; 
• MAS potentially supports both agents autonomy and decentralized schedules, two key factors 

for reaching the desired scheduling agility; 
• MAS can support the integration of different problem-solving (represented in different 

paradigms) in the same framework. 
The Generic Architecture (GA) created within the HOLOS approach- and which will be the 

base for a derivation - is a logical collection of distributed agents which can perform a schedule 
and be supervised during its execution. Applying a holistic approach in the proposed distributed 
scheduling architecture signifies getting a 'state of harmony' within the enterprise via a 
complementary and cooperative relationship between the agents involved in the scheduling 
(Rabelo,l994a). Such state of harmony in an agile context is a tough task to be reached. The 
manufacturing environment is dynamic, normally over-constrained and unpredictable to some 
extent. Besides that, current constraints are commonly conflicting to each other so that a trade­
off or requirements relaxations have to be negotiated. A contract net protocol/ Negotiation 
paradigm (Davis,1983) appears to be a suitable mechanism for supporting the desired flexibility 
in conflicts resolution on that holistic relationship during a schedule generation and execution. 
Figure 1 illustrates such a Negotiation process in our approach for scheduling. It consists of a 
process that leads agents to exchange information with other agents about a given business 
processes' requirements (Figure Ia) until a production resource agent is selected to execute it 
(Figure 1 b). 

~ Business Process 
~ Requirements 

(a) 

~-· 
\ Production 

Rooou,_ 

Figure 1 Negotiation in scheduling. 
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Selected Agent 
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Enterprise Activity 

(b) 

The general intended scenario is illustrated in the Figure 2, which can be viewed as an 
example of a derivation from the GA. It represents a dynamic view on the cooperative and 
complementary agents' behavior so that all enterprise's production structure can flexibly adapt 
itself to attend the arrival of a business process. In fact, this illustration joins the three vectors 
under which the HOLOS GA is based : 
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• Virtualization of the enterprise's production structure. 
• Integration and information modeling. 
• Multiagent distributed control. 

BP·tret:"s Precedt:nce Relat\Ons 
0 : 1 l 1 3 

Figure 2 A Virtual Manufacturing scenario. 
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Scheduling cannot be seen as an isolated CIM activity. A dynamic scheduling system needs 
reliable and timeliness information from several sources. A global CIM Information System 
(CIM-IS) (Osorio,1993) containing common information models is the main vehicle through 
which all heterogeneous subsystems can communicate to each other, and hence the source of all 
information needed for the scheduling (Figure 3). 

Services 

Production Plannin 
CAD 

Process 
Planning 

Scheduling 

Information Models 

Product 
Model Process 
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® Productio 

Figure 3 A CIM Information System. 
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Four types of agents are used in the GA. They are hierarchically related, heterogeneous, have 
different levels of autonomy, and have an explicit control link between each other. Briefly : 

Scheduling Supervisor agent (SS) 
It is a semi-hierarchical supervisor agent with the following basic functions : loading both sets 
of business processes (BPs) to be executed (BP-trees) and involved information models from 
the CIM IS; definition of business processes' requirements and their sending to the Local 
Spreading Centers; creation of Consortia; high level changes on planned BPs; high level actions 
for conflicts resolution; and visualization and scheduling evaluation. 

Local Spreading Center agent (LSC) 
It is a decentralized control structure for spreading the BPs announcements (requirements) 
through a network of production resources agents. Its main function refers to negotiate with 
these agents about BPs' requirements in order to select (based on some criteria) the more 
adequate ones for the execution of each BP. 

Enterprise Activity Agent (EAA) 
It is the agent responsible for executing a task itself (an enterprise activity - EA). In fact, it 
represents a virtualization of the production resource's local controller. In Figure 2 this agent is 
illustrated as human resources (workers Wkl, ... ,Wk4), robots (Rbl and Rb2), etc. Its 
essential functions are receiving BPsiEAs requirements, their evaluation and further answer to a 
LSC about its temporal and technical capabilities to execute them, and a 'self-supervision' 
activity (in order to guarantee an EAA will only participate in a negotiation when it is 
'operational'). The problem related to legacy systems is tackled in the chapter 5.1. 

Consortium 
It is a temporary and logical clustering of EAA dynamically selected (via negotiation) to execute 
a whole BP. Each Consortium has its own and local schedule, which means the global 
scheduling is decentralized. In the example shown in Figure 2, there is a set of business 
processes (BP;) with a precedence relationship between them. BP23 for instance is composed 
by four enterprise activities, EAl : EA4. Each one requires a specific type of production 
resource for its execution. Thus, Consortium BP23 represents the team of production resources 
selected to execute BP23 (Tl ,Wkl, Rbl and CNC4). However, the Consortium BP42 needs 
Tl and Wkl, which in tum are also assigned to Consortium BP23. Therefore, due to the 
precedence relation between those two BPs, Tl has to execute EA6 before EA2. An EAA can 
belong to several Consortia along the time, which generates EAA contention and hence 
temporal constraints. Since an EAA finishes the execution of contracted EA(s) for some 
Consortium, this EAA becomes free both to execute other EA(s) already contracted for another 
Consortium and to look for more EAs, which are still waiting for execution proposals. At the 
end of an entire BP execution the Consortium agent kills itself. 

The Consortium improves the traditional Group Technology Cell concept since it supports 
several types of flexibility (classified in (Chryssolouris,l992)), such as internal routing, 
product, volume and production. In other words, it provides the base to support a virtual 
manufacturing (Hitchcock,l994). Other concepts, like the 'logical cell' (AMICE,l993) and 
'virtual production area' (Hamacher,l994) seem to be equivalent to the notion of Consortium. 
However, the basic difference is on the control flexibility, and on how it is managed in 
rescheduling situations. Due to the close link with the EAA agent, the Consortium is able to 
find a substitute EAA (via negotiation) when someone else fails. 
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3 INFORMATION MODELING 

Information modeling and knowledge representation represents an extremely important aspect 
to support the mentioned MAS architecture. Presented work resorts to object oriented 
technology. It means that all agents and information structures are modeled as objects; i.e., by 
means of attributes (slots) and functionalities (methods). 

Scheduling needs to have access to several information sources for I during its execution, as 
well as to other ones directed related to the architecture's approach. Two of essential sources 
for scheduling are the process plans and production resources. Their models composition have 
been inspired on some international projects (like IMPPACT (Gielingh,l993) and CIMPLATO 
(Bemhard,1992)) and on the results of the STEP community to some extent (Schenck,l994). 
Figure 4 shows an example of a process plan, whereas Figure 6 illustrates (in the EAA agent 
model) part of a production resource model. 

CIM-OSA (AMICE,1993) concepts have been used for modeling the dynamic processes of an 
enterprise. In this sense, a production plan is modeled as a set of business processes and 
enterprise activities (EAs), and Procedural Rules Sets (PRSs) as the link between them. These 
entities form a BP-tree when seen as a whole (Figure 5). The negotiation process 
between agents is mainly based on the BP-tree's entities. However, these entities' models have 
been extended in order to improve the efficiency and negotiation flexibility (Rabelo,1994a). 

Open solutions also include people talking a common language (terms and their precise 
(semantic) meaning) in order to avoid misunderstanding and, to some extent, to take the local 
culture into account. Some efforts in creating 'standard glossaries' have been made 
(Camarinha,l991). Thus, the glossary is applied on all interactive interfaces and reports. 

The four types of agents used in the generic architecture are modeled as classes of agents, 
from which instances of agents are created and filled in during a derivation process. Examples 
of the agents classes are shown in Figure 6. 

4 HOLOS - THE METHODOLOGY 

The process of deriving (an instance-of) a dynamic scheduling system from a generic 
architecture is not 'anarchical' but based on a method. The BOLOS, a methodology to 
support such derivation, has been in development at UNINOV A. It corresponds to a sequence 
of interdependent general procedures and considerations which are to be followed by a 'human 
deriver' towards the implantation of a dynamic scheduling system for a particular enterprise. 

CIM-OSA appears as the most prominent and wide methodology related to derivation of CIM 
architectures from an abstract and general reference model. BOLOS methodology is more 
restricted in scope than CIM-OSA, since it specifically addresses scheduling systems 
development as well as it is tightly biased by with the multiagent approach. 

A scheduling system derivation process is normally too complex. It comprises lots of 
parameters and information about production, engineering and scheduling control, which in 
tum may be combined to each other. An open solution (the derivation) for that scenario requires 
an exhaustive discussion between all people engaged in, as well as the evaluation of its impacts 
on existing technology and human resources management. Such discussion can involve not 
only technical points (like production system, integration, heterogeneity of existing systems, 
production resources layout, solution costs, etc.), but also the enterprise's organizational 
culture and its work organizational methods (like team work, decentralization levels and 
autonomy for decision making, human resources qualifications, their functions (re)definition, 
training policies, etc.) as well as national singularities (like work shifts related to special 
holidays or local tradition, efficiency criteria specifications, etc.). The consideration of all these 
questions may determine the success of the system and of its implantation (Jones, 1992), i.e., 
that the expected particular system can be achieved. 
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f'""'e : <process_plan id> 

is_a : process_plao 
part_modeUd : <partjd> 
part_model_name : <part_name> 
measurements_obs: rmearure hole a', ... ] 
dimensioning_obs : rdist holes a:c 370mm', ... J 
toler_obs: rdist holes a:c +-0.00/mm', ... J 
general_obs : ... 
is_operation : [<op_id>, ... ] 
) 

Frame : <op_id> _organi"-.data 
I 
~ll:f.t~:Udata_of: <op_id> 

worker_time : nil 
cycle_time : nil 
day_marlrer: nil 
I 

Frame : <op_id> 
I 
is_operation_of: <process_plan id> 
superv_data: <opjd>_superv_data 
process_data : <opjd> _process_data 
organiz_data: <op_id> _organiz_data 
opjd : <op_id> 
op_name : boring 
op_description: 'boring holes abc' 
op_number : 10 
op_precedence :nil 
op_time: I 
op_obs: nil 
) 

Frame: <op_id>_superv_data 
I 
is_superv_data_of: <opjd> 
op_measurements :nil 
op_dimensioning :nil 
op_toler :0.001 
op_roughneas :nil r_obs :nil 

Frame : <opjd> _process_data 
I 
is_process_data_of : <opjd> 
proceas_type :machining 
resource_class : miUing 
resource_sub_class : ml 
resource_type : nil 
resource_in.stance : nil 
fixture_modeUd : ftx_ch_pg_univ _01 
tool : bore_j{SS 
tool_model_id : tlbore0552 
special_dispositives :nil 
feed: 500 
speed: 760 
cool_type : nil 
oool_name : nil 
part_program_id :pn_ch_pg00/_1 
obs: nil 
I 

Figure 4 Example of a process plan model. 

BPI 

EA6 EA7 EA8 EA9 

c_-~~~~~~j -part to be produced externally 

c=J · part to be produced internally 

Figure 5 Example of a BP-tree model. 

Frame: <bp_id> 
{ 
is_BP _of: <sbop_packet_id> 
bpjob_id: <bp_id> 
part_name : <part_name> 
pplan_id : <pplan_id> 
splitting_policies : nil 
lotsize: <n> 
rough_processing_time : <t> 
bag_of_ind_odr: <industrial_order_id> 
has_BPBR : <bpbr_id> 
production_steP,: <production_step_id> 
has_EA: [<ea_Id>,. .. ] 
I 

Frame: <bpbr_id> 
{ 
is_BPBR_of: <bp_id> 
bpjob_due_date: <due_ date> 
bpjob_preferences: nil 
bpjob_expectatives: minimize.Jlow_time 
bpjob_prty: <n> 

t&J~g=:~~~~~ ~11 
I 

lTame : <ea_id> 
{ 
is_EA_of: <bp_id> 
op_tirne : <n> 
op_name: turning 
op_precedence: <op_preced> 
op_tolerance: <op_toler> 
op_due_dste: <op_dd> 
op_pplan: <process_plan_id> 
I 

DynamicBP 
Information 

Although all these concerns are pointed as crucial, they are out of scope of the HOLOS 
methodology itself. Hence, the HOLOS methodology assumes the whole phase mentioned 
above is done before starting a derivation process. In other words, it presupposes that a 
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preliminary analysis and a rough system evaluation is made and their results are incorporated in 
the form of: 
• information modeling of all entities directly related to the scheduling activity (production 

resources and their layout and topology, process plans and production plans); 
• information modeling and knowledge representation of all entities directly related to the 

scheduling architecture (agents' classes and the control flow between them, glossary, 
communication protocol, negotiation entities and events to be treated); 

• identification of the information flow between dynamic scheduling with supervision and 
planning actions; 

• set of procedures to be used in the particular system according to the parameters and 
information about engineering, production and scheduling control (EPS). 

Frame: <manager_id> 

~ger_of: <EAA_id> 
class : manager 
has_mailbox : <mailbox_id> 
has_ agenda: <agenda_EAA_id> 
has_server_info_model: 

Frame: <server_id_info_model> 
{ 
is_model_of: <EAA_id> 

;ei~;gm,:~:::r~l~~=~c 
sub_class: pgm_milling 
class :milling 
super _class: machining 

Frame : scheduling_supervisor 
{ 
registered_LSC: [[<LSC_id>, [<LSC_responsibility>), 

registered_EAA: [~Iff..\.~ft!~~~er_EAA_id>], ... ,] 
<server_id_info_model> 

has_team: [<server_id>, ... ] 

managEAA_add_EA_Agenda : 
mt_managEAA_add_EA_Agenda 

manag!t~~~E1~Jj~~~Mailbox 

behavior: active _resource 
planning_info : <server _id_plarming> 
techno_info: <server_id_technological> 
capab_info <server_id_capability> 
topol_info: <server_id_topology> 

registered_Consortium: [{<consortium_id>,<BP _id>, 
<statu,_BP>], ... ,] 

param_Consortium_eval: [completion_time, tardiness, 
lateness, kad_time, slack_time, idle_time, ... ] 

load_EAA: mt_create_EAA 
attach_server : ni:_attach_server 
load_LSC: mt_create_LSC 
load_EAA_to_LSC: mt_load_EAA_to_LSC I 

f~~~G"t~~~_l:ct~Bt~-m_tsc 
managEAA_answer_EA_LSC : 

mt_managEAA_answer_EA_LSC 
managEAA_decompose_packet : 

mt_managEAA._decompose_packet 
managEAA_evaluate_EABR: 

Frame: <server_id_technological> send_EA_to_LSC: mt_send_EA_to_LSC 
create_Consortium: mt_create_Consortium 
evaluate_Consortium; mt_evaluate_Consortium 
create_telJll_BP _control : rrt_create_temp_BP _control 
show_resources: mt_show_resources 

{ 

managfu~~::e~EARI~ate_EABR is_ component_ of: <server_id_mfo_model> 
control_name: siemens _1M 

mt_managEAA_evaluate_EAR 
managEAA_get_EAR_from_lS : 

managrAA~~~~_1i&lt~AR_from_Is 
mt_managEAA_receive_EABR 

managEAA_receive_answef_EA: 
mt_managEAA_receive_answer_EA 

managEAA_remove_EA_Agenda : 
mt_managEAA_rermve_EA_Agenda 

managEAA_remove_msg_Mailbox : 
mt_managEAA_rermve_msg_Mailbox 

Frame · <lsc_id> 
{ 
lsc_id: <lsc_id> 

cool: 4 
ntools: 20 
precision : 10 
speed_max : 2500 
type: cnc 
wp_weight_max: 20 
fe<d_max' [800,1000,1500} 
rnpid' [1000,1000,1500} 

~=~~=J!f·Jj·jj 
zero_positmn: {-100,100,212] 
I 

lsc_functionality: [machining,milUng] 
lsc_org_id: nil 
registered_ BAA: [[<EAA_id>,<manager_EAA_id>, 

<availability>,<maintenance>], ... ] 
received_E~: U<EA_id>,<BP_job_id>], ... ] 
selection_cntena: [[due_dale,J],{minimum_paJh,2],{less_numb_EAA,3], 

[greaJer_EAA_cost,4], ... J 
time_ out: 25 

check_inexistence_candidates_BP: rrt_check_inexistence_candidates_BP 
check_inexistence_candidates_EA: mt_check_inexistence_candidates_EA 
choose_EAAs_to_send_EABR: mt_choose_EAA_to_send_EABR 
receive_answer_EAA: rrtJeceive_answer_EAA 
select_EAA : mt_select_EAAs 
send_EAA_to_Consortium: mt_send_EAA_to_Consortium 
send_EABR_to_EAA: mt_send_EABR_to_EAA 
send_answer_to_EAA: mt_send_answer_to_EAA 
send_answer_to_EAA: mt_verifyJelaxation 
send_answer_to_EAA: mt_evaluate_candidates 
) 

EAA agent class I LSC agent class 

Figure 6 Example of the agents' classes. 

~g~: =~~:~o'::iU~~~~~~~_all_oonsortium 
show_consortium: mt_show_consortium 
get_EA_status : mt_get_EA._status 
get_BP _status: rri_get_BP _status 
scheduling_ execution: mt_scheduling_execution 
I 

Frame: <consortium id> 
I -
controlled_ by : <consortium_i> 
bp_1d: <BP _id> 
type: make 
COflllOSed_by : 
[[<manager_id><server_id><EA_id><start_tinr><end_time>],. 

consortium_receive_EAA: mt_consortium_receive_EAA 
scheduling_ execution: mt_consortium_scheduling_execution 
modify _BP _information : mt_modify _BP _information 
fmd_substitute : mt_find_substitute 
get_EAA_status : mt_get_EAA_status 
give_EA_status_to_SS: mt_give_EA_status_to_SS 
give_BP _status_to_SS: mt_give_BP _status_to_SS 
I 

SS agent class I Consortium (C) agent class 

In the HOLOS approach, a derived dynamic scheduling system is represented as a particular 
configuration of agents organized for a concrete scenario, and that can be supervised during the 
execution of a scheduled production plan. A derivation basically consists in creating instances 



188 Part Seven Scheduling Systems 

of the agents' classes and then filling their skeleton along some derivation phases (discussed 
later). In fact, these phases represent a stepwise way through which the HOLOS methodology 
is utilized. Thus, hidden under those phases, the methodology's procedures are applied. 
Briefly, they are : 

a) Agents Specification 
This procedure is related to the knowledge to be incorporated into each type of HOLOS agent 
(SS, LSC, Consortium (C) and EAA) when instances of them are created. This knowledge is 
represented by attributes and functionalities, which in turn can be : 
• Generic : those which each agent should have, independently of the particular site * 
• Customized : the generic attributes and functionalities which need to be customized 

(within a set of options) for a particular scheduling system, but still independently of the 
particular physical site. 

• Particular : the attributes and functionalities which should exist and/or have to be customized 
taking into account the particular physical site. 

al) Selection of EPS Criteria 
The EPS aspects are directly or indirectly indicated (selected) via customized attributes. In 
general terms there is a method associated to each indicated EPS aspect. Nevertheless, the 
specification of an attribute may be a result of a combination of EPS aspects. 

a2) Consistency Verification 
The indication of the EPS aspects can be a difficult task, specially when they have to be 
combined to each other. A wrong specification and/or combination can provoke a situation of 
domain inconsistency. Two consistency verification levels exist : a simple check to guarantee 
that all terms indicated are defined in a glossary; and a more sophisticated analyses to guarantee 
a valid combination between those aspects (based on a 'derivation map', which could model all 
possible combinations for each aspect). Due to the complexity, this last level can suggest a 
decision support module may be used to help the user. 

b) Agents Implantation 
Implanting the agents means to make them exist in the 'world'; i.e., they can be recognized in 
the system, can communicate to the other agents and can execute actions. In this sense, once the 
logical agents instances are completed created, they do a self-announcement making use of their 
respective communication channels previously assigned. The 'compilation' of all agents' 
functionalities and other programs, the creation of libraries and adjustment of graphical 
interfaces are other steps to be pursued. 

c) Agents Integration 
In the HOLOS approach, agents have to communicate to external and heterogeneous entities in 
order to execute a scheduling. Such entities are the CIM-IS, other sub-systems (specially those 
related to the planning and supervision activities) and the production resources' local 
controllers. There are three possible integration layers to be made (see Figure 11) : 
1- PLC (or other local controller) : Server- it aims at transforming the local production 

resource's controller (its PLC) in a server; i.e., creating a higher level client (in DOS or Unix 
for instance) which can communicate with the server. The communication process can make 
use of RPC, for instance. 

• As already mentioned, the HOLOS methodology assumes that all agents' classes and information models are 
already composed before starting a derivation. However, a class concept can be changed (by the user), and this 
may be done due to some requirements of the particular site. 
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2- Server : EAA Manager- it aims at allowing the server to be integrated and representable into 
the community of agents. The paradigm client (EAA Manager I Unix) : server (Server I Dos 
or Unix) is applied. The communication process can make use of RPC, sockets, etc., in 
UDP or TCP, depending on the server's communication services. 

3- EAA Manager : other agents - it aims at allowing the EAA Manager to make a conversation 
(in an abstract 'multiagent scheduling language') to the other agents of the architecture, to 
other subsystems and to the CIM-IS. A high level protocol can be utilized for that, which 
can be supported by RPC, sockets, etc. , in UDP or TCP. 

d) Agents Reconfiguration 
An open solution implies giving the user the possibility to refine the Particular Architecture 
Infrastructure, after its generation, for the specific target system. This can be done through 
modifications (or extensions) and/or insertions of attributes and/or functionalities not generated 
during the derivation. 

e) Architecture Reconfiguration 
Production domain and scheduling policies and their control structures can change along the 
time, either due to its obsoleteness or due to some adaptation for a specific derivation (as 
mentioned in the Agents Specification procedure) . Thus, an open architecture has to 
contemplate the possibility to the user for changing the agents' classes and the domain 
knowledge. 

4.1 The Derivation Phases 

Five derivation phases are utilized in the HOLOS methodology (Figure 7) . Briefly they are : 

GA 
Logical 

-,J.­
GAI 

Logical 

-J-
PA 

Logical 

-1-
PAl 
Real 

-l-
cheduling 
System 

Real 

Eq?EBt:ptp 
-- ------

j·_·itifi_ 
~· ·w· ·a·a 
----- -------

~ 

Figure 7 HOLOS derivation phases. 

• Agents ' Classes 
• Generic agents's knowledge 

description and possible linking 

• Attributes/Methods dealing with 
creation and agents communication 

• Inhibition of some attributes and 
methods. 

• Instantiation of attributes/method 
"~"and "Customized". 

• Instantiation of attributes/methods 
"~". 

• Real agent creation. 
• Commurrication channels assignment 
• Portability of Graphical interface 

• Agents integration : 
- PLC : Server ; 
- Server : EAA : 
- EAA : other agents. subsystems 

and CIM-IS 
• Adding new attributes/methods 

not created in the derivation. 
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Generic Architecture (GA) 
In this initial phase all classes of agents are abstract objects. Examples of these classes were 
shown in the Figure 6. They represent the 'genesis' of the scheduling system. 

Generic Architecture Infrastructure (GAl) 
It is the first stage of the derivation process. The main goal in this phase is to give the agents the 
first 'seeds of life', i.e., a set of primitives related to their creation and communication 
(including with the CIM-IS). The RPC protocol has been used to support the agents 
communication. Due to the difficulties for calling RPC services from a program (a method) 
written in Prolog, C programs are used as an 'intermediate binding' for that (Figure 8). Generic 
attributes and/or methods can be inhibited for the particular system. 

Frame ~ < LSC_1d > 
{ 

time_out; ~ .- ..-

--
Prolog 

char• 
get_amwer_EAA_RPC ( <li.st_arp, client) 

Aru.wer • <lLSt_arg>: 
Chent •ctnt 

.statiecbarres; 

b.t:ero((cbar •)&re.s. 5tUof(rc.s)}~ 
lf(tlnt_call ( tlnl. get_An$\\.<er_EAA_RPC. xdr_mt.. 

c 

<hst_arg>. xdr_ch:M, &rc.s, Time_ Out)[:;; RPC_SUCCESS l 
{ 
return (i'1JLL); 

) 
rctum(&ra); 

gcUiJOI. ( < LSC_1d >.time_out. Time_Out) . 
calL method ( < LSC_1d >, r«:eave_answer_EAA, 

I< EAA_id >. < EA_id >.1imc_Out. R l). 

mt_.-eceive_anS'A't-r_EAA (< LSC_id ;>, < EA_id >. Tune_Out, R) :· 
get_ruuwer_EAA ( < LS _id >. < EA_id >, Tame_Out, R ). 

fl_ncludc ... 

void gtt_answcr_EAA (< LSC_id >. < EA_td >. Ttme_Ou t. R) 
{ 

cl,.v. pe: - ... 
pc: :~: gct_&~.!iwcr_EAA_RPC (< EA_id >. T-me_Out, < LSC_id > ); 

Ra ... ; 
I 

Figure 8 Example of an agent LSC in the GAl phase. 

Particular Architecture (PA) 
In this phase the logical instances of the agents' classes are originated. The Generic 
functionalities and attributes are added (by inheritance) to the respective instances, the 
Customized functionalities and attributes can be chosen and/or indicated from a set of options 
(library), and the Particular ones are specified (Figure 9). This is the first step in direction to the 
particular system instantiation. 

Frame · sebeduhng_.wpcrvi.sor 
{ 

~-Con.sorttum_c.\'al : fcompldioo_time, tiUdmeu, 
La.teoe.u,lcad_tune-. sla.::k_time. idle_time-, . 

evaluate_ConsonuJm mLevaJuatt_Coll.SOrtium - -

.sbow_consortrum : mt_show_conson.ium 

c::a/l_nu~thDd ( sclredulrng_Jup~rvisor, evaluat~_ConJortium. 
{<coiUortium_id>. romplttron_tun~. V j) . 

mt_e\'aluoue._Coo.sortiwn (<cons011•um_id>.<para.m_e\'ai>,Value) :-

mt_c.\'aiWIItc._ C'on5Qftium ( <coO.Sortlurn_Hb.corrrpll!'tion_tinr~. Value) :-
- ~ get_frame_value (<coo~ium_id>, tudy_time, Rt). 

get_rrame_\'alue (<eonsonium_Kb, ~«:c:.ss_time. Tt) . 
get_rraniC_'Yalue (<consorttum_id>. waiting_ time, Wt), 
VaJue is Rt + Tt + Wt. 

Figure 9 Example of an agent SS in the PA phase. 
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Particular Architecture Infrastructure (PAl) 
This phase is responsible for the real creation of all logical agents instances composed in the 
previous phase. The communication channels have to be assigned to the agents according to 
their topology and enterprise model in order to connect them to each other. The adequacy of 
user interfaces is another aspect to take into account. In this phase, the agents become 'real' 
entities. 

Dynamic Scheduling System 
The user takes the PAl and makes the necessary adaptation for the particular system as well as 
handles the system (agents) implantation. An old derivation is replaced by the new one. This 
last phase represents a PAl completely instantiated and implanted. 

5 HOLOS - THE SYSTEM GENERA TOR 
Likewise the other areas, the systems development technology has also suffered the 'Pendulum 
Law' effects. From the one extreme situation in which the systems were designed all custom­
tailored and hence with high costs in development, it has passed to the other extreme in which 
the systems became generic, less expensive but 'black boxes'. More recently, due to the 
increasing of the development complexity of industrial systems and, at the same time, their need 
being open, modular, reusable and integratable, the 'derivation approach' has stood in 
significance and seems to be a balanced trend (Dietrich, 1994). Its basic idea corresponds to 
create generic systems architectures and then to create particular 'instances-of from that. The 
BOLOS System Generator (HOLOS-SG) (Rabelo,l994b) can be seen as an example in that 
mentioned direction. It represents an automatic way to guide a derivation. In fact, the BOLOS­
SO appears to be a 'computer aided derivation' tool. By means of a strong interaction with an 
user deriver the BOLOS derivation phases are passed so that at the end of the process a P AI is 
generated. 

It is not the objective here to describe it in details, but just to give a rough idea about it and its 
philosophy. Figure 10 shows its generic architecture. Some aspects deserve a brief explanation. 
The first one refers to the user intervention. Beyond his/her position as a deriver (and as a 
decision maker to some extent), he/she can alter I have access to the system concepts and 
libraries. Further, once the P AI is generated and in order to generate the particular scheduling 
system, it is necessary to implant, to integrate and, possibly, to reconfigure agents. The second 
one is just related to the CIM-IS role. Basically, it is the source of all information models 
needed for a derivation as well as the repository of a derivation representation (old ones, current 
one, or even one in progress). The last aspect is concerned with the rules to guide a derivation, 
which is supported by other structures (a Help, derivation maps and a decision support system) 
for consistency verification, specially in the PA phase. 

5.1 Prototype under development 
A test case for the NOV AFlex (Barata,l993), the UNINOVA's FMS/FAS pilot system, is in 
development. The objective is to derive a dynamic scheduling system based on the BOLOS 
methodology. NOV AFlex is composed by three robots (one scara and two 6 dof), two 
numerical control machines (a lathe and a milling), an automatic warehouse and a pallet based 
transport system with sensors. The current prototype has been in development and being 
implemented in Prolog for Aix language with an object-oriented extension (Seabra 
Lopes,1994), in an IBM Rise 6000 workstation. 
The integration aspect is vital in manufacturing. Apart this prototype, other works on 
integration have been in development at UNINOV A. In short, we have faced with the legacy 
system problem. The production resources' controllers are quite heterogeneous, and they need 
to be recovered in such a way they can be integrated into the architecture infrastructure, i.e., 
they can be represented within the community of intelligent agents. The UNINOV A's approach 
is the development of encapsulating layers (as mentioned in Agents Integration in chapter 4). 
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The first integration layer (PLCs-Servers) is already finished for all NOV AFlex' s servers, in 
PCs, with implementations inC and C++ languages, Linux and DOS operational systems, and 
Xll and TCL Tool-Kit for graphical interfaces. It means that all servers can 'offer their 
services' to the other agents I applications. Other works were made on how to integrate agents 
with other subsystems and with the CIM-IS (third integration layer). We are now concentrated 
in the second layer, i.e., the integration of these servers with their 'managers'. Thus, an EAA 
is modeled as a logical clustering of two basic interacting processes, a Manager and a Server -
a tandem architecture (Figure 11). The Server, representing the resource's local controller, is a 
slave process which gives its Manager an allowance for offering services which it is capable to 
execute. The Manager 'represents' this Server within the manufacturing environment. Its 
basic function is 'selling' (via negotiation) the Server's services. In fact, a Manager can also 
represent more than one Server, depending on the production resources' topological model. 

User 

Figure 10 HOLOS System Generator architecture . 
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Figure 11 An example of the EAA architecture. 
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6 CONCLUSIONS 
The BOLOS, a methodology for derivation particular dynamic scheduling systems from a 
generic architecture, was presented. It makes a matching with most of the characteristics 
considered as trends and emerging concepts in scheduling (Szelke,1994). It utilizes some 
anthropocentric concepts in applying a decentralized control and in exploiting the autonomy of 
the production resources. The negotiation between intelligent agents is used as the support 
technique for that. 

The Engineering-Tool-Kit (Hirsh,1994) and OPIS (Smith, 1994) represent two other related 
works. In spite of they are older, apply different approaches and are already more established 
than BOLOS, their general objective is equivalent : generating particular architectures and 
systems based on generic concepts. However, due to the BOLOS potentiality in terms of 
flexible modeling and control, system modularity and expandability, integration and MAS 
approach, a BOLOS instance system appears to fit in a more suitable way with the requirements 
of the industries which have envisaged for a virtual manufacturing towards the extended 
enterprise paradigm. 

It does not intend to cover all kind of industries. The first prototype is directed to discrete and 
jobshop manufacturing. Further, this prototype assumes that the generic architecture is 'good 
enough' and that the human deriver has all knowledge on how the particular dynamic 
scheduling (the instance-of) has to be. However, the architecture can be modified along the 
time, and the instance can be adapted by the user after a derivation. 

The BOLOS System Generator, a 'computer aided derivation' tool, was briefly presented, 
allowing the user to be assisted during a derivation. 

A prototype has been in development in order to generate an instance-of for NOV AFlex. After 
the first implantation, the evaluation and methodology validation correspond to the main next 
steps to be pursued. Further, in being this work a cooperation between UNL and Federal 
University of Santa Catarina I Brazil, the intention is also to derive a particular system for its 
manufacturing cell. 
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Abstract 
A new algorithm for the distributed simulation and evaluation of on-line schedules is presented. 
Generally, on-line scheduling has often been restricted to scheduling activities on a single 
machine or workcell. The exploratory research reported in this paper expands on-line 
scheduling to encompass several machines or workcells. Branch and bound search techniques 
are used in the simulation to reduce the number of simulations simultaneously in execution. The 
algorithm is applied for the distributed simulation of on-line schedules for a manufacturing 
example. 

1 INTRODUCTION 

Several obstacles prevent current assembly and manufacturing lines from capitalizing on the 
promises of complete automation. Among these are the difficulties in scheduling! resources and 
ordering processes such that optimal use is made of the current configuration. Fox and Kempf 
[FoKe85] distinguish the differences between planning and scheduling and suggest that a 
distinction is both essential and beneficial. While planning is often done off-line, scheduling can 
be best performed at run-time [FoKe85, XiBe88, ChAl86, MeSa91, Lyon90]. Planning is an 
activity that produces a minimally constrained plan2 and provides estimates for raw materials 
requirements and product yields. Scheduling is an activity that uses the plan developed by the 
off-line planner and develops a schedule at run-time, incorporating the current state of the 
factory floor. Such a schedule will be maximally constrained and it will specify the necessary 
details for executing a schedule. Furthermore, the scheduler can reactivly adapt the schedule in 
response to unexpected outcomes or states. Previously, on-line scheduling has been restricted 
to a single machine or workcell. The exploratory research reported in this paper expands on-line 
scheduling to encompass several machines or workcells. Various representation schemes h~ve 
been used to represent operational orderings of a plan. These include: (i) AND/OR graphs 
[FoKe85], [MeSa9l] , (ii) Hierarchical hypergraphs [XiBe88], (iii) process algebra [Lyon90], 

* This research was supported in part by the Texas Higher Education Coordinating Board under grant ATP-
115. 
1 Scheduling can be classified as either on-line or off-line scheduling. In this paper, scheduling is used to 
refer to on-line scheduling, unless otherwise explicitly stated. For more discussions on scheduling, the 
reader is referred to [FoKe85] and references therein. 
2 A minimally constrained plan is a plan that will not require replanning in the future. Constraints known 
apriori are used to generate a minimally constrained plan off-line. A maximally constrained plan is a plan 
that is generated taking into consideration all available constraints. A maximally constrained plan is 
generated at run-time and can be directly executed. 
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(iv) directed acyclic graphs (DAGs), (v) Petri Nets [KrSr887], and, (vi) frames [Haye93]. For 
the example in this paper, a listing of partial orders, a termination set of processes, and a set of 
previously executed processes will form the part representation. A distributed simulation 
scheme is used to evaluate possible schedules. The reader is refered to [Jem95] for a detailed 
survey of the literature on search techniques and simulation. 

Finding efficient heuristics to reduce the size of the search space to make the simulation tractable is 
a primary objective of this work. Although the search is bounded, the number of simulations is 
large for even moderately complex environments. The significant characteristics of the simulation 
described in this paper include: (i) Each resource on the factory floor is assumed to have some 
computational element that can make process decisions with respect to its current status. Typically, 
this computational element is combined with other such elements in a central process. However, 
this tight coupling between the central process and the individual machines makes expansion, 
changes, and upgrades difficult. In the distributed simulation environment described in this paper, 
the computational element for a machine, the machine's controller, and the physical resource are 
modeled as a single agent. Given this model, each machine has the added capability to reason by 
itself. Once the system is decoupled in this manner, machines may now reason very differently. 
For instance, one machine may use intensive geometric reasoning while another may use simple 
semantic reasoning. The part and schedule representations are the only constraints on the method 
of reasoning for each agent, (ii) Upgrades can be incorporated into the scheduling unit of a single 
machine without affecting the rest of the system. Thus, each module must have a minimum set of 
constraints to be integrated with the system, while allowing the maximum amount of freedom to 
perform its job in the manner it chooses. On the other hand, the modularity introduces a serious 
architectural problem. Since no machine can assume anything about the operation of the other 
machines, each module cannot directly assess the extended results of its actions. In essence, each 
machine is blind with respect to other machines or its role in the system. The absence of a global 
view makes the application of heuristics considerably more difficult, (iii) The maintanence of a 
central time keeping process helps to provide a global view of the simulation, (iv) The simualtion 
considers the generation of on-line schedules for a group of machines or workcells, and, (v) The 
method proposed has the flexibility to exploit process dependent and process independant heuristics 
[Jem95]. 

This paper is organized as follows. Section 2 presents the new distributed environment. 
Section 3 analyzes a complete trace of a simulation. Section 4 concludes the paper with issues 
for future development and research. 

2 THE NEW SIMULATION METHOD 

In this research, simulation is employed to both generate and evaluate schedules. Simulated 
schedules are generated and evaluated based on the processes performed, in comparison to the 
input plan, and the current state of the system. The number of potentially feasible schedules to 
simulate is a dynamic function of the changing system state. The state of the system cannot be 
predicted off-line due to unexpected and random events. An on-line simulation of schedules can 
react to the current state when evaluating plans. The primary modification made to basic 
sequential simulators [Misr86] for this research is the ability to handle points of non­
determinism. In each new simulation created, one of the valid responses to the event that 
triggered the duplication will be simulated. Each of these simulations can continue in parallel 
since they are completely duplicated. 

2 .1 The Central Algorithm 

Each simulation can be in one of four states: ready (to process an event), waiting (for the 
previous event to finish processing), terminated, successfully completed. While the simulation 
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is active, it cycles between the ready and the waiting states. When a simulation reaches a point 
of non-determinism, all the possible choices must be considered. At this point, a message is 
sent to the central process that requests the simulation to be split into a number of duplicate 
simulations. The central processor duplicates the event list for the simulation and signals all 
agents to duplicate any information held for that simulation. The requesting agent can then 
reflect each possible path in one of the duplicate simulations. The algorithm for the central 
process is given in Figure 1. 

T =TO, Tl, ... T(x-1) 
where x is the number of simulations and Tw is the global clock of simulation w. The global clock can be 
defined as: Tw =MIN (I) 
where t =tO tl, .. t(y-1), y is the number of factory floor processes, and ts is the next expected time in which 
factory floor process swill generate an event. 

Central 
Create simulation 0, T= 0, invalidate all expected event times 
Send A Start Simulation Message 
Bound=oo 
Repeat 

From subset of simulation that have all agents registered, T', 
find the simulation with Tv = MIN(T') 

Advance Tv to MIN(t) 
If Tv> Bound then 

Locally delete simulation v 
Broadcast delete simulation v message 

Notify agent with registered time Tv of the current time and mark that agent as 
invalid 

If any validation messages have been received for agent z in simulation q 
For simulation q 

register new time for Tz 
invalidate any other agents included in the message 
mark agent z as valid 

If any delete messages have been received for simulation b 
Locally delete simulation b 
Broadcast delete simulation b message 

If any split message received 
Create the simulation to the correct number of new simulations 
Broadcast split message with old and new simulations 

Search any simulations that lulve all registered times as= and no work in progress 
If Th is< Bound then Bound= Th and save simulation h 

Until no simulations are still running. 

Figure 1 The Central Algorithm. 

2.2 Floor Agents 

Until this point in discussion, it was assumed that all factory floor processes are identical. In 
actuality, there exist four distinct groups of factory floor process. Each represents a group of 
physical entities on a real factory floor. These are: (i) queues, (ii) inspection stations, (iii) 
materials handling processes, and, (iv) machines. 

Queues: Queues are the simplest form of floor process and represent deterministic material 
handling methods. For instance, a conveyor belt can be modeled deterministically because it 
cannot change the state or ordering of the parts it contains. Queues must be specified with 
upstream and downstream neighbors as well as capacity and transfer rates. 
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Inspection stations: The simulator assumes that no errors will be generated by the inspection 
station. The inspection stations may introduce delays and exhibit some buffering. 
Inspection stations can be a form of subgoaling to reduce the search space. 
Materials handling process: Material handling processes are non-deterministic. For 
instance, a robotic manipulator may have a choice of one of many machines to which it can 
deliver the part. The material handling process must know its downstream and upstream 
neighbors. Furthermore, its capacities and capabilities must be thoroughly defined. 

• Machines: Machines are floor agents that can cause a change in the state of the product and 
are the most complicated floor process. Machines must match their own capabilities with the 
needs of the current part. This involves solving the partial ordering problem. The specific 
algorithm used depends on the part representation. Each machine must also know its 
capabilities as well as its upstream neighbor, downstream neighbor, and central process. 

3 ANEXAMPLE 

3.1 System Description 

This section provides a complete trace of a single simulation for a sample computer assembly 
factory. In the example, three separate workstations are being assembled. The workstations 
produced by the factory can have several different configurations. New worsktations start at the 
beginning of the factory as an empty case. Each workstation must have a motherboard (MB) 
and a power supply (PS). The motherboard must be installed first. Cards that are available for 
installation are: a network interface card (NI), a monochrome monitor card (BW), a color 
monitor card (CR), and a drive controller (DC). Any subset of these cards may be installed in a 
workstation. Three drives are available for installation: a hard drive (liD), a floppy drive (FD), 
and a tape drive (TD). Drives have to be installed after the installation of the drive controller. 

Workstation A is a diskless workstation with a motherboard, power supply, monochrome 
monitor card, and a network interface card. Workstation B is a standalone workstation with a 
motherboard, power supply, drive controller, monochrome monitor card, hard drive, and floppy 
drive. Workstation Cis a high-end workstation with a motherboard, power supply, drive 
controller, color monitor card, network interface card, hard drive, and tape drive. Table l 
summarizes the configuration of each workstation. At the given moment, t = 0, workstation A 
has just arrived and the other two workstation's assembly are already in progress. Workstation 
B is having a motherboard installed and has 2.4 time units remaining on the operation. 
Workstation C already has a motherboard and power supply and has 3 time units remaining on 
the installation of its color monitor board. 

TbllWks. fi a e or tauon con 1 urauons. 
Workstation MB PS NI BW CR DC HD FD 1D 
A " " " I "· B " " I 'i I'/ "· " c " " " I 'I I 'I " " 

The example factory is shown in Figure 2. It contains all of the four fundamental types of 
factory floor agents; queues (QO, Q3, Q5, Q8, and QlO), material handlers (MHl and MH7), 
machines (M2, M4, and M9), and an inspection agent (16). Notice the MH7 has the option of 
routing parts along a reentrant pathway. The capabilities for each machine are described below. 
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Figure 2 Block diagram of the example factory. 

Although varying in length, all the queue agents in this example have similar characteristics. For 
instance, each queue takes .2 time units to advance a part one position in the queue and 1.3 time 
units to transfer a part out of the queue. Table 2 shows the specifications for the queues in the 
example. 

Tb12Q d a e ueue escnptwns. 
Position to position transfer rate .2 
Exit transition time 1.3 
LengthofQO 3 
LengthofQ3 3 
LengthofQ5 3 
LengthofQ8 3 
Length of QIO 10 

Two material handlers are present in the system. MHl can transition a part from one of two 
sources to a single destination. Conversely, MH7 can transition a part from a single source to 
one of two destinations. Material handlers will always introduce a point of non-determinism 
becuase of the multiple sources or destinations. Both machines take a finite amount of time to 
grasp a part and perform a transport operation. If the destination is currently full, the material 
handler will attempt to accomplish the grasp, but will wait for the destination to empty before 
performing transportation operation. Table 3 shows the specific characteristics of the material 
handlers in this example. 

T bl 3 M ·a1 H dl d a e a ten an er escnptwns. 
Grasp time for MHl 1 
Transport time for MHl 1.3 
Grasp time for MH7 .3 
Transport time for MH7 .7 

In the physical system, inspection stations serve to synchronize the knowledge bases with the 
real world. If the state predicted by the knowledge base and the state of the real world are 
sufficiently different, a process error may have occurred. Once the knowledge base is updated, 
the next scheduling phase will begin with a new initial state and reactively adapt to the changes 
this introduces. Since contingency schedules are not created, the inspection system will not find 
errors. The inspection station requires 2 time units to inspect a part in the example. 

Three machines are present in the system. Each of these machines have different capabilities. 
M2 can install cards, but it is primarily used for installing the motherboards and power supplies. 
M4 is a card installation machine only. M9 installs drives only. Each machine can determine if 
any of its capabilities match those needed by the current part. Machines may perform several 
sequential operations on the same part without the expense of ftxturing and transferring the part 
between operations. When a part leaves a machine in this example, there is a one time step delay 
for grasping and transfering the part (not listed in the Table 4. Table 4 gives the capabilities for 
each machine and process times for the installation of each option. 
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bl 4 M h. bT. Ta e ac meca pa 1 1t1es. 
Machine MB PS NI BW CR DC HD FD 1D 

_M2 3.2 3 2 2 2 2 
M4 3.7 3.7 3.7 3.7 
M9 4.2 4.2 4.2 

If a part reached M9 in a simulation and did not have all its cards installed, the part would be 
passed on to the termination point and the simulation would fail. Given the current 
configuration, there was no way for the cards to be installed before the part exited the assembly 
line. However, reentrant pathways allow parts to move against the flow of the assembly line. 
As in the example below, the pathways can also be used to alter the ordering of the parts in the 
assembly line. Parts with little remaining work can pass jobs with a substantial amount of 
remaining work to reduce the number of parts in the system. 

3.2 Simulation 

The trace shown in Table 5 is a complete simulation generated in the system described above. 
For clarity, this simulation is always marked UO. Time T=2.4 is a point of non-determinism. 
M2 requests to split the simulation because it has to perform one of the following possible 
operations: install the power supply, install the drive controller, install the monochrome monitor 
card, or transfer the part out with no further operations. The simulation was split into four 
duplicate simulations. In each of the duplicates, M2 simulated one of the possible operations. 
As noted in the comments for that line, the power supply was installed in simulation UO. At 
simulation time T=1.9, another type of non-determinism occured. MHl had the choice of 
drawing the next part from QO or QlO. For simulation UO, the part was drawn from QO. In the 
alternate simulation, MHl will wait for a part to become available from QlO. 
At time step 20.6, two event are shown occurring at the same instant. While this is rare, it does 
not pose a simulation problem because of the decoupled nature of the event processing. 
Furturemore, notice that workstation C has chosen to follow the reentrant pathway at T=7.9. 
Because of the volume of work remaining to be performed on C, it would have retarded the 
progress of workstations A and B. In effect, the smaller jobs passed the larger job. 

Table 5 Simulation trace. 
Time QO MHI M2 I Q3 M4 Q5 16 MH7 Q8 M9 I Q IO Mil'/. Comment 
0 1 .9 2.4 f 1.9 

1.9 2 .9 
" 

2.4 Split UO= 0»1 ,, Ux= 10•1 
2.4 0[!; 2.9 Spill UO= PS 

Ux=DC,BW.xfc 
2.9 -t H' 3.0 
3.0 eft:'. ·~~ -fi 4.0 Split UO= xfer 

' w !Y Ux= NI.DC 
4.0 'fT'. ! - rw 5.9 M 5.4 
5.4 '6.4j '"JI 5.9 Split UO= xfer 

<W Ux= BW DC 
5.9 )/'' . 00 tAl 7.9 w 6.4 
6.4 7.7 8 .3 l ·<jl&£ 7.7 
7.7 10.9 

···;:;~· 
7.9 Split UO= MB 

Ux= xfcr 
7.9 ~ !,:,?J 8.3 Split UO= 7» 10 

A Ux= 7>>8 
8.3 : oo 12.0 89 SplitUO= BW 

Ux= DC.xfer 
8.9 00 W.i :12.2 10.9 
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4 FUTURE DIRECTIONS AND CONCLUSIONS 

In this work, a new algorithm for distributed simulation and on-line evaluation of schedules has 
been presented. The algorithm can be applied for multiple machines and is flexible enough to 
handle most manufacturing scheduling applications. The algorithm is to evaluate heuristics to 
reduce the complexity of the search procedure. This work has proposed a distributed simulation 
approach that offers the following advantages: (i) Simulation helps in reducing the number of 
schedules evaluated to provide a satisfactory response time, (ii) The design of the simulation 
environment is flexible and can be tailored to the constraints of a factory environment, (iii) The 
implementation of the distributed simulation environment reflects the requirements foreseen in 
future schedulers (e.g. scheduling with machines that reason in a variety of ways), and, (iv) 
Without additional problem-specific heuristics, the system is designed to take a plan and perform 
a bounded search on generated schedules. 

Future research will be directed to additional heuristics, such as: (i) Not allowing parts to cycle 
through the reentrant pathways unless there is a state change, (ii) Methods for identifying and 
associating subgoals with parts. These subgoals will determine if a part can transition beyond a 
specific machine. For instance, in all cards should be installed before a part can enter Q8. (iii) 
Methods for establishing the initial bound on the simulations. (iv) Alteration of the branching 
policy to favor attractive solutions. 
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Abstract 
This paper outlines a new approach utilising generic capability units tenned 'resource elements' 
(REs). REs describe the capabilities of machine tools and machining facilities, and represent the 
process planning information. A prototype integrated environment for process planning and 
scheduling in which REs are used for both the generation of nonlinear process plans and production 
scheduling is described. It is shown to offer significant improvements in manufacturing system 
performance and REs are seen to provide a powerful and practical approach to integration. 

Keywords 
Process planning, scheduling, integration, resource elements, nonlinear process plans 

1 INTRODUCTION 

Manufacturing companies are divided into specialist departments performing computer aided design 
(CAD), computer aided process planning (CAPP) and production planning and control (PPC). 
These activities are normally performed sequentially by departments, with most performance­
improving effort directed towards refining and perfecting individual functions rather than 
performance across functions. 

Today, CAPP and scheduling remain essentially separate activities. Process planning is considered 
a time-independent activity that generates an optimised set of sequenced operations and resources 
for transforming part design into a finished product, while scheduling is treated as a time-dependent 
function aimed at the utilisation of resources to satisfy the process plans for a number of products 
(Chryssolouris and Chang 1985, Kuhnle 1990). 

Difficulties in integrating CAPP and PCC relate either to the functionality of these systems or to 
their use of data. While process planning systems focus on the operations to be performed on single 
parts, scheduling systems deal with both multiple parts and multiple products to be manufactured 
within the same system. Conventional scheduling systems also adopt a global view and thus aim to 
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optimise machine utilisation and maximise throughput to meet production targets. Schedulers can 
nonnally only handle linear sequential process plans and resources are often combined into capacity 
groups for the purpose of load balancing (EIMaraghy 1993). 

Production disruptions and bottlenecks occur on the shop floor due to resource shortages and 
routes have to be changed to suit demand; however, this is done without full consideration of its 
implications for the overall operation of the shop floor. The lack of communication between process 
planning and scheduling therefore leads to higher costs and is a serious obstacle to achieving 
effective integrated manufacturing systems. 

Many shortcomings in current CAPP and scheduling industrial practices are the result of several 
assumptions: (i) Process planning is a static activity, influenced only by component design and its 
technological constraints, and thus focuses on technical manufacturing analysis of products to 
satisfy their design intent. (ii) Scheduling is strictly sequential, to be performed only after process 
planning, and therefore focuses solely on capacity constraints and efficient resource time-allocation. 
(iii) There is unconstrained resource availability during component manufacture. Moreover, process 
planning is performed such that some 'desirable' routing nonnally utilising the most capable machine 
tools is repeatedly selected for each component. 

In modem, highly dynamic, responsive industrial environments, none of the above assumptions is 
realistic or applicable. Process planning and scheduling may have conflicting goals, but a significant 
potential for improvement in the CAD/CAM information integration can be achieved if the gap 
between CAPP and scheduling can be bridged. 

There are three basic approaches towards integration of CAPP and PPC (EIMaraghy 1993). The 
global integration approached is based upon high level integration of functions and CIM modules. 
Each CIM module (CAD, CAPP, MRPTI) maintains its own database and a global update scheme is 
devised to achieve information integration. This method is data-intensive and does not address the 
need for nonlinear plan representation (EIMaraghy and EIMaraghy 1993). 

The second approach attempts unification, merging CAPP and PPC into one system with a 
common structure. Petri-nets are commonly used to model logical and temporal relationships 
between system entities. The issues of realtime events and related feedback from PPC to CAPP in 
response to shop floor 'disturbances' are not fully considered, e.g. FLEXPLAN-ESPRIT Project 
2457 (foenshoff et al. 1989, Toenshoff and Detand 1990). Extensions to the approach are made in 
the new EPRIT sponsored project COMPLAN (Kruth et all994) to develop an integrated system 
for concurrent process planning, scheduling and shop floor control based on nonlinear process 
plans. 

The third approach to integration can be considered an intermediate solution between the ftrst two 
approaches (EIMaraghy 1993, EIMaraghy and EIMaraghy 1993). This approach is essentially 
modular where CAPP and PCC are not treated as one system. However, the CAPP and PPC 
systems need to have the ability to interact with the shop floor disturbances, nonlinear process plans, 
and dynamic resources and constraints. In this approach, integration schemes utilising a separate 
module called the 'integrator' were developed to bridge the functional and data gaps between CAPP 
and PPC (Jack and EIMaraghy 1992). 

Real improvement in production control can only be achieved by integration of a CAPP system 
and a scheduling system that fully utilises the benefits of manufacturing alternatives provided by 
nonlinear process plans. The actual utilisation of machines is significantly determined early on in 
process planning and to meet the flexibility requirements of workshop contro~ the process plan itself 
has to be more flexible. It is recognised that CAPP and PPC systems need to be able to generate and 



Integration of process planning and scheduling 205 

utilise nonlinear process plans, interact with the shop floor disturbances, and dynamically take into 
account resource availability constraints on PPC (Jack and EIMaraghy 1992). 

It is the contention of the authors that one of the main directions for improving manufacturing 
performance lies in improved interaction and integration between process planning and scheduling. 
This will lead to a dynamic manufacturing envirorunent capable of reacting to real factory 
conditions, and will have a significant impact on reducing cost, lead time and inventory as well as 
improving manufacturing responsiveness. 

The reported work is based upon utilising generic (machine-independent) capability units tenned 
Resource Elements' both to represent component process planning information and to act as the 
basis for the generating the production schedule. An integrated environment for process planning 
and scheduling is currently under development, and is described here. 

2 SYSTEM DESCRIPTION 

The input to the integrated system (Figure 1) is a 'manufacturing job' list of the components to be 
produced within a scheduling period. It includes: component identification, due date and a priority 
value associated with each component. The list can be sorted according to component priority or 
earliest due date depending on the desired manufacturing strategy. The way the components are 
sorted represents the sequence that they are processed through the proposed system. (l) Each 
component goes through a generic planning module where machine-independent (RE-based) 
component process plans are generated. (2) Processing and setup times are generated for each 
process plan. (3) A simulating model is created based upon the process plans, and (4) this model is 
simulated for different dispatching rules and different shop floor performance measures. The 
dispatching rule resulting in a better performance indicator is selected. The final component process 
plans and schedule are those obtained using the selected dispatching rule. 

~ ~~~ ~---.... 

OtntriiOf'Of 
Simulation model• 

Figure 1 System Overview. 
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The results obtained from the simulation module shown in Ftgure 1 as the output (schedule plan and 
component routes) are both machine-based although the simulation model is created using RE­
based infonnation. 

The number of components in the list depends on the company's scheduling period. Each 
manufacturing system has its own minimum limit for the scheduling period representing the time the 
system needs to check the feasibility of making each component It depends on the time necessary 
to prepare and test fixturing devices, tools, NC part programs, to verify resources availability, etc., 
as well as the frequency that the shop floor's status database is updated. Manufacturing systems that 
can perform all these tasks rapidly would have very short scheduling periods. Vice versa, long 
scheduling periods normally imply that the real allocation of jobs to machines will not follow the 
scheduling plan in order to cope with the unexpected (machine breakdown, resource shortages, 
etc.), thereby wasting all the effort to 'optimise' the shop floor performance at the planning stage. It 
is important to have short scheduling periods in order to gain the advantages of the integration. 

2.1 Generic Planning Module (GPM) 

An overview of the GPM is shown in Figure 2. A feature-based component data model is used to 
represent component infonnation (Gindy and Ratchev 1991). Each component is treated as a set of 
connected features, with each feature (e.g. hole, slot, step, pocket) relating to a component region 
which has significance in the context of machining operations. Based on their geometric attributes, 
features are classified into categories, classes and sub-classes, which may be followed by secondary 
forms to describe component geometry (Gindy 1989). Technological requirements (dimensions, 
accuracy and surface finish etc.), which influence the selection of processing methods, are attached 
to each feature. Features relate to local component regions and alone are unable to describe the 
structural aspects of component geometry, ie. the relationships between component features which 
can influence the selection of its methods of manufacture. Feature relationships are represented 
using feature connectivity graphs which relate each feature to adjacent features and to the potential 
processing directions of the component (Gindy et al. 1993). 

During generic planning, each component is treated as a set of features that require machining 
using the available processing system resources. Feature connectivity provide the constraints that 
may exist on the fonnation feature clusters that can be machined from a common component 
direction (potential component setups). Each feature has a multiple set of technological solutions 
capable of producing the feature geometry and satisfying its technological requirements in terms of 
accuracy, surface finish, tolerance. 

For a machine-independent but machining-facility-specific description of the processing 
requirements of components, each feasible solution is represented by the necessary REs. 

REs can be considered as elementary capability units collectively representing the full capabilities 
of the machines contained in a machine shop (Gindy et al. 1995). They are machine-shop-specific 
and describe the distribution (commonality and uniqueness) of the resources among the machine 
tools contained in a manufacturing cell or machine shop (Figure 3). REs can belong to several 
machine tools in a manufacturing facility and thus provide a basis for a generic definition of the 
processing requirements of components. Each component can be represented by a set of unique 
REs obtained from alternative machine tools without having to specify the actual tools to be used. 

During feature level optimisation, the set of REs needed to produce each component feature is 
determined. An algorithm based upon minimising the variety of resources needed for each 



Integration of process planning and scheduling 207 

component is used for optimising the resource set required for individual components. The most 
appropriate technological solution is then attached to each feature. During resource optimisation the 
system is capable of selectively avoiding the use of REs which are in heavy demand. 

For each component in the manufacturing job list, the output of the GPM is a machine­
independent process plan expressed in terms of the REs needed for its execution. 

2.2 Generation of production schedule 

Although the physical entities upon which the production schedule is ultimately generated are 
machines, component routes are defined generically in the simulation model based upon their RE 
requirements. The components wait in RE queues for a machine with the required REs to become 
available. REs act as parallel processing resources thereby increasing the flexibility of utilising 
system resources. Dispatching rules are used as the basis for simultaneously generating the 
production schedule and the final process plan for the components in the manufacturing job list 

The discrete simulation package SIMAN (Pegden et al. 1990) generates component routes and 
schedules and calculates system performance based upon the actual resources used for processing 
each component in the job list. The system is based on simulation models for capturing the 
characteristics of the manufacturing system in a mathematical form using a simulation language. 

At the start of the simulation, generic plans are created sequentially for the components in the 
manufacturing job list and the simulation model is executed. The simulation model assumes the use 
of RE-oriented dispatching rules, to drive the forwards allocation of jobs to machines on a time 
basis. The system output is a production schedule and the process plans for the components in the 
job list as well as the system performance indicators. 

Foalure eonnecllvlly IJ1I)h 

Figure 2 Overview of Generic Planning Module (GPM). 
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Figure 3 Definition of resource element. 

3 RESULTS 

Every processing system is unique 
In lerms of the machines it 
contains and their exclusive and 
sharad boundaries 

Resource Element- machining 
facility specific groups of FGS 
which describe/define uniquely 
the exclusive machine capabUity 
boundaries and the shared 
boundaries between machine 
~ols. 

Form Generating Schema (FGS)- Technologically 
rnea.~ingful corrbination of a cutting tool of a 
specific geometry and a set of relative molions 
between the tool and the pll1. 

The results presented here relate to a machining facility containing 22 machine tools operating as a 
one-of-a-kind production environment. The manufacturing job list within the scheduling period 
contained 25 components, with 4-12 features per component. 

To evaluate the RE approach against the current practice of separately generating component 
process plans then scheduling whole machine tools assuming infinite resource availability, a 
production schedule, for the same manufacturing job list, is produced and the results of the two 
approaches compared. 

Three dispatching rules were tested: first in first out (FIFO), shortest processing time (SPT) and 
earliest due date (EDD). The best values obtained were selected and are presented below. System 
performance was measured using five performance indicators: average flowtime (AFT), maximum 
tlowtime (MFT), average tardiness (AT), maximum tardiness (MT) and machine utilisation (MU). 

4 DISCUSSION AND CONCLUSIONS 

The machine-based scheduling strategy is based on fixed component routes determined at the 
planning stage. The only flexibility here is the number of repeated machine tool types available in the 
machine shop. In the RE-based strategy, on the other hand, REs are used all the way through the 
process of simultaneously generating component plans and the production schedule for the 
components in the manufacturing job list. 

RE-based integration achieves significant improvements in system performance (Figure 4) since 
REs offer a sub-machine capability units for use during schedule generation. It therefore increase the 
choices for optimising the allocation of jobs to available machine tools. Machine-based scheduling, 
however, has its number of choices limited by the number of the repeated machines and the rigidity 
of the routes decided at the planning stage. 
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The case study results show that integrating process planning and scheduling significantly improves 
manufacturing system performance. The RE concept is shown to be a powerful and practical 
approach towards this integration and can significantly improve shop floor performance. 

The proposed system is a straightforward tool that can easily be applied to manufacturing systems 
of any size or any level of automation. This system uses the new RE-based way of describing a shop 
floor which proves to be very efficient. Any existing CAPP and scheduling system can be 
transformed into a RE-based integrated system, by (i) adding a module between the CAPP system 
and the shop floor database that transforms the machine-based information into RE-based 
information; (ii) adapting the scheduling system to schedule machines using RE information; (iii) 
feeding the scheduling system with the generic plans created by the CAPP system. 
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Abstract 
In FMS design one of the initial fundamental decision concerns the flexibility level of the 
workstations to be implemented. New machining centers offer the possibility to carry out 
several operations on the workpieces to be processed, thus reducing the workload both of the 
material handling system and of the resources used to control the part flow in the FMS. In 
spite of advantages related to the use of the machining centers with high flexibility, the better 
typology of each workstation must be evaluated taking into account its influence on the tools 
fleet and on the workload of the handling and tool room subsystems. 
This paper proposes a fuzzy decision support model to select the flexibility level of the 
workstations facing the uncertainty related to the dimension of the subsystems to be 
implemented in order to obtain a reliable tool flow. 

Keywords 
FMS design, fuzzy optimization 

INTRODUCTION 

In the Flexible Manufacturing Systems (FMS) design two main issues have to be considered: 
the flexibility and the integration level among the resources in the system. 

The flexibility can be measured according to the amount of time and cost that the 
manufacturing system will spend to react to external changes, such as market changes, and 
internal changes, such as resources breakdown; the integration level can be evaluated by the 
influence of the management policies on the system performances (Alberti, N. et al. 1988). 

The above characteristics make the FMS design more complex than a traditional system 
both for the larger number of design alternatives which have to be considered and for the 
uncertain impact of the above alternatives on the integration among the system resources and 
therefore on their performances. 
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Moreover the FMS design is characterized by an higher entrepreneur risk caused by the 
economic importance of each design alternative and by the wider integration due to higher use 
of shared resources when flexibility and production capacity are increased. 

The FMS design parameters able to influence the system flexibility are the amount and the 
typology of the technological operations which will be processed by the manufacturing system; 
these parameters are usually evaluated taking into consideration the actual production plan in 
the short period and the opportunity production plan in the medium and long period (Perrone, 
G. et al., 1994a) (Perrone, G. et al., 1994b). The flexibility level gained will depend on the 
technological resources effectively installed in the system able to perform the above operations. 
This configuration impacts the operative execution of the operations in the production plan and 
then times and costs required to react to the changes. 

One of the main design alternatives concerns the machine flexibility of each resource to 
install, that is: 
• dedicated technological resources which are able to perform a small number of 

technological operations; 
• general purpose technological resources able to perform a large number of technological 

operations in the same machining center. 
Even if the emerging trend seems to encourage flexible manufacturing systems consisting of 

general purpose work-centers (Semeraro, Q. et al., 1993) in order to reduce the workload of 
the material handling system, to improve the utilization rate of the machining centers and 
finally to make easier the modularity of the production system, it is necessary to consider both 
the alternatives because they require different investment and running costs due to the number 
of workstations to be installed, to their utilization rates and to the tool fleet design. 

A system characterized by dedicated technological resources asking for an almost static tool 
management allows to reduce the tool fleet dimension and the tool handling system, but on the 
other side it penalizes the utilization rates of the machines and it requires an higher investment 
cost of the material handling system; on the contrary, a system characterized by general 
purpose machine allows to improve the resources utilization rates, but it asks for a wider tool 
fleet and a more complex tool handling system (La Commare, U. et al., 1993). 

The paper proposes a model able to support the FMS designer in getting a satisfied cost 
compromise solution between the two alternatives above discussed allowing the designer to 
put into the model some vague information that characterize the design phase. 

MODEL ASSUMPTIONS 

The tool fleet and management tool system investment costs 

Tools, tool fixtures and tool handling system are resources whose cost can be compared with 
workstations in a FMS environment; late technical and economical estimations have been 
figured out that for each CNC machine center installed tools accounts for 29% and fixture for 
28% of the total invested capital; 16% of scheduled production cannot be met because of 
tooling is not available; 30-60% of tooling inventory is somewhere on the shop (Gaalman, G. J. 
C. et al., 1994). Therefore, in order to avoid high production costs caused by idle times on 
machine centers due to tools unavailability, it is necessary to dimension the tools fleet ant its 
management system in order to guarantee an high reliability level of the tools system. 

In order to evaluate all of the costs involved with the tool system in the early phase of the 
FMS design the proposed model considers the following assumptions. 
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A different tool code for each technological operation 
This statement allows to assign both the tools and the machining operations to each 
workstation and therefore to figure out the number of tools with the same code duplicated in 
each workstation tools storage. If the workpiece part program in a given workstation requires 
many times the use of the same tool code, all of those technological operations are considered 
as a unique operation with a tool time equal to the sum of the partial tool times. 

In this way the minimum number of tools, with the same code in the tool fleet, depends on 
the typology of the installed workstations being necessary to foresee that code in each 
workstation where that operation is performed. 

The designer should be able to approximately evaluate the amount of time 
required to regenerate each tool and to handle it from/to each workstation 
The tool fleet have to be designed in order to assure the availability of the tool on the machine 
storage when it is required by the part program. This condition it is not of easy achievement 
because of the great number of variables involved in it, such as the production policies and the 
detailed working conditions of the tool system. 

Furthermore, while it is well known that the demand rate of spare tools on each workstation 
depends on technological parameters, on tool service times and on temporal distribution of the 
part type demand, and that the regeneration tool time, which affects the tool lead time between 
tool room and workstation, depends on the amount of resources available on the tool room 
and on the utilized tool handling system, the estimation of an analytical function able to express 
such dependencies is almost impossible. 

A rough estimation of the number of spared tools ng, coded with g, can be figured out using 
the Little law, i.e.: 

(1) 

where dg is the mean demand rate, whose value can be evaluated referring to the total tool 
service time and to its mean useful life for specific machining conditions, and Tg is the mean 
throughput tool time between tool-room and work center. 

The model assumes the hypothesis that the designer has enough experience in the early 
design phase for an approximate estimation of the variability range of Tg and so of the spare 
tools ng to foresee in the tools fleet. 

The uncertainty in the estimation of ng is approached through a fuzzy number (Zadeh, L. 
A, 1965) which is an easy way to express in mathematical way vague concept such as 
"approximatelj'. 

Because of both dg and Tg increase with the number of workstations which require the 
same tool code, the annual investment cost of the tool fleet and management tool system can 
be expressed as: 

C, =Lyk.i'fk·LP. k·z. k 
k i l, l, 

(2) 

where: 
• P. k is the equivalent annual investment cost, comprehensive of the direct cost of the tool 

I, 

fixture and of the quota of investment cost concerning the tool management system; this 
latter quota is assigned to the tool code required for the operation i performed on the 
workstation k; 
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• y k is the number of workstations of type k to be installed in the production system; 

• z. k is a binary coefficient equal to 1 if the operation i (i = 1, ... ,1) is performed on the 
I, 

workstation k, 0 otherwise; 
• iik triangular fuzzy number (a,b,c) whose mean value b is equal to the most possible value 

and the extreme values a and c depend on the variability range of the dimension of fleet 
tools estimated by the designer. 

Opportunity costs 

Opportunity costs are those investment costs which are not necessary for production activities. 
They are caused by the unbalancement among the workstations in the FMS that determines an 
incomplete utilization of the technological resources. 

This under utilization of the technological resources is due to the necessity to process 
simultaneously some part types with different process plans; therefore, these costs can be 
configured like fixed costs that the company decide to burden with in order to deal with the 
competitive advantages coming from a flexible manufacturing system. 

These costs reduce the operative profit of the company and the investment net present value 
and they increase the investment payback period of the investment, so that they have to be 
minimized choosing the system configuration that better allows to utilize the resources assuring 
an high flexibility value. 

The global opportunity cost to be considered in the choice of the technological resources is: 

(3) 

where: 
• Ck is the annual equivalent investment cost of the workstation k (k= J, ..... ,K), 

comprehensive of the direct costs and of the quota of investment cost concerning the 
logistic and control resources; 

• Uk is the mean utilization rate of the workstation k. 

The model 

The model assumes a scenario in which the designer can choose the typology k (k= J, ... K) of 
each workstation inside a range K of possible alternatives characterized by different machine 
flexibility or abilities to perform various machining operations (i = 1, ..... ,/) involved in the mix 
production plan. 

The criterion driving the model is the minimization of the investment cost of the 
workstations with the related material handling system, of the tool fleet and its management 
system cost and the opportunity cost. Since these fixed costs have different life cycle they have 
to be capitalized in a proper way. The model assumes for each one the annual equivalent cost. 
Let us indicate with: 
• Wl; the total annual service time required by the machining operation i for realizing the 

required production plan; 
• Xi,k the percentage of WL; to be assigned to the workstation k. 
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The workload for each workstation can be computed as: 

I 
Tk = L x.,k ·WL. 

i=l l l 
(4) 

so that using the static allocation procedure the utilization rate for each workstation can be 
expressed as: 

(5) 

where T is the annual availability time of each technological resources k and Yk is the number 
of resources k to be installed in the designing FMS. 

With the above assumptions the analytical decisional model can be formulated as: 

Mode/A (Decision variables: yk; x;,k) 

subject to: 

K 
L x.k =1 Vi; 

k=J l, 

I 
.L x.k·WL; :5:yk·T Vk 
1=1 1• 

z.k ;e:x.k Vi,k 
1, l, 

with: 
• Cw =LYk-Ck 

k 

(6) 

(7) 

annual equivalent investment cost of the 
workstations and the related logistic and part 
control flow system. 

annual equivalent investment cost of the tool fleet 
and the related management system. 

opportunity costs. 

In order to get a solution of the model A it is necessary to apply a method able to compare 
triangular fuzzy numbers each other; in order to obtain a crisp linear model that can be 
resolved using an integer linear programming resolutor the Integral Value Method (Liou, T. S. 
et al., 1992) is suggested. Moreover, the uncertainty about the tool fleet dimension 
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(nk = ( ank ,bnk ,cnk )) can be observed in the expression of the cost Cr that becomes a 

triangular fuzzy number too: CT == (acT ,beT ,cc;. ). where ac;. and ccT are the values 

assumed by Cr with the workstations typology corresponding to the solution of the crisp 
model when the minimum an and the maximum en values of nk are considered. 

" k 
In order to control the investment risk due to the uncertainty the following complementary 

linear objective function can be introduced: 

(8) 

Adding the above objective function to the model A, it becomes a multiple objective model. 
A fuzzy multiple objective programming method able to find a compromise solution with 
Pareto optimum will be used (Lee E.S. et al.,l993). The new linear model can be formulated 
as: 

ModelE (Decision variables: yk; Xi,k) 

subject to: 

C -C A < Tmax T 
1 C -C Tmax Tmin 

Umax -u 
A. 2 < -=-::---'--"'-'-::---

Umax -Umin 
Other constraints 

where: 

• Umax' Umin 

(9) 

A 1 pushes the cost CT to the minimum value 

A 2 pushes the uncertainty U to the minimum value 

Equations (7) ofthe model A 

are the maximum uncertainty considered obtained with the 
model A and the minimum uncertainty obtained minimizing 
eq. (8) with constraints (7) respectively; 
is the weight measuring the relative importance of the two 
objectives. 

NUMERICAL EXAMPLE 

The proposed model has been tested by a proper numerical example in which it has been 
supposed to design an FMS able to manufacturing a mix of parts requiring 15 different 
machining operations. The global machining times ( WI; ) for the operations, referred to the 
annual availability ( T) of the FMS, are reported in the table 1. 

To perform the operations the designer can choose 7 different typology of workstations 
(k= 1.. .. 7). An annual equivalent investment cost decreasing with the flexibility has been 
assigned to each typology; in fact the increment of the investment cost of a machining center 
with higher flexibility is absorbed by the lower quota of the logistic and part flow control 
resources costs for that station. 
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The annual equivalent investment cost (/J;,k) assigned to each tool code increases with the 
flexibility of the machining center as consequence of the greater investment cost of the tool 
handling system due to the dynamic allocation of the tools in the workstation tool storage. All 
input costs data reported in table 1 are referred to the annual equivalent investment cost C7. 

Table1 Desi&!! data 
c1,cZ.'C[I,4·Cz; n=2,2,2.5 C1.,CS.,CU.=l,3·Cz; n =2,2,3 c2: n-2,2,4 

Op. WI ;IT !!J,k k=l k=2 k=3 f!J,k k=4 k=5 k=6 l!i,k k=7 
1 1,042 0,010 X 0,011 X X 0,012 X 

2 0,146 0,020 X 0,022 X X 0,024 X 

3 0,404 0,040 X 0,044 X X 0,048 X 

4 0,537 0,020 X 0,022 X X 0,024 X 

5 0,958 0,120 X 0,132 X X 0,144 X 

6 0,175 0,100 X 0,110 X X 0,120 X 

7 0,962 0,080 X 0,088 X X 0,096 X 

8 0,717 0,150 X 0,165 X X 0,180 X 

9 0,383 0,190 X 0,209 X X 0,228 X 

10 1,058 0,210 X 0,231 X X 0,252 X 

11 0,116 0,080 X 0,088 X X 0,096 X 

12 0,445 0,090 X 0,099 X X 0,108 X 

13 0,446 0,110 X 0,121 X X 0,132 X 

14 1,300 0,080 X 0,088 X X 0,096 X 

15 0,104 0,100 X 0,110 X X 0,120 X 

Table 2 Model results 
K=l K=7 K=l K=2 K=3 K=2 K=3 K=4 K=5 

oe. X;,J X;,7 X;,J Xp Xp X1,2 Xp X;,4 X;,s 
1 100% 100% 6% 94% 
2 11% 89% 100% 100% 
3 100% 100% 100% 
4 100% 100% 100% 
5 100% 100% 100% 
6 100% 100% 100% 
7 100% 100% 100% 
8 100% 100% 65% 35% 
9 100% 100% 100% 
10 100% 100% 100% 
11 100% 100% 100% 
12 100% 100% 100% 
13 100% 100% 90% 10% 
14 100% 100% 100% 
15 100% 100% 100% 

Results {l: = 1} Results {l: = 0} Results {r= 0,~ 
k 2 7 3 5 3 4 2 1 2 

(~:}=12,78 ( ~: }=19,6 ( ~: }=13,72 

U=2,36 U=0,3 U=0,44 
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Observing the results shown in table 2 the relation between the typology of the workstations 
and the objective employed by the decision maker can be pointed out; considering only the 
economic objective in the model B (r = I) machining centers with higher flexibility are 
suggested, while reducing the risk due to the uncertainty (r = 0) more and more dedicated 
resources are preferred. 

CONCLUSIONS 

The proposed model can be considered a tool to support the selection of the workstations 
typology to be considered in the early phase of a FMS design when a lot of variables are 
affected by uncertainty. The model assumes that workstation flexibility scenario is correlated to 
the social environment in which the company is operating; this kind of social constraints can 
bound the possible technological alternatives reducing the capability of choice in selecting 
appropriate manufacturing technologies with related economical implications. 

The fuzzy approach presented gives the opportunity to evaluate in an interactive way the 
economical consequences of each alternative offering to the designer the possibility to choose 
between the minimum investment cost and the minimum uncertainty investment cost, or a 
trade-off solution. 

The research has been supported by MURST 40% 
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Abstract 

There are several kinds of layout problems, most of them concerning the allocation of a set of 
planar objects over a delimited planar area. There are several forms of representation of such 
problems, depending on their application. In order to treat these layout problems in a unified 
way, we propose an object-oriented approach that decomposes the problems in generic entities 
needed by a problem processing engine, the Layout Planner, to form a problem solver instance. 
This paper concerns the description of a tool for development of decision support systems for 
layout planning, where the entities are mapped into objects that own a dynamic behaviour. The 
user describes his/her problem instance in a graphical way using visualisation forms of the 
objects. A fertile application field of such DSS is in CIM activities such as machine layout and 
cutting. First, we identify models and approaches for layout problems and present an 
architecture for the DSS generator and then discuss a case study of the leather cutting problem. 

Keywords 
Layout Optimization, Interactive Planning, CIM systems, Knowledge-Based Systems, Problem 
Visualisation. 

1 INTRODUCTION 

Industrial cutting and layout problems are N P-complete and are characterised by several 
specific constraints. As such, exact solution approaches for them are not usually suitable. On 
the other hand, heuristical approaches can incorporate knowledge in the form of preferences 
and constraints guiding the search process. 
The Multipurpose Layout Planner proposed in this study is based on the observation that in 
spite of their different contexts, these problems have several common features. Thus the 
proposed system is not restricted to factory floor layout problems as the expert system 
presented in [4]. Another feature of the proposed system is the generalised concept of 
algorithm: instead of an algorithm simply based on the optimization approach , techniques 
belonging to problem solving and search approaches are also considered. In fact, proposed 
system includes a catalog of several algorithms to be selected according to the specificities of 

+On leave from VTI Information Technology, Espoo, Finland 
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each application scenario. In terms of implementation, the definition of the system follows the 
object-oriented paradigm, which makes it possible to implement a flexible and extendible 
problem solving system. 
Concerning the level of automation of such system, it can be viewed as a computer aid tool to 
help an expert planner to design the desired layout, monitoring her/his actions with the objective 
to provide real time consistency (reactive behaviour) of the design and to improve her/his 
performance. For example, in the case of leather cutting, there are several handly operations, 
e.g. pieces' allocation, that obey unstructured rules that can be built in the system. These rules 
are the representation of the layout problem knowledge that, together with the problem 
visualisation form, the user supplied parameters and a subset of the algorithm catalogue, 
identify a problem solver instance. 
It shall be noted that the intended user of such system is not necessarily an expert in 
optimization and problem solving areas. However, he is supposed to be an expert in the 
application domain, i.e., able to specify constraints of the problem domain, optimization criteria 
and to evaluate solutions. Therefore, a decision support system is devised to help this user in 
"configuring" the layout planner for his particular needs. 
The paper is organised as follows. In the section 2, we analyse some classes of layout 
problems concerning the representation, and the approaches for their solution. Section 3 deals 
with the architecture of the layout planner presenting a description of its functionality. In section 
4, we describe, as application case study, the leather cutting problem. 

2 CLASSES OF LAYOUT PROBLEMS 

The purpose of this work is to develop an integrated tool for decision support in the layout 
context. In this section, we identify some problem instances that in some way can be 
characterised as problems of this context. 

2.1 Nesting for Two Dimensional Shapes 

A problem of theoretical importance as well as of industrial interest is that of optimization of 
two dimensional layout. In this problem, we are concerned with the allocation of a specified 
number of two dimensional regular or irregular (non-rectangular) pieces on a finite dimensional 
stock plate, the objective being to minimise the amount of produced waste. 
This problem appears in the context of several production processes like steel, clothing 
manufacturing, wood, and shipbuilding. An interesting application is found in the shoe 
manufacturing industry, where moulds are cut from leather plates. The problem here belongs to 
the more generic class of cutting and packing problems in that the leather plates tend to be 
highly irregular in shape and to contain defective non usable areas. 
We shall use a state graph to represent the problem although other approaches can be used. We 
will make the following assumptions about the problem 

• Geometric shapes of the pieces (or leather plate) are approximated by polygons. 

• Overlap of pieces is not accepted. 

• Rotations of the pieces are allowed only within a bounded range. 

We are thus using a representation by a state graph [1, 5] where each piece j as well as the 
stock plates are stored into the global database represented as polygonal regions with vertices 
(xi,j. Yi,j) 
A generic state of the system is characterised by storing into the database all the information 
relative to a specific layout pattern as illustrated in Figure l. 
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Figure 1 A Generic State of the System. 

In this state graph, the production rules are defined by considering the strategies inside the 
universe of feasible solutions that are applicable to a current state Et allowing the generation of 
a new state Et+ 1 (a child state of Ek), by the nesting of a new piece to the layout corresponding 
to the state Et 
An algorithm to solve the nesting problem based on this approach must take into consideration 
the solution paths defined from the root of the graph to a generic state Et. In this way we can 
associate to a generic state Eta labelled element E(k, c, p) where k is the terminal state on the 
path from the root, c is the production cost of the layout associated with Et, and p is a pointer 
to another labelled element E(r, v, q). 

Figure 2 Classification of a leather plate. 

Now, related to the nesting of leather plates, it is possible to generate a partition (e.g., the 
regions 1, 2, 3 and 4 in Figure 2) on the leather plates based on quality classification of the raw 
material. 
We can apply the above approach to each sub-region of the partition in order to obtain a 
representation of the problem in the form of a state graph. 

2.2 Machine layout problem on a factory floor 

One problem encountered in the design of automated manufacturing system is the layout of 
machines on a factory floor. This problem can be seen as an application of the facility layout 
problem in automated manufacturing system [6]. The facility layout problem involves the 
arrangement of a given number of facilities so that the total cost required by the material 
handling systems to transport material among the facilities is minimised. One of the most 
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frequently used formulations to model the facility layout problem is the quadratic assignment 
problem, an optimization technique which is concerned with the allocation of discrete entities to 
discrete locations. This problem is JVP-complete [8]. Considering the computational 
complexity of the facility layout problem, many heuristic methods have been developed. Kusiak 
and Heragu [7] classified these as 

• construction methods; 

• improvement methods; 

• hybrid methods; 

• graph theoretic methods. 

We observe that the basic types of machine layout problems can be represented by a graph 
search like in the nesting problem. In this graph the root node represents an empty floor. 
The rules identify how to assign a new machine to a partial layout. So, effective search process 
can be used to solve the problem. 

3 THE GENERAL ARCHITECTURE AND FUNCTIONAL 
DECOMPOSIDON 

3.1 General Layout Planner Overview 

A layout problem can be defined as follows: Given a set of planar objects 0 = {opo2 , .•• ,ot} 

where each object o, has a geometry defined by G., = {(xpy1), ••• ,(x.,y.)}, a planar area A with 

geometry represented by GA = {x~ ,yt), ... ,(x:,y:)} where (x.,y.) is xy-axis coordinates, and a 

set of constraints R: 0 ~A representing the objects' behaviour, the problem is to place the 
object o,,i = l, ... ,k on A, subject to R, with the objective of optimising some functional 

f(O,A). 
Depending on the problem's domain as well as the objective function, there are many 
algorithms to solve that problem. Our approach is to investigate a kind of interactive system 
that, instead of doing an automatic planning, cooperates with a human expert to achieve an 
optimised solution for a layout problem. 

3.2 The general architecture of the Layout Planner 

The general architecture of the Layout Planner system is depicted in Figure 3. The system 
consists of five functional modules: the Taxonomy of Problem's models, the Algorithms 
Catalog, the Archive of Old Solutions, the User Interface Module, and the Layout Planner 
Module. 
The Taxonomy of Problem's models organises the different classes of problems known by the 

system. Each problem's model is defined by a Specific Domain Knowledge and a Specific 
Planning Knowledge. The Domain Knowledge specifies the characteristics of the problem (e.g. 
application domain, shapes of parts to be allocated, etc.), while the Planning Knowledge, 
composed by sets of rule bases, specifies the constraints and some rules that should be 
observed for that problem. 
The Algorithm Catalog is a library of algorithm prototypes each of which contains an executable 
code and an indication about the applicability of the algorithm (meta knowledge) to a problem 
(model). This module is designed to support maintenance, graphical browsing and explanation 
facilities about the algorithms. 
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User Interface 

Layout 
Solution 

Figure 3: General architecture of the Layout Planner 

The Archive of Old Solutions is composed by two archive subsystems, Archive of Problem 
Instances and Archive of Layout Solutions that allow the user to .restart working with problems 
and solutions constructed before. 
The User Interface Module is responsible for the management of the interaction mechanisms. 
As a platform to support interaction, a set of appropriate interaction forms was developed. An 
interaction form is a general script that characterises a graphical presentation and an interaction 
behaviour. In this module, each application object has a different behaviour and appearance 
depending on the user that interacts with it [3]. The concept of objects with dynamic behavior 
developed in the CIM-CASE system [9] is applied to this context. 
The Layout Planner Module, described in more detailed below, is the central component of the 
system. 

3.3 The Layout Planning Methodology 

The proposed layout planning methodology is decomposed into four phases: Specification; 
Selection of Optimization Algorithms, Generation of Layout Solutions, and Selection of a Final 
Solution( figure 4). 
The first phase is started with the selection of a problem's model. As an answer to this action, 
the Specific Domain and Planning Knowledge are instanciated and, a subset of old solutions, 
belonging to this model, are selected from the Archive of Old Solutions. The user can choose 
one of these problem's instances as the starting point or he can start a new specification. In the 
second case he defines the area where the shapes will be allocated and builds a draft layout, 
allocating the shapes to that area. Depending on the complexity of the problem, this procedure 
may need a hierarchical support (e. g. using the shop floor layout problem, three levels can be 
foreseen: shop level, cell level and component level). 
As the construction of the draft layout is an activity requiring various iterations that couldn't be 
guided by the system, a great flexibility at the interaction mechanisms is needed and the system 
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should also provide a set of critics that, based on the Specific Planning Knowledge, validate the 
user options and make suggestions. For some user actions these critics may be activated 
automatically (e.g. using the leather cutting problem, if a mould is allocated in the appropriate 
part of a leather plate) - embedded criticism. For other actions on-demand criticism is more 
appropriate, i.e., the criticism can only be activated when the user thinks he has achieved a 
solution (e.g. using the shop floor layout problem and supposing that the user has allocated an 
assembly robot, if the assembly position was defined). 

Layout Planning 
Phases 

IDEA 

Specification 
Phase 

Selection of 
Algorithms 

Generation of 
Layout Solutions 

Selection of final 
Solution 

Figure 4: General model of the Layout Planner 

In the phase of Selection of Optimization Algorithms, the user specifies a set of optimization 
criteria. On the basis of this set and taking into account the type o problem to be solved, a set 
of available algorithms is shown, regarding the appropriate Catalog. The user selects one, or 
more, of those algorithms and the system generates the formulation of the problem within the 
selected approaches (e.g. optimization methods or heuristical search methods). This 
formulation may consist of a mathematical model of the problem with an objective function and 
constraint equations (optimization methods) or it is given with the help of the definition of 
search states (heuristical search methods). 
In the Generation of the Layout Solutions phase, for each selected algorithm a concrete 
instance of the processor able to solve the given problem using that algorithm is built. The 
parameters required to accomplish the computation task are initialised and, sometimes, 

additional features, like the estimation of path costs for the A* algorithm, are added. After that, 
the processors are activated under the control of a Processor Supervisor. This module 
transmits, to the User Interface, information on the computation status and enables the user to 
decide if a given processor should be stopped or not (e.g. if it is going to take too much time). 
On the other hand, the Processor Supervisor saves a trace of the computation of each processor 
activity to be exploited later. 
Finally, in the Selection of a Final Solution phase, the quality of the achieved solutions is 
evaluated, taking into account the Specific Planning Knowledge, and the best solution is 
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selected. This phase sends to the user interface an explanation about the chosen solution, i.e., 
how the solution was achieved and which alternatives solutions could be available (if any). 

At the end, it should be noted that the user is the responsible to accept or refuse the final 
solution. In the second case he can return to the Selection of Optimization Algorithms and 
selected a different set of criteria and/or algorithms and repeat the process. In any case, the draft 
layout is saved in the Archive of Old Solutions (Problem Instances Archive), while the achieved 
solution will be saved in the Layout Solutions Archive, if and only if it was accepted by the 
user. 

4. CASE STUDY: LEA TilER CUTTING PROBLEM 

Lets now describe the classes of objects of the layout design for the leather cutting problem [3]. 
The leather plate is represented by the area A (see section 3.1), which is a two dimensional 
bounded region. This area has two derived classes: Graded Leather Plate (GLP) and Defective 
Leather Plate (DLP). An object of the GLP subclass contains additional attributes such as 
texture, thickness and boundary type. It also incorporates a partition that can be applied to 
generate, based on a raw material quality criterion, new objects of these subclasses. 
DLP object contains a sub region of the leather plate that encloses a defect such as a stain, hole 
or stretch. A defect operator may be defined mapping the leather plate class into objects of this 
derived class. 
The objects to be placed on the area A (see section 3.1) represent the moulds, which are 
abstractions of two dimensional regions with attributes that identify the pieces that will be 
produced by the layout planner, the quality of the required raw material and directional 
properties. 
The classes of leather plate and mould present a set of constraints that represents the interaction 
of the objects of those classes. Some constraints are as follows: 

Overlap: its purpose is to avoid an overlap among the moulds in the layout plan generated by 
the system over a leather plate. 
Direction: Its purpose is to define the set of feasible directions for realising the layout of the 
leather plate. 
Identification: These constraints represent technical specifications of the moulds concerning the 
leather plate. For example, there are constraints that specify whether a mould may be 
manufactured or not from a graded leather plate. 

5 CONCLUSIONS 

An architecture for a Multipurpose Layout Planner (MLP) was proposed. This system includes 
a catalog of optimization algorithms that can be configured to operate in different contexts. A 
decision support system helps the user in configuring the system for his particular application 
domain. Examples of applications on the leather cutting and factory layout planning have been 
used to test the validity of the approach. Due to the dynamic nature of leather cutting, the MLP 
seems to be a well-fit tool to improve the cutting process performance. 
With the purpose to spread the application range of the MLP, we are currently studying the 
problem of the multilayer shopfloor layout 
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Abstract 
This paper aims at reviewing several results concerning the development of practical Decision 
Support Systems (DSS) for real time production control in manufacturing. Several characteristic 
features ofDSS that are highly demanded and/or accepted by human factors and mimic the human 
problem solving are identified. The perspective includes technology , business and human filctors. 
A practical DSS illustrates the approach. 
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1 INTRODUCTION 
In order to make industrial enterprises survive under sharp economic competition, engineers have for 
many years been striving at building large integrated computer based management and control 
systems. Various terms and concepts such as 'plant wide control '- PWC (in continuous process 
industries), 'computer integrated manufacturing'- CIM (in discrete part manufacturing) illustrate 
a holistic approach based on computing and communication facilities thereby to automate/support, 
and integrate various automatable or less automatable engineering, production and management 
activities (Williams, 1990). Recently, besides communications, extensive use of AI techniques 
(Kusiak, 1992) appears to be an important technology driving force. This latest development is 
mainly tributary to a ' knowledge based production' trend that might sometimes be too difficult to 
reflect in case of SME which cannot afford hiring highly qualified and highly paid personnel. 

Other recent concepts such as Computer Integrated Enterprise - CIE or Computer 
Integrated Business - CIB (Raulefs, 1994), are examples of a less technology-driven, but 
apparently more business-oriented perspective, and illustrate an even broader approach of 
automation and computer based integration concept. 
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Moreover recent evolutions such as globalisation of markets, better informed clients, 
knowledge based products, integration of SMEs into global production, new enterprise paradigms 
(Nonnan, 1994), and business process reengineering- BPR (Hammer and Champy, 1993), to 
integrate people, technologies, production and business, are supported by existing infonnation 
technologies. In turn, these developments exert significant impact on infonnation systems (IS) 
development (Granado, 1993). 

In addition to technology and business efficiency factors, a third element namely the human 
factor, should be taken into account in modern IS. A human centred approach would also include 
human centred goals such as job satisfaction, transparency, knowledge enrichment, 
understandability, etc. (Johannsen, 1994). 

A preliminary analysis of various interacting internal influence factors (information technologies 
and control methodologies) and of external factors, was reported (Filip, 1994). 

A series of articles (Filip et al, 1985; Filip,1988;Filip,1993) has been produced on concepts and 
methods devised or adopted in evolving a family of practical decision support systems for 
manufacturing (DSSfM) addressing production control in continuous process industries (refineries, 
chemical plants, pulp and paper mills) as well as in discrete part manufacturing (DPM) workshops. 

This paper focuses on human factors (HF), with particular emphasis on DSStM. The paper is 
organised as follows. A general discussion of HF is made in Section 2. Section 3 reviews several 
relevant aspects of real time (RT) DSStM. A practical RT DSStM evolution is shown in Section 
4. 

2 ~FACTORS 

Johannsen (1994) remarks that 'in addition to CIM, it seems to be necessary to also consider human 
integrated manufacturing (HIM) during system development. In a human centered design 
approach the question how to integrate the humans on several or all levels of the plant has to be 
dealt with during early systems development phases'. 

In general, one can idenillY three main groups of questions about the interaction and integration 
of the human and the machine (the IS): 1. how does the computer serve the human (process/plant 
manager) perform his tasks better?; 2. what is the impact of the man - machine system on the 
operational performance of the managed process/plant?; 3. how the human status and working 
conditions are affected by the presence of computer? 

Most of the early IS have not been used as expected because of being unreliable, intolerant 
(requiring an absolutely correct stream of directives to carry out their functions), impersonal (the 
dialogue was not consistent with user's previous experience) and not self sufficient (the help of the 
computer professional has been frequently needed) (James, 1980). While most of those early critical 
issues have been solved so far by technology developments and intensive ('continuous' and 
'accelerated') training of users, rendering the information tool less impersonal is still an open 
problem, at least in process supervision and production control. 

To answer the second question, a separate analysis of the performances of the information tool, 
as made by Hill et al (I 993), starting from the management system mode~ though interesting , might 
prove irrelevant if not completed with a clear definition of user classes (roles) and of their tasks. A 
recent study in the world ofSME (Halsall et al, 1994) showed that 'many smaller companies lacked 
a clear understanding of many of the elements of sound production management practice'. Hence a 
'normative use' of IS in an attempt at changing working styles, is desirable. In addition, in the 
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industrial process automation context, the process efficiency is less important than safety 
considerations. As Johannsen (1994) remarked, the tendency to continue automating in a 
technology-driven manner led to 'deskilling the human operators, and thus to boredom under normal 
operational conditions as well as to human errors in emergency situations'. Even though with 
Johannsen physical process control counts, it is human errors that may bear on physical safety and 
also economically at the higher decision levels such as production control and plant management. 

This latter observation set the stage for (and partially answered) the third question. Many years 
ago, Briefs (1981) stated rather dramatically that the computerisation of human work seemed to 
imply a 'major threat against the human creativity and conscious development, since there is a 
tendency to polarise humans into two categories. The first group includes computer professionals 
who manifest and develop their skills and creativity in designing ever more sophisticated tools. The 
second group would include communities of computer users who fast and easily perform their jobs 
without getting deep insights into their comfortable production means'. 

The previously presented conclusion (Filip, 1989) is that 'it is necessary to develop IS that are not 
only precise, cheap and easy to use, but also stimulating for users as to acquire new skills, adopt new 
working styles and deploy their talents and creativity', is still valid. It is difficult to propose a 
methodology for attaining these rather general goals. An imperfect and incomplete refinement of the 
above goals made from a pure human centred perspective, could now cover several 
subgoals/attributes of IS such as wide (not 'Procustian') range of services offered ('physiology' 
dimension), evolutive development and possible learning facilities ('ontogeny' dimension), and 
transparency on system structure and explanation features (' anatomy' dimension). A particular 
subclass (component) ofiS, namely DSS, is discussed in the sequel, trying to outline its specificities. 

3 REAL TIMEDSS FOR MANUFACTURING 

Most of the traditional developments in the DSS domain have addressed systems not involving any 
real time control (Charturverdi et al, 1993). In the sequel, real time decisions for control applications 
in manufacturing will be considered. Bosman (1987) stated that control problems could be looked 
upon as a 'natural extension' and as a 'distinct element' of planning decision making processes 
(DMP). 

Real time (R1) DMP for control applications in manufacturing are characterized by several 
particular aspects: 1. they involve continuous monitoring of the dynamic environment; 2. they are 
short time horizon oriented and are carried out on a repetitive basis; 3. they normally occur under 
time pressure; 4. long-term effects are difficult to predict (Charturverdi et al, 1993). It is quite 
unlikely that an 'econological' (Bah! and Hunt, 1984) approach, involving optimisation, be 
technically possible for 'pure' RT DMP. Satisfactory approaches, that reduce the search space at the 
expense of the decision quality, or fully automated DM systems (corresponding to the 1Oth degree 
of automation in Sheridan's (1992) classification), if taken separately, cannot be accepted either, but 
for some exceptions. 

At the same time, one can notice that 'pure' RT DMP can be come across in 'crisis' situations 
only. For example, if a process unit must be shut down, due to an unexpected event, the production 
schedule of the entire plant might tum obsolete. The right decision will be to take the most 
appropriate compensation measures to 'manage the crisis' over the time period needed to recompute 
a new schedule or update the current one. In this case, a satisfYcing decision may be appropriate. If 
the crisis situation has been previously met with and successfully surpassed, an almost automated 
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solution based on past decisions stored in the IS can be accepted and validated by the human 
operator. On the other hand, the minimisation of the probability of occurrences of crisis situations 
should be considered as one of the inputs (expressed as a set of constraints or/and objectives) in the 
scheduling problem. For example in a pulp and paper mill, a unit plant (UP) stop may cause drain 
the downstream tank (T) and overflow the upstream tank and so, shut/slow down the unit plants 
that are fed or feed those tanks respectively. Subsequent UP startings up nonnally imply dynamic 
regimes, that determine variations of product quality. To prevent such situations, the schedule (the 
sequence ofUP production rates) should be set so that stock levels in Ts compensate to as large 
extent as possible for UP stops or significant slowing down. 

To sum up those ideas, one can add other specific desirable features to the particular subclass of 
IS used in manufacturing control. An effective real time DSS for manufacturing {RT DSStM) 
should support decisions on the preparation of 'good' and 'cautious' schedules as wen as 'ad hoc', 
pure RT decisions to solve crisis situations. An example comes to illustrate this approach. 

4 DISPATCHER- A DSS SERIES 

DISPATCHER is a series of DSSs, developed over a fifteen-year time period, to solve various 
DMPs in the milieu of continuous 'pure material' process industries. The system initially addressed 
the short-term production scheduling problem. Then it evolved in both function set supported and 
new technologies used in order to satisfY users' various requirements (see Figure 1). New supported 
functions such as tank sizing, maintenance planning and even order acceptance and planning of raw 
materials or/and utility purchasing allow a certain degree of integration of functions within the 
enterprise. 

4.1 Application Area 

A typical plant in process industry consists of several (tens) of unit plants interconnected via tanks 
or directly through pipelines. The planning decision problem lies in choosing (over a number of time 
intervals) the sequence of operation regimes (configuration problem-CP) and production rates of 
UP (flow scheduling problem-FSP) so that the stock levels should be in the vicinity of some safe 
and economical values and product deliveries should be made in due time, given the initial stocks and 
the forecasts on material inputs. In order entry applications, or in crisis situations, orders are not 
treated as external 'fixed' /given consumers (C) but as free decision variables. In a similar way, raw 
material and industrial utility flows are viewed as external resources (R) in ordinary scheduling 
problems, but as constrained decision variables in crisis situations and purchasing decisions. More 
details about the problem (including mathematical model and algorithm) together with numerical 
examples can be found in (Filip, 1990, 1993). 

4.2 Evolution 

Initially, DISPATCHER was a pure interactive optimisation program (running on PDP-DEC U 
machineli} to quickly solve large scale FSP represented as linear, quadratic , discrete time, 
constrained, optimal tracking models. The model took stock levels for state variables (x (k)) and 
production rates for control variables (u (k)). The sequences of desired safe states, recommended 
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Figure 1 Technology, business and human influence factors and DISPATCHER 
development layers 

controls, and forecast disturbances (material inputs and product deliveries) (x d(k+l), u d(t) w(k) 
were set by the decision maker over the planning horizon with KF time intervals together with the 
values of interconnection matrices (A (k), B(k)), permitted variation limits (xi, xu and ul, uu ) and 
penalties on deviations from the expected values as diagonal matrices (Q (k), R (k)). 

x(k+l)=A(k)x(k) + B(k) u (k) +w (k)); k=l,KF 

x(k+l) E [xl(k+l),xu(k+l)];u(k) E [ul(k),uu(k)]; k=l,KF 

miJLLIIx(k + 1) -xd(k + l)ll~(k)+llu(k)- ud(k)l~(k)Jl 
x,u k 

(1) 

(2) 

(3) 
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This has been solved by a fast, robust, hierarchical optimisation algoritlun (Filip eta!, 1985}. Large 
scale problems with up to 80 constrained states, 60 constrained controls and 12 time intervals could 
be solved for practical applications within a few minutes. Simple simulation facilities to support 
'What if .. ?' analysis ( mainly concerning the alterations of computer optimal solutions or of entirely 
human made schedules} and negotiation processes were offered to users adopting ' implicit 
favourite' or ' bounded rationality' decision styles. User-friendly graphic user interface (GUI) 
including a specialised editor, was developed. 

Many practical applications show the problem parameters (limits, desired values) which, 
although variable in time, keep nevertheless constant over some time segments. This and the users' 
demand for a reduction of the amount of data to input into the system, as well as the necessity of 
easily deducing one problem specification from the previous one (to evaluate several alternatives), 
contributed to devising a new storage method and the corresponding set of solving algorithms for 
sparse models with relatively constant parameters (Filip, 1988). At the same time, other roles 
such as application system builders (facilitators) and developers of alternative algorithms (the 
'toolsmiths') had to be considered along with production planners. Consequently, a multilevel 
modeUing scheme of the problem, with three layers (externaVrepresentational, 
mathematicaVconceptual and internaVperformance) and translation mechanisms were brought in, 
being inspired by parallel developments in database technology, and anttctpating some recent 
issues related with knowledge engineering (Filip, 1993). The standard version of the system is 
presented in detail by (Filip,1990}. 

4.3 Towards intelligent DSS 

Numerous other practical implementations of the standard version helped draw interesting 
conclusions. First, the system has been considered by most users as being flexible enough to support 
a wide range of applications and, in some cases, its utilisation migrated from the originally intended 
one. It has been used in crisis situations (mainly due to significant deviation from the schedule , to 
equipment failures or other emergencies) as well as in normal operation or in training applications. 
However, though the system is somehow transparent, and the users have sound domain ('what 
type?') knowledge (DK), they have behaved in a 'wise' or even 'lazy'(Rasmunsen, 1983} manner, 
mainly trying to keep their mental load under an average 'willing to spend capacity' (WTSC). This 
can be explained by the initial lack of tool ('how' -type) knowledge (TK} as well as by insufficient 
work motivation. 

To fight the lack ofTK and to stimulate users' creativity and quest for new skills, a declarative 
model of an 'ambitious' and knowledgeable operator (DMKO) was proposed (Filip, 1993}. 
DMKO supports I. model building for various situations (to solve CP); 2. problem feasibility testing 
to propose corrective measures ( for example limit relaxations or transformation of fixed/known 
perturbations into free variables, etc.); 3. automatically building the internal model from the external 
description, choosing the appropriate solving algorithm ; 4. experimenting the problem model, for 
example by producing a series of alternatives through modifying various parameters (mainly weights) 
in answer to qualitative assessment of simulated solutions by the user, followed by due explanations. 
To handle the complexity and diversity of the technologies used, object orientation has been 
adopted. 
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Efforts are being made to introduce new intelligence into the system, especially for evaluating 
users' behaviour so that DMKO (originally meant for supporting a certain 'role') could dynamically 
adapt to specific needs of particular 'actors', in an attempt at rendering the system less ' 
impersonal'. 

Of course, there are other reported results combining traditional numeric methods with KBS to 
build 'hybrid' (Nofand Grant,1991} or 'tandem' DSSfM (Kusiak, 1992) even in process industries 
(Dourado-Correia, 1992). Apparently such systems are primarily meant for making numerical 
computation easier, including heuristics so that the space search for optimisation/simulation 
algorithms is adapted/reduced. It should be noted that the author's approach is mainly human factor 
centred and aims at increasing system acceptance rather than improving its computational 
performances. However it is felt that this solution, though technically interesting, together with a 
more intensive training, cannot always overpass the motivation problem. This problem can 
apparently be handled by organisational measures within an BPR effort. 

5 CONCLUSIONS 

Problem solving (PS} process can be considered from different perspectives. Human PS is a 
combination of calculation, reasoning and adaptive learning. Automatic PS is a combination of such 
elements as numeric, symbolic, and neural computing (Kerckhoffs, 1994). 

Intelligent DSS include learning facilities, perform inferences and select appropriate heuristics, 
rules and models (Sen, 1993). These technologies mimic the activity of human brain as a whole, and 
represent an important step forward in the movement towards humanizing the modem information 
systems, in order to make them more compatible with human decision maker. In addition to those 
remarkable technology developments, a human centred perspective was intended and pleaded for in 
this paper. 
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Abstract 
Practice has largely shown that interoperability problems often occur between implemen­
tations of different vendors. This paper presents the results of an experiment made at 
EPFL-LIT with an implementation of the CNMA profile that has been tested for inter­
operability with a number of commercial implementations. We present the results of the 
interoperability tests, propose a taxonomy of errors, compare with other interoperability 
tests and then discuss the lessons we have learned from this interoperability test campaign. 

Keywords 
Interoperability testing, CNMA, OSI 

1 INTRODUCTION 

Integration of enterprise applications requires the provision of a communication infras­
tructure that will allow applications running on different machines to exchange data. 
Essentially two approaches can be followed: adopt proprietary networks that must then 
be interconnected by expensive gateways or adopt a vendor independent communication 
architecture like CNMA (Communications Network for Manufacturing Applications) [7], 
MAP (Manufacturing Automation Protocol) (9] or TOP (Technical Office Protocol) [23]. 
The replacement of proprietary networks by standard networks does not come for free at 
the beginning. As practice has largely shown, interoperability problems appear between 
implementations of different vendors. These problems manifest themselves as obstacles to 
establish communication between applications. Very often, the complexity of the ISO /OSI 
protocols adopted in MAP, TOP and CNMA are mentioned as the reason why interoper­
ability problems show up. 

This paper presents the results of an experiment made at the Swiss Federal Institute 
of Technology in Lausanne with an implementation of the CNMA profile. This profile 
based on ISO/OSI protocols is tailored to industrial applications and used in industrial 
factories at Mercedes-Benz, Aerospatiale, etc. This experiment consists in testing this 
new implementation for interoperability with commercial implementations of the CNMA 
and MAP profiles recording the problems that appeared during the tests. 
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The MAP and CNMA profiles are compatible in the sense that implementations of 
one profile are able to communicate with implementations of the other profile. An Ada 
implementation of the CNMA profile made at the Swiss Federal Institute of Technology, 
consists of approximately 150 000 lines of Ada code, this figure giving an idea of the 
complexity of the software tested in this experiment. 

The topic of testing for communication network is covered by a number of publica­
tions concerning conformance tests [15, 20, 21, 17, 16]. These articles concentrate on the 
methodology that ISO has been standardizing and on tools [17] for conformance testing. 
Interoperability tests have been discussed for the lower layers [13], for X.400 [14], for the 
HP MAP 3.0 implementation [18]. 

The paper is organized as follows. The implementations under test are described in 
section 2. Section 3 describes the methodology for the interoperability testing. Section 4 
presents a taxonomy of errors. In section 5 we discuss the results using the above taxonomy 
and present the lessons learnt from this test campaign. In section 6 we compare our results 
with other interoperability tests and in particular with the results of the interoperability 
testing for HP MAP 3.0. The conclusion is then presented. 

2 CONFORMANCE AND INTEROPERABILITY TESTING 

2.1 Conformance testing 

The objective of conformance testing is to establish whether the implementation being 
tested conforms to the specification of a given protocol. Conformance tests involve two 
implementations: a reference implementation which is assumed to perfectly reflect the 
standard being tested and the Implementation Under Test (IUT). The reference imple­
mentation interacts with the IUT according to well defined scenarios and the responses 
or behavior of the IlJT are observed and recorded. For each interaction started by the 
reference implementation, a reaction is expected from the IUT. 

In the ESPRIT CNMA project for example, conformance tests have been performed 
between 1988 and 1992 with tools developed first in the project then by ESPRIT TT­
CNMA. Conformance tests have been very useful with the first versions of the CNMA 
implementations but as these matured the need for conformance testing has strongly 
decreased. Some of the drawbacks of conformance testing are their cost, incomplete 
coverage and they do not guarantee interoperability. 

2.2 Interoperability testing 

Several classifications of interoperability testing have been defined in the literature [8, 
2]. These classifications are based on different levels of interoperability and criteria for 
success/failure of the interoperability testing. We now present an informal definition 
of an interoperability test. This definition will be based on function (Typically in ISO 
terminology, function can be considered as a service) provided by any layer of the stack. 
We try to keep our definition as general as possible and try to cover all aspects of the 
functions offered by all layers. 

Let us first define a function offered by any layer N. This definition will form the 
basis for determining the success and failure of an interoperability test. Suppose layer N 
provides aN number of functions. A functionr' ( i E l..aN) provided by layer N consists 
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of a request PDU (Reqf) and response PDU (Respf). functionf is provided by the 
responder and the initiator requests for the function. An initiator accesses functionf by 
sending (Reqf) to the responder. The initiator receives a Respf in response to Reqf. 
The Respf may be remote (sent by the responder) or local (generated by the local layer 
N-1). 

Sometimes, Respf has temporal requirements. This means that the initiator expects 
Respf within a certain time rr after it has sent the Reqf. This requirement is not a 
strict requirement for all functionf (i = l..aN), Reqf and Respf may be composed of 
multiple PDUs. For example, in the data transfer service offered by TP4, the request 
PDU may contain multiple DT PDUs (data transfer PDU). The CMIP M-GET function [12] 
response PDU also contains more than one PDU. 

I~;. 1~1 ~;N~ I 
I I 

I __ : :: :_ -----_ - I 

Figure 1 Interoperability test at a Layer N 

The response PDU Respf can be interpreted in many ways. Based on the correctness 
of response PDU it can be classified into the following categories. 

Correct response: This includes all the responses that conform to the function 
definition. In some layers, the absence of a function response is also considered as a 
correct response. 

Delayed Response: When Re,~pf includes multiple PDUs, some of the PDUs may 
be delayed. In other cases, the Respf may not be available immediately. In this case, 
Respf is sent by the responder when it is ready and available. The transport layer (TP4) 
retransmission function falls under this category. 

No Response: When the initiator does not receive Respf within a certain time 
T;N it is considered as no response. In this case, the absence of Respf is a failure of 
the interoperability test. The absence of response can be due to non-availability of the 
responder or failure of the lower layer services. 

Partial Response: This includes the cases where a Respf includes multiple messages 
and only a few of them have been received. This type of response is considered as incorrect 
and results in failure of the interoperability test. 

Incorrect Response: When a Respf does not conform to its definition, it belongs 
to this category. The non-conformity can refer to the scope of the response (semantics) 
or its format (syntax). 

Error Response: This type of response indicates that the responder cannot provide 
the requested function because an error or problem has been found in Reqf . The response 
indicates the reason for rejection or inability to provide the requested function. It results 
in the failure of the interoperability test. 

The above criteria for classifying Respf cover the syntax and semantics of the Respf 
and also its temporal requirements. They also form a sound basis for determining the 
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correctness of an interoperability test. Later on, this is also used for classifying the errors 
encountered during the interoperability testing. 

Now we are ready to define an interoperability test for a functionf provided by layer 
N. Informally an interoperability test between two implementations IUT1 and IUT2 for a 
functionf provided by layer N can be defined as follows: 

Initiator IUT1 sends a Reqf to Responder IUT2. 

If IUT2 responds with a correct and timely Respf and it is received by IUTt 
then IUT1 and IUT2 are said to interoperate with respect to functionl( 

This can be represented as 

/UT1 fu~nf /UT2 

Figure 1 shows the interoperability testing of a functionf provided by layer N. 
This informal definition of an interoperability test can be applied at any layer. It is 

applicable to both confirmed and unconfirmed services offered by alllayers.Based on this 
definition we now define layer interoperability. 

]tmctionf . 
If --+ holds good for z = l..aN, then Il!T1 is said to be layer interoperable 

with IUT2 with respect to layer N. This can be represented as IUT1 1~ ll!T2 

This definition of an interoperability test determines the success/failure of a test based 
on the response PDU Respf. In [5], Castro has presented the success/failure of an 
interoperability test based on the results of conformance testing. A predictive metric 
based on the results of conformance tests is used to determine the success/failure of a 
test. The drawbacks of this method is the inability to determine the success of those 
test cases that do not occur during a conformance test which is not the case with our 
definition. 

IS 

. . . . Junction[" layerN . 
An mterestmg pomt to be noted IS that --+ and ..=.......t are not symmetnc. That 

(!UTt fu~f /UT2) =fr (IUT2 fu~nf Il!Tt) 

(!UTi I~ /l!T2) =fr (Il!T2 I~ !UTI) 

It is essential to distinguish between initiator and responder associated with a functionf. 
These two are well separated at the user application level and are provided as separate 
implementation. At the user application level, the initiator is also referred to as client 
and the responder is referred to as server. This is not the case with layer N. Normally an 
implementation at layer N contains both the initiator and responder. A successful inter-

. . functionfl . . 
operabthty test ll!Tt --+ IUT2 tests only the mittator of IUT1 and the responder of 

. function~ 
ll!T2. This explams why --+ ' may not be symmetric. 

Most of the interoperability tests are performed at the interworking level (between 
two user applications). At the layer level, the tests are conducted in an indirect manner. 
The user application layer make use of the lower layer services. As a consequence, in­
teroperability testing of the user application services results in the testing of those lower 
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services that are utilized by the user application. It is interesting to note that all the 
lower layer services may not be tested using this strategy. It is necessary to design test 
strategies for interoperability testing at each layer. This will increase the confidence of 
the interoperability tests performed at the interworking level [14]. 

Interoperability tests are not perfect either, compared to conformance tests they do 
not cover as wide a spectrum of behaviors as conformance tests [18]. Very often interoper­
ability tests involve two implementations from two different vendors using scenarios that 
are either identical or very close to those encountered in user applications. Performing a 
single battery of interoperability tests between any two applications is a relatively simple 
and straightforward process, but when many products are involved, the level of difficulty 
soars. For example, to test the interoperability of 12 different products, no fewer than 
132 series of tests are needed (n x (n- 1) because tests are not symmetric). 

Interoperability tests are informal in the sense that no certificate will be issued by 
an accredited organization at the end of the tests. The Interoperability testing is not 
standardized and is still under study. Nevertheless for end users, interoperability tests are 
the most important tests that must be passed. 

3 IMPLEMENTATIONS UNDER TEST 

LITMAP is an implementation of the MAP /CNMA stack at our laboratory LIT (Lab­
oratoire d'Informatique Technique) [22, 24]. It had been implemented on Sun Spare 
workstations. Ada is the implementation language and has been chosen for its run time 
support and cross developinent facilities. LITMAP runs on embedded systems (Force Sys 
68040 and MVME372A: MAP Interface Module from Motorola Inc.) [19] connected by 
token bus or Ethernet and on Sunsparc workstations connected by Ethernet. 

Figure 2 shows the profile of LITMAP. The MAC layer supports IEEE 802.3 (Ether­
net) ~nd IEEE 802.4 (Token Bus) protocols. The network layer supports connectionless 
network layer protocol (CLNP). Transport Class 4 (TP4) is supported at the transport 
layer. The session and presentation layers support kernel services. The application layer 
services include ACSE and MMS (Manufacturing Message Specification) [11]. 

Interoperability testing was conducted between LITMAP and some commercial imple­
mentations. The following is a brief description of each implementation and its profile. 

1. a Concord/SISCO implementation on PC, under DOS, attached to an 802.4 token 
passing bus on carrierband, 

2. a Siemens S5 115 Programmable Logic Controller, attached to an 802.3 segment, 

3. an SNI UNIX PC, attached to an 802.3 segment, 

4. a Siemens PC, under Windows, attached to an 802.:3 segment, and 

5. a DEC ULTRIX DECStation, attached to an 802.3 segment. A router developed at 
EPFL-LIT was used to connect the 802.:3 Ethernet network with the 802.4 carrierband 
network. 

4 METHODOLOGY 

In this section we present the testing methodology. The interoperability testing is done 
at the interworking level. The tests used for the interoperability testing are described 
briefly. The tools and utilities that helped during these tests are also discussed. 
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Figure 2 Profile of LITMAP Figure 3 Testing methodology 

4.1 Testing methodology 

For all our interoperability tests we adopted the same methodology. It consisted of: 
1. Opening an association between the MMS client and MMS server, 

2. Transferring data on the opened association, and 

3. Closing the association. 

These various steps are illustrated on figure 3. Association establishment is the hardest 
part of interoperability tests. This is where we encountered the majority of problems. As 
a matter of fact, opening a connection means setting up all the information necessary for 
achieving reliable communication between two different entities. Communicating entities 
exchange information regarding their capabilities and requirements. A connection is then 
used as a safeway for data transfer. This phase is long and complex with respect to data 
transfer. It involves operations such as memory reservation, parameter negotiation, etc. 
At the user level, opening a association is done with the MMS Initiate service. 

Data transfer is the second step of interoperability tests. Most known implementations 
support only a small subset of services. Only this subset could be used to perform tests 
at this stage. We systematically tested the well-known and classical services provided 
by all vendor implementations: Identify, Status, GetNameList, GetCapabilityList, 
Read, Write and GetVariableAccessAttributes. Read and and write services were 
restricted to simple variables. With one implementation we were also able to test MMS 
event management services such as DefineEventCondition, DefineEventEnrollment 
and TriggerEvent. 

Finally, closing the association involves invoking the MMS Conclude service. This 
performs a gentle release of the connection environment and used resources are made 
available again for successive connections. 

Not all vendor implementations supported both situations: acting as a server and 
acting as a client. But when it was possible, our implementation was tested both as client 
and as server. This is important because successful tests as a client (server) does not 
guarantee that tests will be successful as the server (client) as well. 
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Problems class Error Implementation Interpretation Total 
Problem Problem 

Encoding 1 Decoding I 0 0 1 
OptiOnal parameters 4 0 0 4 
Incorrect Behavior 7 0 2 9 

Addressing I 3 0 4 
Consistency checks 0 I 0 1 

Error Lode 1 0 3 4 
Total 14 4 5 23 

Table 1 Number of problems uncovered in interoperability tests 

4.2 Limitations of our interoperability tests 

The interoperability tests discussed in this paper were performed for the entire commu­
nication stack including layers 1 to 7 and even MMS servers. Only correct sequences of 
services and correct parameters were provided at the user interface. 

Segmentation/Reassembly at the transport level was not tested because the size of 
the MMS PDUs sent was always smaller than the maximum PDU size negotiated at the 
transport level. 

Error detection and recovery at the transport level was not exercised because tests 
were made in conditions that did not produce PDU losses such as electromagnetic noise 
or router overloads. 

The above list shows that conformance tests are necessary and complementary to inter­
operability tests because they can test mechanisms that are not stressed in interoperability 
tests and rarely used in practice. 

4.3 Utilities 

During our interoperability tests, many utilities proved to be useful if not indispensable. 
First, we used a protocol analyzer from Siemens (K1102 for PCs). It includes decoders 
for the OSI protocols and MMS. A protocol analyzer is a fundamental tool for interop­
erability tests. It helps to discover and diagnose errors and is independent of the tested 
implementations. A trace facility was also used. This gives us the possibility to trace the 
PDUs between the different layers in LITMAP. A memory dump facility helped us to see 
on-line how memory was used in our stack. The dump facility allowed us to see whether 
memory was correctly allocated (or released) when the connection was established (or 
terminated). 

5 ERROR CLASSIFICATION 

During the interoperability tests, we encountered both problems and errors with the 
various implementations. We call error an incorrect implementation of a mechanism 
or parameter that is well defined in the standard or profile. We call implementation 
problem a problem related to implementation choices made by the vendor which are not 
incompatible with the standard. Different choices made by two different vendors may 
lead to impossibility to interoperate. Finally we call interpretation problem a problem 
that appears when the standard is not clear on the presence or details of parameters or 
mechanisms. 
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This first classification of problems and errors is orthogonal to a second classification 
we introduce and use here which makes a distinction among problems or errors according 
to the nature (coding, addressing, behavior, etc ... ) of these. In the following subsections 
we define these types of problems/errors. 

This classification helps to identify the areas where most of the errors are found. It 
acts as a guideline for future tests and also helps to minimize the time taken to isolate 
and rectify the errors encountered during interoperability testing. 

Encoding/Decoding errors: This type of error is encountered when data is encoded 
using different formats. When there are many choices for the encoding •nechanisms, 
and a particular choice is not supported by an implementation, it results in a decoding 
error. This error is mostly encountered in the presentation layer which uses ASN.l BER 
for encoding data. Another potential source of this class of error is encountered when 
decoding the headers of PDUs in the lower layers (session, transport and network). When 
certain features like concatenation of PDUs is not supported, it can result in a decoding 
error (when the decoder does not recognize the rest of the concatenated PDU). Another 
source for decoding errors is incorrect composition of PDUs. When octets are out of place 
in a PDU it can result in a decoding error. 

Behavior problems: This type of error is encountered when a certain functional 
aspect of the protocol does not exhibit the expected behaviour. It is very difficult to 
isolate and diagnose this type of error. A behavior error occurs when the vendor does 
not implement a mechanism correctly. A behavior implementation problem occurs when a 
vendor imposes restrictions on a mechanism, for example forbids to have a transport credit 
larger than one. Finally a behavior interpretation problem occurs when the standard does 
not clearly define the operation of a protocol mechanism. 

Addressing problems: Addressing errors occur due to mismatch in addresses (SAPs), 
limitation of the configuration of addresses (NSAP) or incorrect address formats (number 
of bytes used for SAPs). Since address configuration is an implementation detail, it can 
result in problems that are specific to particular implementations. 

Consistency Check: When parameters are negotiated, the value of the negotiated 
parameters must be checked by the initiator of the negotiation. When an implementation 
does not perform this consistency check, it may lead to other kinds of errors (ex. cascade 
effect). For example, if the value of the presentation context identifier is not checked by 
the initiator of an association, it can result in the presentation data PDU being rejected 
by the responder. 

Optional fields: Optional fields are another source of errors during interoperability 
testing. Most of the errors are the result of an implementation requiring a field that 
is optional or not handling a field that could optionally be present in the PDU. When 
optional fields are present in a PDU, the implementation can ignore it, but cannot reject 
a PDU due to its presence. 

6 RESULTS AND OBSERVATIONS 

6.1 Results 

The results of the interoperability testing with different vendors are discussed in this 
section. Table 1 gives the results of the test according to the classification discussed in 
section 5. Table 3 presents the results for each layer. This tables gives an idea about the 
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Response Layer ApplicatiOn 
No 1 6 
Partial 0 0 
Incorrect 12 5 
Error 10 12 

Table 2 Classification of errors based on the type of response received 

number of errors detected in each layer and it also reflects on the complexity of the layer 
(refer to 6.2 for more details). Table 2 classifies errors based on the response received by 
the initiator. This classification is based on discussion in 2.2. 

6.2 Observations 

After this interoperability test experiment, we can make the following observations: 
1. It is interesting to note that ratio of number of errors encountered to the number of 
implementations with which tests have been performed is very low. The total number 
of errors detected is also very low for the complexity of the protocols involved in the 
interoperability test. It is striking to see that the number of problems that have been 
found is as low as 23 in total and less that 4 by product tested in average. 
2. Each time a new implementation is used, additional errors or problems are found. This 
fact reflects the large number of possible implementations of an OSI stack and the large 
number of ways in which these can be configured. 

3. Testing as a client and as a server are two different situations. Having succeeded in 
client (or server) tests does not imply that tests in the reverse direction will succeed. This 
fact is taken into account by our definition of interoperability in 2.2. 

4. Comparison of tests performed with two different implementations may point to unseen 
problems by one of these implementations. For example, an attempt to establish an 
association with one commercial implementation failed while it succeeded with another. 
Careful examination showed that the latter did not check a parameter, while the former 
did. 
5. About 50% of the errors fall under the Error category. In particular, we can say these 
errors are a result of incorrect implementation and testing strategies. 
6. Now that ASN.l compilers are quite stable and ASN.l is well understood by people, 
we observe a new distribution of errors different from that referenced in [5, 18] and which 
corresponds to the complexity of layers. 

7. Addressing problems could be significantly reduced if the different vendors adopted a 
standard way of defining the addresses of the communicating entities. Having to deal with 
as many addressing definition notations as there are commercial implementations was a 
serious problem that delayed the interoperability testing with these implementations. 
8. There is a lot of improvement to be done in standards bodies to define meaningful 
error codes and to precisely indicate in which circumstances these error codes must be used 
(Table 1). Simply defining a Protocol Error code is not enough and makes diagnosis of 
errors more difficult. The same remark is valid for MMS where the Other error is used by 
vendors in many contexts. Note that for application services like MMS, this means that 
an application cannot be 100% generic since it depends on the error codes returned by 
different vendors. 
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9. A considerable number of problems is due to differences of interpretation because of im­
precisions, misleading definitions and the big number of options in standards and profiles. 
For example, when a connection is established in MMS, supported services and capabil­
ities (S&C) are negotiated. It is not clear whether the returned S&C in the Initiate 
response are the intersection of supported S&C of both end-users or if it is the common 
S&C subset of the server application and the MMS-provider(The part of the application 
that conceptually provides the MMS service through the exchange of MMS PDUs). One 
of the tested implementation simply chose the former for supported services and the latter 
for supported capabilities! 

7 COMPARISON WITH OTHER TESTS 

In this section, we compare our results with other interoperability tests and in particular 
with the results of the interoperability testing for HP MAP 3.0[18]. These series of tests 
were conducted in 1990 with 8 different products from companies such as Allen-Bradley, 
Computrol, Motorola, etc. These tests were performed for FTAM and MMS. We will only 
compare the results of the MMS tests in this article. 

In table 3, when we look at the number of problems by layer, we can see that the 
distribution of errors is very different between the two series of tests. Let's try to explain 
this. First, we can see that defect rates from MAC layer and session layer are low in the 
two columns.We can clarify this by the fact that the various implementations of these 
layers are quite stable and these layers are less complex compared to the others. Three 
of four defects found in the network layer are addressing limitations. The Swiss academic 
network SWITCH utilizes the 39 format for NSAPs. The non-use of this address format 
accounts for the errors detected at the network layer. This explains the differing resilts 
observed for the network layer. In the transport layer, the larger number of errors comes 
from the fact that the transport class 4 protocol is complex and that for two of the 
implementations, it was their first interoperability test. In the case of the three upper 
layers, the comparison is altered by the large number of encoding errors in the HP tests. 
This can be explained by the multiple ways of encoding PDUs with the Abstract Syntax 
Notation One (ASN.1)[1]. In particular, ASN.l permits the length of PDUs to be encoded 
in two different ways and several vendors had some errors in decoding both the encoding 
methods. At this point, it is worth mentioning that before 1990, complete and good 
ASN .1 compilers were scarce. 

When we look at the HP tests, we see that the lower layers (up to session) are quite 
stable and the upper layers have several problems with ASN.l. Errors in our tests are 
more homogeneous in the sense that we can notice a relation between the number of errors 
and the complexity of the layer. The reason is certainly that some products we have tested 
are less mature and have been submitted to no or very few interoperability tests. 

When we compare the results of the two tests, we note several identical lessons. First, 
interoperability testing is necessary because defects were uncovered in the tests with all 
vendors. Second, defect rates for a given implementation normally decrease steadily as 
interoperability testing is done with more vendors. We confirm that a considerable number 
of problems come from optional fields in network, transport and MMS layers and from 
negotiation of contexts in application and presentation layer. In our results, we also have 
several problems with the format of NSAP addresses and with the protocol error codes 
in network, transport, presentation and MMS layer. A small number of errors at the 
application level is the result of the availability of stable ASN.1 compilers[3]. 
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Layer HP tests LIT tests 
MMS 14 7 
ACSE 14 I 

Presentation 14 4 
Session 2 l 

Transport I 6 
Network 0 4 
Data link 0 0 

Total 45 23 
TotaljVendor 5.6 3.8 

Table 3 Number of problems uncovered in interoperability tests 

8 CONCLUSION 

Integration of enterprise applications increasingly relies on the use of standard communi­
cation networks. Practice has largely shown that interoperability problems occur between 
implementations of different vendors. In this paper we have presented the results of an 

experiment made at EPFL-LIT with an implementation of an OSI profile that has been 

tested for interoperability with a number of commercial implementations. The problems 
that were found during these tests have been classified and compared with other tests. 

Finally, we have drawn lessons on the way to proceed for interoperability testing. 

Improvements can be made by both protocol specifiers and vendors. In particular, a 

significant effort should be made for the definition of precise error codes for all protocols. 

Profiles that in the context of OSI define subsets of services, parameters and mechanisms 

are not precise, complete and restrictive enough to ensure proper implementation by ven­

dors. A clear documentation of a vendor implementation restrictions or particularities 

would certainly make the job of testers easier. Indeed, implementations may be 100 % 
correct and yet not be able to interoperate because of incompatible choices or implemen­
tation restrictions. 

The distribution of problems and errors found in this study is different from that 
presented by other researchers. This difference is explained by the difference in maturity 
of the tested implementations and by the fact that ASN .1 compilers for example now 
produce error-free code for presentation and application protocols. 

Work on interoperability tests will be continued in two directions: additional tests with 

other implementations such as those from DEC, HP and Bull; systematic exploration of 
interoperability problems at server level, above the application layer. 
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Abstract 
A CIM shopfloor environment can be supported by a collection of different activities, such as 
design, manufacturing, marketing, etc. Every activity may consist of a number of subactivities 
where a subactivity can be performed and represented by several agents. The "agents" are de­
scribed here as components that perform activities through executing their specific "tasks". So 
far, for DCS (Distributed Control Systems), manufacturers have resolved the "information man­
agement", "information sharing" and "control" problems, through purchasing all instruments 
and control equipments from the same supplier. In real applications however, both within the 
CAC activity (among its sub-activities) and in relations among the CAC activity and other CIM 
activities, the industrial processes define differently formatted data, for instance the discrete 
and continuous variables that need to be shared among several multi vendor control equipments. 
Therefore, the information sharing and management and the control problems are still the dif­
ficult technological problems without an integral solution. This paper focuses on the Computer 
Aided Control (CAC) activity and describes some agents involved in process control and the 
tasks that they perform. Furthermore, an architecture is described to support the information 
management requirements for agents' cooperation in a CIM shopfloor environment. This infor­
mation management architecture is then applied to the definition of cooperating CAC agents. 

Keywords 
Integrated CIM activities, Computer Aided Control activities, Federated Information Manage­
ment system 

1 INTRODUCTION 

With the new trend of applying the concurrent engineering methodologies to product manufac­
turing (Barker, 1993; Afsarmanesh et al., 1994b ), regular evaluation of activities involved in the 
"product life-cycle" increases the productivity, improves the quality of products, and reduces 

*This research is partially supported by the CIMIS.net project ECLA 004:76102. 
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the costs. Each activity in the product life-cycle, ranging from design and manufacturing to 
marketing and sales, involves a group of engineers and experts. Any improvements require that 
a part of the information is shared and exchanged within one activity (i.e. tightly linked) and 
with other activities (i.e. loosely linked) (Barker, 1993). The CAD, CAM, CAC, etc. activities 
support distinct phases ofthe product life cycle (Didic, 1993; Sepehri, 1987). EveryCAx activity 
consists of several subactivities and executes specific tasks. A subactivity can either be executed 
by a single agent or in a cooperation of several agents which are, depending upon their tasks, 
either loosely or tightly linked. Typically, a task is supported by an agent. For instance, the 
CAC activity is represented by one or more agents that execute several control tasks, such as 
process control and quality control. Other activities associated with CIM, for instance: design, 
research and development, marketing, management, process and product planning, etc. can all 
be represented by their agents. Thus, an agent is a hardware-software basic cell that partially or 
totally performs one or more tasks within a (sub )activity. Quite often, these agents run on several 
independent aild heterogeneous systems. The relationships among the CAD, CAM and CAC 

CAD 

CAC 

CAM 

Figure 1 The tightly coupled CAC agents (represented by solid lines) and their loose coupling 
with CAD and CAM (represented by dotted lines). 

activities, as illustrated in Figure 1, create an environment that supports the integration of the ac­
tivities in the shop-floor. The CAD activity supports several subactivities, such as the geometrical 
design tasks and strategical control design tasks for CACSD (Computer-Aided Control System 
Design). CAD subactivities in turn perform certain tasks, for instance the geometrical modeling 
(design of parts, assemblies, etc.), simulation of control strategies (discrete and continuous), 
tuning (continuous process), and the timing and counting (discrete process). The CAM activity 
supports the supervision over geometrical product data and control of the numerical machines, 
FMS and the capacity evaluation of CAD parts. The main role of the CAC activity is to check 
and regulate the process variables on the shop floor, so that the processes have the adequate 
reliability and security. CAC performs some automatic tasks but mostly follows the operator 
supervisory recommendations in order to perform an optimal control over this important phase 
of the product life-cycle. The CAC activity mainly involves agents that perform control tasks 
such as continuous process control, discrete process control, the acquisition and monitoring of 
process variables, the display and management of alarms, communication services, optimization 
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fromBoiler ---,=rE"'AMc:-! 

PEELING 

PACKING 

Figure 2 The marmalade production process 

routines, supervision strategies, and contingency decision using expert systems. These tasks are 

described in more details in Section 2. 

This paper discusses the requirements to achieve an integration of Shop-Floor CAC activities 

involved in CIM industry. Although, the focus of this paper on defining an information manage­

ment architecture to support the CAC activity and the integrati0n of its agents, this architecture 

is general enough to be applied to any other CAx shop floor activity. The remaining of this 

paper is organized as follows. Section 2 describes a marmalade application environment and the 

agents and tasks they perform in the continuous and discrete process control and supervision 

subactivities. Section 3 discusses the information management requirements for these activi­

ties, followed by a brief description of PEER's federated integration architecture in section 4. 

Section 5 defines some example PEER agents for the CAC activity using the PEER integration 

architecture, followed by an example of the information sharing among these agents. 

2 A MARMALADE PRODUCTION APPLICATION 

In this section we first describe an application environment; a marmalade production indus­

try. Figure 2 shows the marmalade production processes, that consist of interrelated discrete 

(batch), batch/continuous and continuous processes, and their interrelationships, similar to the 

description of continuous and discrete events in (Eigi M., 1993) and discrete events in (Walter, 

1992; Eigi, 1990). The production begins with the cleaning and peeling of the fruits. The raw 

material is transported to a mill system. After filtering, the glucose content is measured and a 

special formula will be added. This product is then transferred to a tank for dehydration and 

cooking. This tank works at vacuum pressure with temperatures around 60°C, the temperature is 

obtained by steam that comes from the boilers. The cooking process takes about 72 hours and is 

controlled by a specialist that knows the special aspects of the product. Once the cooking process 

has finished, the product is transferred to another tank. After the marmalade obtains ambient 

temperature the resulting product is packaged. The rest of this section describes the subactivities 

and agents related with the CAC activity in this marmalade industry and their interrelationships. 
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Subactivity Agent Task 

Continuous Process Control Continuous Process Control Strategies (CPCS) PID 
Continuous Step Processor (CSP) Field Measurement 

Discrete Process Control 

Supervision 

Discrete Process Control Strategies (DPCS) 
Discrete Step Processor (DSP) 

Display agent (DA) 
Signal Management (SM) 
Signal Integrator (SI) 

Communication 

Field Measurement 
Communication 

Figure 3 Subactivities, agents and tasks in the CAC activity 

Three CAC subactivities can be distinguished for the marmalade industry, namely continuous 
pro~s control, discrete process control, and supervision. Figure 3 shows the main agents 
and tasks involved in each subactivity. 

2.1 Continuous process control subactivity 

The continuous process control subactivity involves the control of the specific hardware in 
the shop floor whose characteristic signals (input/output) are continuous. The main agents 
performing this subactivity are described below. 

Continuous Process Control Strategies agent (CPCS) 
The CPCS agent is responsible for the regulation of the variables of continuous processes using 
either local, remote, or other control setting parameters. In case of a local setting, the operation 
conditions are set by an operator directly on the controller hardware. However, this kind of 
setting is undesirable for this type of control environment. Usually, the control strategy can be 
changed at any time by a remote setting, through an agent in the CAC activity. CPCS usually 
runs on a dedicated computer and its most important task is the PID control task. 

- The PID Control Task executes a special algorithm to control a continuous process in a 
feedback manner; using continuous variables from sensors (temperatures, pressure, flow, 
etc.), it calculates errors (regulation and tracking errors) and returns the command signals 
to process actuators (valves, motors, etc.). Usually, there are many continuous control loops 
associated to the control of this kind of shop floor environments. 

Continuous Step Processor agent (CSP) 
The CSP agent provides a bi-directional interface among the internal CAC subactivities, in order 
to communicate information of several shop floor equipments, and to transfer this information to 
other CIM activities. In the CIM environment, the CSP agent converts CAC activity information 
(such as field information) into a representation that can be used by other CAx activities; in the 
same way the information of the other CAx activities are translated into CAC representations. 
This agent translates the continuous variables to neutral files by means of STEP (Sastr6n, 1993). 
Two tasks of this agent are described below: 
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- The Field Measurement Task reads the signal values from different kinds of equipments 
such as sensors, transmitters, final elements and intelligence systems. These equipments 
require many proprietary interfaces and protocols to link them together. An implementation 
can be obtained using the field bus standard ISA SB50, that enables a real multivendor 
instrument integration at the shop-floor level. 

- The Communication Task enables the communication between the process control with both 
the CAC subactivities and with other CIM activities, while hiding the specific and distinct 
hardware and protocol aspects of the process control equipment, avoiding the problems 
related to the combination of different hardware (Sepehri, 1987). 

2.2 Discrete process control subactivity 

This subactivity involves the control of the specific hardware in the shop floor whose input/output 
signals are discrete. The main agents are described below: 

Discrete Process Control Strategies agent (DPCS) 
The DPCS agent realizes the control over sequential processes. The local or remote operation 
is similar to the CPCS agent. This agent controls numerical machines using programmable 
controllers or similar hardware. The main operations of this agent are: timers, counters, step 
sequences, combinational functions. The DPCS agent is involved in step by step operations that 
depend on discrete conditions. Historically the CAx tools support these kind of operations. 

Discrete Step Processor agent (DSP) 
The DSP agent has the same function as in the continuous process control subactivity. In the 
discrete process control subactivity the DSP agent operates with bidirectional discrete variables 
from/to the shop floor equipment and other CIM activities. This agent performs tasks similar to 
the CSP agent as described below: 

- The Field Measurement Task operates in similar way as in the continuous step proces­
sor agent. However, it works with bidirectional discrete variables from/to the shop floor 
equipment and other CIM activities. 

- The Communication Task communicates the information flow (on/off signals, counters and 
timer values) of the process control to other hardware of the CAC and CIM activities, while 
hiding the specific and distinct protocol aspects of the process control equipment. 

2.3 Supervision subactivity 

The supervision subactivity is at the highest level of the CAC activity hierarchy. It supports the 
coordination between the different lower level CAC agents and the relationship with other CIM 
activities. This subactivity has an intelligent strategy analyzer that coordinates and evaluates 
the process requirements and the actual state of its different controllers and generates reports 
and displays information at mimics and other hardware. The supervisory agent handles alarm 
exceptions generated by the CAx activity that requires responses from the lower level CAC 
activities. Based on its internal model and strategies, this subactivity minimizes the negative 
effects on the entire production process. Supervision subactivity is defined by the following 
three agents: 
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Display Agent (DA) 
This agent presents a global overview of the process environment through a user friendly 
interactive graphical interface using active image techniques. It generates reports for different 
kinds of hardware. 

Signal Management agent (SM) 
The alarm agent is a traditional mimic panel for the acknowledgment of contingency conditions. 
This panel is built with visual and sonic indicators. The mimic panel can be emulated in the 
monitor using the alarm agent information. 

Signal Integrator agent (Sf) 
The continuous and discrete control processor agents transmit information using different for­
mats. Therefore, it is necessary to implement the integration and conversion of different infor­
mation formats into a standard transportable information format. 

3 INFORMATION MANAGEMENT REQUIREMENTS 

There is a need to support the information sharing and exchange among different tasks in order 
to support the requirements for the cooperation and integration of different CIM activities. 
Although the focus of this paper is on the CAC activity, the cooperation and integration issues 
are similar for all CAx activities that will also be addressed here briefly. 

The agents in the CAC activity frequently need to access the information about the state of 
the shopfloor. This information is managed by agents, so if an agent needs some information, it 
has to obtain it from other agents. Within the CAC activity, it is usually crucial for an agent to 
have fast (near real time) access to that information, even if it is managed by other agents, so 
the integration architecture must support it. 

When applying a concurrent engineering approach to manufacturing, all CIM activities benefit 
from the information sharing and exchange both among different agents within one activity and 
among multiple activities. For instance, the CAD tools can then evaluate the production process 
and the control strategies. If a designer decides that the design is completed and ready to 
release, then the new model!> and/or parameters can be directly transmitted to the control units. 
The open architecture for Computer-Aided Control Engineering CACE (Barker, 1993) that 
includes a fmmework reference model, will improve the CAD capabilities and the information 
exchange with other CIM activities. The CAM activity can be extende(i to include support for 
the information exchange among engineers in the CAD, CAM and CAC activities. Using the 
time conditions and results set by the CAM and CAC activities, the design and evaluation of 
the control strategies in a CACE environment can be improved. A specific agent in the CAM 
activity can establish the link between the CACE design tasks and the actual results of the CAC 
activity. This agent analyzes the CAD specifications and assigns the CAC-CAM references, such 
as strategies of process controllers and tuning for the CAC activities, and the numerical control 
machine instructions for CAM activities. CAM alarm conditions could be shared with the CAC 
activity that will benefit from the resolution of contingencies, using the expert and optimization 
systems in that activity. To support the information management for the CAC activity in a CIM 
shop floor environment the following requirements can be distinguished: 
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- Integration and transformation of low level information generated and transmitted by low 
level control hardware. 

- Sharing and exchange of information among agents within the CAC activity. The integration 
among these agents is usually tightly coupled. 

- Sharing and exchange of information among the CAC activity and the other CIM activities 
such as CAD and CAM. The integration of these activities is usually loosely coupled. 

In Section 4, the PEER federated object oriented database system will be described. PEER 
provides an integration architecture that supports the information management requirements 
described in this section. In Section 5.1, some example agents are defined by their PEER 
schemas. Finally, Section 5.2 presents how the PEER federated system supports the sharing and 
exchange of information among several agents within the CAC activity. 

4 PEER FEDERATED INTEGRATION ARCHITECTURE 

The PEER federated information management system has been designed to support the informa­
tion management and information sharing and exchange in a network of both loosely and tightly 
coupled agents. The PEER information model is binary-based and object-oriented, in which 
every piece of information, both data and meta-data, are represented as objects. A PEER layer is 
defined for every agent that needs to share and exchange information with any other agent in the 
CIM environment. For example, two PEER agents in the CAC activity can be tightly coupled, 
while an agent in the CAD activity is loosely coupled to an agent in the CAC activity. Section 5 
below describes the application of PEER to support the information management requirements 
of the marmalade production application in more detail. 

Each PEER agent in the federation network can autonomously decide about the information 
that it manages locally, how it structures and represents its information, and which part of 
its local information it wishes to export to other agents. Each agent can import information 
that is exported by other agents and transform, derive and integrate (part of) the imported 
information to fit its interest and interpretation. PEER is a pure federated system, there is no 
single global schema defined on the information to be shared by all agents in the PEER network, 
and there is no global control. In the PEER layer of an agent, the information is structured and 
defined by several kinds of schemas. There is a local schema LOC (representing the information 
managed locally), several import schemas IMPi (representing the information shared by other 
agents, where integer i identifies a specific import schema), several export schemas EXPj 
(representing the information that this agent wishes to share with other agents, where integer j 
identifies a specific export schema), and an integrated schema INT (representing the integration 
of the local and the imported information for this agent). The powerful integration facility of 
PEER (Tuijnman and Afsarmanesh, 1993; Afsarmanesh et al., 1993; Afsarmanesh et al., 1994a), 
including the distributed schema management and the distributed query processing, makes the 
distribution of information and the heterogeneous information representations among different 
agents transparent to the user. The definition, integration and derivation of information in PEER 
are supported by a declarative specification using the PEER Schema Definition and Derivation 
Language SDDL (Afsarmanesh et al., 1993). The SDDL language supports the integration, 
derivation, interrelation, and transformation of types, attributes and relationships. 

A prototype implementation of the PEER system is developed in the C language and includes 
two user interface tools (Afsarmanesh et al., 1994a), a Schema Manipulation Tool (SMT) 
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and a Database Browsing Tool (DBT). The PEER system has been successfully used in the 
integration of cooperating expert systems for the control of power distribution networks (in 
ESPRIT ARCHON project) and the development of a planning toolbox (in ESPRIT PLATO 
project). At present, PEER is being applied to the integration of biomedical information systems 
(in DIGIS project). 

5 INFORMATION MANAGEMENT OF THE CAC ACTIVITY 

In this section, we focus on the definition of PEER agents representing some CAC activities 
described earlier in Section 2.1n Section 5.1 two example PEER agents are defined that perform 
certain CAC activities. In Section 5.2 an example of the information sharing among these agents 
is defined using the PEER integration architecture described in Section 4. 

5.1 Designing the PEER agents 

For each CAC agent a PEER layer must be defined to support its integration and information 
sharing with other agents. In the PEER layer, first the local information structures (the LOC 
schema) must be defined. The LOC schema is comprehensive enough to support the definition 
of the information that must be shared with other agents (through the EXP schemas). The EXP 
schemas are derived from the LOC schema and support the transfer of information among 
different agents in CAC subactivities and other CIM activities. For instance, to support the 
fact that the continuous process control subactivity receives information from the low level 
hardware instruments in different formats. The EXP schemas defined in the PEER network can 
be imported by any agent that needs to access and use their remote information. 

The Step Processor Agents described in Section 2 are indispensable components of the CAC 
activity. These agents interface between different CAC subactivities. The main task of these 
agents is to transform different low-level data formats into a unique and generalized format 
using EXPRESS from STEP (ISO/DIS 10303) definitions. EXPRESS is an excellent language 
that supports the translation of production information to neutral files. Similar to PEER, the data 
model describing EXPRESS is also binary-based, which makes PEER a suitable candidate to 
represent EXPRESS datastructures and entities. Using the PEER federated architecture, different 
CAC agents can link to other CIM activities through the Step Processor agents. Since the CAC 
activity is a very important component of hybrid systems, the connection of this and other 
activities by a PEER federated network is a step towards the entire CIM shop floor environment 
integration and the support for Concurrent Engineering. 

The remaining of this section presents the schemas for the CSP and DSP agents defined in 
Section 2. The schemas are defined using the SDDL language of PEER (Afsarmanesh et al., 
1993), as described in section 4. These schemas are necessary to support the sharing and 
exchange of information among CAC agents. 

CSP agent information 
Figure 4 shows the entities defined and exported by the Continuous Step Processor (CSP) 
agent. Engineering_units is a base entity, that allows the identification of instruments. The 
analog_element entity defines an analog variable and the direct..analog..read entity defines its 
specific measurement done by a direct measurement device. Export schema EXPS in Figure 5 
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derive_schema EXP2 from_schema LOC 
type Engineering_uni ts 

units STRINGS 
zero 
span 
minimum_value_admitted 
maximum_ val ue_admi t ted 
descriptor 
physical_address 

REALS 
REALS 
REALS 
REALS 
STRINGS 
STRINGS 

type analog_elernent subtype_of Engineering_uni ts 
input_value REALS 
units STRINGS 
read_quali ty : BOOLEANS 

type direct_analog_read subtype_of analog_element 
current_or_vol tage BOOLEANS 
resolution INTEGERS 
read_condi tion 

end_schema EXP2 
: INTEGERS 

Figure 4 Export schema EXP2 of the Continuous Step Processor (CSP) agent 
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represents the global elements of the marmalade processing which are defined and exported 
by the CSP agent. The continuous_controller entity represents the variables and concepts of 

derive_schema EXPS from_schema LOC 
type _continuous_controller 

strategy : _strategy 
kind_of_control : T_control 
I I Other elements necessary in the definition of a continuous controller 

type _process 
fruit 
controller 
input_ volume 

T_fruit 
_analog_controller 
REALS 

type _washing subtype_of _process 
water_amount REALS 
detergent REALS 
kind_detergent : T_detergent 
duration : REALS 

type fruit_kind subtype_of quality_element, category_element 
name STRINGS 

end_schema EXPS 

Figure 5 Export schema EXP5 of the Continuous Step Processor (CSP) agent 

each controller type in the continuous step processor agent. The _process entity represents the 
process variables in the marmalade production industry. The _washing entity is a specialization 
of the _process entity and it represents the information specifically related to the fruit washing 
task. The fruiLkind entity defines a part of the essential physics conditions for the components 
involved in the marmalade industry. The quality _element and category _element are concepts 
associated with the particular conditions of the raw (fruit) material in the production process. 

DSP agent information 
Figure 6 shows the entities defined and exported by the Discrete Step Processor (DSP) agent. As 
the CSP agent, the DSP agent defines the Engineering-units entity, that allows the identification 
of instruments, as its base entity. The analog_element entity characterizes a digital variable, the 
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deri ve_schema EXP7 from_schema LOC 
type Engineering_units 

units : STRINGS 
zero : REALS 
span : REALS 
minimurn_value_admitted : REALS 
maximurn_value_admitted : REALS 
descriptor : STRINGS 
physical_address : STRINGS 

type digi tal_element subtype_of Engineering_uni ts 
alarrn_variable : BOOLEANS 
reading_quali ty : BOOLEANS 

type direct_digital_read subtype_of digital_element 
descriptor : STRINGS 
physics_direction : STRINGS 
reading_conditions INTEGERS 

end_schema EXP7 

Figure 6 Export schema EXP7 of the Discrete Step Processor (DSP) agent 

direcLanalog_read entity defines the element value as a function of the physics meaning and 
the reading conditions. 

5.2 The integration approach 

An agent in the CAC activity frequently needs to access to information that is managed by 
other agents in the CAC activity. In this section we briefly describe an example of how the 
PEER architecture supports the integration of the field measurement information of the CSP 
and DSP agents by the Signal Integrator (SI) agent. This information includes the continuous 
process variables from sensors (temperature, pressure, flow etc.) transmitters, final elements, 
and intelligence systems, and the discrete process variables such as on/off signals, counters and 
timer values. 

As a first step in the integration, the SI agent imports the export schema EXP2 of the CSP 
agent as its own import schema IMP4. The SI agent also imports the export schema EXP7 of the 
DSP agent as its own import schema IMP6. Then the second step for the SI agent is to create its 
own integrated schema (INT). The integration of the information of the CSP and DSP agents by 
the SI agent is defined in Figure 7 as the integrated schema of the SI agent. The first part in the 
INT schema represents the entities defined in the SI agent, then the second part represents the 
derivation specification of the SI entities in terms of the base entities as they are imported from 
the CSP and DSP agents. The SI agent defines its own view on the imported information and 
uses different names for some imported information. Namely, it interprets the Engineering_units 
entity as a process_variable, an analogJead as a continuous_variable, and a directJead as a 
discrete_ variable. The SI agent is not interested in the physicaLaddress of an Engineering unit 
so that attribute is not a part of the process_ variable entity. In the derivation specification, the 
union primitive defines the instances of the Engineering_units entities of both agents as the 
instances of the process_ variable entity. The other entities are renamed as described above. The 
base entity names in the derivation specification are always extended with their import schema 
names to have a unique name to avoid confusion in case the entity names in different import 
schemas are synonyms. The integrated attributes of the process_ variable entity are defined as the 
union of the values of the set of base attributes (enclosed by and). For a complete description 
of PEER's derivation and integration primitives see (Afsarmanesh et al., 1993). 
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derive_schema INT from_schema LOC, IMP4, IMP6 
type process_variable 

units STRINGS 

span 
minimwn_ value_admi tted 
maximum_ val ue_adrni t ted 
descriptor 

REALS 
REALS 
REALS 
REALS 
STRINGS 

type continuous_variable subtype_of process_variable 
input_value REALS 
units : STRINGS 
read_quali ty : BOOLEANS 

type continuous_variable_read subtype_of continuous_variable 
current_or_voltage BOOLEAN'S 
resolution : INTEGERS 
read_condi tion INTEGERS 

type discrete_variable subtype_of process_variable 
alarm_variable : BOOLEAN$ 
reading_quali ty : BOOLEANS 

type discrete_variable_read subtype_of discrete_variable 
descriptor STRINGS 
physics_direction STRINGS 
reading_condi tions INTEGERS 

deri vat ion_speci fica tion 

process_ variable = union ( Engineering_uni ts@IMP4, Engineering_uni ts@IMP6) 
units = {units@IMP4, units@IMP6} 
zero = {zero@IMP4, zero@IMP6} 
span = {span@IMP4, span@IMP6} 
minimum_value_admi tted = {minimum_value_admi tted@IMP4, minimum_value_admi tted@IMP6} 
maximum_value_admitted = {maximum_value_admitted@IMP4, maxirnurn_value_admi tted@IMP6} 
descriptor = {descriptor@IMP4, descriptor@IMP6) 

continuous_variable = analog_elernent@IMP4 
input_value = input_value@IMP4 
units = units@IMP4 
read_quali ty = read_quali ty@IMP4 

continuous_variable_read = direct_analog_read@IMP4 
current_or_vol tage = current_or_vol tage@IMP4 
resolution = resolution@IMP4 
read_condition = read_condition@IMP4 

discrete_variable = digital_element@IMP6 
alarm_variable = alarm_variable@IMP6 
reading_quality = reading_quality@IMP6 

discrete_variable_read = direct_digital_read@IMP6 
descriptor = descriptor@IMP6 
physics_direction = physics_direction@IMP6 
reading_condi tions = reading_condi tions@IMP6 

end_schema INT 

263 

Figure 7 Integration of field measurement infonnation by the Signal Integrator (SI) agent 

The other agents in the supervision subactivity can be integrated in a similar way. The signal 
management (SM) agent needs access to the alarm infonnation from the SI agent to acknowledge 
contingency conditions. The display agent (DA) needs the current state on the shop floor, for 
which it has to retrieve infonnation from the step processor agents. 

Similar to the methodology applied in Section 5.1, for every two agents that need to cooperate 
and exchange their information, we develop export schemas (EXPs) in the exporting agent. An 
export schema can be imported by the other interested agents as (one ot) their import schemas 
(IMPs). The import schemas are then integrated with the local schema to generate the integrated 
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schema (INT). Now the agent can use its integrated schema and transparently access any piece 
of information that is either managed locally or shared by other agents. 

6 CONCLUSIONS 

This paper first describes the CAC activities involved in a marmalade production industry. Each 
activity is represented by its agents that perform certain tasks. Then, an integration architecture, 
the PEER federated information management environment is described that supports the sharing 
and exchange of information among these agents. As an example, PEER is applied to the 
integration of the discrete and the continuous control activities on this shopfloor. Although the 
presented integration architecture is applied here mostly to Computer Aided Control (CAC) 
activities, the same architecture can support the information management of other multi-agent 
Computer Integrated Manufacturing environments. 
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Abstract 

This paper reports the application of an Object-Oriented Development 
Methodology for specifying Programmable Controllers Software. This methodology, 
called OOST, allows the user to specify the control logic in a natural manner, using a 
collection of objects that represent devices and other machines in an actual manufacturing 
system The object-oriented specification technique may be used in the whole control 
software life cycle. It could be considered as a requirement definition language or an 
implementation one, since the OOST may be used as an input to an automatic PLC 
program generation system A brief literature review is presented and the implementation 
details are discussed. In the final part of this paper some future improvements and remarks 
are given. 

Keywords 
PLCs software, Object-Oriented Development, Automatic Program Generation 

1 INTRODUCTION 

Programmable Logic Controllers are widely used for sequential operation control, 
specifically in the discrete manufacturing industry. This fact is due to the advantages and 
improvements obtained when compared with fixed logic systems and relays-based systems. 
The improvements are refereed to flexibility, safes and low maintenance costs, and the 
reduction in start up and operation times (Cox, 1986). 

The growing up success of this equipment brought a high diversity of PLCs into 
the shop floor. Each day more and more manufacturers enter to the market, offering new 
solutions, sweeping a wide range of possibilities and features. The principal features that 
the manufacturers outline for winning the high competitions' levels are: throughput, 
Input/Outputs points, programming facilities and languages, etc. 

However, there is a trouble that begins to manifest when a PLC user purchases 
different manufacturers' equipment. Each one of these manufacturers incorporates a 
proprietary programming language to their products. This fact leads to serious difficulties 
to the user, such as: no chance for reusability, no program sharing among solutions and so 
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on. A solution for this problem is to have a programming specialist for each one of the 
programming languages used into the shop floor (Halang, 1992) 

Another trouble related to PLCs software development is the extended life cycle. It 
is very difficult pass from one phase to another in a smoothly and natural manner, mainly 
because of the traditional approaches do not have been realized as a manufacturing 
software, but as data intense applications development tools. 

Manufacturing Engineers realize the manufacturing domain as composed by 
different entities, such as machine tools, fixtures, pieces, material handling devices, 
sensors, actuators, etc. Each one of these entities has associated set of attnoutes and 
capabilities constituting abstract constructions called objects. Through this abstraction 
process a system definition task is simplified and made in very natural manner. 

This paper reports an approach to developing PLCs software using the Object 
Oriented Paradigm This approach, that is being widely used in Software Engineering, is 
used here for automated program generation for a PLC. The automatic generation process 
is performed from a textual and semi-structured description of the control logic for an 
automated manufacturing cell (Duran, 1993). 

2 BACKGROUND 

There are some researches in the literature aiming at the development of manufacturing 
systems modeling and control software. Menga and Morisio (1989) defined a specification 
and prototyping language for manufacturing systems. The language is based on high-level 
Petri-nets and is object-oriented. The approach uses graphical and textual tools for 
defining the components of the system and their behaviors. The language integrates two 
formalism with the object-oriented development paradigm The first formalism is the 
hierarchical box and arrow graphical formalism. The second one is the Petri-net graphical 
formalism for the detailed specification of the control flow in objects. According the 
authors the use of this language allows the simulation of manufacturing systems, 
hierarquically structuring them and enriching the horary with the new objects. 

Another initiative (Boucher, 1992) addresses the definition of an interface between 
manufacturing system design and controller design. The high-level design methodology 
enhances communications between manufacturing system designers and controller 
designers. It also allows the automatic control code generation from that design. The high­
level design methodology is based in the IDEFO methodology, created under the 
development of USAF, and generates a Petri Net representation of the control logic 
through the use of a rule-based interpreter. 

A similar approach is given by Roberts and Beaumariage in (1993) that present a 
methodology to design and validation of supervisory control software specification. This 
methodology is based on a network representation schema. The networks are composed 
by nodes and arcs. Messages are passed between the nodes, resembling the object­
message paradigm A version of this control specification system have been coded on a 
Texas Instruments Explorer and other platforms. 

A textual specification technique for PLC software generation was reported by 
Bhatnagar and Linn (1990). The generator uses a user-defined control process 
specification and initially converts it into a standard control logic specification and finally 
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generates an executable task code program for the PLC specified. The bidireccionality of 
the code is the main virtue of this system, providing total transportability of programs 
from a PLC to another. 

Halang and Kramer (1992) presented an interactive system with a graphical 
interface for constructing and validating PLC software. It combines the Function Block 
Diagram with a graphical language. The approach emphasizes the description of 
composite PLC software from a library of reusable components and may be considered as 
an object-oriented approach. 

Finally, Joshi, Mettala and Wysk (1992) presented a paper where a systematic 
approach to automate the development of control software for flexible manufacturing cells 
called CIMGEN. The specification is based on Context Free Grammars (CFGs) providing 
a formal basis for control strategies descriptions. CIMGEN generates automatically 
control software for workstation and cell control levels. This automated code generation is 
not totally satisfactory, since the generated code requires hand manipulation for 
completion. 

There are two other papers that report Object-Oriented approaches for modeling 
manufacturing systems. Mize, Bhuskute, Pratt and Kamath (1992) relates the results 
obtained in exploring alternative approaches to the modeling and simulation of complex 
manufacturing systems. These results argue that is necessary a paradigm shift in 
developing models for manufacturing systems. Through this paradigm shift the system 
planner can now define models through the use of building blocks, called objects. The 
authors assert that this approach is an strategic opportunity for the fields of industrial 
engineering, operations research/management science and manufacturing systems 
engineering. Joannis and Krieger (1992) reported an Object-Oriented methodology for 
specifYing manufacturing systems. The specifications are made by building successive 
models, each containing more details than the previous one. The desired behavior of the 
system is described using a set of concurrent cooperating objects and the behavior of each 
object is defined through the use of Communicating Finite State Machines (CFSM). 
According to the authors these CFSM allow the execution of the specifications. The 
technique has a text format. 

3. MANUFACTURING CELLS CONTROL 

Manufacturing systems are sets of different subsystems all working together and 
coordinately to get the expected results. The design of these manufacturing systems and 
the development of manufacturing systems controllers has become more closely linked as 
the manufacturing environment has become more automated (Boucher, 1992). Controller 
design addresses issues of communication, controller logic, sequencing, error handling and 
programming of programmable devices. 

Usually the control of a manufacturing systems is made up in different levels of 
abstractions. (Menga, 1989) identified four levels to perform the manufacturing contro~ 
these levels are: plant levee~ shop leve~ cell level and macjine level. These levels of 
abstractions have different time scales, event types and decision kinds. The scope of this 
paper is the Manufacturing Cell control and the definition of the cell controller. The cell 
controller is responsible for the sequencing of activities within a cell. It is necessary to 
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define the functions related to the major operations performed for each one of the 
elements that make up the cell. The control at cell level is normally implemented using 
PLC or combinations of PLC and a cell host computer or a factory floor computer. 
Programming a PLC is an error prone task, where the developed programs are very 
difficult to read, understand and maintain. Hence there are many efforts to define a high 
level programming standard to simplify the program definition and the total PLC software 
life cycle. There are different approaches for programming a PLC. Each one of the 
manufacturers incorporate one or more types of these approaches to their equipment. The 
most common methods for programming a PLC are: 

• Ladder Diagrams 
• Instructions Lists 
• Structured Texts 
• Sequential Function Charts 
• Function Block Diagrams 

4 THE APPROACH 

The system that is being developed allows the programmer specify a new application 
control program through the use of a object oriented specification technique (OOST). This 
specification technique may be used from the requirement description phase to the 
implementation phase (Booch, 1986), since it may be used as an specification input 
language for an automatic PLC software generator. The development of PLC software 
using the object oriented specification technique can shorten the life cycle phases, even 
some phases are no more needed, because they are contained within the previous phases 
(Hodge, 1992). 

The methodology when applied in the requirement analysis phase allows the 
natural contact between the programmer/ana]yst and the final user of the system. Hence, 
the manufacturing engineer that is in charge to project the automated system can 
communicate his needs and requirements with the programmer/analyst using a c~mmon 
language, based on abstract constructions (objects), avoiding misunderstandings and 
excessive documentation. 

To make up the specification technique, an exploratory swvey among various PLC 
programming languages was made (Allen Bradley, 1993; Weg, 1991; Hitachi, 1994; 
Modicon, 1991). This swvey aimed at defining a sufficient collection of basic operations 
supported by any PLC performing sequence control tasks, table 1 shows the set of basic 
operations considered to define the OOST. 

Besides the instructions showed by table 1, there is a set of instructions for data 
manipulation and arithmetic operations. These instructions were also considered by our 
research and OOST supports them. Unlike of these operations OOST does not support 
complex instructions, such as PID functions and Fuzzy Logic-based operations, because 
they are out of the scope of our research. The basic operations were grouped into five 
categories, considering types of devices state changes. These five categories are: 
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• Momentarely state changes caused by the beginning or ending of an event. 
• Permanent state changes caused by the beginning or ending of an event. 
• State changes caused by the existence of an event during a given time. 
• State changes caused by the existence of an event a given number of times. 
• State changes caused and mantained during the existence of an event. 

Table 1 Basic PLCs' operations that make up the OOST 
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Next, the structures needed for describing each one of these categories was analyzed. Thus a set of textual 
sentences making up a description language was defined. This set of sentences was translated into a 
Definite Clause Grammar. Next this grammar was written using Prolog code. The following shows part of 
this grammar: 
_.. o:=se-r:1 .• _... 
,_,9&8 ::=0. 
•-• o:= ""'juoloAI, r.'l. on9io_o ....... 

coojuotoAl ::= conjtutoAli. 

::= conjuntoAlii. 

::= coqjuotoAlili. 

<:onjuotoAli ::= conjUD9loAl~ ~gente, verboAli. 

coojunJoAlii::= conjunqioAlii. agente, verboAlii. 

conjuotoAliii::= coojlJD9ioAliii. agente, verboAliii. 

verboAH ::=verbo_aux_Alia, verbo_inf. 

::=verbo_aux_Alib, artigo, verbo_sustaotivado. 

::=verbo_aux_Alic, prepo&_art. vcrbo_swtanlivado. 

verboAlii ::=vcrbo_aux_Atiia., 

verbo_iof. ::""verbo_awc._Aliib, artigo, v~_surtantivado. 
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::=vcrbo_..,._Aliio, JlfCPOI_IIt, vcrbo_.-ivaclo. 

vedloAliii ::=vcrbo_aux_Aliiil, vcrbo_io£ 

::=vcrbo_..,._Aiiiib,..qp.. vcrbo_.-ivac!o. 

::=vedJo_..,._Aliiio.JlfCPOI_IIt,vcrbo_.-ivaclo. 

O<JI!iuo9ioAI.i::= fuoim quo1. 

::= fcp>Uido']. 

::=!'te']. 

::= r-- quo1. 

::= fdepoia quo']. 

::= ['!Ggoquo']. 

::= ['uma vez quo1. 

ooqjuoyloAJ.ii::= ['caao']. 

::= fdeodo quo1. 

::•f...- quo']. 

""'!iuo!ooAliii::=['dacloquo']. 

::•['visiOquo']. 

::=l!iaquo']. 

: := ['uma vcz quo']. 

- ::=Ofl¥io_subor • ...v-Bl. 

ooqj1moBI ::= ........ Bli. 

::=~Iii. 

ooqj1moBli ::=coqjuajioBli. ~ vcrboBli. 

oonjuotoBlii::= COI!iuoqlolllii. vcrboB!ii. 

ved>oBli ::=vetbo_,..._Blia. vcrbo_io£ 

::=vetbo_aux_Blib.artigo. vcrbo_.-ivaclo. 

::=vedJo_""''...Blio.JlfCPOI_IIt,vcrbo_.-ivado. 

vcrboBlii ::=vcrbo_aux_Bliil. vcrbo_io£ 

::=vcrbo_,..._Bliib. ..qp.. vcrbo_ ... tanlivado. 

:!""'verbo_aux:_Bl~ prepos_ut,. verbo_lllltantivado. 

COI!iuovioBli::= ['a ... ocrquo1. 

::=['a-quol 

::= ['oiOquo']. 

coqjuDjioBlii::= ['ulvo BC']. 

- ::= ........ ca. r.']. oravio_subor. 
ooqjuatoCI ::= ooqjuatoCli. 

::= ooqjuatoClii. 

ooqjuatoCli ::=~l..-.IIOJ!&9IoverboCli. 

ooqjuatoClii::=~lii. ~ IIOJ!&9io. ved>oClii. 

ved>oeli ::=vcrbo_OW<_Clia. vcrbo_io£ 

::=vcrbo_auK_Clib.art1!o.vedJo_ouataalivaclo. 

::=verbo_awc:_ Clio. plqJOI_ut, vcnbo_sustmtivado. 

verboClii ::=vedJo_ ... _Cliil.vedJo_inf. 

::=vcrbo_..,._Cliib.art1!o. vcrbo_ouataalivaclo. 

::=vcrbo_aux_Cliio. JlfCPOI_IIt, vcrbo_ouataalivaclo. 

coqjuajiocli::= r..- quo1. 

::=['caao1. 

= == r- quc1. 
~lii::=fdacloquo1. 

::=['visiOquo']. 

::=l!jlquo1. 

::= [\IIIIa vcz qwe1. 

Finally, a rule-based interpreter was written. This task was made just translating the grammar into Prolog 
clauses. 

5 USING THE SYSTEM 

The user/programmer descn'bes any manufacturing situation using OOST and a hierachy 
of objects that represent a specific manufacturing domain. The manufacturing system 
behaviour is descn'bed through a set of textual sentences ruled by the OOST grammar. 
Finally the description of the system is analysed by the second module of the system called 
Intetpreter. The intetpreter performs lexical and syntactical analysis of the specifications 
made by the user and to provide as an output an intermediate code of the control logic. 
This rule-based intetpreter supports the object-oriented paradigm That is, objects 
representing actual manufacturing devices may be defined, and these objects may be 
structured in a hierarchy using the concept of superclasses and classes. Through that, a 
new object class or object instance can inherit attributes and capabilities of its object 
superclass. It is the main element of the paradigm, that allows models reusability. The 
intermediate code, generated by the intetpreter, is used as an input for an automatic PLC 
program generation module. The general structure of this system is shown in figure 1. 
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, ---------- ---------, 
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'------------------------------------------- _, HARDIJVARE DEPENDENT MODULES 

Figure 1 System Structure 

The windows-based user-interface was written in Visual Basic. The other modules was 
written in Arity Prolog, using the concept ofDCG. 

6 CONCLUSIONS 

This specification teclmique may be considered as an efficient means for performing an 
informal requirement description, and from it, to obtain in an automated manner the 
source code for an specific PLC, ready for downloading within PLC memory. 

The approach allows to create object hl>rary for accelerating new applications 
developments and fomenting software reutilization (Shaw, 1984). This fact leads to 
important improvements in productivity and reliability ofPLC programming tasks. 
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Abstract 
A federated architecture for Concurrent Engineering is presented and special emphasis is put on 
the aspects of enterprise modelling and control knowledge to support the coordination of teams 
of experts. The prototype described combines both information integration and cooperation 
support functionalities. This paper addresses mainly the business plan interpreter and its 
multilevel supervision knowledge. Open questions and directions for further research in the 
context of networks of enterprises (extended or virtual enterprise) are summarized. 

Keywords 
Systems Integration, Concurrent Engineering, CIM, Federated Architecture, Modeling. 

1 INTRODUCTION 

The concept of lean I agile manufacturing is a result of the increasing globalization of the 
economy and openness of markets and the tough challenges this situation imposes to 
manufacturing companies. One of its manifestations is the recognition of the product, and thus 
product data, in its entire life cycle, as the main "focus of attention" in the CIM Information 
System. Product Data Management may be considered an essential set of tools for tracking 
products from conception I design to retirement I recycling. The concept of Concurrent 
Engineering (CE) is thus the result of the recognition of the need to integrate diversified 
expertise and to improve the flow of information among all "areas" involved in the product life 
cycle. Team work based on concurrent or simultaneous activities, potentially leads to a 
substantial reduction in the design-production cycle time, if compared to the traditional 
sequential "throw it over the wall" approach. 

Evolving from earlier attempts, represented by the paradigms of "Design for Assembly I 
Design for Manufacturing", Concurrent Engineering is thus a consequence of the recognition 
that a product must be the result of many factors, including: 

-Marketing and sales factors 
-Design factors 
-Production factors 
-Usage factors (intended functionalities I requirements) 
-Destruction I recycling factors. 

For all these areas there are hundreds of computer-aided tools (CAxx) on the market that help 
the human experts in their tasks. At a particular enterprise level various of these tools may be 
available, together with some proprietary software developments. A platform that supports the 
integration of such tools (information and knowledge sharing) as well as the interaction among 
their users (team work) is a computational requirement forCE. 
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Observing companies' evolution in terms of organization, a strong paradigm shift towards 
teatn-based structures is becoming evident. Team work, as a practical approach to integrate 
contributions from different experts, by opposition to more traditional hierarchical I rigid 
departmental structures, is being extended to all activities and not only to the engineering areas. 

A realistic approach to design an architecture that supports Concurrent Engineering has to take 
into account results and tendencies emerging from various research sub fields of the advanced 
manufacturing area. The definition of a platform for Concurrent Engineering involves, in our 
opinion, three related sub-problems: 

i) Definition of common models. This is a basic requirement in order to enable 
communications between members of the engineering team. The adoption of common modeling 
formalisms is a first requirement. Formalisms like IDEFO, NIAM, Express/ Express-G. Petri 
nets are being widely used. The consolidation of STEP (ISO 1991) may help in terms of 
product modeling, but many other aspects not covered by STEP have to be considered, like 
process and manufacturing resources modeling. MANDATE seems still far from offering 
usable results. Business Processes modeling, as proposed by CIMOSA (Esprit 1989), is also 
contributing to facilitate dialogue. 

ii) Engineering Information Management. Definition of integrating infrastructures and 
information management systems able to cope with the distributed and heterogeneous nature of 
CIM, has been the subject of many research projects from which various approaches and 
prototypes have been proposed in last years (Camarinha-Matos 1991), (Camarinha-Matos 
1993). Management of versions, a difficult problem in engineering data management, is even 
more complex when different versions may be produced I explored in parallel I concurrent way. 
Various centralized and decentralized solutions have been experimented, the concept of 
federated architectures developed and the issue of interoperability between different data 
management technologies and standards has been pursued (Camarinha-Matos 1994). The need 
for a more mature technology for Engineering Information Management, combining features 
from Object Oriented and Knowledge Based Systems, Concurrent I multi-agent systems, is 
becoming evident. 

iii) Process supervision. To build a platform that supports concurrent engineering it is not 
enough to guarantee that the various computer-aided tools used by a team are able to 
communicate and share information. In other words, it is not enough to provide an integrating 
infrastructure and to normalize information models. Even though these aspects are essential, 
there is also the problem of coordination. It is necessary to establish a supervision architecture 
that controls or moderates the way and time schedule under which computer-aided tools (team 
members) access the infrastructure and modify shared information. In other words, it is 
necessary to model the various business processes and to implement a process interpreter or 
supervisor. 

The platform for integration and concurrent engineering -- CIM-FACE: Federated Architecture 
for Concurrent Engineering -- being developed at the New University of Lisbon addresses these 
three issues. 

2 THE CIM-FACE ARCHITECTURE 

Figure 1 illustrates the main blocks of the CIM-FACE architecture. Application (computer­
aided) tools are integrated via the integrating infrastructure, which provides access to the 
common Information System (IS). 

One important part of the CIM-FACE prototype is the ElMS (Camarinha 1993), (Os6rio 
1994) (Figure 2) subsystem which provides basic information management functionalities as 
well as an integrating infrastructure to support the connection of a federation of heterogeneous 
software tools. 
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CIM-FACE architecture 

Business 
Plan 

Interpreter 

CONTROL 
INFORMATION 

Domain Rules 

Figure 1 CIM-FACE Architecture. 
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The implemented ElMS prototype, inspired on the developments of STEP/ Express (Schenck 
1994), is based on a hybrid and distributed programming environment supporting the 
connection of tools implemented in UNIX and MSDOS environments. The integrating 
infrastructure supports two connection modes: tight and loose connection. For tight connection 
a library of Information Access Methods (lAM) is linked to each tool, thus hiding the 
communication details (RPCs, messages format, etc.). As this part of the system was 
developed in an earlier stage, before the availability of the STEP SDAI specification, the lAM 
methods don't follow the standard, although they are quite similar, as inspired by EXPRESS 
concepts. 

For loose connection mode, a STEP-port based on neutral files interchange is included. 
Reactive programming was used as an effective mechanism to implement interoperability 
between different data management technologies. The "visible" part of ElMS is implemented on 
a KBS (Knowledge Craft), but links to a RDBMS or CAD DB were established to offer 
object's persistency. The interoperability mechanisms play an important role in the migration of 
legacy systems to more advanced Engineering Information Management Systems. 

Architecture 
Controller 

Mull.l·user 
IMS 

Ser•er 

Figure 2 Engineering Information Management System. 

Client 
Tool 
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Another major component of CIM-FACE is the Supervisor or Business Plan Interpreter 
(Camarinha-Matos 1995), (Os6rio 1994). The objective is to provide a framework that allows 
for a set of autonomous agents -- computer aided tools and engineers -- to cooperate in solving 
complex tasks. 

Special tools - Business Plan Assistants - provide a front end to the human experts allowing 
them to take part in the execution of the business processes. 

Each agent may have its own data models (partial views of the world) and its decision making 
capabilities. For instance, the time window within which a CAxx tool is active, interacting with 
the federation, and the kind of interaction is decided by the couple "CAxx tool - human user" . A 
global supervision system -- "federal government" -- can impose some rules regarding the 
interaction, like refusing it if some pre-conditions are not satisfied, but it cannot consider the 
agents as obedient "slaves". On the other side, as agents are supposed to cooperate, they are not 
completely independent from each other. For instance, the actuation of a CAPP agent depends 
on the existence of a product model generated by a CAD agent. 

3 THE ENTERPRISE FUNCTIONAL VIEW 

Business plan. CIM-FACE follows the CIM-OSA approach to model the enterprise in terms 
of hierarchies of Business Processes and Enterprise Activities (Camarinha-Matos 1995), 
(Os6rio 1994). At each level of the hierarchy, extended Procedural Rule Sets define precedence 
constraints between BPIEAs of that level, as well as their starting (firing) conditions. We call 
this hierarchical structure business plan. 

Building up business plans is a task for an enterprise modeler, Figure 3. This expert may 
resort to some domain knowledge, specific to the target industrial sector or to his company. 
Such knowledge includes a taxonomy of classes of Business Processes and a catalog of 
installed functionalities (Enterprise Activities, i.e. , the functional model of the particular 
enterprise). 

DOMAIN KNOWLEDGE 
TAXONOMY 

OF 

ENTERPRISE MODELER 

Figure 3 Edition of the enterprise's business plan. 

USER 

Functionalitics ··· 
EA...n 
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Considering that a business plan will be performed by a team of experts (using several tools), 
potentially in concurrency, there are other additional aspects to be modeled. A summary of the 
tasks for the enterprise modeler are: 

- Definition of shared information models, i.e., models common to, and that support the 
interactions among, team members. These models might include methods to derive particular 
views of the common concepts. 
- Definition of business plans. This activity includes the creation of instances of the 
taxonomy of BP and their parametrization, definition of PRS, assignment of tools and other 
resources to the enterprise activities, etc .. 
- Characterization of the team of experts assigned to the business plan: identification and 
rights (namely in terms of allowed operations). 

It shall be noted that these models are important for the implementation of business plan 
interpreter. Figure 4, shows a partial view of some concepts that support the Business Plans. 

{{ PlanNode: 
Identifier: 
Name: 
lnputConcepts: 
OutputConcepts : 
PrevActivities : 
NextActivities : 
UserRules: 
StartActivity : ; methods 
EndActivity : 
ShowStatus : 
ShowSubPian : 
SendMsg: 
ReadMsg: 
... }} 

Figure 4 Basic concepts in a business plan. 

{{ BusinessProcess: 
is-a : PlanNode 
SubObjectives : 

}} 

{{ Enterprise-Activity: 
is-a PlanNode : 
ToolBox: 

}} 

Contexts. As there might be many business plans running in parallel (supported by different 
teams), it is important to provide a different context to each business plan. On the other hand, 
even inside one team I one business plan, some members (or subgroups) might need some 
"privacy" while they are exploring some rough ideas and before they decide to make their 
results public to the team. Therefore, CIM-FACE offers the possibility to create hierarchies of 
contexts. All IS objects created I modified in a given context won't be visible outside this 
context or its children contexts. The implementation of this concept in Knowledge Craft is quite 
straightforward. 

{ BusinessPian: 
RootNode: 
lnformationContext: 
UserRestritions: 

; methods 
CreatePianContext 
EnterContext 
ListPianContexts 

Figure 5 Information Context concept. 

{ lnformationContext 
BusinessPian 
ObjectList 
SubContexts 

; methods 
CreateSubContext 
ExportContextObjects 
DeleteSubContext 
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When a business plan is started, a root context is associated to it. New child contexts may be 
created outside the current context provided the team member has enough rights (method 
CreateSubContext ). The new context is created as a subcontext of the current one and normal 
inheritance rules apply, i.e., all objects visible in a parent context are available to the child 
context. 

In this way, a team member (or subgroup) can explore his ideas without interfering with other 
members involved in the business plan. Once he is satisfied with his results, he can make them 
available to the others, i.e.,~ them to parent context (method ExportContextObjects). 

Therefore, we can have several contexts associated (in a hierarchical way) to a business plan. 
The methods EnterContext and ListPlanContexts are useful to navigate through these contexts. 

{{BP012: 
Type: BP 
Instance: BP _design 
Name : 'Design P1' 
Input: 
Output : Product 
PrevActivilies : 
NextActivilies : 
UserRules : all_concluded(SeH), 

version(SeH, less_than(5)), ... 
SubObjectives: EA123, EA124, EA125 
lnilializer : create_instance(Product, 

Name, NewVersion) }} 

{{EA124: 
Type: EA 
Instance : Product_Design_Analysis 
Name : 'DesignAnalysis_P1' 
Input : RoughDesign, 
Output : DesignConstraints 
PrevActivities: EA123 
NextAclivities : EA 125 
UserRules: attribute_value(RoughDesign, 

material, metal), ... 
ToolBox: PDA1 
lnilializer : create_instance(DesignConstraints, 

Name, NewVersion) }} 

Figure 6 Examples of BP and EA concepts. 

{{EA123: 
Type: EA 
Instance : Product_Rough_Design 
Name : 'RoughDesign_P1' 
Input: 
Output : RoughDesign 
Prev Activities : 
NextActivilies: EA124 
UserRules : attribute_value(RoughDesign, 

material, metal), ... 
ToolBox: CAD1 
lnitializer : create_instance(RoughDesign, 

Name, NewVersion) }} 

{{EA125: 
Type: EA 
Instance : Product_Design 
Name : 'Design_P1' 
Input : RoughDesign, 

DesignConstraints 
Output : Product 
PrevActivities: EA124 
N extActivilies : 
UserRules : attribute_value(Product, 

weight, less_than(23)), ... 
ToolBox: CA01, FEA1 
lnitializer : }} 

Precedence relationships among activities. The Procedural Rule Set mechanism of 
CIM-OSA doesn't seem quite flexible to represent the temporal interdependencies among 
activities in a context of Concurrent Engineering. For instance consider the activities of 
"Product Design" and "Process Planning". Although they can proceed with some degree of 
concurrency (i.e., process planning can start once a first draft of the product is made), Process 
Planning cannot finish before Product Design finishes. At least some details of the process plan 
definitely depend on the final commitment regarding the product model. In Figure 6, some rules 
are used to declare precedences among exemplified Enterprise Activities. Classical precedence 
relationships don't capture the full semantics of this temporal overlapping situations. 

Therefore CIM-FACE considers rules that combine some aspects of PRS with the Allen's 
temporal primitives. 

For example, consider the illustration of figure 7, where four activities are carried on partially 
in concurrency: Al- launch New Product process, A2 - Rough Design, A3 - Functional 
Analysis, A4 - Geometrical Design. 
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Figure 7 Relation among concurrent activities. 

In this example, the following rules apply: 
i) Activity AI must start before all other activities and should finish during execution of A2 
ii) Activity A2 starts after Al and finishes after Al 
iii) Activity A3 must be done !!J.u:i.!1i A2 
iv) Activity A4 starts after A2 and finishes after A2. 

The specification of this kind of constraints is very important to drive the business plan 
interpreter (see next chapter). Such rules are specified by the enterprise modeler. 

Information views. Although the enterprise information modeling is out of the scope of 
this paper, for details on the CIM-FACE approaches to information integration and management 
in (Camarinha-Matos 1993), (Camarinha-Matos 1991) there are some aspects that are strongly 
related to the supervision of team - based activities. 

One aspect is the concept of object view. The common IS contains the concepts I models that 
are shared by, or support the interaction among team members. But for some of these concepts, 
different team members will have different views or perspectives. 

Therefore, the enterprise modeler(s) is supposed to model the different views and to associate 
them to the descriptors of the team members. This implementation may include methods to 
derive (and integrate) the various views from (into) a common model. 

In some cases the views I contributions of each member I tool can be considered just as facets 
(slots) of a global concept (see Figure 8). 

~ 
view 1. 

name : ldentnier 

analysis : DesignConstraint 
vlew4. 

geometry : GeometryMode 

Figure 8 Partial views of an Information Object. 

Therefore, optional constraints related to the facets "accessible" to each member I tool may be 
associated to the EA model (Input/Output slots, Figure 6) and to the user model. 
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4. MODEL INTERPRETER 

After the enterprise modelling and, in particular, after the definition of a business plan, a model 
interpreter is necessary to support the operational phase. 

The model interpreter is responsible for the "execution" of the various enterprise's business 
plans. It is responsible for: 

-keeping track of the execution status of each business plan (and each node in the plan) 
-supporting consistency maintenance (by verifying pre- and post-conditions for each BPIEA) 
-helping or directing CA-tool selection for each EA, when more than one tool is available for 
anEA 
-providing a common access to the enterprise information models and supporting a 
multicontext framework 
-allowing communication among team members 
-providing a platform for progressive improvement of the control structure (addition of new 
rules). 

An important part of the execution environment is the set of CA-tools that - in cooperation 
with the various team experts - actually implement the EAs. A "protocol" is necessary to specify 
the interactions between each couple tool-user and the integrated federation. The "performer" of 
this protocol can be a layer separated from the applicative part of the tool. For legacy systems it 
is quite hard or nearly impossible to modify their control architectures. For new tools this 
"protocol performer" can be seen as a common script (library) that can be linked to the tool. 

As a first attempt, a tandem structure (Figure 9) was implemented, separating the tool itself 
from the protocol performer, here called Business Process assistant. From the implementation 
point of view, this tool assistant can be a module linked to the tool or a parallel (detached) 
process. The second alternative is more suited to legacy systems. 

With basis on this initial approach, but taking into account that: 
-the "tasks" to be realized in a given business plan are hierarchically decomposed 
-"real" application tools appear only associated to the leaves of this hierarchy (EAs) 
-the human experts may interact with (inspect, start, finish, etc.) activities at various levels of 

the hierarchy. 
The initial concept of tool assistant (0s6rio 1994) evolved to the concept ofbusiness pwn 

assistants (Camarinha-Matos 1995). 

Figure 9 Business Plan Assistant. 

Whenever a user "joins" the federation (logs in), a business plan assistant is launched. 
Through a graphical interface (Figure 10), the user has access to a specific business plan (or 
part of it, according to his access rights). For each node in the plan he can inspect its status, 
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start or stop the BPIEA, create or change the default context, etc .. When a valid team member 
wants to enter into the CIM-FACE environment (Login) he must enter a login identification, like 
in classical multi-user computational platforms. This identification is used by the CIM-FACE 
system to condition the access to different levels of interaction and supervision rights. 

As a result of login, the user is positioned in the execution context of one or more activities of 
the selected business plan. From that plan, the human can select, for instance, "StartActivity" 
for an activity not being executed (if he has enough rights). Depending on the confidence level 
assigned to this user, by the enterprise modeler, the interpreter can interdict the execution if 
some validation rule fails. When starting an EA, the associated application tools are launched. 

Therefore, the human expert plays an important role in the evolution of the business plan 
execution. 

As the control events are decided externally, by the human, how can the process interpreter be 
sure the decision was appropriate? For instance, lets suppose the current user of tool Ti 
informed the system that he finished the generation of a process plan for a given production 
task. Should the control system simply accept such information as a fact or should it be cautious 
and try to investigate the accuracy of the information? Therefore different "kinds" of control 
systems can be defined, ranging from a totally confident system to a cautious one. 

The effectiveness of this control depends on the "quality" of the models defined in previous 
chapter. 

Symbol : c:::J - Node in native stale 
c:J -Node Startcd 

- · od< Finished 

0 - ode wilh Message 

Figure 10 Business plan assistant interface. 

CreateConlcxt 
ShowConlexts 

Characterization of supervision knowledge. From the concurrent engineering point 
of view, the execution of an activity should be flexible enough to facilitate engineers the 
exploration of different alternatives or even the redefinition of a previous approach regarding a 
new idea received from other cooperating team member. 

It is necessary however to provide the system (task for the enterprise modeler) with 
mechanisms to express constraints to the execution of planned activities. Taking into account 
the fact that the execution environment is strongly based on a distributed infrastructure, maybe 
even located in different enterprises, various levels of validation can be considered. Not all of 
these levels are direct responsibility of the plan interpreter. We think that control knowledge 
may be defmed at three levels: 

1. Information System level - constraints may be embedded into the common information 
models. This can be represented by local and global rules of EXPRESS. The execution of 
such rules is the responsibility of the Information Management System. 
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2. Application level. Various control aspects, due to their specificity, are better defined 
inside specific application software (enterprise's proprietary tools). 
3. Business plan level. Rules like precedence constraints and other specific pre- and post­
conditions may be associated to each BPIEA node. The business plan interpreter has mainly 
to take this control into account. 

In some cases, and for some application domains, it will be possible to define a set of 
verification rules to test the validity I accuracy of each access protocol action issued by business 
plan assistants. In other cases that might be difficult. Therefore, our proposal is to have an 
architecture that can start from a level of total confidence and progress towards a more cautious 
system once verification rules are added to its control knowledge base. 

Figure 11 Check rules associated to BPIEA. 

An example for a minimal checking level is a rule that implements a CIM-OSA PRS rule: 
IF <all previous activities are finished with success> 

and <Self was requested to start> 
THEN <enable execution of Self> 

A more specific example can be associated to the BP _Design_Pl of type BP _design: 
IF <MarketEvaluation_pl of type MarketEvaluation was started> and 

<BP_Design_Pl was requested to start> 
THEN <enable execution of BP_Design_Pl> 

For instance the following rule could be attached to the EA124 (Figure 6): 
IF <RoughDesign.verified of EA123 Output is true> and 

<EA123 is inactive> and <Self was requested to start> 
THEN <enable its execution>. 

It shall be noted, however, that rules associated to the nodes (BPIEA) of a business plan are 
related to the coordination I interaction level of the plan execution. Other kind of rule, related to 
information consistency (first level mentioned above), are more appropriately defined in 
association to the concepts present in the IS. See, for instance, the following example using 
Express notation. This class of rules are supposed to be checked by the Information 
Management System and not by the Business Plan Interpreter. 

ENTITY manufacturing_step; 
identification : IDENTIFIER; 
manpower_time : INTEGER; 
machine_time : INTEGER; 
cycle_time : INTEGER; 

WHERE 
rule_l: cycle_time >= machine_time; 
rule_2: cycle_time >= manpower_time; 

END_ENTITY; 

Messages inter team members. As various BPIEA nodes may be active (in parallel), 
i.e., "operated" by different humans, possibly in different geographical locations, and a change 
in one may affect the progress of others, it is important to provide a message exchange 
mechanism. This can be seen as a particular e-mail facility associated to the plan nodes. From 
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one BP/EA node, the human agent can send a message to another BP/EA (or to a group). See 
(Figure 10). At current stage, these messages are intended for communication among the human 
experts, but we may even think of messages to be processes by high level (autonomous) 
process execution. In this way, if an agent modifies the model of a part, besides making the 
new model available in a common context, he can notify the agent performing the process plan, 
which may need to revise his plan. 

5 CONCLUSIONS AND FUTURE DEVELOPMENTS 

CIM-FACE represents a prototype federated architecture to support systems integration and 
concurrent engineering activities. 

The implemented parts include: 
i) an infrastructure for information integration and management that was successfully 

evaluated in the context of an European Esprit (CIM-PLATO) project 
ii) A process interpreter that provides basic functionalities for concurrent execution and 

coordination of a set of business processes I enterprise activities, driven by a team of human 
experts. The proposed architecture supports the definition of multiple checking levels, allowing 
progressive degrees of robustness. 

An intensive evaluation of this control strategy in a real application has still to be done. CIM­
FACE is not a finished system, but an ongoing research. 

A future extension of this work has to do with the concept of extended or virtual enterprise. 
There is a tendency to establish partnership links between companies, namely between big 
companies and networks of components' suppliers. Similar agreements are being established 
between companies and universities. Such network structures may be seen as extended or 
virtual enterprises. In fact, the manufacturing process is not anymore carried on by a single 
enterprise, but each enterprise is just a node that adds some value (a step in the manufacturing 
chain). 

This tendency creates new scenarios and technologic challenges, specially to Small and 
Medium Enterprises (SMEs). Under classical scenarios, these SMEs would have big difficulties 
-- due to their limited human and material resources -- to have access to or to use state of the art 
technology. Such partnerships facilitate the access to new technologies and new work 
methodologies but, at the same time, impose the use of standards and new quality requirements. 

The efforts being put on the implantation of high speed networks (digital high ways), 
supporting multimedia information, open new opportunities for team work in multi-enterprise I 
multi-site networks. But this new scenario also brings new requirements in terms of control: 
access rights to the information, scheduling of access, control of interactions, etc. (distributed 
information logistics infrastructure). 

While in recent past the emphasis was put on enterprise integration, now the challenge is to 
provide tools that support an effective management, engineering and control of production in a 
framework where each node has a large autonomy, operates under different philosophy, and 
sometimes has competing objectives with respect to other nodes. 

A main aspect is the flows between nodes and the monitoring of their evolution. Several 
aspects may be considered: 

i. Inter enterprise engineering developments 
iii Efficiency of orders flow 
iii. Follow up of orders evolution 
iv. Distributed and dynamic scheduling 
v. Incomplete and imprecise orders 
vi. Network-wide workload optimization 

The extension of the federated approach of CIM-FACE to this scenario of network of 
enterprises is our next plan. 
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Abstract 
In shoe and handbag industry, there are many CIM activities that can at best be represented by 
expert systems. One example of such an activity is the optimization system that supports the 
cutting of regular/irregular shapes out of uniform/non-uniform base leather material. This paper 
focuses on and describes a layout optimization environment with five different kinds of agents, 
where every agent is an intelligent expert system. In order to perform the necessary tasks in 
the layout optimization activity, the involved agents need to cooperate, and share and exchange 
their information both with each other and with other agents involved in other CIM activities. 
In general, an agent representing a CIM subactivity can be represented either by an intelligent 
system, a simple file system, or an information management system. A natural architecture to 
represent such agents' cooperation and information sharing is a federated/distributed network 
of interrelated agents. In this paper we first address and describe the PEER federated architecture 
and then present a PEER implementation of the agents involved in the layout optimization system 
and the architecture to support their cooperation. 

Keywords 
Federated Databases, Integrated CIM Activities, Optimization Expert Systems 

1 INTRODUCTION 

To support the concurrent engineering approach, different CIM activities must cooperate and 
exchange information. For instance, the layout optimization in shoe and handbag industry 
requires to access the information from the design and production planning activities. The 
optimization expert systems addressed in this paper represent a Decision Support System based 
on the Visual Interactive Modeling that is further described in (Afsarmanesh et al., 1994c; 
Angehrn et al., 1990; Bell, 1991; Negreiros et al., 1993). This system aims to optimize the 

*The research described here has been partially supported by the CIMIS.net project ECLA 004:76102. 
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layout of a set of moulds to be cut on a piece of raw material. To gain the best (optimized) 
layout, the system must be integrated with other CIM subsystems such as CAD, CAQC, PPC, and 
with a numeric control machine that executes the actual cutting. One approach that can support 
the representation of CIM environment activities and support both their inter-activity and intra­
activity cooperations is to apply a federated/distributed information management architecture. 
Using this approach, every CIM activity is first divided into a number of sub activities and 
represented by several agents, where an agent is an intelligent system, a simple file system, 
or an information management system. Then, the sharing of information among the agents is 
established through integration (Import/Export mechanism). The PEER federated system used in 
this paper provides such integration architecture. 

The intelligent optimization system described in this paper is an approach to cutting of layouts 
of different shapes out of the base leather material (Afsarmanesh eta!., 1994c). The shapes can 
be either regular (rectangular) or irregular (geometry represented by polygons). Also, the base 
leather can itself be a uniform rectangular piece or a non-uniform partitioned surface with 
some defects. Several expert systems however can be defined to support all possible situations 
involved in cutting of layouts. In this paper, three expert systems, namely OS-IV, OS-IN, and 
OS-RU are defined to support different possible cases of layout optimizations. Two other kinds 
of expert systems are also defined to perform other closely related tasks in this application 
environment. Namely, there is a need for a surface inspection system, called SI, to determine 
the uniformity of the base leather material, and there is a need for user interface systems, called 
Ul, to support the interactions among the human operators and the optimization system. 

In this paper, first the PEER federated information management system is applied to this 
application to support the definition of these distinct expert systems as PEER agents. Then, a 
PEER federation of cooperative agents is defined that interrelates OSs, SI, and several Uls agents. 
Finally, the interrelations among agents are established using the SDDL integration language 
of PEER. The resulting network will support the access to the optimization system from any UI 
agent defined in the network, and will automatically support the distributed query processing on 
optimization data. 

The PEER system (Afsarmanesh eta!., 1993; Tuijnman and Afsarmanesh, 1993; Afsarmanesh 
eta!., 1994a) described in this paper is an object-oriented federated/distributed database system 
designed and implemented at the University of Amsterdam. It primarily supports the complex in­
formation management requirements set by the industrial automation application environments. 
The research described in (Afsarmanesh eta!., 1994b) describes some concurrent engineering 
requirements and the specific PEER capabilities to satisfy them. The federated architecture of 
PEER introduces an integration facility to support the cooperation and information sharing of 
autonomous CIM agents with heterogeneous data representation (Afsarmanesh eta!., 1993). To 
better support users of the integration facility and for high level access to data and meta-data, 
two powerful and user-friendly interface tools are developed (Afsarmanesh eta!., 1994a). The 
Schema Manipulation Tool and the Database Browsing Tool are both window-oriented and 
implemented using X-windows on SUN workstations. These interface tools support users with 
their access, retrieval and modification of both data and meta-data in PEER agents. More details 
and examples on the two tools are presented in (Wiedijk and Afsarmanesh, 1994; Afsarmanesh 
eta!., 1994a). A prototype implementation of the PEER federated system is developed in the C 
language that runs on UNIX, on a network of SUN workstations. 

The remaining of this paper is organized as follows. A brief description of the PEER's federated 
architecture is provided in Section 2. Section 3 first addresses the description of the realization 
of the optimization system agents, the user interface agent, and the surface inspection agent of 
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the layout optimization environment. Then, the PEER implementation of these agents and their 

integration is presented. 

2 PEER FEDERATED COOPERATION ARCHITECTURE 

PEER is a federated object-oriented information management system that primarily supports 
the sharing and exchange of information among cooperating autonomous and heterogeneous 
nodes (Afsarmanesh et al., 1993; Tuijnman and Afsarmanesh, 1993; Wiedijk and Afsarmanesh, 
1994; Afsarmanesh et al., 1994a). The PEER federated architecture consists of a network of 
tightly/loosely interrelated nodes. Both the information and the control are distributed within 
the network. PEER does not define a single global schema on the shared information to support 
the entire network of database systems, unlike many other distributed object-oriented database 
systems (Kim et al., 1991). The interdependencies between two nodes' information are estab­

lished through the schemas defined on their information; thus there is no need to store the data 
redundantly in different nodes. 

2.1 Distributed Schema Management 

Every agent is represented by several schemas; a local (LOC) schema, several import (IMPs) 
schemas and several export (EXPs) schemas and an integrated (INT) schema (Afsarmanesh et al., 
1993). The local schema is the schema that models the data stored locally. The various import 
schemas model the information that is accessible from other databases. An export schema models 
some information that this database wishes to make accessible to other databases. Usually, an 
agent defines several export schemas. The integrated schema presents a coherent view on all 

accessible local and remote information. The integrated schema can be interpreted as one user's 
global classification of objects that are classified differently by the schemas in other databases. 

The 'local' schema is the private schema defined on the physical data in an agent. Derived 
from the local schema are 'export' schemas that each define a particular view on some local 
objects. Export schemas restructure and represent several related concepts in one schema. For 
every export schema, the exporter agent manages the information on agents who can access 
it, by keeping their agent-id, their access rights on the exported information, and the agreed 
schema modification conditions to notify the agents who use this export schema of its changes. 
To obtain access to data in another agent's export schema, an agent has to input it as 'import' 
schema. An import schema in one agent is the same as an export schema in another agent. 

Originally, an agent's 'integrated' schema is derived from its local schema and various import 
schemas. In later stages of integration, instead of the local schema, the previous integrated 
schema will be used as base. At the level of the integrated schema, the physical distribution of 
information becomes hidden, and the contributing agents are no longer directly visible to the end 
user. Different agents can establish different correspondences between their own schema and 

other agents' schemas, and thus there is no single global schema for the network, unlike other 
"federated" database systems, such as in ORION2 (Kim et al., 1991), that define one global 
schema to support the entire network of agents. 

The schemas for an agent are defined using the PEER Schema Definition and Derivation 
Language (SDDL) (Afsarmanesh et al., 1993). SDDL includes facilities for defining schemas, 
types, and maps, and for specifying the derivation among a derived schema and a number of base 
schemas using a set of type and map derivation primitives. An integrated type is constructed 
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from other types by the union, restrict, and subtract primitives. Map integration is accomplished 
by specifying a map as either a union of other maps, or as a threaded map, or some combination 
of these two primitives. 

2.2 SDDL Schema Integration/Derivation Primitives 

The following schema derivation/integration primitives define the relationships between the 
types and maps in the derived (or integrated) schema and the types in the base schemas (called 
the base types). For example, to derive the agent's integrated schema for the first time, the base 
schemas are the local schema and the import schemas. Now first, the integrated types must be 
defined from their base types to appropriately classify all objects in the integrated schema. The 
next step is to use map derivation expressions to define necessary mappings for each derived 
type, using the base mappings originally defined on the base types. 

A derived type is defined by a type derivation expression. Below, the semantics of the type 
derivation primitives are provided, where every 'T;' stands for a "type-name@schema-name", 
'I(T;)' represents the set of all members of type T;, 'a' represents a member object, and the 
'restriction(a)=TRUE' defined on members of type T; that checks if 'a' satisfies the restriction. 

1. Type Rename: T = T1 
interprets as: a E I(T) {::} a E I(TI), where T is the derived type and T1 is a type in a base 
schema sl. 

2. Type Union: T =union (T1, ••• , Tn) 
interprets as: a E I(T) {::}a E I(T;). where 1 <= j <= n, Tis the derived type and T; is a type 
in a base schema S;. 

3. Type Subtract: T = subtract (T1, T2) 

interprets as: a E I(T) {::}a E I(T1) 1\ art I(T2), where Tis the derived type and T1 and T2 are 
types from base schemas 81 and 82 . Due to the support of multiple inheritance in PEER, T2 

does not have to be a subtype of T1• 

4. Type Restrict: T =restrict (Tl, restriction) 
interprets as: a E I(T) {::}a E I(Tl) 1\ restriction(a)=TRUE, where Tis the derived type and 
T1 is a type in a base schema 81• 

A derived mapping is defined by a map derivation expression. Semantics of the primitives 
defined for map integration are provided below, where the union primitive is represented by '{ 
, } ', the treading primitive is represented by '.', every 'm;' in the following definitions stands 
for a "mapping-name@ schema-name" and 'a.m' stands for the range-object (value) related to 
object 'a' by mapping 'm'. 

1. Map Rename: m = m 1 

interprets as: a.m = b {::} a.m1 = b, where m is a mapping of type Tin the derived schema 
and m1 is a mapping of type T1 in a base schema 81, and where T and T1 are not disjoint. 

2. Map Union: m = { mJ, ... ,mn } 

interprets as: a.m = b {::} a. m; = b, where m is a mapping of type T in the derived schema, 1 
<= i <= nand m; is a mapping of type T; in schema S;, and where for all i, 1 <= i <= n, 
T and T; are not disjoint. 

3. Map Threading: m = m1. m2 ..... mn 
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interprets as: a.m = k # a.m1 = b 1\ b.m2 = c 1\ ... 1\ j.mn = k, where m is a mapping of 
type Tin the derived schema, and m; is a mapping of type T; in a base schema S;, and where 
T and T1 may not be disjoint. 

In the examples in section 3.2 the need for these primitives are illustrated. For instance, Example 
1 in that section needs to apply the type and map rename and the type restrict, and Example 2 
needs the type and map union primitives. 

3 INTEGRATION OF OPTIMIZATION EXPERT SYSTEMS 

This section describes the integration of optimization expert systems by a network of cooperating 
agents that together optimize the layout of moulds on leather plates. Each agent performs a 
specific task for which it usually needs to share and exchange information with other agents in 
the network. Below we describe the five kinds of agents that are involved in the optimization 
activity. Figure 1 shows the network of agents. A User Interface (UI) agent is the agent that 

UI 
SI 
OS-IU 
OS-IN 
OS-RU 

Q ~ Q 
~ .............. Y ......... Y 

.··· ·- .. 

PEER federated network 

Gf········G··············B 
User Interface Agent 
Surface Inspection Agent 
Layout optimization of irregular pieces on a uniform rectangular leather plate 
Layout optimization of irregular pieces on an irregular plate 
Layout optimization of regular pieces on an uniform rectangular plate 

Figure 1 The federated network of agents involved in the optimization of layouts 

performs the interaction with the human operator and interfaces to the other agents that each 
perform a part of the optimization. The definition of a UI agent is based on the Visual Interactive 
Modeling (VIM) paradigm. This subsystem is based on the idea of Modeling by Example (MbE) 
as a means of enhancing cooperation between user and the system. The UI supports decision 
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making while taking into consideration four important dimensions of: End-user (decision­
maker) modeling, Modeling as a concrete, visual and incremental process, Reactive system 
behavior, and Supplying active support (act as a consultant) (Afsarmanesh et al., 1994c). The 
Surface Inspection (SI) agent inspects the leather plates. Its function is the determination of 
the geometry of a plate and the detection and classification of defects (Salles et al., 1994). 
There are three specific optimization systems (OS-IU, OS-IN, and OS-RU) that optimize the 
layout of moulds on a leather plate. An optimization expert system consists of two processes: 
problem processing and knowledge processing. The problem processing performs the central 
control of the solution search process, while receiving the basic algorithms from the knowledge 
processing and coupling it with the interactive requirements of the user. The OS agents contain 
both the knowledge to perform the heuristic search, and the production rules to represent the 
problem (Afsarmanesh et al., 1994c ). Each optimization system is specialized in the optimization 
of a specific combination of a mould category and plate category. The moulds can be classified 
as regular or irregular. The plates can be classified as uniform rectangular or irregular. Optimizer 
Agent OS-IU optimizes the irregular cutting on a uniform surface, it determines the allocation of 
irregular pieces on a uniform rectangular plate. Optimizer Agent OS-IN optimizes the irregular 
cutting for non-uniform surfaces by allocating irregular pieces on an irregular plate. Optimizer 
Agent OS-RU optimizes guillotine regular cutting for uniform surfaces by allocating regular 
pieces on a uniform rectangular plate. 

Although it may seem that there is only one agent of each kind, there may be more than one 
instance of a kind of agent. For instance, the network in Figure 1 defines two User Interface agents 
(Uil, UI2) that support different users. Their functionalities and the information representation 
are in principle the same, but they differ for instance in the layout instantiations that they manage. 

Section 3.1 describes the information that is managed by each agent in this network and 
contains a PEER schema that defines that information. In section 3.2 the integration of these 
agents and the information that they share and exchange is described using the PEER integration 
architecture. 

3.1 Agent information definitions 

This section describes the schema definitions for the agents in the layout optimization envi­
ronment network. Please notice that in the following definitions II represents comments. The 
following base entities are defined in the local schema of every agent in the network. For sim­
plicity reasons we define these base entities here once, so that they do not need to be repeated 
in the schema definition of every agent. 

type MEASURE_UNIT subtype_of INTEGERS 

type DEGREE_UNIT subtype_of REALS 

type CLASSIFICATION subtype_of STRINGS 

type WASTE subtype of REALS 

type POLYGON_COMPONENT 
element: POINT 

next: POLYGON 

type POLYGON subtype_of POLYGON_COMPONENT 

type POINT 

X: MEASURE_ UNIT 

y: MEASURE_UNIT 

A measure unit represents a length as an integer value in a specified measure. A degree unit 
represents a rotation as a real value. Waste is an integer value that specifies the percentage of 
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leather plate material that is not used for one of the pieces. The geometry of plates, mould and 
defects are represented by polygons. These polygons are modeled as a closed circular linked list 
in counter clockwise orientation. PEER supports lists through the generic recursion abstraction 
as described in (Afsarmanesh and McLeod, 1989). Within th recursive definition the element 
mapping represents a point of the polygon and the next mapping represents the next element in 
the list. Points are represented by their x and y coordinates. 

User Interface agent UI 
The User Interface (UI) agent has four main tasks. The first task is to collect the information 
about leather plates that are used for the cutting of the leather using moulds. The inspection 
of these plates is done by the Surface Inspection agent (SI). The second task is the interaction 
with the user that indicates which moulds and how many of each mould have to be cut from 
a particular leather plate. The third task is to determine which Optimization System (OS-IU, 
OS-IN, or OS-RU) has to be used to optimize the layout. The decision on the kind of OS is 
made depending on the kind of plate and kind of moulds that are used for the layout. The fourth 
task is to display the resulting layouts that are generated by the OSs. The UI locally manages 
the information about leather plates and moulds. The local schema (LOC) definition is shown 
below. Section 3.2 describes how the UI agent integrates the inspection information from the SI 
agent and the resulting layouts from the OSs with its local information. 

define_schema LOC 
type PLATE 

type UNIFORM_RECTANGULAR_PLATE subtype_of PLATE 

plength: MEASURE_ UNIT 

pwidth: MEASURE_UNIT 

type IRREGULAR_PLATE subtype_of PLATE 

partitions: IRREGULAR_PLATE_PARTITION 

type IRREGULAR_PLATE_PARTITION 

partition_geometry: POLYGON 
associated_defects: POLYGON 
partition_classification: CLASSIFICATION 

type MOULD 
mdemand: INTEGERS 

type REGULAR_MOULD subtype_of MOULD 

mlength: MEASURE_ UNIT 

mwidth: MEASURE_UNIT 

reference_point: POINT 
permitted_rotation: DEGREE_UNIT 

type IRREGULAR_MOULD subtype_of MOULD 

mgeometry: POLYGON 
permitted_rotations: DEGREE_UNIT 
mclassification: CLASSIFICATION 

end_schema LOC 

The UI agent classifies the leather plates as uniform rectangular and irregular. The uniform 
rectangular plate is represented by its length and width. Irregular plates are represented by 
partitions, where each partition is represented by the geometry of the partition (a polygon), 
the associated defects (a set of polygons) and a classification of the partition. The moulds 
are classified as regular or irregular. A regular mould is represented by its length and width 
and the number of times that the piece (mould) must be cut (demand). The irregular mould 
is represented by its geometry (polygon), demand, permitted rotations, a reference point that 
is defined by the lowest left comer of the mould (usually the origin), and a classification. For 
instance a specific irregular mould instance imould23 is represented as imould23(mdemand=3, 
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mgeometry=polygon45,permittedrotations=30,210, mclassification="good") with polygon in­
stance polygon45 represents the geometry of that mould. 

Surface Inspection agent SI 
The Surface Inspection (SI) agent inspects the leather plates. Within the SI agent however, the 
leather plates are referred to as surface entities. The task of the SI agent is to determine of the 
surface geometry, and the detection and classification of defects. The local schema LOC of the 
SI agent is defined as follows. 

define_schema LOC 
type INSPECTED_SURFACE 

surface_geornetry: POLYGON 

associated_defects: DEFECT 
type DEFECT 

defect_geometry: POLYGON 

defect_classification: STRINGS 
end_schema LOC 

The inspected surfaces are represented by their geometry and the associated defects, where the 
defects themselves are represented by their geometry and classification. 

The Optimization Systems OSs 
The Optimization Systems generate an optimized layout for locating the pieces (moulds) on 
a plate. Following are the integrated schema definitions of the information used by each OS 
agent. Section 3.2 describes the integration among the Ul agent and the OS agents to support the 
sharing and exchange of information in detail. Here we give a brief description of the integration. 
Each OS agent imports the plate and mould information from the UI agent. After the layout 
optimization is completed by the OS agent, it stores the resulting layouts with the allocation of 
the moulds on the plate locally and exports them to the UI agent. In the remaining of this section 
the three optimization systems are defined by their integrated schemas. For simplicity reasons, 
the local schemas of the OS agents are not presented since they all only include the layout and 
mould-allocation types similar to what is included in their respective INT schema. 

Optimization System OS-IU: Irregular Cutting for Uniform Surface 
The Optimization System OS-IV generates an optimized layout for a uniform rectangular plate 
and a set of irregular pieces. Following is the integrated schema of the OS-IU agent. 

derive_schema INT from LOC, IMP-from-UI 
type PLATE 

plate_length: MEASURE_UNIT 
plate_width: MEASURE_ UNIT 

type MOULD 
mould_ demand: INTEGERS 
mould_geornetry: POLYGON 

permitted_rotations: DEGREE_UNIT 
type LAYOUT II irregular pieces, rectangular plate 

allocation: MOULD_ALLOCATION 
total_waste: WASTE 

type MOULD_ALLOCATION 

mould_id: MOULD 

dx: MEASURE_ UNIT 

dy: MEASURE_ UNIT 
theta: DEGREE_UNIT 

end_scherna INT 
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A layout on a rectangular plate is represented by the allocation of the moulds on the plate and 

the total waste of material. A mould allocation is represented by aX-axis shift (dx) andY-axis 
shift (dy) ofthe mould (identified by mouldJ.d) and the rotation (theta). 

Optimization System OS-IN: Irregular Cutting for Non Uniform Surface 
The Optimization System OS-IN generates an optimized layout for an irregular plate and a set 

of irregular pieces. Following is the integrated schema of the OS-IN agent. 

derive_schema !NT from LOC, IMP-from-UI 
type PLATE 

partitions: PLATE_PARTITION 

type PLATE_PARTITION 

parti tion_geometry: POLYGON 

associated_defects: POLYGON 

parti tion_classification: CLASSIFICATION 

type MOULD 

mould_demand: INTEGERS 

mould_geometry: POLYGON 

perrnitted_rotations: DEGREE_UNIT 

mould_classification: CLASSIFICATION 

type LAYOUT I I irregular pieces, irregular plate 

parti tion_alloca t ion: PARTITION_ALLOCATION 

total_waste: WASTE 

type PARTITION_ALLOCATION 

partition_id: PLATE_PARTITION 

allocation_on_parti tion: MOULD_ALLOCATION 

parti tion_waste: WASTE 

type MOULD_ALLOCATION 

mould_id: MOULD 

me MEASURE_UNIT 

dy' MEASURE_ UNIT 

theta ' DEGREE_UNIT 

end_schema INT 

A layout on an irregular plate is represented by partition allocations and the total waste of 
material. A partition allocation is similar to the mould allocation on a rectangular plate, except 
that the waste is represented for the partition only. 

Optimization System OS-RU: Guillotine Regular Cutting for Uniform Surface 
The Optimization System OS-RU generates an optimized layout for a uniform rectangular plate 
and a set of regular pieces. Following is the integrated schema of the OS-RU agent. 

derive_schema INT from LOC, IMP-from-UI 

type PLATE 

plate_length' MEASURE_UNIT 

plate_width' MEASURE_UNIT 

type MOULD 

mould_ demand: INTEGERS 

rnould_length: MEASURE_ UNIT 

mould_width' MEASURE_UNIT 

permi tted_rotation: DEGREE_UNIT 

type LAYOUT I I regular pieces, rectangular plate 

allocation: MOULD_ALLOCATION 

total_waste; WASTE 
type MOULD_ALLOCATION 

mould_id: MOULD 

dx' MEASURE_ UNIT 

dy' MEASURE_UNIT 
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theta: DEGREE_ UNIT 

end_schema INT 

Part Ten Multiagent Systems Architecture 

The layout representation here is the same as described for the OS-IU agent 

3.2 Agent Integration 

This section describes two examples of the integration among the UI agent and the OS agents 
to support the sharing and exchange of information among these agents. 

Example 1: OS-IU agent integration with UI information 
The first example describes the integration of the mould and plate information of the UI agent 
within the OS-IU agent. The OS-IU agent needs to import the irregular mould and uniform 
regular plate information from the UI agent. Thus, the UI agent defines the EXP-for-OS-IU 
export schema for this purpose as follows: 

derive_schema EXP-for-OS-IU from_schema LOC 
type UNIFORM_RECTANGULAR_PLATE 

plength: MEASURE_ UNIT 

pwidth: MEASURE_ UNIT 

type MOULD 

mdemand: INTEGERS 

type IRREGULAR_MOULD subtype_of MOULD 

mgeometry: POLYGON 
permitted_rotations: DEGREE_UNIT 

mclassification: CLASSIFICATION 
derivation_specification 

UNIFORM_RECTANGULAR_PLATE = UNIFORM_RECTANGULAR_PLATE@LOC 

plength = plength@LOC 

pwidth = pwidth@LOC 

IRREGULAR_MOULD = IRREGULAR_MOULD 
mdemand = mdemand@LOC 
mgeometry = mgeometry@LOC 
permitted_rotations = permitted_rotations@LOC 
mclassification = mclassification@LOC 

en<;l_schema EXP- for-OS- IU 

Export schemas can only specify a subset of the local information. Here, the only difference 
between this export schema and the local schema LOC of the UI agent is omitting the gener­
alization hierarchy for the irregular mould. The reason for this omission is that there is only 
one specific kind of mould defined here. The derivation specification simply specifies that the 
instances of uniform rectangular plate and the irregular mould are the same as in the local 
schema. 

The OS-IU agent imports this export schema EXP-for-OS-IU as its own import schema IMP­
from-UI. In its integrated schema the OS-IU agent defines the following derivation specifica­
tions. The UI agent classifies the plate and mould information as described in the derivation 
specification above. The OS-IU agent only knows about one kind of plate, namely the uniform 
rectangular, so it renames it to "plate" and similarly renames the irregular mould into "mould". 
The OS-IU agent defines the length and width of plates with prefix plate_ instead of prefix p, 
and similarly with prefix mould instead of prefix m_. The derivation renames these mappings 
accordingly. The value of the mclassification mapping, that is defined in the import schema 
IMP-from-UI, is used in the integrated schema of OS-IU as a restriction to define the MOULD 
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type. Namely, only the irregular-moulds for which the mclassification is "good" is of interest to 
this agent. Furthermore, mclassification is of no importance to the OS-IU agent as a mapping, 
and so it is simply discarded. Since it is not defined as a mapping in the INT schema of the 
OS-IU, no derivation specification is necessary to define it here. Following is a part of the 
derivation specification for the integrated schema (INT) of the OS-IU agent: 

PLATE = UNIFORM_RECTANGULAR_PLATE@IMP-frorn-UI 

plate_length = plength@IMP-from-UI 
plate_width = pwidth@IMP-from-UI 

MOULD = restrict (IRREGULAR_MOULD@IMP-from-UI, [mclassification@IMP-from-UI="good" 1) 

mould_demand = mdemand@IMP-from-UI 
mould_geometry = mgeornetry@IMP-from-UI 

permitted_rotations = permitted_rotations@IMP-from-UI 

LAYOUT = LAYOUT@LOC 

MOULD_ALLOCATION = MOULD_ALLOCATION@LOC 

Example 2: UI agent integration with OSs information 
The UI agent needs to import the optimized layouts information from the OS agents. Every 
OS agent defines an export schema for its layout information. These schemas that are imported 
by the UI agent are defined as follows. Please notice that for simplicity reasons the following 
schemas are not fully defined. Also, the mould allocation entity is not fully represented here 
with its details, since it is exactly the same in each OS agent and its definition can be found in 
the OS agent definitions. 

OS-IU 

define_schema IMP-from-OS-IU same_as_schema EXP-for-UI from_agent OS-IU 

type LAYOUT I I irregular pieces, rectangular plate 
allocation: MOULD_ALLOCATION 
total_was te: WASTE 

type MOULD_ALLOCATION 

end_schema IMP- from-OS- IU 

OS-IN 

deflne schema IMP-from-05-IN same_as_schema EXP-for-UI from_agent OS-IN 
type LAYOUT I I irregular pieces, irregular plate 

parti tion_allocation: PARTITION_ALLOCATION 
total_waste: WASTE 

type PARTITION_ALLOCATION 

parti tion_id: PLATE_PARTITION 
allocation_on__parti tion: MOULD_ALLOCATION 

parti tion_waste: WASTE 
type MOULD_ALLOCATION 

end_scherna IMP-from-OS-IN 

OS-RU 

define_schema IMP-from-OS-RU same_as_schema EXP-for-UI from_agent 05-RU 

type LAYOUT I I regular pieces, rectangular plate 

allocation: MOULD_ALLOCATION 
total_was te: WASTE 

type MOULD_ALLOCATION 
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end_schema IMP-from-OS-RU 

The following (extended) integrated schema of the UI agent shows how the layout information 
imported from the OS agents is integrated by the UI agent. Every OS agent only knows about 
one kind of layout, that it is the one that it generates. So, it is simply named as LAYOUT. 
The UI agent however, has to manage three kinds of layouts, one for each of the OS agents. 
Therefore, it defines a generalization hierarchy to manage these layouts. The different layout 
entities are extended with RM or IM for regular-moulds or irregular-moulds, and with RP or 
IP for rectangular-plate or irregular-plate. In the derivation specification below the layouts are 
specified according to their origin. For instance, the LAYOUT .JM_IP specifies the instances of 
the LAYOUT entity of agent OS-IN, while the layouts on the rectangular plates are specified as 
the union of the layouts of the OS-IU and OS-RU agents. 

derive_schema !NT from_schema LOC, IMP-from-OS-IU, IMP-from-OS-IN, IMP-from-08-RU 

I I local type definitions of moulds, plates, etc. will appear here 

type LAYOUT 

total_waste: WASTE 

type LAYOUT_RP subtype_of LAYOUT 

allocation: MOULD_ALLOCATION 

type LAYOUT_IM_RP subtype_of LAYOUT_RP I I irregular pieces, rectangular plate 

type LAYOUT_RM_RP subtype_ of LAYOUT_RP I I regular pieces, rectangular plate 

type LAYOUT_IM_IP subtype_of LAYOUT II irregular pieces, irregular plate 

partition_allocation: PARTITION_ALLOCATION 

type PARTITION_ALLOCATION 

type MOULD_ALLOCATION 

derivation_specification 

LAYOUT = union (LAYOUT@IMP.-from-OS- IU, LAYOUT@ IMP- from-OS- IN, 

LAYOUT@IMP-from-08-RU) 

total_waste = { total_waste@IMP-from-OS- IU I total~.waste@IMP-from-OS- IN I 

total_waste@IMP-from-OS-RU} 

LAYOUT_RP = union{LAYOUT@IMP-from-OS-IU 1 LAYOUT@IMP-from-OS-RU) 

allocation = {allocation@IMP-from-OS- IU, allocation@IMP- from-OS-RU} 

LAYOUT_IM_RP = LAYOUT@IMP-from-OS-IU 

parti tion_allocation = parti tion_allocation@IMP- from-OS-IN 

LAYOUT_RM_RP = LAYOUT@IMP-from-OS-RU 

LAYOUT_IM_IP = LAYOUT@ IMP- from- OS- IN 

PARTITION_ALLOCATION = PARTITION_ALLOCATION@IMP- from-OS- IN 

MOULD_ALLOCATI ON union {MOULD _ALLOCATION@ IMP- from- OS- IU 1 MOULD _ALLOCATION@ IMP- from -OS- IN, 

MOULD _ALLOCATION@ IMP- f rom-OS-RU) 

The inspected surface information can be integrated by the UI similar ~o the layout information 
described and represented above, except that it is a matter of 'renaming' the import types instead 
of taking the union of types from several import schemas 

3.3 Example application 

Once the agents involved in this CIM activity are defined and their integration relations are 
established, agents can cooperate and simply share and exchange their information. This section 
describes the typical use of the resulting environment. First, we briefly summarize the needs for 



A federated cooperation architecture for expert systems 299 

information sharing and integration among the involved agents. The UI agent needs to import 
the surface information (which is exported) by the SI agent. The OS agents needs to import the 
plate and mould information which is managed locally and exported by the UI agent. The UI 
agent also needs to import the optimized layouts which are managed and exported by the OS 
agents. The UI agent then integrates the imported information from SI and OS with its local 
information and creates its integrated schema. Through the UI's integrated schema, the human 
operator can simply (and transparently) access all the information that he/she needs and thus 
optimize the layouts. First, the operator chooses a surface that can be used as the base for the 
allocation of moulds, using the techniques described earlier in this paper. When the layout is 
defined, the operator selects an optimization agent that can optimize the designed layout. Later, 
when the optimization is accomplished successfully the operator can access the resulting layout. 

4 CONCLUSIONS 

In this paper we have described the implementation of an integration architecture for expert 
systems involved in a layout optimization environment using the PEER federated information 
management system. First, the detailed description of PEER agents for five specific expert 
systems involved in this application are provided. Then the step by step integration of the shared 
information among these agents are described. Further, it was shown that a human operator 
using a User Interface agent can transparently share and exchange information with the Surface 
Inspection agent and the three distinct Optimization Systems, while the agents could still retain 
their own local information representations. The complexity of such a federated architecture is 
an example of a balanced automated system in which the human interaction plays an important 
role in the leather cutting layout design. 
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Abstract 
Our belief is that industrial problems require holistic solutions if AI based control is to 
become an everyday reality. We have designed and implemented a software architecture 
which supports heterogenous AI subsystems and which is now controlling a working plant. 
The support architecture is associated with (1) a design methodology and (2) an underlying 
conceptual model of an integrated system. In the latter, a reactive system is seen as consisting 
of layers consisting of interacting elements called 'basic control tasks'. Designing a control 
system to this model requires the analyst to consider the plant, its environment and it 
components as a whole. 

Keywords 
Integration, Artificial Intelligence, industrial control. 

1. INTRODUCTION 

Better automation might be the key to the improvement of industrial competitiveness, but, in 
most industrial plants, full automation is not considered possible because intelligent decisions 
in a larger setting play an essential part in the managerial and control process. 

1 
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The favoured approach is to rely on human overseers for intelligent input that can take 
account of more broadly-based considerations than may be programmed into conventional 
automated control designs. Although some instances of installations with AI based control 
subsystems do exist (Dubas, 1990), (Larsen, 1980), (Sofge and White, 1990), our belief is that 
industrial control problems require holistic solutions. They should involve the cooperative 
application of at least several AI techniques to be successful, and different techniques are 
appropriate in different parts of the management and control process. The problem of 
optimizing the behaviour of an industrial plant and its environment as a combined entity is 
inherently complex and multi-faceted. Seen from this viewpoint, the lack of a common 
framework and a software architecture for the support of AI-based industrial control designs 
must have contributed to their lack of penetration in the industrial arena. 

This paper describes a framework that has being developed and is being used at the 
Knowledge Engineering Institute (II C) for the support of heterogeneous intelligent systems 
applied to the management and control of whole industrial installations. Section 2 describes 
the underlying conceptual model. Section 3 describes the basic repeating unit that comprises 
instances of the model and Section 4 sets out a methodology for design under the framework. 
Section 5 gives some details of the software used to provide the supporting architecture for 
the installed systems. 

2. CONCEPTUAL FRAMEWORK 

The approach presented in this paper is founded on the framework provided by a general 
conceptual model of intelligent control (Alarcon eta!, 1993). The emphasis here is on the 
optimization of production taking into account a holistic measure of plant performance 
(including, for example, considerations of environmental safety, maintainability, etc.). 

The framework formalizes the model. It provides a language in which the tasks performed by 
the control and production team of an industrial plant may be described. Like the underlying 
model, it is grounded in real daily problems and situations, and hooks for the actions required 
to solve or deal with them are part of the framework. 

The conceptual model represents a problem oriented approach. Problems, together with their 
dynamics and related control actions are at the heart of the model. Problems are associated in 
the model with a set of activities and control actions. The latter have to be performed in a 
specific order and under tightly determined conditions in order to solve the problem. Here, 
problem has a general sense. It means any situation that can be modified (normally enhanced) 
by the actions performed by the plant staff. Some examples are: detection of failures in the 
process, improvement of the quality of the final product, treatment of the environmental 
impact, etc. 

(In the approach proposed here, an entire group of such problem-oriented activities is 
analyzed and represented during the design of an intelligent control system.) 

Our approach assumes that one isolated technique cannot solve the entire control problem and 
that more than one technique must be applied depending on the type of problem and the 

2 
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nature of the data/knowledge/information available. Because it is presently lacking, we have 
proposed a conceptual framework that facilitates cooperation among techniques in a natural 
way. 

We have taken into account a particular aspect of process and management control in 
devising the model: namely, the hierarchical organization of the human staff and their 
industrial role. The conceptual model and the framework it supports are divided into three 
layers wherein all problems and tasks find a niche (see figure 1). These layers are, in order of 
lowest to highest: 

Operational layer 
This covers all reactive tasks, i.e. 
those problems or situations 
normally carried out by one 
single operator that require a 
quick action. A task in this layer 
usually concerns a single piece of 
equipment, a single input and a 
single output. 

Tactical Layer 
This covers more complex 
problems that need to be 
followed up until successful 
resolved and more than one 
control action might have to be 
carried out. Generally, however, 
the events treated at this level are 
local in extent, i.e. they affect a 
specific subsystem. A subsystem 
is defined as the set of one or 

Scheduling 

Sfroteg/col Loyer 

ractrccl Lcyor 

Figure 1 Control hierarchy. 

more pieces of equipment and associated transfer lines. A piece of equipment is a basic unit 
of the plant. Given a specific problem or situation, a tactic is defined as a set of control 
actions that can be performed sequentially or simultaneously and which are aimed at 
resolving the situation. The intelligent system dynamically creates a tactic tailored to the 
problem and the current situation and starts recommending or performing it. 

The actions that compose the tactic will be those that are defined as possible to solve this 
particular problem and which are not being performed or already recommended. After a 
certain time - needed to reconnoitre the effect of the action - it is decided whether to change 
the tactic or to continue with it. Account is taken of the evolving situation and the alternative 
sequences of possibly applicable actions in order to arrive at a prediction. This procedure is 
iterated until the problem is solved. 

Strategic Layer 
This layer has a global view. It informs lower levels about the overall strategy that is being 
followed or the one to be followed next. It also decides when it is necessary to change the 

3 
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overall strategy, taking into account the state of the plant and the global objectives. Recall that 
the global objectives are minimization of a chosen measure of performance subject to 
constraints on ancillary aspects. It may also decide when to change particular tactics aimed at 
particular subsystems. 

The responsibility of this layer is to optimize the whole production task, in particular those 
objectives related to production, maintenance, quality, efficiency and safety. The categories of 
measured quantities that are considered by this layer are detailed below: 

• production quantity; 
• quality (this category covers both internal and external criteria of quality and, in particular, 
external constraints related to contracts and sales); 
• efficiency (structural and staff costs are not considered, but process costs such as energy and 
materials are); 
• maintenance costs (including evaluations of ongoing wear and predicted downtime); 
• safety considerations. 

The latter includes all safety criteria affecting equipment, the whole installation, the plant 
staff, and third parties that might be affected. All aspects related to the pollution and the 
environment in general are included here. 

These five categories are considered to form a network of constrained variables, as seen in 
figure 2. All or most of the constraints relate only variables in different categories. In 
optimization, the focus is on one or two of them only, but all the constraints must be 
considered. The network of constraints is solved by means of a rule based system and 

Figure 2 Plant global objectives 

constrained optimization techniques. 

Also, because global strategic objectives may be 
inherently difficult to defme, express or measure 
accurately, a computationally tractable 
representation does duty for them. Each 
objective is represented by means of a so-called 
logistic table. The table assigns quantities (which 
may be discrete classifications such as 'good', or 
'warm') to the variables which comprise the 
measure of the objective. For example, the 
elements of the logistic table related to 
production are: assessments of availability of 
different products and materials, hard statistics, 
financial measures and production rates, and 
external, physical and time constraints. 

A logistic table is built for each one of the strategic objectives considered. These tables are 
related in the sense that the same underlying variable may be reflected in more than one table. 
Entries in the table may be constructed by fuzzy reasoning from contributing quantities or 
qualities. Note that it is always the case that each overall strategic objective will be 
represented in the table. Both current values and boundary value (the limit that must never be 
surpassed) appear. 

4 
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A fuzzy value is assigned to the level of fulfillment of the strategic objectives and a 
rule-based method reasons with these fuzzy values in order to suggest a possible action. 

3. BASIC ELEMENTS IN THE CONCEPTUAL MODEL 

Each layer of the conceptual model is constructed from the same generic classes of object, 
specialized and organized in different ways. The objects are called basic control tasks. 

A basic control task is oriented towards solving a unique goal with a particular set of 
activities and persists in a specific layer of the process control hierarchy for a specific time. 

The basic control task has a consistent structure through each of the layers in the control 
hierarchy. The concept lends a problem oriented flavour to our approach - allowing ourselves 
to give to the word 'problem' a broader meaning than normal. 

Another important aspect of the concept is that it serves, in the software architecture built 
upon the conceptual model, as the vehicle of cooperation among differing technologies. A 
basic control task is composed of many (so-called) slots. Each of them represents a stage in 
the evolution of a problem and a place where one or more technologies can make their 
contributions to its solution, perhaps using results derived earlier in the lifetime of the task. 

Basic control tasks constitute a common paradigm for knowledge acquisition, 
conceptualization, design and actuation. The same conceptual tools thus cover all these 
phases and this can facilitate development of the application. 

4. DESIGN METHOD 

Based on the conceptual framework described above, a methodology has been defined. It 
aims at providing the guidelines and support necessary for the design of applications to solve 
a large range of process control problems by means of the integration of heterogeneous AI 
techniques (Alarcon eta!., 1994). 

The general procedure advised by the methodology is a vertical approach. It starts at the top 
of the hierarchy described in the previous section and proceeds downwards through (I) an 
analysis and (2) a design sketch for the different layers. Then the procedure is to (3) make a 
pass bottom-up, defining in detail the tasks and data objects of the operational, tactical and 
strategic layers. A layer can start to be designed in detail once the underlying layer has been 
analyzed. In this way, the proper functioning of a layer can be seen to be independent of 
higher layers. 

The first step in the analysis of the process is top-down knowledge acquisition. Identification 
and characterization of the problems to be tackled is carried out here. Knowledge acquisition 
starts with a general idea of the global objectives to be included in the strategic layer. The 
recommended acquisition technique for this step is the open and structured interview. Once 
the strategic goals of the industrial installation and their priority are known in outline, the 

5 
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situations and activities corresponding to the tactical layer are studied to better understand the 
process and its problems. Then, the problems related to the operational layer are identified 

and analyzed. 

The second step is the sketch of the intelligent layers, that is the identification oflocal control 

cycles according to the dynamics of the process, the nature of the control tasks and the 

response time. The third phase, the core of the procedure, is carried out for each layer 

following a bottom-up approach, and consists of the following main steps: 

Exhaustive knowledge acquisition and identification of problems. 
The goal is the definition of the problems to be handled by the intelligent system that will by 
constituted by the basic control task objects. Amongst the generally applicable acquisition 
techniques (Hart, 1992), the ones favoured by our methodology are interviews, 
questionnaires, thinking-aloud and critical incident elucidation. 

Assignment of identified problems to the correct layer of the model. 
This takes into account the level of complexity of the related tasks, actors involved and 

required response time. 

Definition of simple data objects. 
The parameters and both measured and calculated variables are defined. 

Definition and design of basic control task objects 
Our methodology sets out several procedural guidelines with the aim of achieving the 

following goals in sequence: 

• Definition of the basic control task's objective according to the situation or problem to be 
solved. 
• Identification of the basic control task's type. We advise classifying the basic control tasks 
into one offour predefined types: preventive, corrective, optimizing and modal. 
• Identification of the basic control task's class. A list of the most common tasks in process 
control and manufacturing is predefined and available on a per control layer and basic control 
task type basis, although new classes may be created by the knowledge engineer carrying 
through this method. 
• Definition of the basic control task's slots. Once the basic control task has been defined and 

its layer, type and class ate known, the set of its slots are defined on a per control layer and 
type basis. This step also defines the start and end condition for the task. 
• Identification of which AI techniques are needed by the basic control task in question. 
Within each layer and basic control task type, for each one of the established classes, the 

technique that is appropriate to each slot is predefined. If more than one technique may be 

applied, the selection criteria depends on the type of knowledge/data/information available. 
The techniques generally considered are rule based systems, neural networks, fuzzy logic, 

model based reasoning and genetic algorithms. 

Once the basic control tasks are defined and designed for the three layers, the identification of 

interactions among basic control tasks has to be investigated. Following upon this analysis, 
new basic control tasks may be created. The basic control tasks to be defined at this stage 
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include (a) those modifying the status of basic control tasks allocated in lower layers; (b) 

those constituting a basic control task's previously defined slot and (c) basic control tasks 
generating a fire condition of other basic control task. 

The next step is the implementation of the system. 

5. IMPLEMENTATION 

A software architecture has been implemented that supports the concepts presented in 

previous sections. It allows the interaction and· cooperation of several heterogeneous 

techniques in order to solve industrial control problems (de Pablo et a!., 1992). 

This architecture follows the blackboard paradigm (Engelmore et a!., 1988), (Jagannathan et 

a!., 1989), (Carver and Lesser, 1992), in which a centralized and active data structure is the 
only means of communication among modules (knowledge sources). It serves as the vehicle 

for cooperative problem solving, and is responsible for data coherence inside the whole 

system. This architecture presents a control strategy that, without losing flexibility at the 

design phase, is efficient. 

The blackboard contains objects representing the domain information that knowledge sources 

will share. It includes, for example, the status of the plant, results from numerical models of 

parts of the plant, predictions, diagnosis of problems, etc. The blackboard may also be 

coerced into forcing synchronizations in order to preserve coherence. The 'basic control task' 
object has been integrated into the blackboard mechanism by using the dependencies 
expressed within the detailed definitions of its slots to generate update and data flow 
instructions. 

Knowledge sources ultimately update and use the information in the blackboard. In particular, 
knowledge sources are responsible for helping basic control tasks progress by contributing 
information ad services to their active phases. 

6. CONCLUSIONS 

The approach presented in this paper has been succesfully carried through in a full-scale trial 
at a refinery in Cartagena (Spain). Different kinds of AI modules were developed for the 

different kinds of problems encountered, as shown in the architecture presented in figure 3. In 
particular, (a) neural networks, which are able to carry out the tasks of sensor validation, 

forecasting, and subsystem modelling, being able to give an alternative value when the sensor 

credibility is very low; (b) fuzzy logic, focussing on the sensor validation and signal filtering 

activities; (c) model-based reasoning, dealing with diagnosis and data sensor consistency 
checking activities; and (d) expert systems, applied when heuristic knowledge is available 
and, at present, covering corrective, preventive and optimizing tasks. 

Because of the generality of the approach, it is now being applied to targets within 

manufacturing industry with very promising results. 

7 
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Figure 3 Experimented architecture. 
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Abstract 
The reference models of high level analysis and design methods for manufacturing systems, 
such as CIM-OSA or GRAI, provide a good support at the conceptual and organisational 
levels, but do not help in to integrate existing software, or to develop and reuse code. Object 
Oriented methods are good candidate for the improvement or integration of the analysis, 
specification and development phases of manufacturing systems: they are recognised as 
providing an efficient support in order to shorten the code development phases, and to develop 
modular and reusable software. Nevertheless, most of the applications developped in the past 
years focus on very low level control structure design, and there is a lack in supporting tools 
for complex production activity control architectures. We suggest in this paper to define 
modular reference models of PAC modules in order to provide a framework for adaptable PAC 
systems design. The prototype of support system which development is now in progress 
intends to be a real "workstation" for the PAC systems designers, in order to better take into 
account important factors such as reuse of models and code, and integration of existing 
software. 

Key words 
Production Activity Control, reference models, Object Oriented Analysis 

1 INTRODUCTION 

The Production Activity Control (PAC) system of a manufacturing system has to manage the 
short term planning, execution and monitoring activities required to process manufacturing 
orders on the physical resources of the workshop. Manufacturing systems have to react more 
and more quickly, efficiently and at low cost to changes in the production context, either 
internal (e.g. machine failure) or external (e.g. change in orders). 

In order to be efficient, the PAC system must be perfectly adapted to the workshop it 
controls. This sets the problem of the integration of already existing software, and leads most 
of the time to the development of costly additional software. Reference models of 
manufacturing systems have been proposed for quite a long time in analysis or design methods, 
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in order to provide a framework that should facilitate and improve this design phase. The better 
known of these methods (CIM-OSA and GRAI-GIM), emphasizing the conceptual and 
organisational levels of design, are shortly described in section 3. On the other hand, Object 
Oriented methods have had a great success these last years for numerous reasons, one of them 
being that they allow both system modularity and code reuse. In order to improve their 
efficiency, we suggest in this paper reference models of PAC modules (operational y organised 
as clusters of classes) that can be organised in order to design versatile control architectures. 
The implementation of these classes in a CASE tool supporting the HP FUSION method is in 
progress, in order to provide a support for the system designer: the suggested design 
methodology of the PAC system is detailed in section 4.3. 

2 THE PRODUCTION ACTIVITY CONTROL CONTEXT 

Production activity control is now usually defined as the set of activities permitting short-term 
production and inventory control of a shopfloor as well as adapting production to the various 
disturbances that may occur within the shopfloor or its environment. 

A lot of research works has been performed on different types of production activity control 
systems (see for instance (Jones and Saleh, 90), (Lyons eta!., 90), (Vander Pluym, 90) or 
(Hynynen, 88)), most of them oriented towards the definition of a framework in order to 
develop a particular solution. Most of the small or medium enterprises can not afford the 
development of complex specific software for their PAC systems, but even industrial groups 
like AEROSPATIALE prefer to integrate existing software in their PAC systems, since very 
good tools are now available on the marketplace. Since no complete solution is available, the 
PAC system has then to be built using existing software (e.g. schedulers, follow-up software, 
controllers) integrated with specific developments. A study has then been launched in 
AEROSPATIALE in order to provide a tool that could facilitate the integration, maintenance and 
evolution of the PAC system and support the specification and design of PAC systems. 

In order to satisfy these requirements, we need reference PAC models that can be easily 
particularised for a given application, i.e.: 

models that cover the whole abstraction cycle of the PAC system design, i.e. from 
conceptual aspects to code development, 
modular models (in order to facilitate integration), 
reusable models, in order to reduce development time and cost for different PAC designs. 

In order to define these models, we have first studied the existing analysis and design methods 
for manufacturing systems. 

3 METHODS AND MODELS FOR MANUFACTURING SYSTEM DESIGN 

3.1 The CIM-OSA methodology 

The first goal of the CIM-OSA project (AMICE, 89) is to provide an architecture of the 
manufacturing system that helps the integration of computer applications. This reference 
architecture has been widely spread through the well-known "CIM-OSA cube" that models the 
various aspects of the life cycle of a CIM system along: 

a "derivation axis", describing life cycle steps: requirements (definition), design 
(specification) and implementation (description), 
a "generation axis", composed of various views of the system: function, information, 
resource and organisation, 
an "instantiation axis", describing levels of implementation: generic, partial and particular. 
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The methodology uses a top-down approach in order to describe the three modelling levels of 
the derivation axis with the different views of the generation axis, passing then through the 
various instantiation levels. Modelling tools adapted to each step are suggested, e.g. a 
hierarchical approach using building blocks for the requirement definition model (which have 
some analogies with SADT), or the entity/relationship model for the specification of the 
information view. 

A major interest of CIM-OSA is to provide a comprehensive framework for the life cycle of 
a manufacturing system. In comparison with our own particular objectives, this framework is 
nevertheless too high level to provide support for PAC system integration, since PAC has many 
specificities compare to the rest of the decisional sub-system of the manufacturing system. 

3.2 The GRAI and GRAI-related methods 

The original GRAI method (Doumeingts, 84) aims at the analysis, diagnosis and improvement 
of production management systems. The method uses three different models: 

a conceptual model, that splits the manufacturing system into physical, decisional and 
information systems, 
a structural model (GRAI grid), that describes the decisional system in charge of production 
management along two axis: a functional axis (the columns) and a temporal axis (the lines) 
composed of the various decision making horizons. Each cell of the grid defines a decision 
centre, that can be precisely described through the GRAI-nets. 

The final models result from a comparison between a top-down approach (the grid) and a 
bottom-up approach (using the GRAI-nets). Rules are then applied in order to find the 
dysfunctions of the system described. 
The GRAI method was extended under the name of GIM (for Grai Integrated Method) 
(Roboam, 88). The modelling phases are roughly similar to those of the Merise Method, 
dedicated to the information system development (Tardieu et a!., 83). Although the GRAI 
method is closer to the PAC system than CIM-OSA concepts, it is more dedicated to the highest 
levels of production management than to the operational levels of the manufacturing system. 
Another extension of the GRAI method has been made to take into account PAC problems in 
manufacturing systems, called GRAICO (Fenie, 94). GRAICO uses an original method based 
on graph theory in order to analyse the flows in the physical systems (and not only in order to 
hierarchise the resources like in most of the other methods). The PAC-module structure 
suggested remains close to the GRAI grid, and consistency rules between physical and PAC 
systems are suggested. 

In spite of their efficiency for the improvement of the production management system, 
methods such as GRAI, GIM or even GRAICO do not match our objectives perfectly, since 
they stand quite far from software development and do not sufficiently take into account the 
existing experience in PAC system design. 

4 OBJECT ORIENTED DESIGN METHOD FOR PAC DESIGN 

Object Orientation is now widely recognised as providing reusable models and code, and 
improving the process of software development. One of its interests is that it provides a natural 
implementation of the physical entities of the workshop using objects (Nof, 94), (Rogers, 92). 

4.1 Use of 00 methods for manufacturing system design 

A lot of work has been performed on manufacturing systems modelling using object oriented 
methods. Most of these works describe classes based on the manufacturing entities, that can be 
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instantiated for the design of control systems (see for instance (Smith and Joshi, 92), (Hinde et 
al., 92), (Rogers, 92), (Nof, 94), (Hopkins et al., 94)) but very few are interested in the 
control structure. Nevertheless, it seems clear that "flat" structures (i.e. structures with a single 
level of control) are not sufficient in all the cases (Rogers, 92). The problem of the control 
structure is clearly correlated to object oriented analysis in (Ella and Menga, 94), and in this 
work the chosen structure is the NIST model (Jones and Saleh, 90) based on successive 
aggregations of the physical resources through facility, shop, cell, workstation and equipment 
levels. This work is oriented on the problem of communication between modules, and not on 
the precise content of the control modules, this last point being very important in order to 
prepare software integration. 

4.2 Reference models of a PAC module 

Since one of our goals is to provide support for different types of workshops. we do not want 
neither to prescribe a particular control structure, nor to define a unique PAC module. Based on 
the works referenced in section 2, a PAC module may be defined through four main functions: 

to plan, that considers the production plan and the objectives transmitted by the upper 
decisional level, and details it, 
to react, that allows real-time adaptation of the decisions taken at different management 
levels each time it is necessary, 
to launch, that breaks down, synchronises and executes decisions taken within a PAC 
module, 
to follow-up, that collects all the results provided by the sensors or the lower decisional 
levels as well as the requests coming from outside the shopfloor, processes them according 
to their type and aggregation level and transmits them to other functions and other PAC 
modules. 

Based on an analysis of representative workshops within AEROSPATIALE, we identified 
seven main types of modules which differ by the functions involved and their relationships 
(Huguet and Grabot, 94). For instance, a PAC module can be purely reactive at the lowest level 
(i.e. it has no planning facility) whereas a high level module may have no other reaction than 
performing a new planning: this is entirely compatible with the GRAICO approach, where high 
level decision are triggered by a time period whereas low level decisions can be triggered by 
events. A typical PAC module is shown in figure 1: function "plan" transmits a set of orders to 
execute to function "dispatch", which is in charge of resource requisition and synchronisation. 
If an unexpected event occur, the "react" function may modify the sequence of orders 
transmitted to "dispatch", trigger the "plan" function, or ask for reaction to an upper level 
module if the event sets drastically into question the general planning that comes from the upper 
level. 

order 

Figure 1 Example of PAC module. 

need for higher 
eve/ reaction 
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These PAC modules permit to define an integration frame for existing software, but software 
development remains most of the time necessary, e.g. to support the "react" function which as 
to be closely adapted to the workshop characteristics. In order to facilitate this development and 
its reuse, these reference models have been implemented in an object oriented methodology: HP 
FUSIONTM. 

4.3 Design methodology 

Although most of the object oriented analysis methods are based on the same concepts, and use 
similar modelling tools, HP FUSION (Coleman et al., 94) has been chosen for the following 
reasons: 

it supports all the object orientation concepts (i.e. classification, polymorphism, 
inheritance ... ), 
it supports seamless development: same concepts are used from analysis to implementation, 
which allows iterative and incremental development. 
it covers broadly enough the different perspectives of the system development (e.g. static 
and dynamic aspects), 
efficient support tools can be found on the market (e.g. PARADIGM Plus™ and FUSION 
softcase™). 

PAC 

active 
resources 

passive 
resources 

Environment 

Shopfloor 

Control 
center 

Manufacturing orders, 
routings, 
due dates Manufacturing progress 

r-------store 
I conveyor 
1 opera10r 
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Figure 2 PAC model of an AEROSPA TIALE workshop. 

The main tools of FUSION are: 
the Interface model (IM). This model shows the main exchanges of information between the 
system and the agents acting in its environment. 
the Object Model (OM). This diagram adds the object formalism (instantiation, 
decomposition, inheritance) to the entity-relationship diagrams. 
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the Object Interaction Graph (OIG). This graph shows the exchanges of messages between 
the objects described in the OM. 

The PAC system design methodology defined at the moment follows the FUSION 
methodology: 

modelling of the relationships of the workshop with its environment, then the relationships 
of the PAC system with the physical resources through the Interface Model, 
modelling of the main resources of the workshop through instantiation of pre-defined 
classes in the Object Model, 
modelling of the PAC system through instantiation of classes deriving from the reference 
models in the Object Model, 

• checking of the system behaviour through the Object Interaction Graph. 

An analysis of the consistency between workshop and PAC models is performed through 
different sets of rules. Forty to fifty rules have been selected on the base of the first four models 
describing typical workshops of AEROSPATIALE. These rules are not definitive at the 
moment, and the knowledge base is subject to constant improvement on the base of further 
applications (Huguet and Grabot, 94). 

4.4 Examples of models 

Figure 2 shows the functional model of one of the studied workshops. A scheduling is first 
performed using a scheduler called SIPAPLUS (PRIOS). This schedule is then transmitted to 
the toolshop, where a planning of tool utilisation is performed on the base of the global 
schedule. Two machining workstations are controlled by purely reactive PAC modules, capable 
to manage small disturbances. 

Example of reference models (or patterns) are shown in figures 3 to 5. These models 
provide a standard description of classical manufacturing operations, and can be modified for 
adaptation to specific cases if needed. An example of Interface Model is provided in figure 3, 
describing the passage from an operation to another on a machine. 

Figure 3 Example of Interface Model. 

A partial object model is shown as an example in figure 4: this model shows the implementation 
a PAC module through objects: its components (planning system, dispatcher, follow-up system 
and reaction system) will then be split if the software that will support each of them has not 
already be chosen. 
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Figure 4 First level object model of a PAC module 

Figure 5 shows an example of Object Interaction Model corresponding to the interface model of 
figure 3. 

resource 

Figure 5 Object Interaction model 

5 CONCLUSION 

The use of Object Oriented analysis, design and programming methods is one of the elements 
that should help in order to design more easily and more quickly more efficient and better 
adapted PAC systems. This goal can only be achieved through reuse, which require reference 
models in order to provide a framework for the integration of existing software and specific 
development. 

The first experiments performed with the reference models of the PAC modules that we 
suggest have shown that these models can be applied to a great variety of workshops. 
Furthermore, the implementation of these models through libraries of pre-defined objects 
facilitates and shortens greatly the design phase. Major improvements of the models and of the 
knowledge base that checks the workshop/PAC consistency are expected after other 
implementations, but it is clear that the support tool which development is in progress must be 
considered as a way to capitalise expertise, rather than as an automated way to design PAC 
systems. 
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Abstract 
The analysis and design of integrated manufactlll'ing systems, under a techno-organizational 
approach, is a complex and time consuming process. It involves people from different 
knowledge areas that must cooperate in order to build a common and complementary 
understanding of the enterprise's organization, people and technology. Particularly the SME's, 
although subjected to the same pressures than their bigger counterparts, have scarcer time, 
people and technical resources. This paper presents a novel approach to the modelling and 
simulation of organizational structures and information technology resources in integrated 
manufacturing systems. The tool resulted from this research work enables the analysis and 
evaluation of alternative organizational designs and different combinations of group/software 
task assignment. This approach goes beyond the operational quantitative and logical analysis, 
enabling the assessment of socio-technical evaluation criteria. Moreover, this tool enhance the 
cooperation and communication within the multidisciplinary team developing the techno­
organizational system: users, technical developers and organization/social specialists. 

Keywords 
Organization modelling, simulation, techno-organizational development, socio-technical 
systems. 

1 INTRODUCTION 

Complex restructuring processes are needed to change organization structure and culture in 
order to accommodate technological innovation in manufacturing. Empirical studies put into 
focus the influences of information technologies on the organization and people in production 
systems (Soares, 1994) and the difficulties to put in practice the increasingly accepted "joint 
development" in all of its dimensions. Anyway, it is generally accepted that the technocentric 
approach to the integrated manufacturing systems (IMS) development is no longer appropriate 
(or never has been ... ), and is given place to anthropocentric approaches. 

INESC/Porto (Institute of Systems and Computers Engineering at Porto), besides its R&D 
work on advanced information technology systems for manufacturing management, has been 
undertaking research work in modelling tools supporting IMS development. Two main 
streamlines emerge from this work: the support to the development, configuration and fine-
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tuning of industrial IT infrastructures and applications and the support to techno­
organizational development. The later is the subject of this paper and is achieved through the 
joint modelling and simulation of organizational structures and the IT shop floor management 
applications. 

2 INTERDISCIPLINARY TECHNO-ORGANIZATIONAL ANALYSIS 

Advanced information management systems for manufacturing applications have profound 
implications in the organization where are introduced. The "constructive character" 
(Bachman, 1994) of these technologies will only be fully exploited if they are understood in a 
theoretical and conceptual framework that rejects the technocentric view in favour of a vision 
that contemplates the interaction between the organizational subsystems which technology is 
part of. The joint development of information technology and organization is only possible if 
engineering and organizational/social knowledge areas can be applied in a cooperative way. 
For that, tools have to be developed in order to enhance this cooperation. Techno­
organizational analysis is a development phase were a strong cooperation within the 
development team is needed. Modelling tools are collaboration instruments (Paul, 1994) and 
must be thoroughly used for an effective analysis. 

2.1 Models and modelling purposes 

Modelling is an increasingly important object of R&D in IMS analysis and design. To clarify 
the modelling purpose in the context of techno-organizational analysis and design a simple 
classification of models is presented below. 

Descriptive models 
Descriptive models capture two main properties of a system: structure and behaviour. 
Structural models represent function and information arrangements within a technical system 
or an organization. Behaviour models describe the dynamics of those structures. Basic models 
in this category make use of data flow diagrams, SADT, Entity-Relationship diagrams, object­
oriented models, data transition diagrams, and organization charts. Composite models, 
aggregating or adapting the basic models, are the ones used in modelling frameworks and/or 
enterprise reference architectures like CIM-OSA, GRAI-GIM and PERA (Williams, 1993). 

Descriptive models have a computer science root and have been used mainly for the 
specification and design of computerised systems. Therefore they are built on a machine 
metaphor resulting in major drawbacks when it comes to model the real-world of the 
manufacturing systems (Bansler, 1993, Hoydalsvik, 1993, Kensing, 1993). The first 
difficulties arose when the increasingly interactivity of those systems called for the systems 
environment modelling, particularly the human environment. More recently, with the growing 
awareness of the information technology organizational impact, new difficulties have emerged 
in the joint modelling of the technical system and the organization, namely in the explicit 
representation organizational structures and the their social aspects . Besides these drawbacks. 
there is the problem of how to cope with the modelling complexity due to his deepness (model 
level of detail) or wideness (model scope). The model construction and the evaluation 
resulting from model analysis can be cumbersome and time consuming calling for computer 
based tools that help users in this task. 

Evaluation models 
In the analysis and design of IMS, simulation is a frequently used tool to evaluate and 
compare alternative scenarios for the organization of manufacturing activities and production 
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management strategies. Simulation systems rely on computational models that describe the 
operational aspects of activity networks, enabling their quantitative and logical evaluation. 
The construction of these models depends on the simulation system. Maximum modelling 
flexibility is achieved with general purpose simulation languages, but these offer very limited 
expressiveness for problem communication and understanding. On the contrary, "data-driven" 
simulation (based on pre-defined models, usually queuing networks), in conjunction with 
graphical interfaces, provide less flexibility but better communication for the system structure 
and the concepts under evaluation. 

Although simulation is a well established field in the analysis and evaluation of IMS at the 
physical operations level, there are few contributions to the simulation of organization 
structures and even fewer when we add the modelling and simulation of software applications 
supporting manufacturing activities. Organization structure simulation has been addressed 
from an exclusively operational viewpoint and focusing on evaluation criteria similar to those 
used in the physical operations level: lead-time, WIP level, system loading and delivery 
dependability (Ziilch, 1993). Also work on shop floor control software and physical 
operations joint simulation have been reported in (Ferreira, 1994 ). Here the modelling purpose 
is the shop-floor software behaviour and their interaction with the physical operations, the 
goal being to support the technical system development. 

Hybrid models 
Modem simulation tools based on object-oriented concepts and equipped with powerful 
graphical interfaces enable, to certain extent, the integration of descriptive and evaluation 
modelling. This results in simulation models with structural representation power (functional 
and informational) in addition to the quantitative and logical description, overcoming the lack 
of expressiveness of evaluation models. Moreover, object-orientation provides means for the 
explicit inclusion of "non-functional" information, paving the way to effective organizational 
modelling. 

3 HYBRID MODELLING FOR TECHNO-ORGANIZATIONAL ANALYSIS 

The work presented here is a contribution to the interdisciplinary development of IMS. It 
resulted in a simulation based system for the modelling and analysis of organizational and 
information technology structures in manufacturing. In this section the underlying concepts 
and theory of the Organization Behaviour simulation system (OBsim) will be presented . 

Modelling is a mean, thus it must be clearly stated what its purpose is. OBsim is intended to 
help the joint development of manufacturing organization and the supporting software 
applications. For that, evaluation criteria were found in socio-technical systems theory and in 
industrial psychology. Besides basic quantitative performance indicators, e.g. 
task/function/process lead time or organizational unit temporal occupation, socio-technical 
indicators were chosen to be directly or indirectly assessed through OBsim. Examples of these 
indicators are the completeness of realised work functions, independence of organizational 
units, task interdependence, boundary regulation, group/software coupling and technical 
linkage (integration/dependency) (Weik, 1994, Emery, 1978). An evaluation model alone 
would not fulfil the purpose of a techno-organizational analysis because of the poor 
communication capability arising from the lack of structural description power. On the other 
side, the quantitative and logical evaluation of organizational scenarios calls for a simulation 
system with the corresponding evaluation model. Hybrid modelling is thus necessary to 
undertake an effective organizational analysis based on socio-technical evaluation criteria. 
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3.1 The Organization Behaviour Simulation system 

Building classes 
The techno-organizational model used in OBsim is outlined in Figure I. Task and software 
module are the basic building classes, from a functional viewpoint, being aggregated by 
function and software system classes. The class organizational unit is linked to tasks and 
functions through assignment and qualification links. A short description of the functional 
building classes is given below: 

Figure 1 Techno-organizational model structure. 

• organizational unit - models elementary units describing the task assignment, qualification 
structure, capacity, learning process and other relevant information to describe its behaviour; 
this class can model working groups, manufacturing sections, production cells, production 
islands, etc., 

• task- describes the basic behaviour of organizational units; it includes, besides the behaviour 
model, local information for the task fulfilment and evaluation; can be further decomposed in 
elementary activities, 

• function -aggregates closely related tasks, and is the basis for the process chain modelling, 
• software module - models elementary functions realised by a software system; the software 

behaviour description is made from an external (interaction) point of view; can be further 
decomposed in elementary software activities, 

• software system - aggregates software modules that form a self-contained software 
application; the software model represents essentially the software applications specification, 
being one of the inputs for the software system construction. 

The information network is modelled after two basic building classes: 
• operational information - information needed to coordinate and describe the organizational 

tasks. 
• monitoring information - feedback information on the degree of achievement of the task 

actions. 

These classes are further specialized in operational coordination and operational description 
information flows. The former represents temporal plans that coordinate when organizational 
units realise their tasks. Examples are production schedules, maintenance plans, etc. The later 
represents how the organizational units realise their tasks, e.g. product structures, process 
plans, NC programs, etc. 
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During the model construction are given 
interaction roles to the information flow 
classes depending on the sender and the 
receiver of the information. This roles are 
shown in Figure 2. 

Figure 2 Information flows interaction roles. 

The model building classes belong to a 
class library and are instantiated during 
the model construction. Furthermore, new 
classes can be obtained from the existing 
ones through inheritance mechanisms and 
added to the library, enabling an effective 
reuse of previously done analysis. 

The modelling and simulation infrastructure 
OBsim is built on a object-oriented simulation tool, SIMPLE++. This tool is primarily 
intended to simulate manufacturing operations at the physical level, although it incorporates 
mechanisms to model information control flow. Novel work has been undertaken at 
INESC/Porto to provide SIMPLE++ with facilities to specify and model shop floor software 
applications. The resulting integrated modelling environment encompasses both material and 
information flows, supporting R&D work in information flow and application software 
modelling, as well as its full integration with shop floor material flow models. OBsim used 
the additional facilities described to model and simulate the organizational tasks and software 
modules. 

The behaviour of each function or software system is represented using SDL (Specification 
and Description Language) which is a design language standardised by ITU-TSS 
(International Telecommunications Union) for the design of computer based exchange 
systems. Besides originating from the telecommunications areas and having been used in this 
field for a long time, SDL is a powerful modelling language and may be applied in many 
other areas including the design of hybrid hardware & software systems (Ferreira, 1994) . The 
SDL basic structure and its mapping to the techno-organizational model is shown in Figure 3. 
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Figure 3 SDL hierarchy and its mapping to the techno-organizational model. 

3.2 Socio-technical analysis and evaluation 

The novel approach in OBsim brought socio-technical analysis criteria into the organizational 
structures simulation, thereby overcoming the "machine metaphor" which is inherent to 
quantitative models. Socio-technical analysis criteria can only be fully addressed if descriptive 



324 Part Eleven Enterprise Modeling and Organization II 

and evaluational representations are available. Hybrid models are thus suitable for this 
analysis. These criteria and the way OBsim can assess them will be briefly described below . 

Completeness of realised JUnctions in the organizational unit 
Motivational factors lead to the need of job enrichment in the organizational unit. The 
processing depth of the realised tasks, i.e. vertical integration of functions, is the way of 
achieving this goal. In OBsim, vertical integration of functions is structurally assessed by 
visualising the task assignment together with the defined process chains. The higher the 
number of tasks belonging to the same process chain is assigned to the organizational unit the 
higher is the completeness of realised functions. 

Independence of the organizational unit 
The degree of dependence of an organizational unit on other units, being either vertical or 
horizontal, is an important effectiveness factor. The minimisation of this dependence is a 
requirement of actual organizational paradigms: production islands, autonomous working 
groups, manufacturing cells. OBsim assesses this criteria in a structural and quantitative way. 
When an information flow has an organizational units interaction role, it connects two tasks 
assigned to different organizational units, this representing a dependence link. The link can be 
further classified as operational or monitoring flow. During a simulation session the intensity 
of the flows between the organizational units can be recorded. The higher the intensity of flow 
the lower the organizational unit independence. This is also related with the following criteria. 

Function and task interdependence 
The form of cooperation between tasks can be classified after Thompson's categories of 
interdependence (Thompson, 1967). Three categories are considered: 
pooled interdependence which is the lowest form of interdependence meaning that none or 
very few information flows link the tasks, sequential interdependence that exists when 
information flows between tasks are uni-directional, reciprocal interdependence is the highest 
form of interdependence and appears when there are bi-directional information flows between 
tasks. 

As the interdependence increases, it makes greater demands on intra and inter 
organizational units coordination, communication and decision-making. Again, this criteria is 
evaluated in OBsim through the monitoring of the intensity and direction of the information 
flows between tasks and functions. 

Organizational unit qualification 
Qualification is modelled through a matrix where a ranking of the tasks that the organizational 
unit has competence and skills to perform is stored. During simulation the qualification table 
is used to quantify the efficiency of the organizational unit in realising the assigned tasks. One 
important feature of OBsim is the possibility to evaluate functional flexibility. This is 
achieved through a dynamic task assignment that occurs e.g. when the capacity of an 
organizational unit is exceeded and a task must be transferred to another unit. Another related 
feature is the evaluation of functional integration also related with the completeness of the 
realised functions. The coordination effort between organizational units depends on the 
interdependence of the tasks they realise. Related tasks (aggregated in functions in the OBsim 
model) have a strong interdependence thus it is desirable that they are realised in the same 
organizational unit as to minimise the coordination effort. As in the OBsim model information 
flows with different interaction roles are treated accordingly, alternative scenarios of 
functional integration levels can be comparatively evaluated. During simulation the 
qualification structure can be dynamically modified. With this feature organizational unit 
learning can be simulated using a learning function dependent on time, organizational unit 
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composition, frequency of task assignment change or another structural factor that the user 
can program. 

Boundary regulation 
Boundary regulation is the extent in which one organizational unit monitors and coordinates 
another. This is easily evaluated through the intensity of the coordination and monitoring 
information flows with organizational units interaction roles. As a result, self-regulation, one 
important factor for the organizational units autonomy, can also be assessed. 

Techno-organizational coupling 
Techno-organizational coupling is the extent to which the software system determines the 
activity of the organizational unit. A first evaluation of this criteria is made through the 
analysis of the model structures representing the task and software module that interact. A 
second level of evaluation is achieved during simulation through the monitoring of the 
amount of time that the task waits for an information output from the software module or 
waits to be allowed to input information into the software module. The techno-organizational 
coupling evaluation facility is of utmost importance in helping the specification and design of 
the software system. 

Technical linkage 
Following the approach described in function and task interdependence, it is possible to 
evaluate the interdependence between software systems both through the description of the 
information flows with software systems interaction roles and the intensity of that information 
flows at simulation time. 

3.3 Dificulties and limitations 

Information gathering for the model construction is the biggest difficulty in utilising this tool. 
For example, the average lead time of certain tasks like the production of a plan or the orders 
rescheduling because of a machine breakdown, carmot be easily quantified. The lack of 
accuracy in some tasks data is partially overcomed because the system is intended to 
comparatively evaluate scenarios and not to perform an absolute and accurate simulation of 
reality. Techno-organizational development doesn not rely exclusively on computer supported 
tools to analyse and specify the organization and production support software. Even in 
participating contexts, difficulties and hindrances in the systems development have to be 
surpassed taking care of social and power relations aspects. These aspects carmot be put in a 
computer model. Being conscious of this, OBsim can be a valuable analysis and colaboration 
instrument and function also as an "awareness tool" for those small budget projects in SME's 
where multidisciplinary development teams are not feasible. 

4 CONCLUSION AND FURTHER WORK 

Interdisciplinary techno-organizational development of IMS needs tools to shorten and 
improve the analysis and specification phases of the development life cycle. Moreover, trial 
and error methods are no longer feasible in organizational design, specially in SME's where 
time and resources are scarce. With the modelling and simulation system presented here, trial 
and error can be done with little costs for the manufacturing enterprise and a more 
comprehensive approach to the analysis and specification of IMS can be undertaken. In order 
to validate its underlying concepts, OBsim is now starting to be applied in supporting the 
introduction of PROFIT, a marketed advanced shop-floor management system developed 
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under the ESPRIT project 5478 Shop-Control, in SME's. Further work includes the "plug-in" 
of a physical operations model as to enhance the simulated scenarios, and the incremental 
construction of an adequate class library based on several case studies. This work is part of 
more extensive research that is being undertaken in the development of modelling tools for 
techo-organizational optimisation ofiMS at INESC/Porto. 
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Abstract 

The development of complex engineering environments, such as Computer Aided Simultaneous 
Engineering Systems (CAE System), requires that system developers and users are able to hold 
meaningful discussions and share a common understanding of their underlying goals and ideas. 
A CAE Framework that aims to aid in the achievement of this goal is presented in this paper. The 
CAE Framework uses elements of the CIMOSA architecture framework for enterprise 
integration and the Reference Model for Open Distributed Processing (RM-ODP). The 
experience gained whilst using these reference models to define a hybrid methodology for the 
definition, design and implementation of CAE systems is discussed. 

Keywords 

CAE System, Framework, Reference Model, Simultaneous Engineering 

1 INTRODUCTION 

The development of integrated information systems to support design and manufacturing 
activities, and hence satisfy company requirements, represents a major problem for system 
developers and users. The authors have recognised that an important task in the successful 
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computer support of simultaneous engineering is the identification of the enterprise 
requirements, i.e. where the Computer Aided Simultaneous Engineering System (CAE system) 
is going to be installed, what its functionality has to be ~dhow it is operated (Molina et al. 1995). 
Being able to recognise these needs enables the CAE system to be configured to a specifc 
manufacturing environment. Different aspects which have to be considered for the elicitation of 
requirements are: the manufacturing strategy, the activities that require support, flow of 
information, availability of resources, organization and responsibilities, etc. A key problem is to 
determine the method, or set of methods, to be used in order to capture all these aspects in a formal 
representation, and hence guide the development of an integrated information system. 

The IFAC/IFIP Task Force report on Architectures for Integrating Manufacturing Activities 
and Enterprises (Williams et al. 1993) found the following reference models suitable for the task 
of describing an integrated system, its life cycle and the methodology for its application: 
CIMOSA, GRAI-GIM and the Purdue Enterprise Reference Architecture. This Task Force aims 
to develop a Generic Enterprise Reference Architecture and Methodology (GERAM) on the basis 
of the above architectures (Bemus and Nemes 1994). Based on the concepts of reference models 
the authors argue that a framework or reference model is needed to design, develop and integrate 
CAE systems which effectively support Simultaneous Engineering. The CAE framework should 
assist the users and developers in the following three tasks: 

1. Identify the enterprise CAE system requirements for the support of simultaneous 
engineering i.e. functionality, information, resources, role in the organization, etc. 

2. Guide the design and implementation of the CAE system itself. 

3. Organize the people and establish the set of methods and tools to evolve the CAE system 
towards the desired level of integration and automation. 

This paper introduces a CAE framework which aims to address these issues by combining the 
use of two reference models: the Open System Architecture for Computer Integrated 
Manufacturing-CIMOSA (ESPRIT Project 688/5288) and the Reference Model for Open 
Distributed Processing, named RM-ODP (ISO/IEC JTCl/SC21/WG7 N 755). 

The paper is organized as follows, the next section describes in detail the issues involved in the 
definition of the CAE framework. The use of the CIMOSA model is presented in Section 3. 
Section 4 describes the utilization of the RM-ODP to defme what has been called the MOSES 
CAE Reference Model. A discussion about the importance of using reference models for the 
definition, design and implementation of CAE systems is offered in section 5. Finally 
conclusions are proffered on the authors' experiences in the use of reference models. 

2 A CAE FRAMEWORK FOR COMPUTER AIDED SIMULTANEOUS 
ENGINEERING SYSTEMS 

The rationale of the CAE Framework is based on the idea that a formal definition of enterprise 
requirements can be used as the driver for the selection of alternative CAE systems. The match 
between the particular needs of an enterprise against different available CAE systems can be 
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Figure 1 CAE Framework based on CIMOSA Requirements Definition Model and 
Reference Model for Open Distributed Processing (RM-ODP). 

329 

facilitated, if the CAE system concepts are represented in a reference model which allows the 
description of the CAE systems functionality and elements. This idea of using a model to define 
the enterprise requirements has been introduced by the authors in the MOSES research project in 
order to define the CAE framework. The use of a requirements model allows different enterprises 
to specify what functionality is required of a CAE system in order to support simultaneous 
engineering. To define the enterprise requirements in a formal manner, the authors decided to use 
the Requirements Definition Model of the CIMOSA architectural framework. The enterprise 
requirements are those needed to realize the design of products using simultaneous engineering 
principles. The main reason for this choice was that CIMOSA provides a set of methods to 
systematically develop the requirements model. 

The CAE Framework is therefore composed of two reference models (Figure 1 ): 

1. The CIMOSA Requirements Defmition Model 

2. The MOSES CAE Reference Model based on the Reference Model for Open Distributed 
Processing (RM-ODP) 

The Reference Model for Open Distributed Processing (RM-ODP) was used to define the 
MOSES CAE Reference Model (CAE-RM) in order to provide a multi-viewpoint representation 
of the MOSES CAE system concepts (Molina et al. 1994). The CAE-RM describes the 
functionality, configuration and technology necessary to satisfy the requirements specified by the 
CIMOSA Requirements Definition Model. 
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Figure 2 CIMOSA Partial Enterprise Requirements Definition Model. 

The CAE Framework is therefore an hybrid methodology based on the CIMOSA 
Requirements Defmitions Model and the multi-viewpoint MOSES CAE-RM based on 
RM-ODP. This CAE Framework aims to enable the identification of requirements for a CAE 
system, the provision of guide-lines for CAE system development and the organisation of 
methods and tools to evolve the CAE system towards the required level of integration and 
automation. 

3 THE USE OF CIMOSA IN THE CAE FRAMEWORK 

The CIMOSA Reference Model allows the construction of enterprise models. In order to build 
the CIMOSA Requirements Definition Model model the authors followed the CIMOSA 
modelling process which requires the enterprise model to be built in terms of four interrelated 
views: function, information, resources and organisation (Figure 2). By modelling the function 
view, the activities to design, produce and maintain products with consideration for the whole 
product life-cycle are identified. The model developed in this research only covers the activities 
relevant to the development of products using simultaneous engineering principles, and not all 
the activities in the enterprise. During the modelling of these activities the information required to 
realize these activities is determined. This information is modelled and captured in the 
information view by using information models. By combining the results of the information and 
function views the required capabilities for the CAE system to suppon simultaneous engineering, 
as a resource, can be defined. Thus, the CAE system capabilities form the resource view. The 
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organisation view models the responsibilities and authorities of the group of people who have 
influence over the elements defined in the function view, information view and resource view (in 
this case, the Simultaneous Engineering Team). This team is responsible for the realization of the 
concurrent design of products. 

Once the Partial CIMOSA Requirements Defmition Model was defined, this model was 
instantiated to specify the CAE system requirements for a particular enterprise. The CIMOSA 
model is therefore a driver for the definition of the functions required by a CAE system. The use 
of CIMOSA allows the creation of a more structured and flexible CAE Framework. These 
characteristics enable the framework to be based upon an available, acceptable and formal 
terminology and methodology; and perhaps a future standard. In addition, the model can be 
applied to a wide range of systems within the domain of information systems to support 
simultaneous engineering. The use of CIMOSA in the CAE Framework allows future CAE 
systems, developed based on the MOSES CAE-RM, to be easily integrated within the enterprise. 
This integration can be more easily achieved because the system requirements are clearly defined 
and may be used as the drivers for the development of the CAE system. 

The author's main reasons for chosing the CIMOSA reference model as part of the CAE 
Framework were: it is a well defined and documented reference model, it has a formal approach 
to system modelling, the CIMOSA concepts match the ones required for the definition of the 
CAE-RM at the enterprise view, it has the potential to become an international standard 

4 THE USE OF RM-ODP IN THE CAE FRAMEWORK 

Once all the enterprise requirements for the computer support of simultaneous engineering have 
been identified and defined using CIMOSA, the context for the development of the CAE system, 
based on the MOSES CAE Reference Model (CAE-RM), is set. The aim of the CAE-RM is to 
provide a description of a CAE system and its functionality that matches and satisfies those 
requirements, and then to guide the development of the CAE system itself. On this basis, the 
design, configuration and implementation of the CAE system can be undertaken by selecting the 
system elements, defined in the CAE-RM, which are important for that particular manufacturing 
environment such as: information models (e.g. Product and Manufacturing Models), decision 
support environments (e.g. applications for Design for Function, Design for Manufacture, etc.), 
and the adequate integration infrastructure (i.e. information system architecture). 

The CAE-RM is based on the RM-ODP (ISO/IEC JTC1/SC21/WG7 N 755), which is a five 
level model intended to represent open distributed systems. To achieve this, the following five 
levels have been defined: Enterprise, Information, Computation, Engineering, and Technology. 
Although the RM-ODP allows the thorough description of a CAE system from different views, 
the MOSES research focused primarily in defining the first three viewpoints i.e. Enterprise, 
Information and Computation (Figure 3). 

The purpose of using the CAE-RM is to model a real system, whether existing or planned. The 
enterprise may have requirements which are difficult to realise. Any gap between what can be 
achieved by the system and what is desired will be highlighted by a disparity in the mapping 
between the CIMOSA Enterprise Requirements Definition Model and the Enterprise viewpoint 
of the CAE-RM. 
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In the MOSES CAE Reference Model the Enterprise Viewpoint is described using IDEFO 
activity diagrams (I CAM 1980}. The IDEFO model describes the purpose of the CAE system, i.e. 
support the enterprise activities undertaken by the simultaneous engineering team. The 
Enterprise Viewpoint of the CAE-RM allows the establishment of a relationship between the 
CIMOSA Requirements Definition Model and the CAE-RM. This relationship is created 
between an enterprise activity defined in the CIMOSA model and an activity defined in the 
IDEFO model of the Enterprise Viewpoint. Each enterprise activity is defined in terms of inputs 
and outputs. The CIMOSA resource inputs define the capabilities that are required from a 
resource in order to perform certain activities. Thus the specific CAE system capabilities which 
are needed to realize certain enterprise activities are defined and from this definition the CAE 
system requirements are derived. The IDEFO activity diagrams of the Enterprise Viewpoint 
describe the functions of the system which can satisfy the enterprise requirements, and therefore 
the CIMOSA enterprise activities which can be supported. 

The information flows, together with information structures, are represented at the 
Information Viewpoint. In the CAE-RM this viewpoint is defmed via a combination of IDEFO 
models and EXPRESS (ISO 10303-11). This combination of models allows the description of 
the information flows together with the structure of the information elements, their relationships 
and relevant attributes. 

The description of the Computational Viewpoint is based on the Booch Methodology (Booch 
1991 ). This methodology seems to fulfil the requirements needed to describe this view, i.e. define 

all the computational objects within the CAE system, the activities that occur within those objects 



The development of Computer Aided Engineering Systems 333 

and the interactions among the objects. The MOSES CAE system comprises the following 
objects: lnfonnation Models, Design for Function Environment, Design for Manufacture 
Environment, Engineering Moderator, and Manufacturing Infonnation Generation 
Environment. These objects are required to design and implement MOSES type CAE systems as 
object oriented infonnation systems with the characteristics of being modular, flexible and open. 

The Engineering Viewpoint focuses on the infrastructure required to support distribution. This 
view enables the specification of the processing, storage and communication functions required 
to implement the system. This viewpoint, in our case, is supported by defining an Integration 
Environment which supports remote procedure call functions. The CIMOSA integrated 
infrastructure can be used as the basis for the defmition of this viewpoint in order to enable the 
integration of the MOSES CAE System with other CIMOSA based systems. Finally, the 
Technological Viewpoint focuses on the selection of the necessary technology to support the 
system. In this research the object oriented database DEC Object/DB and the object oriented 
programming language C++ are being used. 

5 DISCUSSION ON THE USE OF REFERENCE MODELS 

Increasing the levels of automation in information systems for the support of design and 
manufacturing activities is a key issue that must be tackled jointly by users and developers. These 
information systems should provide decision support and offer significant advantages for the 
improvement of product development activities. The systems are intended to assist human 
decision makers exercise judgement. A consequence of this is that the complexity of data, 
information and knowledge that must be modelled and used by a CAE system increases 
dramatically. The management of this complexity is an onerous task, and tools and 
methodologies to help support system development are essential if the current pace of system 
evolution is to be maintained or improved. 

The authors' experience in developing a computer system to support simultaneous engineering 
activities has allowed them to recognise two key issues in integrated system development: the 
importance of identifying the real enterprise requirements for information system support, and 
the need to design and implement systems which are easily configured, standardized and 
integrated. These issues have been addressed in the MOSES research project by using the CAE 
framework in order to achieve the required system configuration and by considering the 
particular requirements of each company involved in the MOSES project. Different 
configurations of the MOSES CAE system have been developed to tackle the specific problems 
faced by each of the industrial collaborators. 

The CAE Framework allows assessment of the ways in which a particular CAE system, 
developed based on the CAE-RM, could provide support to different CIMOSA enterprise 
requirements models which each represent the needs of a particular firm. The Partial CIMOSA 
Enterprise Requirements Definition Model, developed in this research, can be instantiated to 
represent the requirements of a company and then the functionality of the MOSES CAE-RM is 
matched to this model in order to establish the important link between requirements to be 
satisfied, and the functions provided in the system to satisfy them. This approach has proven to be 
successful in the case studies carried out to date. 
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6 CONCLUSIONS 

The combined use ofCIMOSA and RM-ODP in the CAE Framework has enabled the support of 
two tasks: identification of requirements for CAE systems in an enterprise, and the introduction 
of guide-lines for CAE system design and development. However, the organization and 
management of the timely incorporation of people, methods and tools to evolve the CAE system 
environment towards the concept of an integrated enterprise requires further research. 
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Technical Committees throughout the feasibility study. A funher major interest has been support 
for academic development under the aegis of the ODA and UN, with assignments in Brazil, Hong 
Kong, India, Mexico, Singapore, Sri Lanka and Turkey. 
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Abstract 
The paper presents the relation between balanced system specification by a formal or informal 
documentation. The text is a technical description of experienced variants, rather than pretentious 
ad vices on this topics. We claim that the advent of the object-oriented approach, combined with a 
mix, formal and informal documentation, in the context of automation, represents a possible solu­
tion for either the easiness of knowledge transfer, the use of advanced tools for the system design, 
or a rapid adaptation from large size enterprises to small ones because of the modularity and 
reuse. Our report focuses first, on existing techniques, object-oriented methodologies, and second, 
on lessons learned and retained with respect to the system documentation. 

Keywords 
Models, formalism, documentation, object-oriented, design methods, experiences 

1 INTRODUCTION 

The design of complex systems is one of the most difficult human endeavour, and sometimes it is 
difficult to directly transfer experiences from a country to another, and even from an enterprise to 
another. Even further, human experience differs from a small to a medium, or large size enter­
prise. And the financial support also differs. 

On the other hand, the automation of industrial processes or the system design seems to be a 
right way to enhance the productivity, the quality of service, and the correctness of industrial sys­
tems. CAD/CAM systems are the best example of this approach. Also, in the area of telecommu­
nication systems, the automation is inevitable because of increasing tasks and their complexity for 
a human operator. Automation is almost always accompanied by standards and formalisms for the 
system representation. Formal specification requires staff with high level abilities which is not 
possible in all kind of enterprise because of expenses engendered. How to marry our needs with 
the resources we have, in the context of a continuous evolution of concepts, technologies, and 
approaches? 
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Concept evolution versus industrial needs 
The marriage between the field of computer science (CS) and information system (IS) creates a 
lot of contradictions regarding fundamental concept definitions. The advent of the object-oriented 
(00) approach having the object as a basic paradigm has generated the proposal of many 00 
methodologies. We consider that an inadequate formalization of basic constructs reflects that the 
progress is not finished. Consequently, designers of manufacturing systems need continuously to 
make trade-offs between the requirements resulting from the mismatch of conceptual evolutions 
and the industrial reality. 

Since formal specification is a necessary condition for automation in the area of distributed 
communications systems (DCSs), we concentrate in this paper on our experience in using formal 
and informal specifications for the system description into the object-oriented (00) approach. We 
report our experience with respect to the specification of such complex systems. Relevant tech­
niques and methods are briefly presented. Finally, we claim that a certain trade-off between for­
mal versus informal specification must be adopted because the costs spent to re-convert the 
personnel by training, the time required for a real expertise to be achieved, and system implemen­
tations become important. 

Experience framework 
The present reported experience has been achieved as members of the project IGLOO (Ingenierie 
du Genie Logiciel Oriente Objet) which is an ongoing research collaboration between the Com­
puter Research Institute of Montreal, three universities, and six industries. While most research in 
the past has been done in relation with object-oriented programming in the context of sequential 
programming languages, the objective of the IGLOO research project (IGLOO, 1992) is to 
advance the state of the art in the earlier stages of the development cycle, related to requirements 
analysis and specification development. Special attention is given to the modeling of active 
objects' behaviors and concurrence, aspects that are important for the specification of reactive 
systems and real-time applications. 

Paper outline 
The remainder of this paper covers several aspects as following. In Section 2 we consider major 
paradigms of the system development such as automation, formalism, and 00 approach. Section 
3 reports our experience with respect to several 00 methodologies and formal modelling tech­
niques used by them. Finally, Section 4 contains what we have learned and what we recommend 
with respect to the system documentation. 

2 AUTOMATION PREMISES 

2.1 Management automation, a fashion? 

Usually, the DC~ management is manually accomplished by a human operator at a management 
centre (for the case of the centralized management), or by many operators using their own man­
agement stations (for the case of a distributed platform). Evolutionary changes, usually called 
dynamic reconfiguration, can be automatically applied in response to failures (sometimes, for 
unexpected events), to on demand events (changes desired by the human operator, or by system 
components), or by prevention (in order to avoid undesired situations, or to prevent a rapid degra-
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dation). Methods using predictive mechanisms must be implemented in order to avoid bottle­
necks, and to adapt parameters' values. 

Coping with these aspects, the automatic management consists of three major tasks namely, (i) 
the acquisition and the representation of data with respect to the state of the system, (ii) the inter­
pretation of these data having as results appropriate decisions of distributed computing systems 
(DCSs) state changes, and (iii) the application of these decisions (reconfiguration) and the evalua­
tion of the quality of reconfiguration. 

Many studies have identified the automatic management paradigm as having a major impor­
tance in DCSs, coping with the complexity and the diversity of several management aspects such 
as management architectures, data updating teclmiques, reasoning policies, reconfiguration tech­
niques, as well as methods to evaluate the need and the quality of reconfiguration (Race, 
1991)(Stalling, 1993)(Bapat, 1994). 

2.2 Formalism, a need? 

In the last decade, more and more authors emphasize the major role of the formalism in software 
development. Some consider that a correct specification is formal (Kilov, 1994). Coleman argues 
that if formal notations were incorporated into object-oriented methods, then we could expect 
coherent models, rigorous object-oriented methods, and CASE tools which can check the seman­
tic of models (PANEL, 1991). 

There are four significant formal approaches for the DCS's specification namely, modular con­
figuration languages, formal description techniques, axiomatic languages, and object-oriented 
concepts. The standardization organizations have adopted so-called formal description techniques 
(e.g., LOTOS, Estelle, SDL) for the description of OSI protocols and services, each of them hav­
ing certain advantages. The axiomatic languages (Z, Object-Z) are extensively analyzed in (Step­
ney, 1992). The object-oriented approach is a new modelling approach where entities's services 
are presented into so called «object interfaces».This approach is taken for the information archi­
tecture by the international organizations of standardization. 

2.3 00 approach, a mode? 

Current object-oriented (00) software teclmiques based on the fundamental paradigm of object 
have been extensively presented in (Snyder, 1993)(Bochmann et al, 1994). The 00 approach 
must cope with the complexity of DCSs and solve different aspects related to 1) cooperating/ 
coordinated/communicating systems, (2) reactivelinteractivelrejlective systems, (3) centralized/ 
distributed systems, and (4) deterministic/nondeterministic systems. In using 00 concepts for 
DCSs, we distinguish two distinct goals namely, (1) the structural and functional 00 models, and 
(2) the management 00 model. 

Each software or hardware DCS entity is modelled as an object which encapsulates data as 
attribute values and the behavior as methods implementing its own services (operations). Objects 
communicate via messages with other objects, which means that an object requests to another 
object to execute one or several of its own operations. 

3 EXPERIENCED METHODS 

We describe here several experienced solutions with respect to existing 00 methodologies, fre­
quently used formalisms, and documentation of complex systems. 
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3.1 Existing 00 methodologies 

Since detailed comparative studies have been presented in the last three years, we only illustrate 
major specific features of the most used object-oriented methodologies. 

• Shlaer-Mellor's method. In this method (Shlaer and Mellor, 1988, 1992) objects are involved 
in relationships and constructions (subtypes/supertypes or associative objects). The behavioral 
view is concerned with the Object Communication Model (OCM). Each class is given a state dia­
gram which describes its life-cycle (state model). State models are expressed in state-transition 
diagrams (Moore model) and tables. The dynamics of relationships captured by state-transition 
models, relationships without life-cycles, concurrency, and monitors must be analyzed. Action 
data flow diagrams (ADFDs) depict the Process Model. 

• Wirfs-Brock et al's method. 'Ibis method covers both the analysis and design phases, since no 
structured input is required (Wirfs et al, 1990). The analysis phase refers to factoring common 
responsibilities in order to build class hierarchies, streamlining the collaboration between objects 
by nesting same encapsulation levels or by creating subsystems. The design phase consists of the 
definitive collaboration establishing, based on interaction of kind of client/server paradigm. 

• Coleman et al's Fusion method. The analysis phase of the Fusion methodology separate the 
behavior of a system into a user perspective (Coleman et al, 1994). The analysis captures different 
aspects within two models namely, Object Model which defines the static structure of the infor­
mation, and Interface Model which specifies the input and output of the system. A System Object 
Model is derived from the Object Model as a subset of objects relating to the system to be built. 

• Booch's method. Specification is build within two logical models (Class, Objects), and two 
physical models (Module, Process) each of them having in tum a static or dynamic semantic. 'Ibis 
permits to separate independent types of analysis and design (Booch, 1994). Statics refers to indi­
vidual objects and the relationships between classes and modules, while events occurring dynam­
ically can be expressed for classes in the State Transitions Diagrams and for objects in Scenario 
Diagrams. The inter-object behavior is set out in the object scenario diagrams. 

• Rumbaugh et al's OMT method. The methodology uses three kinds of models to describe a 
system (Rumbaugh et al, 1991). The Object Model defines the objects in the system and their rela­
tionships, while object interactions are specified in the Dynamic Model. Data transformations are 
represented in the Functional Model. Rumbaugh's OMT uses three techniques namely, Object 
Diagrams for the Object Modeling into a data-perspective, Hare! 's Statecharts for the Dynamic 
Model into a behavioral perspective, and Data Flow Diagrams in the Functional Model. 

3.2 Formal modeling techniques used by methodologies 

Several modeling techniques used in software design methods have been experimented and ana­
lyzed. Some of them are recommended by the previous 00 developing methodologies. 

• The entity-relationship (EIR) approach is a widely accepted technique for data modeling 
(Chen, 1976). Many 00 methods apply the E/R model for identifying objects and their relation­
ships. We consider that this model can be used to easily separate objects (subsystems) from their 
environments and to discriminate between system internal relations and system-environment rela­
tions. A dialect called Object Diagrams is frequently used by different 00 methodologies. 
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• The FSM model is a well-known model for describing synchronous sequential machines 
(Gill, 1962). The model explicitly represents the entire state space. The Communicating Finite 
State Machines (CFSMs) could be used for describing cooperations. 

• Petri Nets (PNs) is more general than FSMs. A Petri Net of cooperating objects formally 
models the information flow. The PNs (Peterson, 1977) allows to hierarchically model a system, 
both the hardware aspects (control units), and the software ones (resource allocation, deadlock, 
process coordination, etc.). 

• Statecharts additionally permits timed transitions and nested states (Hare!, 1987). Statecharts 
diagram is an adapted tool to describe the behavior for one object since they could accommodate 
temporal aspects and the state evolution. 

• Objectcharts combine an extension of Statecharts with object-oriented analysis and design 
techniques (Coleman, 1992). Objects have a trace formalization of their behavior, that is, a set of 

. service requests as a triple (a, s, b) where sis the service between the service required (a) and the 
service provider (b). There is no type definition, but a class is defined as a template for objects 
belonging to it. Object relations are described in a configuration diagram. 

• Message Sequence Charts refer to the systems specifications with respect to the behavior. 
Z.120 by WPX/3 (Ccitt, 1993) has standardized MSCs that correspond to information flow dia­
grams.The object behavior is represented by state transition graphs, whereas block interactions 
by interaction diagrams accompanied by structured English text. 

• Traces are a technique invented by Parnas and Bartussek (1978). An object's externally 
observable behavior is completely defined if its output values are defined for any trace. We expe­
rienced that traces are useful to build scenarios at the border between a system and its environ­
ment (Bochmann, 1994). 

• Temporal logic (Pnueli, 1977) is suitable for specifying properties on each level of abstrac­
tion (requirements), for formal reasoning, and verification Different non-traditional temporal 
logic have been proposed, in order to produce precise and complete formal specifications and to 
improve the understanding. Our experience demonstrates that temporal logic is a useful tool for 
specifying interactions between objects (subsystems). However, the link of specification with the 
implementation is more difficult to be established. 

4 WHAT HAVE WE LEARNED? 

4.1 Development process 

Object-oriented computing is a developmental approach which encompasses a number of con­
cepts whose goal is to produce in a relatively short time software which is more reliable and easier 
to maintain. It covers all the steps of software development, from analysis to programming. An 
important feature of a such development approach is that the analysis, design and implementation 
phases adopt a similar model. The approach permits to model system structures which consists of 
objects and their relationships, the dynamics of systems (behavioral interaction among these 
objects), and to impose rules of cooperations (assumptions on invariants, preconditions, or post­
conditions). Software development tasks are distributed in models corresponding to the appropri­
ate phases. At the analysis phase the analysis model prescribes what is the system and its 
environment The design model adds to the analysis model aspects defining how the system oper­
ations are performed by object behaviors or inter-objects behaviors. Since machines commonly 
recognize only programming languages, the design model is converted into an implementation 
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model. Consequently, the generality of concepts across software development cycle is embedded 
into a particular and restrictive model expressed in a formal code (language primitive) and in an 
informal (structured or non-structured) English text. Ideally, similar to the 00 model, an unified 
and runable specification is desired, in order to avoid the manual transition between the design 
model and the implementation model. By experience, an 00 design model does not fit well into a 
non-00 implementation model. But, and this is a thorny aspect, even into an 00 language this 
translation is not easy and, more important, it is difficult to re-trace all correspondences between 
these two models. The problem could be solved across well identified translation relations which 
we briefly represent in Figure I. The programer performs an horizontal translation from informal 
specification to formal specification according to the power of the implementation language and 
its experience (at least for the structured English text). Non-structured text is hopefully formal­
ized by code components connections. The remainder is classified as code annotations. We 
remark that this translation is language-dependent and programer-dependent. 

phase fonnal 00 specification informal specification 

design 00-FDTs, Object-Z structured English 
specification . non-structured English -implementation 
specification 

c++, Smalltalk, Eiffel code textual annotations 

Figure 1 Horiwntal translation between fonnal and infonnal specification 

4.2 System documentation 

For a good specification, the programmer plays an important role. First, there are two programmer 
classes namely, which easily use fonnal description techniques and which do not. Commonly, 
actual software documentation has a formal part and an informal part at any level of the develop­
ment cycle. Second, part of the design informal documentation could be formalized by means of 
programming languages, while part of design infonnal documentation is identified as either a 
structured or non-structured English text in the implementation documentation (program annota­
tions). We mention that the formal and infonnal parts at the analysis/design level are not exactly 
the same with respect to those at the implementation level. The balance is influenced by many 
objective( o) or subjective( s) factors. 

Among these factors there are (1) the magnitude of modeled systems (o), (2) the methods cho­
sen for the description of object-oriented models (o), (3) the power of expression offered by the 
used description techniques (o I s), (4) the kind of programming language (o), and (5) the ability 
of the programmer (o I s). Establishing itself these criteria and their nature is an objective or/and 
subjective decisions: 

(1) Criteria for the magnitude depend on the real systems versus a particular specification 
method, i.e. PNs, FSMs, Traces, Objectcharts are suitable for different sizes of applications; 

(2) Despite of some authors claim of generality, an object-oriented method is better for a partic­
ular type of systems than others; 

(3) Here are some examples of the formalism expressiveness: the PNs fonnalism offers the 
possibility to describe the concurrence, while the language Z does not; 
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(4) Only with respect to the inheritance we present two criteria: (a) some programming lan­
guages allows the multiple inheritance (C++), while other do not (Smalltalk), and (b) commonly 
all 00 programming languages offer the possibility of monotonic inheritance, however, Eiffel 
permits to specify the selective inheritance. 

(5) The programmer is an important player. Its experience, ability with a particular method, 
language, or techniques can effectively improve the quality of the implementation documentation. 

In Figure 2, we present possible translations between non-structured English, structured 
English or formal specification across the analysis, design and implementation phases. We recom­
mend that at each development phase these three parts of the documentation co-exist. 

Transitions between software development phases must be carefully documented, especially 
when the specification forms are translated (for example, cases B and C). Thus, activities attached 
to each arrow must be precised into an additional documentation. 

analysis documentation 
informal formal 

[~~~~~~--l~~Tii~:::Jt::::::::::::::::::::: .. ::-······················ 

, non- i structured 

~~~~-;: .... .!English 

i non- i structured ii 
! structured ! English !! 
L~.n-~1~~---·····.J ..................... ; ~--················· .......................... . 

Figure 2 Documentation between phases of development lifecycle 

documentation 
of translations 

For example, particular procedures describe the A case (from formal to forma[) when one passes 
from analysis to design in the Shlaer-Mellor's method. The authors prescribe transformations 
rules as procedures for producing architectural objects (from the analysis to design) in the form of 
specialized class diagrams and class structure charts. From the design to the implementation mul­
tiple transformations could be performed, depending on the programmer or on the programming 
language. In the same method, for example, modules of the archetype class structure charts are 
expressed as archetype code (code templates) in the chosen implementation language. These tern-
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plates can be filled out from the specialized class structure charts. As presented in Figure 2, this 
filling is not easy because of various translations (either explicitly or implicitly) when one transits 
from a development phase to another. 

Many structured English texts can be inserted in algorithms (case B). Sometimes this insertion 
is a part of an implemented method. Sometimes it is together with formal specification, leading 
the identification of translation more difficult (example, IF <structured English text I formal spec­
ification> THEN <structured English text I formal specification>, ELSE <structured English text I 
formal specification>). Nevertheless, all it is the program code, but we can distinguish these two 
forms. Otherwise, part of these structured English texts could be informal annotations of the code. 
We experienced that it is recommended that the implementation documentation records the rea­
sons of such distinctions. A later interpretation of these documentations could open ways for 
future adaptations or facilitate them. 

Even further, it is possible that a non-structured English text semantics has its formal represen­
tation in the code (case C). Usually, is the programmer which must update the implementation 
documentation showing unambiguously where, how, and why this approach is used. Commonly, 
such of situations appear if either there is a superposition between the informal text ahd the formal 
specification (implicitly), or the programmer has identified programming language features which 
can express informal assumptions. Usually, an implementation from a formal specification could 
contain annotations in structured English derived from those design specifications which are not 
directly translated into a programming code. Since this derivation is possible, the reverse is not 
true because first, one could have many derivations, and second, it is difficult to directly isolate 
within the code a part which is not explicitly indicated by the programmer. Moreover, existing 
non-structured English text in the design documentation could be textually represented in the 
implementation documentation in order to ameliorate the implementation comprehension. For 
example, an Object-Z specification could contain English explanations. 

4.3 What have we retained? 

An ideal solution is not possible, and compromises are inevitable. The best issue is to choose the 
right level of abstraction in order to easily formalize both the system and its environment. This 
formalization makes possible the matching between models and their implementations, and facil­
itates the evolution of the systems by the reuse promotion. An assertional or axiomatic formaliza­
tion (rules or axioms) facilitates the traceability of development assumptions across the 
development models, while an operational formalization (state sequences, algorithms) does not in 
the communicating systems. The drawback is that the former are recommended for small and 
middle systems, while the latter are specific for large systems. A trade-off is the best solution in 
order to get advantages from both two forms of formalization. 

Evidently, we cannot formalize all. Our opinion is we must first distinguish between critical 
aspects which will be formalized, from the non-critical aspects, which could be informally done. 
A structured English for the latter help us to easily understand the code and to make updates with­
out disturbing in an unexpected way the contract between system and its environment. 
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Abstract 
A formalism for an extended Condition/Event Petri Net, PFS/MFG (Production Flow 
Schema/Mark Flow Graph) is introduced in this work. The algebraic relations provided can be 
used in behavior and structural property analysis of discrete systems modeled in this technique. 
Behavior analysis is based on a simulator which specifications and some algorithms are 
presented here. The resulting net can be applied to the design, modeling and evaluation of 
configurations in Factory Automation as well as to discrete shop floor control. Briefly, we 
describe a realistic application of the revised PFS/MFG net in a medium size printers factory. 

Keywords 
Factory automation, manufacturing systems, discrete event dynamic systems, Petri Net, 
Production Flow Schema, Mark Flow Graph 

1 INTRODUCTION 

A Petri Net (PN) (for example: Reisig, 1985) is a graph representation composed of two 
classes of elements, normally associated with static and dynamic aspects of a system, 
respectively. Suitable target systems generally are non deterministic discrete event systems. 
Concepts such as concurrence, parallelism and synchronism are the basis over which the real 
model are depicted. The graphic presentation works as a design tool and plays a visual­
communication role similar to flow charts, block diagrams and networks (Murata, 1989). 
Thus, a PN representation of a system can be used as a design schema as well as a supervising 

• This work is part of the research activities of the Flexsys-Esprit 76101, UE. 
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framework, or feedback control (including the verification of correctness where PN supports 
simulation algorithms). 

The formal interaction between abstract specification and practical implementation 
makes the modeling and analysis of production systems using PN an important contribution to 
the formalization of the design process in engineering. However, the modeling of large and 
complex1 systems in PN raises some difficulties. The problem will be even worse if we try to 
analyze structural properties such as invariants, synchronic distance, etc. One solution for this 
problem would be to search for a more synthetic representation based on the definition of high 
level and extended nets. A successful approach in discrete manufacturing systems is the MFG 
(Mark Flow Graph), which include compounded elements (for example: Hasegawa, 1987). In a 
MFG, each element called box can represent a single element or a "static composed element", 
that is, a subnet. Thus specific ways to store items, such as FIFO, LIFO, etc., can be 
represented. Assembling and disassembling processes (which affects only the item flow) can be 
also abstracted by a box. 

Another view of the same problem argue that the modeling difficulties derive from the 
inexistence of a more structured design methodology. An hierarchical approach, called 
PFS!MFG (Production Flow Schema/MFG) was developed by Miyagi, 1988, based on 
Condition-Event PN (CIE nets) and including abstract elements called activities. Activities 
stand also for an entire sub-net and introduce the concept of "dynamic composed element". 
The duality ofPN is then restored. In this approach, each activity can be substituted by a sub­
net starting and ending with an event, while a box can be substituted by a subnet starting and 
ending with conditions 2. 

In the present work we discuss the algebraic representation of PFS!MFG briefly 
referring to its structural properties. Reachability con~itions will take a more important role 
when we discuss the specifications of an object-oriented simulator now being developed. To 
enrich the presentation we will show an application example based on a real medium size 
company that produces printers. The application is concerned with the analysis of the item flow 
in the factory in order to automate the transport system. The analysis was based on a software 
tool called AIPUSP (Intelligent Environment to the Design of Production Systems) which first 
version was presented in (Lucena, 1989) and refined since then until the new object-oriented 
model showed here. 
Before discuss the structural analysis we will present some basic definitions and notations. 

2 BACKGROUND DEFINITIONS 

In this section we will introduce the basic notation that will be used in this work regarding CIE 
nets and its derivations. 

1The concept of large and complex are quite imprecise since there is not a formal definition of "large system". 
We risk a heuristic concept of "large and complex" (based on the experience with Petri Nets Design) as a system 
with more than 40 conditions and more then 40 events, and where the respective incidence matrix is not sparse. 
2we are in fact admiting the existence of two kind of subnets: those which are ressamble active elements - as 
milling machines or any kind of transformation of material - and pasive subnets like assembly process or 
storing, where no transformation is performed. 
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[Def 2.1] A CIE net N is a triple, N = (B,E,F), where: 
i. B and E are disjoint sets; 
ii. Fr;;;,(BxE)u(ExB) is a binary flow relation inN; 
iii. A subset c r;;;, B is called a case. 
1v. If e E E and c r;;;, B, e is enabled by c iff •e r;;;, c 1\ e• n c =0. 

A function M:B -iN is called a marking. A marked CIE net <N,M0>, is a CIE net N 
with an initial marking M0. 

Generally, we define the enabling vector as the mapping o : E ~ { 0, I}, indicating 
which events are currently enabled. 
If e E E is enabled at a marking M, then e may be fired yielding a new marking M' given by the 
equation: 

M'=M+ATo ( 2.1} 

for V c E B, M[ e> M' denote that M is reachable from M by firing the event e. 

The incidence matrix A=[aij] is an nxm matrix of integers {-1,0,1} given by: aij =a/­
a;_F where, a/ is the arc from event ito its output box (post-condition) j, and aij- is the arc 
from the input box} to event i. 

A finite sequence of transitions o={e1,e2, ••• en} is a finite firing sequence of <N,M0> iff 
there exist a sequence: M0[e1>M1[e2> ... [en>Mn such that, for Vi, 1991, M;.1[e>M;. It's said 
that the markingMn is reachable fromM0 by firing sequence o, i.e., M0[o>Mn. 

CIE nets are very useful in the analysis of the qualitative behavior of discrete systems. 
The drawback in applying this technique to the modeling and analysis of manufacturing 
systems is its expressiveness, principaly when a big number of conditions is involved. 
Unfortunately, modeling real systems frequently implies in the representation of a great number 
of conditions and leads to complex net structures. This is the principal reason to study 
extensions to the basic formalism even when they are amenable only to some specific 
application domains such as manufacturing systems. 

MFG is one PN extensions attached to the modeling of discrete manufacturing systems. 
The main idea was to base the design of factory systems in suitable macro-elements such as 
assembling stations, intermediary buffers, etc. When dynamic parts are not important in the 
modeling, assembling stations and storage mechanisms can be considered static elements and 
reduced to conditions such as "if a number of pieces k is ready then a product is assembled". 

PFS, on the other hand is a representation of the specifications (or design) in a top­
down refinement methodology. It introduces abstract elements which are supposed to be filled 
later with a proper detailed version. The final result would be a MFG, and that is the reason the 
whole methodology is called PFS/MFG. However the abstract model (PFS) and the final 
representation of the system (MFG) are kept apart, that is, the designer should make a PFS 
representation first and then refine it until it reaches a MFG form. Also, the verification of the 
model (by simulation for instance) could be done only when the MFG form is reached. 

Following we resume a revision of PFS/MFG to unify the abstract representation of 
PFS and the macro-objects in MFG by interpreting it as a bipartite graph where the nodes 
belong to two different classes ofsub-graphs (similarly to the conventional PN). 
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2.1 PFS/MFG Basic Elements 

A PFSIMFG would be defined as a triple (B,A, G), where B and A are disjoint sets of 
composed elements called boxes and activities respectively. Each element in B or A is 
represented by an object characterized by a set of attributes. For simplicity let us consider that 
a generic class box can be characterized by box:: <#name,#mark>, where #mark is a boolean 
variable to indicate when a box is marked. A condition, such as in conventional CIE net is an 
object instance of the class box. 

In PFSIMFG there is also the following sub-classes of the class box: {time_ box, 
capacity_box} where, time_box ::<box I estimated_time>, that is, it inherits all the attributes 
of box and have an extra parameter with the estimated time to enable the firing. Similarly 
capacity_ box :: <box I capacity> where capacity is the maximum number of marks it could 
accept. There are also other sub-classes for capacity_ box defined as: static_ subnet :: 
<capacity_box I #io_relation, #pt_subnet> where, (to be consistent with the original net) we 
would call distributed_box to an object of the class static-subnet that has io _relation=(! : n) 
and assembling_ box to one with io _relation=(n : 1 ). The attribute #pt _ subnet is a pointer to a 
static subnet. We could also go further, defining elements with other io _relation values but 
what we have done so far is enough to establish the relationship between conceptual elements 
and extended ones. 

The classs activity would be defined as the aggregate: activity :: <#name> with sub­
classes: 

single_activity ::<#name, #list_of_con> and 
compound_ activity::< activity I & {[2, single_activity],[I,time_box]}> 

where, the last definition includes a part-of aggregation (Embley, 1992), 

Similarly to conventional nets, the G elements (gates) are relations defined in the set (B 
xA) u (AxB) and will not be represented as another class of objects. However we can classifY 
G-elements as: {$flux, $int_gate, $ext _gate} acoording to the following criteria: for a generic 
flux relation g=(a,b ), g will be a single flux relation ifthere is no persistent marked element in 
the pair (a, b). If a orb has a persistent mark, then the relation will be an internal or external 
gate if the element with the persistent mark belongs or not to the system (it is not a pseudo­
box) respectively. Then, an "external condition" is a rule that is not part of the system in the 
sense that its satisfaction is not under its control. Reset buttons, power switches, quality 
assurance, and other anthropomorphic control actuators are examples of "external conditions". 
Internal and external gates can still be classified as enabling or disabling according to whether 
they can enable an activity when it is marked or when it is unmarked. 

We can define our extended net as a bipartite graph, similarly to conventional CIE nets. 
Activities will play the role of dynamic elements and boxes the static counterpart. 
Conventionally, activities will start and end with input and output events, while macro boxes 
will start and end with input and output conditions respectively. Both can stand for sub-graphs. 
This full complementary relationship between our definitions and those of conventional PN 
make it possible to mix abstraction levels in the same representation, that is, composed 
elements such as macro boxes or activities can be connected to single conditions and events. 
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A nonnal flux relation can be compared with internal and external gates. An external 
gate is a flux relation between an element within the component or object being considered and 
another one outside the component. We associate the source (destination) of the relation as a 
pseudo-condition, in the sense that it will appear to the component as an unique condition 
which could not be explicitly represented with its base set of conditions. For instance, if we 
consider a manufacturing cell controlled by a central station, a control sign sent to a NC­
machine in a cell would be represented by an external gate in the sense that the rationale of the 
sign is in the control algorithm located in the station. If the design (model) should be modular 
the machine cell should not be concerned with the functionality of the controller. An enabling 
external condition can then be interpreted as a relation between an external pre-condition and a 
dynamic element in the component. On the other hand, a disabling external condition would 
stand for a relation between a dynamic element in the component and an external post­
condition. 

The definition of enabling activity is exactly the same as in [Def 2.J.iv], except by the 
requirement to verify the local time. Thus, an activity with estimated time t will be enabled if 
when its local time is zero (an activity has local time zero if it is not operating) all its pre 
conditions and input macro boxes have at least one mark, and all its post-conditions and output 
macro boxes have at least an empty space by that time. When thw firing occurs, the time box 
will retain the mark, the local time will start counting and the process represented by that 
activity will be unavailable. If the post-condition is not enabled when the estimated time is 
reached the activity would hold the mark. Thus t is in fact a lown bound. 

In the next sub-section a state equation for this firing process will be proposed. 

2.2 PFS/MFG State Equation 

As we have seen in eq. (2.1), a new state in a conventional CIE net depends linearly from the 
previous events and from the events currently enabled. We can show that in PFSIMFG the 
state equation is similar to the conventional if we follow the definitions above. Actually, we 
intend to show that PFSIMFG preserves most of the formalism and properties of PN and also 
improves its expressiveness. 

First of all we will establish that the incidence matrix will be built including all the 
pseudo-conditions and consequently all the gates will be normally included. Since pseudo­
conditions have a persistent marking it is imperative that the marks be restored in the firing 
process. A term l!..Tak replaces the marks for a given enabling vector. Thus modified state 
equation is, Mk+1 = Mk +(AT- A1)ak where, A is the new incidence matrix and ak is the 
enabling vector in a state of M~c- The matrix A has the same order that the incidence matrix and 
is given by: [ 0 n 1 where, n is the sub matrix of the pseudo-conditions and 0 is a matrix 
(n-1) x (m-k) composed of zeros if the order ofll is(/ x k). 

As an example, let us take the PFS/MFG of Fig. I, which incidence matrix (each 
column describe the link relations to each passive element in the order of the indexes in the 
net) and A matrix (we prefer to keep this term - sub matrix of the pseudo-conditions -
separately from the incidence matrix because matrix A has all the property relations of the net, 
what will be used to evaluate properties as well as the firing vector) are: 
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( pc1[8J ) 
extemaf--,_, 

..--M-1>( 

Figure 1 A PFS/MFG example. 

0 0 0 -1 0 0 0 0 0 0 0 0 0 

-1 0 0 0 -1 0 0 0 0 0 0 -1 0 

0 -1 0 0 0 0 0 0 0 0 0 0 0 
A= A= 

-1 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 -1 I 0 0 0 0 0 0 0 0 

0 0 0 -1 0 0 0 0 0 0 0 0 0 

A Direct Algorithm to Evaluate the Enabled States 
Although the firing vector cannot be built by simple numerical calculations it is important to 
draw a line between what could be done by direct analysis and what should be partially 
automated by using knowledge systems (Lucena, 1989). In order to specify formaly the 
algorithm let us first define a direct product of vectors: 

[Def 2.2] The direct product of two column vectors A and B is a column vector C with the 
same order, such as A®B = C = [cif] = [aif .bv] . 

If we notice that each line vk in the matrix A describe the pre and post-conditions of an 
event ek the proposition follows, 

[Proposition 1] An event ek is enabled in a marking state M, if and only if ~®vk = [•etJ (where 
[•ek]J = I if b1 is a pre-condition of ek and zero otherwise). 

This proposition is a PFS/MFG rephrasing of the conventional firing conditions from 
which the demonstration can be derived straightforwardly. Therefore, the firing vector is build 
according to the rule: 



(~®vk= [•ek]) =>utik= 1 
otherwise u1lk = 0 
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(2.2) 

Taken in account that the direct product is associative, commutative and distributive, 
the antecedent of the previous equation can be rewritten as: 

(2.3) 

where, the square means the scalar product . This equation can be evaluated directly from the 
terms in the state equation, dispensing the need to distinguish the input relations from the 
output one as implied in the original construction (equation 2.2). However those are only 
necessary conditions. Enabled events can be in conflict or contact what demands a further 
analysis ofthe enabling vector derived from the rule above. Two generic events ek and e,can 
be: 

independent if, 
in contact if, 
in conflict if, 

'<:/ j, (vk®v,) 11= 0 
3), (vk®v,) 11 = -1 
3), (vk®v,) 11= 1 

Normally we should allow only orthogonal events to be enabled simultaneously 
(independent events). This is a very strict rule which make models less flexible. We can now 
allow some of the conditions in the second group to be fired even because contact do not have 
the same meaning in a safe net that has capacity boxes or because we would like to model 
explicitly the synchronized start of two parallel events in distributed systems. Such decision can 
be taken according a policy previously set in knowledge systems or taken with the assistance 
of expert systems. This work is not concerned with such decision support systems. 

Managing Multiple Marks in Capacity Boxes 
One of the original features of PFS/MFG is the capability to represent the flux of control as 
well as numerable items or conditions. The capacity box is the basic element capable to hold 
multiple marks. We will deal only with this element here, since any other boxes can represented 
by a static sub-net (starting and ending with a box or condition) of the basic elements. 

As it was mentioned before, PFS/MFG is a safe net, that is, even holding multiple 
marks in capacity boxes, each connection admit the flux of one mark at a time. Thus, the 
multiplicity of marks should be taken in account only to build the firing vector. 

According the strict firing rule represented in Proposition 1, we need to know if there 
is at least one mark in each pre-condition and if there is capacity (space) for at least one more 
mark in each post-condition. Therefore, the marking vector (which is no longer unitary) has to 
be modularized to a unitary one. The modularization function is defined as follows: 

[Def 2.3] Let C be the capacity vector of a PFS/MFG net, that is, a vector where each c11 
represents the capacity of the static element j. Let be the marking vector M, and the event 

vector e, (a liner in the incidence matrix). The modularization is defined as: ~-t(M1 ,e,} = u;· 
where: 
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if (M1 0e,)lk <0 

if (M1 0e,)lk > 0 and q -(M1 0e,)lk > 0 

in all the cases remaining 

Returning to the example in Fig. I, let us build the enabling vector for the initial marked 
state: Ml= ( I I 3 0 0 I 0) The capacity vector for this net is: CI' = ( I 3 7 I I I I ) 

The modularization function for the event e 1 returns the same initial marks, that is, ll 
(M0,e1) = M0, and if we substitute in equation (2.3), result in [(2M0 - I + v 1) 0 vJ12 = 8 
meaning that event e 1 is not enabled. We can repeat the process to event e2 : j.t(M0,e2) = ( I 0 3 
0 0 1 0 )T, and [( 2M0 - I + v2) 0 v2]2 = 0 means that the event e2 is enabled. Continuing the 
process to the other events we can conclude that the events e2, e3, e4 e e5 are enabled, and that 
the pairs {(e2, e4), (e3, e5)}are in conflict, {(e2, e3), (e4, e5)} are in contact, and {(e2, e5), (e3, 

e4)} are independent. If the events are allowed to fire in parallel the following enabling vectors 
are equally possiblel: ( 0 I I I 0 O)T or ( 0 I I 0 I 0 )T 

Introducing Activities 
Activities are essential to encapsulate the concept of process and sub-system in a large model. 
Originally activities were proposed by (Miyagi, 1988) to extend the MFG formalism to the 
modeling and design phases. The extended model could then play the important role of 
systematizing and structuring the modeling until it results in a plain MFG. However, in this 
approach, the verification of correctness by simulation could be done only in the final steps. 

To solve this problem, we present another view of activities as a compounded element 
including an input and an output event separated by a timed box. Thus, partial models are 
complete, in the sense that they could be simulated once an estimated time argument is 
provided. The encapsulation would be provided by representing all elements as objects, and 
activities as an aggregate of at least three objects. Once the model is refined a pointer to 
another subnet should be added to the original object representation and internal gates would 
connect and synchronize the aggregated subnet. 

The current approach can suit better those applications in manufacturing systems where 
models are revised several times, and can also improve the reusability of models. Also, 
decomposition of large nets in several sub-nets can produce a representation more appropriate 
to a distributed implementation of the PFS/MFG simulator. 

As in the case of the multiplicity of marks, introducing activities will have some impact 
in the evaluation of the enabling vector, since some boxes will now have a time constraint to be 
considered as a pre or post-condition for some events. Similarly to the previous case we will 
introduce the time vector as a vector with the same order of the marking vector and which 
elements are the expected time to preserve its marks. 

If we adopt the policy that conditions will be prepared to dispose its marks as soon as 
possible, conventional conditions would have expected delay equal to zero. Conversely, 
pseudo-conditions whose marks are not under the control of the modeled system would have 

3we assume that the simulation policy is to fire as many events as possible. 
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an infinite expected delay". Time-boxes would have an integer expected time (the delay 
assumed by the simulator). 

Thus, one more rule should be added to our algorithm which is a new modularization 
to the marking vector Mz: the local time for each box (stored in its object data model) must be 
greater then or equal to the corresponding value in the time vector. We define this second 
modularization as: 

[Dej 2.4] Let M;' be the modularized vector of marks, the global (simulation) time vector T 
and the local time vector t, that is, where each element is the current value of the simulation 

time. The second modularization is defined as: 11( Mi , 11) = M ~ where, 

(-•, ) =e, { 0 if t11, is finite ,greater then 0 and Tlk > t 
TJ Ml ,tl l,=MI It= -., . . . . . . . 

M 1 1, m all the remammg cases mcludmg t11, tnfirute or 0 

To clarify the ideas, let us take a slightly modified version of the example in Fig. I (illustred in 
Fig.2), which has the following incidence matrix, capacity and time vectors: 

I 0 

0 0 0 -I 0 0 0 3 0 

-I I 0 0 0 0 -I 0 7 0 

0 -I 0 I 0 0 0 0 0 
A= -I 0 0 0 0 0 0 

C= T= 
0 

0 0 -I 0 0 0 1 't 

0 0 0 -I 0 0 0 00 

0 0 0 0 -I 0 0 00 

The state shown in Fig.2 corresponds to the vector: Ml = ( 0 1 3 1 0 1 1 0 ) 
Assuming that r-3, let us now evaluate the enabling vector in this state to reach the 

next state. Once we increment the simulation clock the current time vector will be, tT = ( 0 0 0 
0 0 1 oo oo ) and using the definition for the first and second modularization above, we have 
that, 

and, because of the time bound of the activity, 

4From the point of view of the model these marks would persist forever if an external agent do not change 

them. 
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) external I 

pc2 ....___ 

Figure 2 Modified version ofFig.1 after the third firing. 

M4 = M3 and M:' = M;' 

M 6 = M~ = M 4 andM;' = M 6 , thus 

M1 = ( 0 1 3 1 1 0 1 or 
Suppose now that the activity_ A has to be refined so that, instead of only the previous 

aggregate of elements we also have a subnet associated with that. Consider for instance, the 
refinement shown in Fig.3. 

Figure3 Refinement of activity_ A. 

A interesting thing is to assure that by using abstraction we do not have to reconsider 
all the representation of the models each time we want to add one more element or one more 
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subnet. However, each time a new single element is included the incidence matrix and aU other 
relations are modified. 

Therefore, our next goal is to minimize this re-engineering and maximize the reuse of 
the representation already done by keeping the subnets apart. For instance our refinement of 
the net in Fig.2 is the subnet between the input and output events of the activity. They could be 
two different nets connected by external gates and having two events in common as depicted in 
Fig.4. 

Figure4 Other form to represent the system ofFig.2 and 3. 

Thus, in our previous example only one column would be added to the incidence 
matrix. 

3 A PRACTICAL EXAMPLE 

A simulator was implemented in C++ using a personal computer. The objective was to have a 
feeling about the application of the ideas presented here in a more realistic environment where 
real requirements were present. 

As a target application we analyzed the feasibility of automating the transport service 
and the flux of manufactured pieces in a printer's factory. All the work was concentrated in a 
simple path from the burning test to the packing station which had to cross several other 
sections and paths in the factory environment, due to present disposition of the site. 
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The proposed problem was to analyze the possibility of using AGV's (Autonomous 
Guided Vehicles) to transport the pieces from the burning test cell to the packing center and 
evaluate the performance of such design compared to the previous approach based on human 
work. Since this is a feasibility analysis, all the work were more qualitative using time estimates 
based on the mean performance of the equipment (there were no real selection of model or 
kind of robots or vehicles). 

Our analysis was directed to verify if the new automated system could do better then 
the old system. The parameter of analysis were not only the number of artifacts transported but 
also the minimization of the number of AGV's in order to reduce the cost with equipment and 
also avoid traffic jam in the site. Another important point were the optimization of the 
maintenance pit stops to recharge batteries and the flexibility to increase or reduce the 
workload according to the necessities of the company. Fig. 5 shows the PFS/MFG model for 
the system. 

Figure 5 

b9 e12 b6 

b1 = AGV prepared to unload b2 = AGV unloaded 
b3 = AGV ready to be loaded b4 = AGV loaded 
b6 = battery is down b7 = ready to energize the battery 
b8 = battery energized b9 = counting the run cycles 
b1 o ... b13 = movements in the paths of the site 
e1 = AGV unload proeess e2 = start path to testing station 
e3 = arrived at testing sta. e4 = AGV loading process 
e5 = start path to packing sta. e6 = arrived at packing station 
e7 = start path to energizing sta. e8 = arrived at energizing station 
e9 =energize e10 =start return from energi. sta. 
e11 = returned to work path e12 = replace the b::ttery 

PFS/MFG of a printer's factory (marks corresponding the AGV's are not 
represented). 

To this particular problem we supposed that the transport vehicles had an autonomy of 
4 hours, and a workload capacity of 8 printers. We consider two possibilities to recharge the 
batteries: a) making a pit stop (e9) or b) replacing the battery at once (e12). We worked with 
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the pessimist estimate that the pit stop process would take twice the time of the battery 
replacing (in fact we expect the complete replace be even faster). 

We also use some structural properties (not mentioned in this work) by analyzing the s­
invariants of the system. 

Based on the hypotheses above we simulated the net with different numbers of AGV's 
and conclude that the best solution is achieved with two AGV's. We can increase the working 
capacity of 300/o over the intended in the maximum working cycle. This will give some 
flexibility in the production schedule. The model presents a deadlock when we use three 
AGV's. Even if that can be solved with a proper adjust of the timing in the processes it do not 
present any other advantage besides a bigger lazing time. In other words using three AGV's 
would no increase significantly the performance already achieved. 

4 FURTHER WORK 

In this work we tried to establish a more strong link between the concept in PFS/MFG and 
conventional CIE nets in order to set the basis for a new simulator. The main idea is to 
consider each basic element (event, condition and relation) as a more complex element with 
some associated parameter as the capacity, the kind of relation, the kind of marking and the 
estimated time for an activity. The number of parameters can increase since the relation 
between them remain the same, what was represented by the Proposition 1 and by the state 
equation. 

We are now implementing a new version C++ of the PFS/MFG simulator based in the 
algorithms mentioned here and using the concept of objects to encapsulate the representation 
and properties of each element. Aggregates are being used to define activities as compound 
elements and to allow more reusability in the process of modeling. 

The new simulator is the core for a new version of the AIPUSP system (Lucena, 1989), 
renamed as AIPUSP ll. All numerical algorithms for qualitative analysis will be connected in 
the future with AI tools to arbitrate conflicts and to help the designer to perform behavioral 
and structural analysis. 

Two more improvements are being prepared: the association of the representation of 
PFS/MFG with new object-oriented design methodologies and its use in distributed control 
environments. 
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Abstract 
In this work, an off-line simulation approach for simultaneously handling the discrete event and 
motion orient aspects of flexible manufacturing systems (FMS) is presented. A concept for 
signal handling in a discrete-event simulation based on Petri Nets and a proposed interface to 
motion simulation is outlined. The description of motion simulation covers the introduction of a 
unique interface concept for all FMS components. As an example for this approach, the RRS­
Interface developed for robot simulation is used. 

Keywords 
Flexible manufacturing systems, discrete event simulation, Petri net, motion simulation 

1 INTRODUCTION 

Simulation techniques aid in optimizing flexible manufacturing system (FMS) design. A simu­
lation program is produced in two stages (Figure 1). The first stage involves creating a formal 
model of the FMS. This entails abstracting physical reality as far as problem parameters allow. 
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The second stage converts this formal model into a simulation program with the aid of a simu­
lation language. Using analysis of experiments with the simulation model (Figure 2), designers 
now seek evidence that the chosen formal model closely represents the actual system 
(validation) and that the simulation program satisfies the formal model (verification) [1]. 

Discrete simulation refers to the jumping by the simulation model time parameter from one 
event to the next; simulations without jumps are called continuous. Most FMS involve discrete 
simulation programs, although mixed forms are possible. A continuous process may activate a 
discrete event, for example: the end of a continuous heating process may trigger a request for a 
transfer trolley. 

Figure 1 A formal model precedes each simulation program. 

Model validation <,------' 
based on simulation f--------, f1 

experiments u 
I AbstracNon > I Program > 

Figure 2 Designers realize a mature simulation only after several model-building stages. 

An off-line simulation is used during the production planning phase and operates in isolation 
from the actual process. Numerous simulations, with widely varied data, must be run to obtain 
reliable information on future process behavior. It is also desirable, however, to optimize actual 
process control by coupling a simulation to an actual system in operation. This immediate inte­
gration of actual data is known as on-line simulation. 



Discrete event and motion-oriented simulation for FMS 365 

In this work an off-line simulation approach is proposed for handling the discrete and the 
motion oriented (continuous) aspects of the FMS operation simultaneously. This off-line simu­
lation allows to dimension the systems under study and to determine process control parame­
ters for satisfying -insofar as possible- the following objectives [2]: 
• Maximum utilization of machines and personnel; 
• minimum set-up times; 
• short lead times for orders; 
• minimum workshop and warehouse stockage levels; 
• low transportation costs; 
• investment optimization; 
• other objectives may be added, depending on the applications. 

Furthermore output variables are influenced by 
• the work (machine sequence); 
• the capacity of machines and personnel available; 
• the batch size; 
• the sequencing of incoming orders; 
• the number and type of transportation facilities; 
• the production process; 
• future trends in the volume and range of orders. 

At this stage, the simulation aims to investigate the effects of changing input parameters on the 
overall system, as well as to define the functional relationships between input parameters and 
output variables. By including investment considerations and other criteria, like flexibility and 
delivery times, analysts can assess -using this proposed methodology- the overall system and 
describe the best approach. 

At present discrete event and motion oriented simulations are performed by using different 
modelling techniques implemented in separated simulation tools. The benefits of an integrated 
simulation environment, covering both aspects have been investigated in prototypical imple­
mentations at IPK. For a robotized FMS system a motion and process related simulation 
module has been connected to the high level cell control system. The development and test of 
cell programs (event level) has been supported by simulation and led to a reduction of set-up 
times at the physical system. However this experiments have been performed in a specific im­
plementation dedicated to the available FMS system and the related system components (e.g. 
cell controller). In the frame of the cooperative work between INAUT and IPK a more general­
ized approach, independent of specific components is investigated. For this reason a discrete 
event simulation module (based on Petri Nets), under development at INAUT, will be used to 
cover the high level control and to identify the required interfaces to motion simulation mod­
ules. 

2 SIGNAL HANDLING IN THE DISCRETE-EVENT SIMULATION 
MODEL 

A manufacturing system -whether simple or complex- includes raw materials, tools, operators, 
and control policies for the operation of the equipments. At the sector level, it also includes flow 
of material and information through a collection of tools. It can even extend to the procurement, 
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production and distribution networks of suppliers, plants, and distributors. Using computer 
simulation for modelling and analyzing such systems helps the designers to predict and 
improve a system's performance, as measured by such elements as capacity, cycle time, 
inventory, utilization, service level, and costs [3]. 

Information about the dynamics and kinematics of the involved equipment of the FMS, the 
product routing, and the production and parts-availability schedules must be the inputs to the 
discrete event simulator. Using the graphical user interface of the simulator, these inputs could 
be described and modified easily without programming. Information such as the production 
capacity of machines on the FMS, the duration of various operations performed by different 
machines on different products, buffer sizes, and the staffing must be processed before they 
entry to the simulator, in order to allow their adaptability to the signal handling of the discrete­
event simulator. 

Key outputs of the discrete-event simulator are the system throughput (the quantity of prod­
ucts produced in each time period), a work-in-process inventory (the quantity of products being 
worked on in the system), the cycle time (the time from release of jobs into the system to com­
pletion), and machine utilization (the proportion of time the machines work on products). These 
results can be displayed as bar or line charts. By examining the above named results, the de­
signers can identify easily the bottlenecks of the systems under study, and suggest on how to 
alleviate the problems that could be generated. Figure 3 shows a typical scheme about the func­
tioning of a manufacturing simulator, and its more common input and output information [4]. a--------

0 fJ1 :·-
u------------1 I 

Resource and 

' ' L·-··--·----------------·----------• 
FMS 

'-----,> Discrete 
Event 

Simulator 

~ .--------------, 
Operations 

-----
Work In process 
Cycle time 
Machine utilization • orne 

Time 

Figure 3 Input and output information related to a FMS discrete event simulator. 
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Since a simulation imitates the behavior of a system as it evolves over time, basic to the ap­
proach of this simulation is the building of a model that highlights the vital characteristics of the 
system [5]. Good models are needed to capture the characteristics of the discrete event systems 
[6], namely: concurrency or parallelism, asynchronous operations, deadlock, conflicts and event 
driven. In this work it is proposed the use of Petri Nets (PNs) as a discrete event specification 
tool for the modelling of the manufacturing systems under study. Petri Nets have been 
designed specifically to model FMSs [6], [7], [8]. They provide suitable models for the follow­
ing reasons: 
• PNs capture the precedence relations and structural interactions of unpredictable, concurrent, 

and asynchronous events. In addition, their graphical nature helps to visualize such complex 
FMSs. 

• Deadlock, conflicts, and buffer sizes can be modelled easily and efficiently. 
• PNs models represent a hierarchical modelling tool with a well-developed mathematical and 

graphical foundation. 
• PNs allow the use of different abstraction level models and the use of powerful modelling 

methodologies: refinement and modular composition, each of them with its corresponding 
validation analysis. 

It is very important to take into account that the main function of FMSs is to input rough and 
separate material parts, to achieve a certain amount of transformations, assemblies, disas­
semblies on the initial parts, and finally to output finished parts. Therefore, the designer has to 
identify the input and output sequences of material parts, at the same time all the elementary 
operations which have to be applied on these parts, and the main characteristics of the resources 
(turning, milling machines, manipulators, AGVs, etc.) involved on each of these operations. 
According to the above considerations, the Petri Net based discrete event simulator has a logical 
model where [9]: 
• One place is associated to one state of the produced part in its operating sequence, or the 

state of a resource (idle or busy by a part). 
• One transition is associated to only one operation on the produced part, or to the assembly 

operation of several parts. 
• One token is associated to one material part, or information about the resources of the FMS. 
• To each place of the net, a capacity place or capacity monitor is associated to indicate the 

maximum number of tokens this place may content. This capacity is introduced to indicate 
that a buffer, a storage area, or another resource can only contain a limited number of parts. 

In addition, all the resources and operations verify the following set of constraints: 
• The operations are completed in finite time. 
• One part is submitted to only one operation at a time, and each resource can perform only 

one task at a time. 
• One separate part can be submitted only to transformational or informational functions. A 

transformational function consists in modifying the physical attributes of the part (shape, 
constitution, surface, etc.). They are the machining functions: turning, milling, manipulation, 
and conditioning functions: terrnical treatment, painting, washing, etc .. An informational 
function consists in verifying that the operations have been accomplished correctly. 
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At the moment, a delay on transitions are usually used to model the dynamic behavior of the 
PN model. This temporization must be compatible with the capacity mechanism and with the 
control processes which are modelled. The discrete event simulator presented here has the pa­
rameter time associated to each temporized transition. 

Petri Net models 
Petri nets are now defined so that Petri nets can be discussed in a formal manner. The notation 
introduced in this section will be used throughout the paper. More details about this tool are in 
the following references [10], [11], [12]. 

Formal Definition 
A Petri net (PN) is a directed graph consisting of two types of nodes, places and transitions, in 
which places are always followed by transitions, and vice versa. A Petri net is defmed by 

PN = {P,T,E,S,mo}. (1) 

Where: 
P : Set of the PN places. This set has cardinality m. 
T : Set of the PN transitions. This set has cardinality n. 
E : Input matrix. It can be seen like a function E:P x T--+ N 

Each element of E represents the weight of the input arc from place Pi to transition t;. 
S : Output matrix. It can be seen like a function S:T x P--+ N. 
Each element of S represents the weight of the output arc from transition t; to place Pi· 
mo is the initial marking, with dim (mo) = m. 

A Temporized Petri Net is now defmed by: 

TPN = {P,T,E,S,mo,q}. (2) 

Where each element has been previously defmed, and q represents a time function. It attaches a 
time to each temporized transition of the net, that is q : T --+ R+. 

The token-game of the TPN is performed as described in Figure 4. According to the adopted 
modelation methodology, a transition models an operation of T time units in the modelled 
system. The editor of the discrete event simulator represents the transitions with blue boxes. 
When a transition is enabled, the corresponding box becomes light blue color during a time T 
period (the modelled operation is actually performed). After the timeT, the transition fires (the 
modelled operation finished). The last condition is showed by a green color box during a unit 
graphical time in the simulator. 

p~ 
a) initial state 

p1 beccmes occupied 

PG~ 
b) immediately after 

t1 is enabled and remains so 
during T time IMllts 
p1 will remain l.lldiaponibel 

p~ 
c) al1er T time units 

t1 can fire 
p1 atiU remain undisponible 

p~ 
d) immediately after 11 fire 

p1 beccmea free 
p2 beccmes occupied 

Figure 4 Token-game for a TPN model in the proposed discrete event simulator. 
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3 MOTION ORIENTED SIMULATION OF FMS 

An abstract simulation of FMS can be done at the event level. A more precise simulation re­
quires the consideration of causes of events. At the physical system, events are defined related 
to states of technological processes or motion states of FMS components. For the second as­
pect, motion models are required for all components which can generate a motion (e.g. indus­
trial robot, conveyor, turn table). These components can be characterized as active components. 
Their drives can be controlled by numerical controllers including feedback loops or by simple 
on/off switches using a PLC. In the case of an industrial robot the motion model is represented 
by a model of the behavior of the robot controller (control model) [2]. This example will be 
used for further investigations. 

Robot control models can be used to simulate the motion path, but also to calculate the mo­
tion time which is an important value for the estimation of cycle times. The problem arises in 
getting a control model which represents the real system behavior and which leads to precise 
simulation results. For this reason, a consortium of European automotive companies initiated 
the project Realistic Robot Simulation (RRS) [13]. The goal of the project was to overcome the 
inconvenience of accuracy by defining a simulation system interface, which enables the inte­
gration of control models delivered by the robot manufacturer. Furthermore, the interface con­
cept had to allow the integration of original controller software. In the meantime the interface 
specification is available [14] and the RRS-Interface has been implemented in off-line-pro­
gramming and simulation systems on the market. First robot control models are integrated and 
in industrial application. 

The RRS-Interface had to be uniform for all controllers, but also had to cover the wide range 
of different concepts for motion handling. In the result, the interface provides a set of principle 
services. Without these services, no reasonable operation is possible. In addition, several 
groups of further services are defined (e.g. services for motion related event handling on RC 
level). The basic idea of the RRS approach is to use precise simulation models delivered by the 
control I robot manufacturer. For motion simulation, this concept could also be applied for 
other FMS components, if a suitable and accepted interface is available, which includes the 
definition of services to be provided by simulation modules. The usability of the RRS-Interface 
concept as a basic approach will be subject of further investigations. 

4 INTEGRATION OF MOTION ORIENTED SIMULATION 

From the control point of view, the discrete event simulator communicates with the real FMS 
or the motion oriented simulator through a set of signals such as: orders for the execution of 
activities, activity-end messages, sensor signals, alarm and error signals. In this work, the mo­
tion oriented simulator has replaced the real resources of the FMS and simulates the signal in­
terchange with the discrete event simulator. It is necessary to develop a special system called 
event monitor, which is responsible for the interfacing between the PN model and the motion 
oriented simulator. 

The interactions from the motion oriented simulator to the discrete event simulator are called 
events, and the interactions from the discrete event simulator to the motion oriented simulator 
are termed actions. A transition enabling and firing (according to Figure 4) may suppose the 
execution of an associated action. If this action implies an external action, a message is sent to 
the event monitor. Events are associated to the incoming signals from sensors or alarm signals 
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(such as machine and part breakdowns, abnormal stoppages, etc.). Events produce additional 
constraints for the transition firing rule of the PN based discrete event simulator. 

During simulation time, the discrete event simulator makes the interpretation of the dynamic 
behavior specifications represented in the system model by the underlying Petri Net. The dis­
crete event simulator performs the token-game in the net, which generates actions sent to the 
appropriate module of the motion oriented simulator (Figure 5). At the occurrence of an event, 
a message is ent back to the discrete simulator producing a new marking which enables new 
transitions. 

Discrete Event Simulation Package 

'',,,'',,,, finish 

'-,,~Events) 
',, 

11: Motion Oriented Simulation _,/ 
Package 

Coordination Level 
of FMS Modelled 
by Means of PN's 

--+ 

Post-Condition 

Figure S Interface for Communication between both Software Packages. 

5 CONCLUSIONS 

The present paper gives an idea of the main research goals of the joint project between the 
lnstituto de Automatica (IN AUT) -Argentina, and the Fraunhofer lnstitut (IPK) -Germany, and 
the way they are associated to develop a whole simulation based methodology for designing 
and analyzing flexible manufacturing systems. Both research groups have decided to develop 
the concept of an hybrid software tool based on the integration of discrete event and motion ori­
ented simulation concepts. The IN AUT provides a recently developed Petri Net based discrete 
event simulator [4], and the IPK a motion oriented simulator. In this work, a basic interface 
architecture for connecting the above software tools is proposed. In a first step the FMS system 
from IPK has been modelled and simulated by using the Petri Net simulator. By associating a 
firing delay time to each operation modelled by means of the transitions of the Temporized 
Petri Nets, a Gantt diagram was obtained. When both simulators (discete event and motion 
oriented) work together, the firing delay time will be obtained from the continues simulation. 

The obtained results are promising and shows that the proposed methodology allows to test 
different FMS configurations and to attain: 
• quantitative information about the behavior of the simulated system; 
• a fast prototype of the system under study; 
• qualitative information on the system evolution. 
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Abstract 
The paper is devoted to a special class of manufacturing systems with limited and balanced 
technological flexibility. The technologic limitation consists in selection of technologically similar 
classes of workpieces for machining in a particular manufacturing configuration and in elimination 
of special or "difficult " parts from the automated part of the process. The special approach, 
described in this paper looks for classes of workpieces with very similar or even uniform handling 
surfaces. Unification of external handling surfaces simplifies considerably the function of handling 
and transport devices within the manufacturing system and avoids the use of interchangeable 
grippers. This makes the system more robust, reliable, practical and economical. 

Within the paper, three particular flexible manufacturing systems with unified handling surfaces 
of workpieces, tools and fixtures are described as examples . 

Keywords 
Computer aided design I manufacture, flexible manufacturing cell, flexible manufacturing line, flexible 
manufacturing system, group technology 

INTRODUCTION 

Flexible manufacturing systems 
Flexible manufacturing systems, together with highly efficient CAD-CAM methods for generation 
of geometric and technologic data for automated production of complex mechanical parts belong 
presently to the most progressive industrial applications of computer technologies. Flexibility of 
manufacturing processes has many aspects and limits. It is often interpreted as the ability of the 
production system to readapt its parameters and structure and change easily to manufacturing of a 
new class of products. Another, probably more practical, interpretation could be the ability of the 
system to produce in a random sequence different types of parts without changing its parameters and 
structure. 
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Group technology 
Group technology analyses the spectrum of geometrically and technologically similar parts which 
can be economically produced in particular manufacturing configurations. Geometric similarity can 
be very important for machining of parts on conventional, hand controlled machines. Nevertheless, 
with the introduction of CNC machines and CAD/CAM programming methods, the generation of 
geometric data even for very different and very sophisticated parts, has been greatly simplified, and 
the close geometric similarity within the part "families" has lost its previous significance. New 
concepts in the area of group technology analyze and evaluate the width of technology of common 
CNC machines, flexible cells, lines or systems and select the families of parts for maximum 
utilization of inherent flexibility of numerical control, making simultaneously full use of the available 
width of technology of CNC machines. General filosophy of group technology approach has been 
published by Bednarek (!994) in the contribution 2. Special group technology approaches for CNC 
machining centers and flexible manufacturing systems have been published by Zeleny (1984) in the 
reference 4. 

Automation 
Automation seeks for production means and methods of elimination or substantial reduction of 
manpower from the production process and maximization of productivity by introduction of new 
technologies and intensification of production processes. Regularity, homogeneity and controllability 
of automated processes contribute significantly to their long-term stability and to the quality of final 
products. 

Batch organization 
In conventional metalworking production, parts are produced in batches and stored for later 
assembly of final products. Any conventional machine producing a batch of identical workpieces 
performs a regular operation for a certain "homogenous" period of time and this is probably the 
main advantage of the batch - type of organization. Any "switch-over" to another type of 
workpiece means interruption of the homogenous period, loss of time and organizational 
irregularity. From this point of view, the homogenous periods should be kept as long as possible, 
with the highest desirable numbers of identical workpieces in every batch. This contradicts to the 
time and costs of storing the parts for later assembly. Moreover, the production has to be planned 
months ahead and adaptation to changing market demands is difficult. 

Flexible automation 
In the area of CNC machining, we often speak about flexible automation, which tries to apply 
automation principles even for processes which actually are very irregular, heterogenous and nearly 
incontrollable. Flexible automation tries to reach new, higher levels of homogeneity in the mid­
volume production of parts. CNC machining centers can be equipped with high- capacity tool 
magazines which makes it possible to machine any time and in any sequence different types of 
technologically similar workpieces. Machines can change fully automatically to another type of 
workpieces within quite a broad technologic "family", without attendance or intervention of 
operators, making use of the stored tools and stored or communicable program data. Worn tools 
can be monitored and periodically replaced without interruption of the automatic and 
homogenous regime of the machine. With this achievement of flexible automation, the batch -
type organization of mid- volume production can be overcome and mechanical parts for the 
assembly of final products can be manufactured in a "just-in- time" regime, with random-type 
flow of parts, following the needs of the assembly. 
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Systems with balanced flexibility 
The just described new philosophy of flexible automation can be directly applied to autonomous 
CNC machining centers for prismatic workpieces or autonomously operating CNC turning centers 
for rotary parts with additional "prismatic" operations. Nevertheless, there exists a serious problem 
connected with the manipulation of parts. Parts within the technologic family may have very 
different geometric forms, dimensions and shapes. Moreover, parts change their shape during the 
machining process and the final shape may differ significantly from the shape of the input 
material. If the parts are handled by a human operator, the machine keeps full "random" 
flexibility within the whole technologic family of parts due to the intelligence and adaptability of the 
operator. Automation of handling operations is highly desirable for "round the clock" operation 
of machines, but no robot or manipulator has enough adaptability to replace a human operator in 
the permanently changing conditions of random- type flexible production. Among other possibilities, 
the development of "balanced" manufacturing systems with limited flexibility may represent an 
adequate and practical approach to the implementation of flexible manufacturing systems with 
random-type operation into the mid-volume production of parts. Within this paper, some special 
approaches will be discussed and demonstrated in this area. 

2 GROUP TECHNOLOGY CONSIDERATIONS 

Automation of handling processes in mid volume, flexible production of parts is a very difficult 
problem which cannot be solved in general. Nevertheless , there are solutions for some particular 
classes of parts. Let us mention at least some of them: 

• For small rotary parts with additional prismatic surfaces, it is possible to use bar-type CNC 
turning centers with contra- spindles and perform all the turning and "prismatic " operations 
from both sides within one highly integrated machining process. The bar can serve as input 
material for all parts of the technologic family which is in this case limited mainly by the 
diameter of the bar. Finished parts are mixed, have different shapes and cannot be 
automatically manipulated. They have to be sorted and handled manually for further operations 
or assembly. 

• For medium-size rotary parts with no additional prismatic surfaces, it is possible to develop and 
use self- centering or automatically exchangeable grippers for manipulation of both the input 
materials and finished parts. Batch-type regime with adequate batch sizes is here 
recommendable rather than a pure random operation. Further automatic handling of pieces, 
stored and sorted in transport pallets, is here possible. 

• For smaller prismatic parts in bigger- volume production, the batch-type regime with 
adequate batch sizes is recommendable. A robot or manipulator with an automatically 
exchangeable batch-dedicated gripper may be used for handling the parts to and from batch­
dedicated fixtures placed permanently on the machine table or fixed to technologic pallets and 
exchanged automatically by pallet changing equipment. Production configurations of this type 
are recommendable only for a very limited variety of parts because of high costs of batch -
dedicated fixtures and grippers. 

• Medium- or bigger-size box-like workpieces with a high variety of technologic operations also 
need a high variety of tools. For this class of workpieces, the system should be equipped with 
automatic handling and transport of tools between the tool room and tool magazines of 
installed machining centers. Homogenous regime of this flexible manufacturing system with 
random flow of parts and tools may include the automatic reconfiguration of stored tools. 
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Flexibility of these systems has to be "balanced" and optimized between the problematic need 
of ideal flexibility and costs of the stored tools and the tool transport system. 

• In some special cases, some technologic families of workpieces with inherent uniformity of 
handling and clamping surfaces can be found and selected for automatic production, avoiding 
the necessity of technologic pallets. Important condition for realization of such systems is the 
invariability of uniform handling (and if possi ble also clamping) surfaces throughout the 
whole process of automatic machining and manipulation. Manufacturing systems with uniform 
handling and clamping surfaces can reach the highest level of flexibility and effectivity and make 
possible a random flow of free, undamped parts throughout the manufacturing area. Number 
of fixtures and technologic pallets is reduced to a minimum. Piece- or batch- dedicated tooling is 
fully eliminated. 

3 RESEARCH AND REALIZATION 

Three examples of systems described above last two point will be shown within this paper, these 
being: 

• System A: The flexible manufacturing cell for automized production of a broad family of ISO 
40 - cone tools and tooling parts. 

• System B: The flexible manufacturing line for flexible production of multicolored PVC parts 
with CNC machining of molds. 

• System C:The flexible manufacturing system with random flow of parts and tools with the 
highest degree of technological flexibility in production of medium size, box-like , cast iron parts. 

Realization 
• Research and realization of the system A is being performed at the ITESM-CEM Institute 

Tecnologico y de Estudios Superiores de Monterrey - Campus Estado de Mexico , Mexico. 
Realization is being prepared within the laboratories of the department "Sistemas de 
manufactura" of the ITESM - CEM. The basic configuration of the system has been described by 
Grasa ,Chavoya (1993) and Zeleny (1994) as quoted in references 3 and 6. 

• Research of the system B has been performed by the INSTITUTO DE INGENIERIA -
UNAM in Mexico, D.F. The system has been described in more detail by Zeleny (1995) in the 
reference 7. General state of art in production of molds has been published by Altan and co­
authors ( 1993) in the reference I. 

• Research and development of the manufacturing system C has been performed in the 
VUOSO Research institute of machine tools and machining in Praha (Czech Republic). The 
system had been repeatedly realized in four Czech plants these being the TOS - OLOMOUC 
machine tool plant, the TOS - CELAKOVICE machine tool plant , the OSTROJ - OPA VA mine 
machine plant and the TRANSPORTA - CHRUDIM transport machine plant. A more 
detailed description and realization of these system has been published by Zeleny (1993) as 
quoted in references 4 and 5. 

4 FLEXIBLE MANUFACTURING CELL - SYSTEM A 

Technology 
Recent revolutionary development in tools, tool holders and tool inserts for milling, drilling , 
boring and turning operations opened new application areas for most progressive CNC 
technologies. Technology of the system A is based on an integration of a CNC lathe with a multi-
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axis "prismatic" machining center, both installed in the laboratories of the department "sistemas de 
manufactura" in the ITESM. 

Technologic family of workpieces: 
Tools, tool holders and tool bodies with the ISO 40 cone. 

Main ideas 
• Using the handling grooves of the future tools as the unifonn handling surfaces during 

their production. 
• Using the clamping cones of the future tools as the unifonn clamping surfaces for perfonning 

of prismatic operations. 
• Preparing in advance the interface surfaces on tool bodies, assembling composed (semi -

finished) tools and letting them enter as family members for automatic machining of tool bodies. 
• Preparing in advance only the clamping surface for the first (turning) operation and machining 

other clamping surfaces within the automatic function of the cell. 

Block diagram of technologic operations 
Figure I shows the sequence of main operations within the flexible manufacturing cell. Bold lines 
show the "hard core" of the cell with fully automatic function. Composed tools contain only tool 
holders and tool bodies, whereas the cutting inserts are assembled manually after machining 
operations. 

HANDLING GROOVE AND MATERIAL I ASSEMBLY OF. 
SURFACE FOR 1ST TURNING PREPARATION COMPOSED TOOLS 

OPERATION I 

I STORING AND "GROOVE" HANDLING BY CENTRAL MANIPULATOR AND TWO ROBOTS I 
AUTOMATIC CLAMPING lKODEG. TIJRN AND AUTOMATICCLAMPING FOR 

FOR 1ST TURNING CLAMPING FOR 2ND PRISMATIC OPERATION 
OPERATION TURNING OPERATION 

1ST TURNING OPERATION AND I 2ND TURNING OPERATION I MULTIAXIS PRISMATIC OPERATION 
SURFACE FOR 2ND OPERATION AND CONIC SURF ACE FOR BY VERTICAL AND HORIZONTAL 

PRISMATIC OPERATION SPINDLES 

... 
FINAL CHECK OF PRODUCTS 

ASSEMBLY OF CUTIING QUAUTY CHECK. HARDENING AND 
INSERTS GRINDING 

Figure 1 Main technologic operations in the system A. 

Lay-out diagram 
Figure 2 shows the system lay-out. Here again, the accented part shows the "hard core" of the 
system. Central manipulator (type CINCINNATI T3-373) has access to the working space of the 
lathe, to the fixtures placed on technologic pallets of the machining center, to the cleaning station and 
to the re-circulating store with 12 recirculating system-pallets. Pallets have multipurpose nests 
which allow to store free pieces with both cylindrical (for turning) and conic clamping surfaces. 
Parts can be stored during all phases of the process. Two robots (type IBM7576 "SCARA" industrial 
robot) serve as an interface to the external transport of parts on transport pallets. 
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PREPARATION 
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RECIRCULATING STORE OF SYSTEM PAlLETS 

Figure 2 Lay-out of the system A. 

5 FLEXIBLE MANUFACTURING LINE - SYSTEM B. 

Technology 
The rapidly changing market of PVC products needs an unbelievable variety of molds for injection 
machines and production processes using gravitation technology rather than high-pressure injecting., In 
applications of the gravitation technology, mono or multicolored fluid plasts are filled into pockets and 
hollows of flat- shaped molds under atmospheric pressure conditions. Solidification of the fluid, 
originally cool plastisol material is performed by thermal cycles which include heating and cooling 
of molds together with the future PVC products. 

Technologic family of workpieces: Flat - type aluminum and light alloy molds with uniform 
external dimensions 500 x 12.7 mm. Longitudinal dimensions 500, 600, 700 or 800 mm. 

Main ideas 
• Elimination of transport pallets and circulation of free molds with uniform external dimensions in 

a recirculating flexible line . 
• Using the uniform external surfaces as a reference base for the CAD/CAM programming of 

internal functional surfaces of molds. 
• Using the uniform external surfaces as reference clamping surfaces for CNC machining of 

molds. 
• Introduction of protective layers at the beginning of the production process for significant 

improvement of quality and productivity. 

Block diagram of technologic operations 
Figure 3 shows the main technologic operations within the flexible manufacturing line (system B). 
The main part of the system, ("hard core") shown by bold lines, includes in this case some stations 
with a lower degree of automation. Typically, the station for colored layers cannot be fully 
automated for the high degree of flexibility needed for "random" flow of molds with a high variety 
of internal functional surfaces . A protection layer provides a mono-colored protection of all top 
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surfaces of molds . It doesn't enter into hollows reserved for colored layers and protects perfectly 
all boundaries between mono- and multicolored parts of the final PVC products. 

~ INPllT I INPUf2 
CAD/CAM PROGRAMMING I I 

PLASTISOL 
MOLD AND CNC MACHINING OF RAW PLASTISOL PREPARATION 

MATERIAL MOLDS MATERIAL 

~ 

• t 
STORE AND MANIPllLATION OF MOLDS I I STORE OF PLASTISOLS 

j._ J,. 

I FLEXIBLE LINE FOR TRANSPORT OF llNIFORMED MOLDS 1-
t • • PROTECTION LAYER I COLORED LAYERS I BASE LAYER 

AVXIUARY HEATING I AllXIUARY HEATING I MAIN HEATING 

COOLING (AIR) I COOLING (AIR) I COOLING (WATER) 

t 
STORE OF FINAL PRODVCTS FINAL CHECK PRODllCT RELEASE I 

~OUTPUT I MOLD DRYING (AIR) .... 
Figure 3 Main technologic operations in the system B. 

Lay-out diagram 
Figure 4 shows the layout of the flexible line (system B). CNC machining of molds represents an 
off-line part of the production system. Also a very important off-line part ofthe process is the quality 
check of the plastisol materials at the beginning of the process. Manual manipulation of molds 
between the store of molds and the protection layer station can change anytime the types of molds 
circulating within the flexible line. 

PRODllCTION, PREPARATION AND MAINTENANCE OF PREPARATION OF COLORED PLASTISOL 
MOLDS, MATERIALS. STORE OF RAW 

CNC MACHINES, STORE OF MATERIAL FOR MOLDS, MATERIALS, QVALITY CHECK OF 
MATERIAL PREPARATION ROOM PLASTISOLS 

STORE OF MOLDS PLASTISOL STORE 

~ t ! 
PROTECTION LAYER COLORED 

STATION, MOLD LAYER BASE LAYER 
MANIPVLATION AIR STATION 

AIR 
STATION 

COOLING COOLING 

~· I AlJXILLIARY I err ) I I AllXILLIARY p II J 

~m 
FURNACE FURNACE 

I ( n ) 1 I COOLING STATION h MAIN FURNACE 
(WATER) 

DRYING 
_l 

MOLD CIRCVLATION SYSTEM 
VENTILATOR I PRODVCTRELEASE I. 

I AND FINAL CHECK --1 CONTROL 
STORE OF FINAL PRODVCTS ROOM STATION 

Figure 4 Lay-out of the system B. 
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6 FMS WITH RANDOM FLOW OF PARTS AND TOOLS- SYSTEM C 

Technology. 
Unmanned, "round- the- clock" machining of box-like , cast iron workpieces in flexible 
manufacturing systems already proved its vitality in many areas of metalworking industries years 
ago. Machining technology is based on application of CNC machining centers with horizontal 
spindles and pallet manipulators. Workpieces are clamped by means of piece-dedicated fixtures on 
technologic pallets with uniform handling surfaces. 

Within the described system, 8 identical machines have been used of the type MCFHD 40 
machining centers with horizontal spindles , high-capacity tool magazines and pallet changers. Each 
machine for this particular FMS application includes a module for in-process measuring of 
workpieces and tools, a module for automatic in-process control of boring bar diameters and a high­
capacity tool magazine for 144 tools. Both the pallet changer and the tool magazine are linked to the 
external automatic transport of pallets and tools. 

Technologic family of workpieces 
Box-like cast- iron workpieces to maximum dimensions of 400 x 400 x 400 mm. 

Main ideas 
• FMS machining module with "random - type "' flexibility in both pallet and tool flows. 
• High- capacity tool magazines at the machines (144 tools) for increasing the variety of 

workpieces within the group technology of the system. 
• Automized transport link between the tool magazines and the tool room. 
• In- process measuring of tool dimensions and automatic correction of boring bar diameters 

directly in the machine spindleSoftware for tool life monitoring within the whole tool system 
(1440 tools) and generation of messages for the tool room. 

I TOOL M~'<IPULATION AND TRANSPORT I 

TOOL MAGAZINES AT THE MACHINES I TOOL MAGAZINES WITHIN 
THE TOOL ROOM 

UNMANNED MACHINING CENTERS WITH IN-PROCESS MEASURING. PALLET I TOOL ROOM AND STORE OF BUFFERS AND PALLET CLEANERS (PRESSED AIR) TOOL ELEMENTS 

1ST MACHINING I 2ND MACHINING I 3RD MACHINING I INSPECTION AND FINAL 
OPERATION OPERATION OPERATION CHECK 

A • • • LAY-OUT AND RELOADING I RELOADING I I LOADING FOR FOR 2ND FOR3RD WASHING 
I ST OPERATION OPERATION OPERATION ,·-

~ ~ ~ • 
I STORE. MANIPULATION AND TRANSPORT OF TECHNOLOOIC PALLETS 

I • 
STORE OF I PALLET 1- PALLET ROOM AND II STORE OF FINISHED 1- UNLOADING 
CASTINGS SPECIALIZATION STORE OF PALLET PARTS 

ELEMENTS 

f INPUT t OUTPUT 

Figure 5 Main technologic operations in the system C. 
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Block diagram of technologic operations 
Figure 5 shows the typical sequence of technological operations within the system C. The 
accented part relates to the area of automatic, "round-the-clock" operation . Machining of parts 
occurs typically in three operations, with possible exceptions. The system can handle any time any 
of 200 types of operations, with a reserve of 50 operations within the pallet store capacity (250 
pallets). This corresponds to about 70 different workpieces .. Total variety of tools is about 350 
tool types for all ttechnologic operations. The rest of the tool system capacity (1440 tools) is 
reserved for spare- and multiple tools. 

Lay-out diagram. 
Figure 6 shows the lay-out of the system C as it has been realized in the TOS-OLOMOUC plant. 
Localization of individual stations and rooms minimizes the transport routes and considers the 
safety regulations. In fact, every machine enables access to its working space for inspection and 
maintenance. Manual manipulation with tools is not practiced with possible exception when 
verifying new workpieces. Coordinate measuring machines are placed in a special room with 
stabilized temperature. Palletized workpieces are introduced to this room inmediately after washing 
by the automatic storage- and retrieval system. 

TOOL TRANSPORT AND HANDLING SYSTEM STORE OF STORE OF 
FINISHED CASTINGS 

TOOL MAGAZINES (2 IN THE TOOL ROOM AND 8 WITII THE MACHINES) PARTS 

~ED !cHININ~ CENTE\s (8) 
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TOOL 
ROOM Uu I I I I 

LAYOUT AND 

P~T BUFFE~ AND ~LEANE.Js UNLOAD LOAD 
STATION STATIONS (2) 

<8) I I I I (1) 

REAL I I I 
TIME 

I CONTROL RACK 1 
ROOM 

r::=:::::l DOUBLE· RACK PALLET STORE WITII TWO STACKER CRANES 

CAD-CAM 
AND 

PLANNING 
ROOM 

I 
PALLET 

WASHING 
STATIONS (2) 

Figure 6 Lay-out of the system C. 

7 CONCLUSIONS 
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Group technology considerations are extremely important in conceptual design of flexible 
manufacturing systems . The paper is devoted to flexibly automated manufacturing constellations 
with uniform handling and clamping surfaces and random flexibility of operations within the 
chosen range of technology. This represents certain limitation in the selection of part families and 
coonceptional design of the system. On the other hand, systems of this class make full use of the 
computer-flexibility of information processing and real time control of CNC machines at 
simultaneous robustness and relative simplicity of handling and transport operations. 
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Shown examples from the area of tooling parts (system A), molds for PVC parts (system B ) 
and box-like cast iron parts ( system C ) demonstrate cases where hundreds of geometrically 
different workpieces have uniform handling and clamping surfaces and can be manufactured 
and handled with considerably simplified and robust handling and tooling devices. 

Also, it was the intention of the authors to show that certain engineering limitations and 
optimizing "balance" in the conceptual design of manufacturing systems create much better 
chances for highest, random-type flexible automation of quite difficult production processes and 
for realization of most progressive production philosophies. 
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Abstract 
One of the key problems faced by the companies nowadays is the management of their 
competitive positions is an increasingly more complex environment. This paper places a 
discussion in the strategic position of the companies and analyses the consequences originating 
from this position, mainly the imposed need to conciliate two conflicting elements of one 
manufacturing company: the profusion of new and differentiated products, in detriment of 
manufacturing economy, which demands large batches and slight changes in its planning in 
order to get the best performance. After a brief context analysis, an approach to this 
conciliation is evaluated, based on flexible product design and manufacturing, oriented by 
technological patterns and organizational culture to achieve this goal. 

Keywords 
Strategic planning, product design, flexible design and manufacturing, core competence 

1 INTRODUCTION 

The present market condition for industrial goods faces rapid and deep changes. The demand 
for more specialized products and its premature obsolescence impel companies to take a more 
flexible and dynamic attitude to face competition. In. the companies' highest concerns the 
customers are no longer the same, nor are the workers or competitors. As markets expand 
worldwide, technological advancements exert a permanent pressure on products and their 
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production process. The relations of the company to its environment have turned out to be very 
complex. 

As a consequence, the traditional mass production concept is overshadowed by concerns 
with flexibility and competitiveness. Companies are giving more emphasis to quality and 
automation approaches to face the challenges set by these changing consumption patterns. But 
this is not enough, since these approaches are oriented to enhance existing stabilized systems. 
In order to cope with these new paradigms, companies need to deeply transform their product 
development structure and this must be also accompanied by transformations in the production 
system. 

This paper deals with these transformation processes and suggests an integrated approach to 
face the challenge of assuring the survival of companies in a competitive environment on a long 
term basis. Rather than offering a "revolutionary approach", it shows how to put together 
known concepts in an effective way to generate real competitive advantage. 

2 PRODUCT DIFFERENTIATION AS STRATEGY 

There are two main generic strategies that are successful: total cost and differentiation 
leaderships (Porter, 1986). The strategy of total cost leadership is achieved by a number of 
functional policies set to this objective, like facilities to manufacture on an efficient scale, a 
strong effort towards cost reduction and control and minimum investments in areas such as 
R&D, design, etc. This strategy, pursued by most companies, is characteristic of mass 
production industries, which utilize scale economy as their major weapon for competition. 

The second strategic option sets out to differentiate the product the company offers, 
creating something considered unique in the industry, in proportions appreciated by the buyers. 
The differentiation may be done in product design, technology, peculiarities, ordered services 
or other dimensions. It allows a above average return, as it is paid off by its singularity, called 
premium price. Responding to these dimensions causes the products to be adapted to customer 
needs, with consequences in the production structure, as it favors the flexibility and the 
knowledge base on which it is sustained. A third option, focusing strategy, may be considered 
as a subset of one of the other two. 

These strategies are not necessarily contradictory and could be used together (Day, 1989). 
Product quality may reduce costs as it increases the market share. As a consequence, gains are 
obtained in production scale. Cost is always an important factor: no matter how much the 
consumer may wish for a particular product, if cost is beyond his means, he will buy a cheaper 
one. However, as the company creates superior value for its clients, it can choose between 
obtaining a premium price for its advantages or have them transferred to a more competitive 
price, which will increase its market share (Clark 1993). 

The two generic competition strategies take very different directions, but it may be 
concluded that they lead to only one result: what the customer really wishes for and tries to 
obtain is a differentiated product. Therefore, only product differentiation actually guarantees 
real competitive advantage in the long run. Cost strategy will always be a transitory advantage 
as it is easily followed by competitors. This paper seeks to analyse and suggest an approach for 
reorientation of strategies towards differentiation, with its implications on organizational 
flexibility. 
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2.1 Flexibility and competitiveness 

Flexibility is here understood as the ability of making fast, representative, changes in company's 
functions as result of the emerging needs. In order to develop their capacities for the 
differentiation strategy, the companies should direct their efforts to product development and 
manufacturing, with functional areas articulated towards client needs. From this ''looking 
outside" it will be possible to develop products able to meet the real market demands and 
adjust the production structure to such a purpose. As a consequence, there comes an 
unavoidable need to tum to flexible production, according to reduced lot sizes, due to the 
variety of product options offered. 

This conception is supported by the evidence that environmental uncertainty generates needs 
for flexibility and this induces developments in technology (Chen, 1992). As a consequence, 
this tends to increase the range of processes attended by flexible systems due to the breaking up 
of technological restrictions, accomplished by innovation. Companies that invest in product and 
process flexibility may expect to have a better response to environmental changes. 

The question to be answered is how to introduce this differentiation strategy based on 
flexible production. In this introduction two concerns must be considered. First, it is essential to 
invest in advanced technology. But this alone is not enough and the frustrating efforts in CIM 
(Computer Integrated Manufacturing) in the last decade have proved that. In addition, it is 
necessary to have an organizational culture able to handle these technologies. The integration 
of both aspects is the key to the competitive leverage in the approach defended and discussed 
here. 

2.2 Technological aspects: flexible design and manufacturing 

Three technologies of advanced production systems are the core of the evolving process 
towards a differentiation strategy and they must be made available and integrated: CAD­
Computer-Aided Design, GT- Group Technology, and FMC- Flexible Manufacturing Cells. 
The other areas will follow the orientation given by this three computer-aided technologies in a 
natural way. 

CAD guides product development. But its potential will only be fully employed and will only 
be technically and economically justified if it is integrated in the productive process as a whole 
and in an integrated structure (Lepikson 1990a). 

Among the options of automatic production, FMCs are the best adapted to the 
differentiation needs and recent technological advances are making FMC economically viable 
for many traditional processes (Chen, 1992). Its characteristics, if properly applied, allow fast 
adaptation to market conditions and possibility of gradual and modular implementation. 

The GT is an already old concept that sets out to put together similar parts into families in 
order to optimize the many production stages. It is based on the recognition of similarities (in 
design or in process) and the memory of past problems with its solutions. However, GT has 
been traditionally used only as a supporting tool to process planning or to design. To make 
viable the approach here defended, GT has to be integrated first (and this is an internal question 
for every company). In this condition, it starts as the link joining the different views of 
integration. Figure 1 shows the role of GT and how the main different functions are 
interrelated. In this conception, GT disciplines and imposes restrictions on the many areas 
involved (Lepikson 1990a). 
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Figure 1 Basic interrelationship among areas directly related to product and its production. 

In this sense the enclosing and feed-back role of the QAS (Quality Assurance System) is 
important to the whole production system and to the manufacturing function. QA shall be 
understood as a global function in the company, oriented towards the client. In this sense, every 
action in the company must be planned, controlled and audited, taking in account the QA 
objectives. QAS links the organizational culture to the technological frame in order to assure 
integration of the systems and to give direction to the technological demands. 

The three technologies are the pillars arid beams which build the system and QAS is a 
cement which plays a catalyst role. Nevertheless, in order to cope with their differentiated 
strategy demands, they need a new foundation to direct synergy towards technology. These are 
the company's core competencies (Prahalad, 1990). Core competencies constitute the set of 
resources and capacities absorbed by company's culture over a period of time and hold an 
important advantage for being unique, hard to imitate. Successful companies today must 
identifY, develop and manage their core competencies to build their long term strategies. There 
are four outstanding aspects in this foundation on core competencies: 

it provides potential access to a large variety of markets with the same technological 
base; 
it favors technology flow and organizes work to obtain the optimum; 
it provides a significant contribution to the benefits noted by clients; 
it is difficult for competitors to imitate, due to the complex harmonization of individual 
technologies and competence generated in design and manufacturing. 

A question to be solved is how to establish this unique competence, tuned in to the highly 
dynamic and turbulent environment in which the company is to survive and also how to take 
the fullest advantage of the situation, associating technological structure with organizational 
culture. This is done by the identification and development of core competencies based on 
technology management. In this case, technology is used to empower the company to face the 
rapid changes that its very policies have brought about (as it promotes innovation which 
competitors somehow try to follow). Technology adapts the company to changes and, at the 
same time, prepares for the necessary leap towards the future, strengthening its core 
competencies in a closed loop way. The company which has the best condition to promote the 
most frequent, and the best oriented technological advances in its production line (with the 
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consequences in increased value and cost reduction that each advance means) will draw away, 
as the time goes by, from its competitors. The advantage obtained will be represented by higher 
profitability, higher market share, or both. 

2.3 The mean term: standardizing for the flexibility 

Although simple in conception, it is a nevertheless complex and wearing task to put this 
structure to work with positive synergy, specially considering the very different views of the 
same reality held by marketing, engineering and design. This approach allows greater holistic 
perception of the problems but also brings unavoidable conflicts. 

Thinking first of operational basis, to have the system working effectively, it is important to 
associate it to standardization. Standards are essential to set processes in order, through an 
organized base on which the relationships are built. They are a strong point in the cost strategy 
and can be also useful for the differentiation strategy. In this way, GT offers, as shown, many 
advantages in disciplining the relations in the production system. It allows, from the very 
beginning, a unique language for communication and discipline in the relations between 
suppliers and customers. 

Advantages are obtained through standardization of the product development philosophy 
itself The development process of new products and its parts can be done by recovering the 
products and process histories, in a systematic way, taking advantage of similarity and 
modularity concepts (Pahl, 1988). This last item brings a number of implications (Logar, 1991). 
Among them, certainly the most important is the one regarding the power of features to 
support products by pre-configured design macros, with interfaces based on GT. This 
characteristic also results in elements to define FMCs that will feedback design. In this way, a 
great variety of product options can be obtained from limited design and manufacturing 
resources. 

Concerning the manufacturing processes, unfortunately there is no way of preventing that 
production in small batches from raising the direct production cost. Strong integration of 
design with manufacture is necessary, including standards for processes, methods, and 
resources aiming at improvement in performance and reliability. The standardization of the 
parts to be manufactured become indispensable. The arraying of the entire system around 
families defined by the GT starts guiding not only design but also manufacturing and planning. 

Many other implications occur. It is not difficult to observe what standardization means in 
term of economy in inventory, tools, molds, devices and so on. This perspective can be 
extended to the simplification of problems such as production routing and scheduling, material 
and supplier management, or to the potential role of standardization for building the 
manufacturing modules, assuring great evolutionary potential and low initial investments 
necessary to establish a system. The sum of these factors greatly compensates for the initial 
disadvantage of small batch production. 

The contribution offered by the standardization to QAS is also important. The concept of 
design associated to GT offers rich potential in defining management and quality control 
standards, including the possibility of automatic generation of inspection programs (Krause, 
1993). The feedback of design and production systems with data originated from QAS offers 
another important technological evolutive base to the existing patterns, as these data are the 
major primary sources for this feedback. This integrated conception is strongly dependent on a 
new distributed engineering database architecture, which is, in conception, at the same time 
robust (in selective access and retrieval of information meanings), real time access capable, able 
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of showing different data versions and visions and transparent in relation to operational systems 
(Lepikson, 1990b). 

3 ORGANIZATIONAL CULTURE: THE FLEXIBLE ORGANIZATION 

Even nowadays, most organizational structures of companies follow a complex hierarchical 
models, whose articulation is very difficult. In this traditional structure, innovations are 
developed by the engineering department and commercialized by the sales people. This 
strategy, besides being a short term approach, overrates technical and economic aspects, 
relegating the customer to a secondary role. There are also distortions in the real understanding 
of the marketing concept. Too much emphasis is given to market surveys that contribute little 
to product innovation. After all, only what is already known can be surveyed. These surveys 
end up being worthwhile only to handle sales of products already well-known in the market, 
and this certainly is not the objective of a company who seeks differentiation. 

The approach proposed is based on a structural and functional reformation. The tripod 
composed of marketing, industrial design, and engineering functions redefines each of the roles 
and its importance to the formulation of new strategic bases. These professionals start to work 
in a cooperative and integrated way seeking, therefore, an efficient strategic model aimed at 
efficiently attending market desires. Figure 2 shows how this is done, a concept that goes a 
little farther than those of concurrent or simultaneous engineering. 

The marketing function has two primary purposes: (1) to detect market opportunities or 
inadequately satisfied demands by existing products and (2) to fulfill these spaces in an efficient 
way. This also involves the designers and engineers who will help to adjust the characteristics 
of the company's products to the ruling forces of the market. 

The industrial design works between the technology (product development and 
manufacturing), and the market. It establishes a bridge between the customer and the company 
by converting the information obtained into desirable and useful products. Rather than dressing 
up the product, design helps to generate new concepts into new products in order to answer 
customers needs. 

Engineering is connected to innovation, turning technology viable. Its role is well established 
in companies. Both design and engineering study the relationship between man and 
environment. While industrial design studies this relationship from the human point of view 
(physiological, psychological, and social conditions), engineering studies the physical, chemical, 
organic, and economical roles. Hence, they analyze the problems with different focusing. In 
other words, while engineering focuses on how to make product work, industrial design 
concentrates on making it readily usable (Harkins, 1994). 
The engineering function must face the need for a deep structural change in order to prepare its 
professional for the market requests. Industrial design turns out to be a key element in the 
dialectic communication between marketing and engineering. Core competence acis as the 
embedded culture upon which the formal and informal relations are built and clear objectives 
are settled for the whole team. QAS interprets this culture and puts it on an operational basis, 
working with the performance factors (figure 2), which are made of quantitative and-qualitative 
indices that measure and control the interfaces between functions These indices are built by the 
deployment of each element in the product and process modeling, using QFD (Quality Function 
Deployment) concepts (Krause, 1993). 
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Figure 2 Relation of industrial design, engineering and marketing on product development. 

The interpretation factor is involved in the product conception and is hard to deploy. 
Marketing must "feel" clients needs and be able to translate them to the industrial design which, 
in turn, must deploy desires into conception of products. Furthermore, this conception must be 
capable of being tested by potential clients. This means the capacity to bring together cultural 
context, human factors (even emotions) into one product. The conformity factor, on the other 
hand, brings rationality to the conception. It puts technical and economic questions into 
conceptions in order to make them viable as product It means design for manufacturability, 
pride in manufacturing. The utility factor translates conceptions into usable products as it 
introduces the human-product interface (pride of ownership, ease of use and maintenance, 
significant appearance, attractive aesthetic, good ergonomics, easy disposal at the end of life 
cycle). 

These three performance factors induce the integration process and, in tum, build the 
company's core competence in a closed loop way which strengthens the technological base and 
the organization's culture. 

4 CONCLUSION 

The concept described represents the framework for the integration of the different functions 
within the company to accomplish its strategic objectives. This approach serves as the key 
concept · for various projects dealing with the introduction and implementation of a 
differentiation strategy supported on a technological and organizational basis. This framework 
is not a collection of prescriptions made available to solve the operational or strategic problems 
of companies. It must be understood as an evolutive and educational matter, that can help 
companies interested in profound, progressive and consistent transformation on a long term 
basis. 

The core competency plays an important role, as catalyst of the developed culture, that is 
beyond individual or even groups. It sets up the language, understanding, budgets, aims and so 
on. QAS is a global function which helps to support and develop the strategy and plays an 
important role in translating the core competency into operational basis. The computer-aided 
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technologies are used to cope the required precision and velocity imposed by the environmental 
conditions. The organizational culture based on core competency causes the standardization 
process to be creative and evolutive, which is, by itself, an important conquest. 

The impact of the consequent standardization process echoes throughout the whole 
company even to the clients and suppliers, developing a constructive relationship that really 
guarantees a competitive advantage that can hardly be surpassed by the competitors that use 
classic strategies for competition. 
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Abstract 
The role of the human operator in manufacturing systems has changed in recent decades as 
computers, data networks and intelligent machines have been introduced. One effect is that the 
number of operators has been reduced as the cost of operators is higher than the cost of 
computers, intelligent machines and intelligent transportation systems. However, to reach a 
balanced automation system, it is necessary to consider the relative cost of labor as compared 
with advanced machinery. At the same time, it is essential that these considerations do not affect 
product quality. 

The way of reaching a balanced automation systerri presented in this paper is through 
appropriate levels of control and automatization, considering cost and product quality. It is 
demonstrated how a modem machining cell can be stripped, according to the described levels 
of automatization, to save money and thus reach a balanced automation system without any loss 
of product quality. The bottom line of the discussion is that product supervision should not be 
left to human operators solely, but rather be performed automatically by the system. Apart from 
the machining cell, an assembly cell in a car manufacturing installation is also demonstrated to 
explain the full range of aspects of automatization when designing a balanced manufacturing 
system. 

Keywords 
Balanced automation systems, computer integrated manufacturing, quality control 
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1 INTRODUCTION 

The role of the operator in a manufacturing system has changed with time. In early days of 
manufacturing, the tasks of an operator were to manually load, operate and unload machines. 
Later on, more advanced machines were introduced that could work autonomously, although 
without intercommunication. As progress continued towards more intelligent machines and 
with the introduction of computers, the manufacturing system was expected to take over more 
and more of the operator's work and finally become the ultimate, unmanned factory.This view 
has been moderated slightly in recent years and the role of the operator in a manufacturing 
system has become more appreciated. The knowledge and experience of a skilled operator is 
very difficult and expensive to achieve and build into a system in other ways. 

Various papers have been written on the role of the human operator in manufacturing 
systems, e.g: 

e Operator control activities, Adlemo and Andreasson (1995a), Sheridan et al. (1988). 
e Operator roles and conflicts, Badham and Schallock ( 1991 ), Drury et al. ( 1986), Miirtensson 

and Stahre (1992), Stahre and Martensson (1992). 
e Operator interfaces, Geary et al. (1992), Olsson and Lee (1994), Schneiderman (1987), Sylla 

(1992). 

The tendency in modem manufacturing systems has been to reduce human interactions with 
systems to a minimum. One important reason for this, albeit not the only one, has been to reduce 
costs caused by increases in the salaries of human operators. At the same time, the cost of 
introducing intelligent machines and automatic control systems has decreased in relative terms 
as compared with operators' salaries. Reductions in human interactions with a manufacturing 
system, and thus indirect reduction in the number of human operators involved in production, 
are understandable adjustments made by chief executives. Humans are notoriously inconsistent, 
both inter-individually and over time. Humans tire easily. They often reject products they regard 
with suspicion more on the basis of fixed quotas than on actual defect levels. Computers and 
machines, on the other hand, are very patient supervisors, over long periods of time, and neither 
complains nor become bored. An important aspect, however, is how to obtain a balanced 
manufacturing system, meaning a system that has the proper mix of operators and machines to 
obtain the highest profit possible, taking into account the country in which the system is located, 
and without suffering any losses of product quality. 

This paper discusses the levels of control and automatization in a manufacturing system 
appropriate to obtain a balanced system. This is achieved by studying a system and identifying 
conditions under which it is best to rely on an operator or on an automatic system. This 
adjustment is made considering various aspects, such as time (i.e. productivity), money (i.e. 
savings), safety (i.e. human safety), flexibility and quality. The objective of the research 
presented in this paper is to demonstrate situations in which an operator can perform a work task 
rather than have the system do it automatically. To illustrate this, a machining cell for the 
production of truck and bus axles is used. The machining cell is stripped in a number of steps, 
from a totally automatic system to a totally manual system. The main theme of the discussions 
in this paper is that, even when human operators perform activities in a manufacturing system 
that would normally be considered appropriate for automatic control and automatic production, 
the supervisory portion of the control should not be left to the operators solely if the quality 
goals of production are to be met. One reason for this is that the equipment needed for 
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superviSion (computers, data network and sensors) is relatively cheap as compared with 
advanced machines, such as a computerized milling machine. To obtain 100% inspection using 
humans typically requires a considerable amount of redundancy, often as much as three 
reinspections (Dreyfuss, 1989; Freeman, 1988). At the end of the paper is given another 
example of a balanced manufacturing system. Here, however, an assembly cell in a car 
manufacturing installation is used rather than a machining cell. 

The work presented in this paper is the result of work by a cross departmental research group 
at Chalmers University of Technology, Goteborg, Sweden. The group consists of individuals 
from the Department of Computer Engineering, Department of Computing Science, 
Department of Production Engineering and the Control Engineering Laboratory. Other work 
performed by the group relates to high level operational lists (Andreasson et al., 1995), the 
control system in a machining cell (Fabian et al., 1995) and generic resource models (Gullander 
et at., 1995). The research aims at demonstrating how a truly flexible manufacturing system can 
be achieved (see Adlemo et al., 1995b, for some preliminary results). 

2 CASE STUDY OF A MACHINING CELL 

A machining cell for rear-axles has recently been installed at one site at Saab Scania Trucks and 
Buses in Sweden. The cell serves as an example of a highly automatic manufacturing system 
and of how a balanced system can be achieved in a country in which salaries are comparatively 
high. However, the following sections demonstrate how this system can be stripped of different 
parts to obtain balance in a country in which salaries are comparatively low. 

As can be observed in Figure 1, the cell consists of seven resources; a lathe and a multi 
operational milling device, together with a quality control (QC) station; two exit buffers and one 
entry buffer; and a gantry crane (GC) for loading and unloading the devices. A local area 
network interconnects the resources with each other and with the cell controller. An initial 
premise was that all communication should take place by means of MMS messages (MMS, 
1990). Finally, however, only the Read- and WriteVariable messages were chosen to be 
implemented. 
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Figure 1 The machining cell in the case study. 
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Rear axles are manually entered by the operator at the entry buffer. Here, the bar code reader 
registers the incoming axles by identifying their article number. The operator can manually 
enter rework codes for those axles that have already been through the system but have been 
rejected by the QC. The normal flow through the system for each axle is first to visit the milling 
machine and then the lathe, and finally to exit through the main exit. However, the operator (or 
operators) can at any time request a specific axle to the QC station, where it will be tested for 
adherence to the tolerance specifications. This testing is done manually. 

The GC is a special type equipped with twin grippers. Under normal operation, one of the 
grippers is always empty, while the other holds an axle. Loading a device with a new axle means 
first fetching the old axle with the empty gripper, rotating 180 degrees and then loading the 
device with the new axle. Thus, loading a device is actually an unload/load sequence under 
normal operation. When leaving an axle at one of the exit buffers, the GC becomes empty, and 
then always moves to the entry buffer to fetch a new axle. Special work cycles must naturally 
exist for the starting up and emptying of the cell. The fact that the GC has twin grippers, with 
one always empty, is equivalent to having one global buffer place within the system. Thus, the 
system can never deadlock. This fact significantly simplifies the implementation of the control 
functions. 

With production times of about 10 minutes for each device, normal operation means that the 
GC will spend most of its time waiting for the axles to finish their work cycles. When the GC 
has fetched a new axle from the entry buffer, it will wait for the milling machine to fmish its 
current task. When the milling machine has been served, the GC stands idle waiting for the lathe 
to finish its current job. Finally, when the lathe has been unloaded/loaded, the processed axle 
will be left at the main exit, whereafter the GC fetches a new axle from the entry buffer. 

The result of normal operation is that incoming axles push the outgoing material in front of 
them. Axles will only be unloaded when new axles are to be loaded. This has several important 
implications. For instance, if the input flow of axles stops, axles will remain in the devices until 
a new axle forces the other axles to exit the devices. When the system is not in the start-up or 
emptying phase, there will usually be an axle at the QC station waiting to be moved to some 
other unit, so that axles may have to wait a good deal of time to be moved from the QC station. 

3 CONTROL AND AUTOMATIZATION CONCEPTS 

The production in the machining cell described in section 2 is designed to be more or less 
automatic, i.e. human interference in production should be minimum. The only interference is 
the operator supervising the system. However, the machining cell, as it is presented in the case 
study, can be stripped of parts of the automatic resources, e.g. the gantry crane. The result of a 
totally stripped system is a completely manual system with manually operated machines and 
manual transportations. Where the exact amount of automatization should be placed is governed 
by a number of concepts, e.g. time, money, safety, flexibility and quality. These concepts and 
their effect when making decisions are described below. 
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3.1 Time 

The first concept, time, is normally associated with the level of automatization such that greater 
automatization leads to faster production and thus a reduction in the time spent. However, in 
some special situations, this may not be true. Another aspect is that it is difficult to manually 
optimize production, which leads to a longer overall production time. 

3.2 Money 

In second concept, money, it is not as easy to identify the relation between the degree of 
automatization and the costs or savings. Normally, the replacement of an operator with an 
automatic equivalent renders some reductions in cost, as the operator is one of the more 
expensive parts. However, in some countries, the cost of an operator is a relatively small 
expenditure. This leads to a situation in which it might be more favorable to use humans instead 
of unmanned, automatic machines. 

3.3 Safety 

When it comes to safety, the advantages of an automatic system are more obvious. The removal 
of humans in a manufacturing system is almost always a way to reduce the risk of injuries during 
normal production. However, in terms of service, it is usually safer for an operator to work in a 
manually operated system. 

3.4 Flexibility 

The advantages of an automatic system over a human operator as concerns flexibility is not as 
tangible. When it comes to flexibility, who can beat man? For instance, if the space encountered 
in a manufacturing cell is very limited, it might be more flexible to rely on a human rather than 
a big, bulky robot. 

3.5 Quality 

The upholding or improvement of production quality, fmally, is more directly correlated to the 
automatization of production. By introducing computers, data networks and intelligent 
machines into a manufacturing system, quality can be increased. As mentioned initially, 
humans tire easily and are notoriously inconsistent. 

4 STEPS OF AUTOMATIZATION IN A MANUFACTURING SYSTEM 

The following section describes a number of possible steps of automatic production in a 
manufacturing system, using the manufacturing cell in section 2 as an example. 

Six different steps of automatization have been identified: 
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1. Cell control system. 

2. Automatic asynchronous material transportation. 

3. Automatic synchronous material transportation. 

4. Automatically operated machines. 

5. Automatic supervision. 

6. Data network. 

These six different steps of automatization can be combined in a number of possible ways into 
what we call levels of automatization. 

A system that is automatized with respect to cell control system, material transportation, 
machine operation, data transportation and control supervision represents a fully automated 
system. The following subsections describe possible ways of reducing the amount of 
automatization. 

4.1 Cell control system 

One way to reduce the cost of a fully automatized system is to remove the cell control system. 
As the cell control system takes care of such things as scheduling and dispatching, this means 
that the worker who takes the control systems place must be highly skilled and, thus, the control 
system cannot be replaced with any worker. 

In the case study, this step of automatization can be obtained by removing the cell controller. 

4.2 Automatic asynchronous material transportation 

The transportation of material between different machines in a machining cell is asynchronous, 
i.e. there are no requirements concerning synchronization with other flows of transportation. 

Another way to reduce the cost of a fully automatized system, apart from the cell control 
system mentioned above, is to remove the automatic asynchronous material transportation 
system. Instead, one relies on a manually operated material transportation system between 
different machines. One hazard when removing the automatic material transportation system is 
the increased risk of errors introduced by humans. Another hazard is the risk of human accidents 
when the automatic material transportation system is omitted. 

In the case study, this step of automatization can be obtained by replacing the expensive 
gantry crane with a manually operated truck. Instead, here, printed truck orders are needed. If 
the quality of the products is to be maintained in this case, it is necessary to use sensors at the 
machines to verify that the correct product is delivered at the correct machine. 

4.3 Automatic synchronous material transportation 

In an assembly cell, as compared with a pure machining cell, there is also a synchronous 
transportation of material between different stations. The synchronous transportation is special, 
as the arrival of a piece of material at a station should be coordinated with the arrival of other 
pieces of material. This implies that synchronous transportation needs a better, and possibly 
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more expensive, supervision than asynchronous transportation. By replacing an automatic 
synchronous transportation system with a manual equivalent, it is possible to reduce costs. As 
in asynchronous material transportation, the risk of errors introduced by humans increases. 

Another aspect of the synchronous material transportation is that it is sometimes used to 
hold a piece of material in position while some other parts are joined to it. This type of work is 
usually performed by a robot that has the capability for both material transportation and material 
fixation. If synchronous material transportation that should perform both tasks is necessary, it 
is more difficult to replace this by a worker. 

Thus, as synchronous material transportation is sometimes more complicated than 
asynchronous material transportation, it is advisable to try to omit asynchronous material 
transportation sooner than any synchronous material transportation. 

4.4 Automatically operated machines 

Another method for reducing costs is to exchange automatically operated machines with semi­
automatic or manually operated machines. This can be done for all of the machines or only some 
of them. 

In the case study, this step in reducing automatization can be obtained by replacing the 
expensive milling machine and the expensive lathe by manually operated equivalents. Instead, 
here, printed working orders for the machines are needed. If the quality of the products is to be 
maintained at the same time that automatically operated machines are omitted, it is necessary to 
use sensors that verify the quality of the products. 

4.5 Automatic supervision 

To further reduce costs it is possible to remove automatic production supervision. Hence, as 
there are no supervisory activities, it is impossible to verify the quality of the products and, in 
some cases, impossible to validate the correctness of the products. Instead, these activities must 
be performed by a human, with the increased risk of erroneous measurements. In spite of this, 
some information can still be passed through the manufacturing system via the data network. 

In the case study, this level is obtained if the automatic production supervision activities are 
removed, e.g. by removing the bar code reader. The sensors that were introduced earlier to 
verify the delivery of correct products and the quality of the products are also omitted. Manual 
routines to verify the quality are then needed. 

4.6 Data network 

Yet another step to reduce costs is to remove the data network. This leaves us with a system with 
stand-alone machines, where the instructions for the machines must be entered manually as no 
data network exists to transport instructions. 

In the case study, this level can be obtained by removing the local area network that 
interconnects the machines and the cell controller. 
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5 APPROPRIATE LEVELS OF AUTOMATIZATION IN A 
MANUFACTURING SYSTEM 

The six different steps of automatization can be combined into different levels of 
automatization. Table I describes some examples of possible levels of automatization by 
combining the six steps of automatization in different ways. For example, one level is the fully 
automated production, i.e. level I. Another level is to introduce manual asynchronous material 
transportation but to allow the rest to be automatic, i.e. level II. Still another level would be to 
have everything manually controlled and have no data network, i.e. level VI. A level that 
actually exists in many installations is automatically operated machines and no further 
automatization, i.e. level Ill, although this level inflexible as well as unpractical. Furthermore, 
verification of the quality of the products is very difficult. 

Table 1 Steps of automatization combined to achieve different levels of automatization 

1. Cell control system Y Automatic or present 
2. Automatic asynchronous material transportation N Manual or not present 
3. Automatic synchronous material transportation M Mixed automatic and manual 
4. Automatically operated machines - Not applicable 
5. Automatic supervision 
6. Data network 

Steps of automatization 

No. Examples of levels of automatization 1. 2. 3. 4. 5. 6. 

I Fully automated manufacturing cell y y y y y y 

II Manual asynchronous material transportation y N y y y y 

Ill Automatically operated machines only N N N y N N 

IV Lowest acceptable level of automatization N N N N y y 

v Not acceptable level of automatization N N N N N y 

VI Non automatic production N N N N N N 

VII The machining cell in the case study (section 2) y y y M y 

VIII The assembly cell in the example (section 6) y N y y M y 

The conclusion drawn from observing the different levels of automatization is that the 
lowest acceptable level of automatization for a manufacturer, without having to consider the 
country or type of production, is the case in which production supervision is left to the automatic 
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system. This would be a system described by level IV. If the automatic supervision is removed, 
i.e. level V, the quality of the products would be affected. 

To achieve a balanced manufacturing system, one should omit expensive automatic parts in 
favor of manual counterparts if the manual counterparts are cheaper in the long run and if the 
product quality can be maintained. 

Taking into consideration the aspects of safety, quality etc., we believe that the following 
steps should be taken in the following order to achieve a balanced manufacturing system: 

e Omit automatic asynchronous material transportation. 
• Omit automatic synchronous material transportation. 
• Omit automatically operated machines. 

We believe that it is most cost effective to have manual material transportation, as described 
earlier, and then, if a greater reduction in automatization is required, to continue by omitting 
manually operated machines. The reason for this is that it is easier to maintain a certain level of 
product quality using manual transportation than it is to introduce manually operated machines, 
where there is a greater risk of reduced product quality. The next step toward reducing costs is 
to remove the automatic supervision of production. However, we strongly believe that this is an 
unwise step, as the verification of the quality of the products is left to a human inspector who is 
more liable to commit errors than a correctly installed automatic supervision system. 
Furthermore, the cost of automatic supervision with computers and sensors is far less expensive 
than highly complex machines and automatic transporting systems. In order to have automatic 
supervision, it is necessary to have a data network and, hence, this component should not be 
omitted in a balanced manufacturing system. 

6 EXAMPLE OF A BALANCED ASSEMBLY CELL 

The example describes a non-traditional assembly cell. Two of the primary differences, as 
compared with traditional cells, are the number of parallel assembly teams resulting in very long 
cycle times and the material feeding system, which is a pure kitting system. The cell has been 
studied extensively and the layout and function of the cell is described in Johansson and 
Johansson (1990). The cell is also illustrated in Figure 2. 

This cell produces kits, which are plastic bags containing small size parts (e.g. screws, nuts, 
and plugs) to be used in the assembly department of a company. Each kit contains the small 
parts needed for a specific portion of the assembly of one specific product There is a large 
variety of kits (several hundred), each containing between two and 20 different parts, i.e. parts 
with different part numbers, and between 10 to 40 single parts. A typical value is 8 part numbers 
corresponding to 25 single parts. 

The production of kits is divided into two major activities corresponding to physical areas 
in the system: automatic counting and packaging (consisting of bagging and printing). Counting 
is done into sectioned trays, where each tray has 18 sections. Automatic counting is done by four 
identical vibratory bowl feeders that work in a so called counter-group, P1• The feeder can 
handle only one part number at a time, which means that four part numbers per kit is the 
maximum number that can be counted at one time. For this reason, many of the kits must pass 
the counter-group more than once. Bagging is done by a bagging machine, P21 • In a special 
machine, the tray is turned and the kits are placed into a bucket elevator that leads to the bagging 
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machine. A printer that to the bagging machine prints the internal part number of the kit on the 
bag, P22. The quality of the kits with regard to part numbers and quantities of each part number 
is controlled by a check weigher connected to the bagging machine, P23. The downloading of 
production information is retrieved from the V AXCluster, P_ 1, via the personal computer, P0. 
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Figure 2 Layout of the assembly cell. 
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The assembly cell is balanced in the sense that, when the cell was planned, it was decided 
that the asynchronous material transportation be performed manually, e.g. the transportation 
between P1 and P2, while the synchronous material transportation be performed automatically, 
e.g. the positioning of the tray in the P1 area. This measurement was taken in a car producing 
facility in an industrialized country, i.e. Sweden, even though the salaries were high. The reason 
for this was simply that the asynchronous material transportation was too expensive to perform 
automatically. The cell control system is automatic and performed by the personal computer P0• 

The machines, i.e counting, P1, bagging, P21 , printing, P22 and weighing, P23, are automatically 
operated. Most of the supervision is done automatically but an operator manually enters the 
identification of the tray into the packaging system. Finally, a data network is connected to all 
the machines in the cell. 

The weak part of the assembly cell is the manual supervision. There is an obvious risk for 
the operator to enter an erroneous identification. We therefore suggest that bar code readers are 
introduced, both at the counter, P~> and at the packaging system, P2• At P1, the identification of 
the tray is read and saved in a database where it can be retrieved by P2 afterwards. In this way, 
the quality of the products is not endangered, as it is the case of manual supervision. 

7 CONCLUSIONS 

A number of levels of automatic control and automatic production have been presented in order 
to identify activities that may be performed by a human operator rather than an automatic 
system to achieve a balanced automation system with respect to such relevant aspects as cost, 
flexibility and quality. To do so it is essential for a manufacturing system that the supervisory 
portion exists and is performed automatically by the system. It is not possible to leave this task 
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to a human operator solely, as it is common for humans to commit errors that might reduce the 
quality of the products. In addition, the cost of the equipment to perform the automatic 
supervision is now relatively low, compared with certain highly specialized machines. 
Nonetheless, certain parts of an automatic system can be omitted to reduce costs without 
reducing the production quality. 

Thus, by removing expensive machines, such as the gantry crane described in section 2, in 
exchange for humans and simple, cheap machines, it is possible to reduce costs, maintain the 
quality of the fmal product and uphold a higher degree of employment in countries in which 
salaries are low. However, it is essential in such situations that the manufacturing system be able 
to rely on some kind of automatic supervision to verify product quality. We believe that the cost 
of having a reasonable amount of computer power together with a data network that connects 
the computers with the sensors placed on the machines is reasonable and affordable. Even more 
important, this equipment is necessary if a manufacturer is to be able to provide products of 
good quality. 
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Abstract. 

The functions and flows in the process of machining complex geometry part are considered. 

The computer solutions as well as some of their effective implementation in a demonstration 

platform are described. The overall efficiency greatly relies on communicative numerical 

controllers and availability oflocal and wide area networking facilities. 

Keywords. 

CAD, CAM, CIM, CNC, quality control, industrial network. 

1 THE NEED FOR NEW PERFORMANCES IN SMALL CNC 
SPECIALISED COMPANIES 

In the field of mechanical industries, large industrial groups (automotive, aerospace, ... ) urge 

their subcontracting partners to adopt CAD/CAM tools and quality control procedures to 

reach the shortest development times. This means difficult choices for small subcontracting 

companies. 

For several years GRPI has been devoting efforts to the design and implementation of 

performance inductive techniques for a particular category of subcontracting companies : those 

specialised in the machining of complex geometry parts. A part is said to have a complex 



408 Part Fourteen CAE/CAD/CAM Integration 

geometry whenever the cutting path cannot reduce to a mere set of macroscopic linear or 

circular moves. In which case NC (Numerically Controlled) machining must compulsorily be 

associated to CAM (Computer Aided Manufacturing) tools. In a few years, NC machining of 

complex parts has been taking over traditional hand modelling as a result of the spreading of 

CAD/CAM techniques. It concerns : 

• many consumer products the shape of which is mainly governed by aesthetics 

considerations, 

• shapes resulting from mathematical optimisation criteria such as from the Finite Element 

Methods. 

Complex shaped parts are seldom machined in large batches because it is a relatively slow and 

very expensive process. On the other hand this technique is very appropriate in the following 

cases: 

• part prototyping (in the course of the product design phase) 

• manufacturing of tools such as moulds, electrodes for electro-erosion, etc. 

After considering the main technical activities to be performed in a CNC plant, the solutions 

studied and implemented will be presented.. The various achievements deal with the 

preparation, machining and inspection processes, as well as the integration of these 

processes. 

2. TECHNICAL FUNCTIONS ANALYSIS 

model 

tools and raw orders 

report & requests 

PREPARE 
MACHINING 

tool & raw request 

MANAGE 
TOOL&RAW 

machined part : •...•.•......••••... . 

Figure 1 Technical functions in CNC plant, level I. 
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Figure 1 is a SADT-like, Ievell, display of the interconnection of the main technical functions 

to be performed in a typical subcontracting CNC company. 

2.1 Function PREPARE MANUFACTURING can be split into: 

• project file reception : transfer, unpack, store 

• pre-analysis of received CAD data : choose and request necessary tools and machines 

• geometry analysis and tool path generation 

• choice of machining parameters 

• machining simulation for error tracking 

• post-processing of tool path data into specific machine-tool programs 

• selecting elements and surfaces to be inspected 

• generate surface sensing sequences 

2.2 Function PERFORM MACHINING receives a PART FILE which consists of: 

• NC machining programs, specific to the considered machine (Tape Files). The operator may 

be led to chain together several sub-programs, for example several raw and finishing cuts. 

• Operator directives : the program or the appended directives may trigger tool search, either 

in the machine local store (automated or not) or in the workshop central tool store. 

The machining data for a part consist of several computer files. The management of this Part 

File is performed at the machining station by the operator. The problems to be solved at this 

level are related with the fact that complex shape machining programs consist of an extensive 

number of very short linearly interpolated moves : most of the Numerical Controllers, except 

for very recent ones, are unable to memorise data amounting to more than 1 megabyte. On the 

other hand their computing power is limited to a few tens interpolations per second where a 

few hundred segments per second would be more appropriate, particularly for making 

prototypes out of soft polymer material. 

2.3 Function INSPECT PART ultimately warrants conformance ofthe finished product: 

The Coordinate Measuring station gets a Part Inspection File which consists of : (i) sensing 

sequences for the surfaces and elements to be inspected, (ii) tolerance margins in the form of 

associated software gauges. According to the sensing directives, the Coordinate Measuring 

Machine (MMT) senses the part, determines the part own referential and registers the 

coordinates of the specified points. These data are then collected and processed in order to 
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show the operator whether the part is within the tolerances or not. More accurate and visual 

interpretation of the results can be performed on the preparation site and decision can then be 

taken about a bad part to modify any of the CAD/CAM processes. 

2.4 Function MANAGE TOOLS AND MATTER: 

This function is invoked right at the start by the project leader to specify the needs and trigger 

orders for raw material, equipment, tool preparation or just tools and machine-tool reservation. 

The Tool Data Base (TDB) is updated by the tool operator in the course of his tool 

management activity. The TDB is relatively complex because tools are compound objects 

whose characteristics are time changing due to wear, re-sharpening, re-assembly. The TDB 

must also manage tool location within the workshop and their allocability to the machines. The 

data in the TDB should be accessible from any work station. Also the NC machine-tool 

controllers may memorise tool compensation tables which must be closely linked with the 

TDB. 

2.5 Needs for COMMUNICATION: 

Links in Figure 1 emphasise the necessity of communication between the previously mentioned 

functions. In view of relieving the operators from cumbersome administration tasks and 

avoiding errors meanwhile any information transmission or transcription, the company must be 

equipped with : 

• means for easy local and remote data transfer, 

• software interfaces for inter-software communication 

• man-machine interfaces for the management of data exchanges and retrieval. 

3. IMPLEMENTATION OF A LIGHT INTEGRATED CNC PLANT. 

In the following, the guiding principle for the choices of architecture has been one of 

standardisation and simplicity. This principle is well adapted to the limited means of a small 

company, furthermore it does not block the plant in a one time configuration (Figure 2). 

3.1 Communication. 

3././ Remote communication. 



Architecture solutions for integrating CAD, CAM, and machining 411 

Traditional means of communication in which humans interact at both ends remain of utmost 

importance and new technologies like telefax or electronic mail increase their efficiency. 

A national or international automated system for information diffusion or retrieval is also a 

important factor of productivity. In that respect the French intensively use the TELETEL 

videotex service which offers : 

• access to professional directories, particularly useful when subcontracting is intended; 

• access to technical data bases like CETlM's (Centre d'Etude des Industries Mecaniques); 

• easy server set up, very useful for a company with many clients who wish to automate 

information diffusion and order taking. 

TOOL MANAGEMENT 
CAE·WS 

Figure 2 Schematic overview ofCNC plant 

Beside interactive exchanges, the company needs Digital Data Exchange with their customers 

for the transfer of manufacturing files and reports, and various solutions can be considered. 

Due to the variety and evolution of CAD systems and neutral format standards, it may be safer 

to call for the services of CAD file transfer nodes were expertise in format translation is 

concentrated. 

As to the physical link, the Integrated Service Data Network (ISDN), in service in many 

countries, presently seems at short term the best compromise between cost and throughput. 

ISDN can forward Pulse Code Modulated voice and digital data at the rate of (2 x 64 + 
16)Kbits/s. Transmission time for I megabyte is then reduced to some 2 mn!Mbyte which is an 

improvement by a factor of ten over usual asynchronous Modems. It seems judicious to 
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connect at least the technical office to ISDN, one ISDN socket is sufficient to serve all 
telecommunication usage up to 8 various terminals. 

3.1.2 Local communication. 

Any workstation in the workshop in the plant consists in, integrates or is under control of a 

standard computer. These computers are CAD/CAM/CAE UNIX workstations, X-Windows 

terminals and industrial PC/PS microcomputers under DOS or OS/2. 

Inter-computer communication is through a standard office Local Area Network such as 

Ethernet or Token Ring since traffic is intensive only during short bursts at file transfer time. 

Actual transmission time is some 1 Os!Mbyte due to protocol overhead and PC's limited 
throughput). Due to plant heterogeneity, TCP-IP has been adopted as the base protocol for the 

exchanges. TCP-IP has the advantage of being part of the UNIX/AIX operating system and 

available on MS-DOS or MS-WINDOWS systems. 

3.2 Preparation of the machining process 

Machining preparation is performed on IBM AIX-RS6000 workstations with high performance 

graphic controllers. The CAD package is CATIA from Dassault Systems, a surface and solid 

modeler. CATIA integrates CAM modules for multiaxis lathes and milling centres. The 
CAD/CAM operator gets delivery of the remote geometric model of the part to be machined 
and defines on which surface elements and along which curves the tool end will be moving, 
actually he must be a specialist in both CAD and CAM. The CATIA CAM module allows for 
introducing the surface tolerance and tool geometry, and simulating tool path. This visual 
check is a protection against the most obvious errors. 

Machining data are produced in an intermediate APT -like format. These data must then be 
adapted to the selected machine-tool characteristics through a so called Post-Processor 

interface which produces machine specific Tape Files. Modular post-processors for multiaxis 

machining centres have been developed. The ISO Tape Files pertaining to a given part are 

grouped in a Part File and become available on request from the machining station operator. 

The CAD/CAM workstations also support a Computer Aided Inspection software, 

V ALISYS, which is interfaced with the CATIA generated models. On the graphic display, the 
CAD/CAM operator defines the tolerancing type with graphic ISO/ ANSI symbols which are 
translated into Virtual Gauges. For any component surface to be inspected, a grid of test points 

is generated. Both inspection sequence and tolerancing data are available from the Inspection 
Station through the local network. Conversely the CAD/CAM operator can retrieve data 
issued during an inspection session and visually compare the specified and measured surfaces. 
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3.3 Machining stations 

3.3.1 Computer as a Data Store and a Machine-tool Supervisor. 

At the beginning of this project development, one urging need was present : how to carry out 

complex prototypes machining on a modern milling centre, yet equipped with a poor 60 Kbytes 

program memory. The first answer was the use of a Direct Numerical Control (DNC) mode in 

which the PC computer standing by the machine-tool manages data transfer along a 9600 bits/s 

asynchronous line according to a safe block mode protocol.. This was tested by executing 

machining programs over I megabyte long. Extension to PC control of several machines, using 

an intelligent communication card was also considered. When later on CAD/CAM 

workstations and a LAN were installed on the site, it was easy to include calls to TCP-IP 

application commands in the DNC software so as to let the PC-DNC operator ask for the 

downloading of a Part File from any CAD/CAM workstation (Boissier, 1988), 

(Razafindramary, 1991). 

3.3.2 PC Computer as the kemel of an Open Numerical Controller. 

The preceding tests made clear a serious limitation of the microprocessor based CNC 

controllers in the 80's : a low interpolation speed (5-10 blocks/s), affordable for macroscopic 

moves but speed limiting on short segment surface following. 

Searching at once for high interpolation speed, communicativity, evolutivity and low cost, 

we developed a concept of OPEN NC using a standard PC computer component for managing 

dialogue with the operator, and the workshop, and a specialised module for rapid interpolation. 

The machine functions and dynamics have been specified in Figure 3, using the Ward & 

Mellor hierarchical formalism(Ward, 1986). This specification has been mapped into the 

architecture in Figure 4 (Raddadi, 1991,1993). 

The OPEN NC is composed of an industrial PC working as operator interface, program store 

with mass memory and workshop communication unit with a LAN adapter and the TCP-IP 

protocol. Machine-tool axes control (3 axes, extensible to 5) is performed by an add-on card 

from the Delta Tau Company whose specialised Digital Signal Processor (Motorola DSP 

56000) achieves in a very small volume interesting interpolation performances. 
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Figure 3 Functional and dynamic specification of OPEN NC 

Control of a machine tool and its environment implies some logic and sequential functions, 
these are specified with Sequential Function Charts or Grafcet (IEC, 1992) and implemented as 

cyclic I/0 tasks within the Real Time IBM-ACS environment (IBM, 1993). I/0 data are 
conveyed to the operative part through a 1 Mbit/s field bus, such a link to remote I/0 reduces 

cabling time and errors. 

The achieved OPEN NC is very compact, very modular and extensible, it allows easy 

transformation of a mechanically sound machine tool with obsolete control into a very 

performing and evolutive industrial system. 

The IBM-France Company have seen, in our solution, the possibility to directly integrate 

machining stations into their overall industrial communication architecture (IBM, 1993). 

Actually the control architecture is adaptable to a great variety of contexts. 

The need and interest for openness in a machine-tool controller is real and has given way to 

several studies and realisations. A critic of traditional controllers has been presented in 

(Gregoire, 1989) together with the design of an experimental modular system, while recently 
NC manufacturer NUM SA expressed their interest for such systems and announced an 
architecture somewhat different than ours, in which a PC-OS/2 compatible card is plugged into 
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the VME bus based existing numerical controller, allowing the local installation of DOS or 

OS/2 applications (Pritschow, 1993). 

Motor : Amplmer 

Qr-8;[1 
Encoder CD 

U AxlsCard 

Figure 4 Architecture of OPEN NC 

3. 4 Coordinate Inspection Station 

Integration of a coordinate inspection stand in the plant profits from the above mentioned 

developments. The V ALISYS modules needed at inspection stand are installed in an AIX 

operated ffiM-PS/2, just by the DEA Coordinate Measuring Machine (CMM). This micro­

computer serves as a relay between the technical office and the CMM, it translates the 

V ALISYS sensing instructions into specific DEA instructions which are downloaded into the 

CMM controller through an asynchronous line. Conversely, coordinate data retrieved from the 

CMM are locally formatted for the purpose ofV ALISYS processing. 

4 CONCLUSION. 

In this paper some particular aspects of CIM have been highlighted. We wish to make clear, 

particularly to industrials that in small plants integration needs a relatively modest investment 

compared to machine-tools ones. The light communication system, simple gateways and 

versatile Open Numerical Control we have set-up should contribute to CNC plant performance 

and leave more time for the operators to practise their job skills. Work in progress includes a 

methodological object oriented approach to tackle overall manufacturing management, 

particularly tool management, with inclusion ofMMS primitives (Lefebvre, 1994). 
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Abstract 
This paper presents an approach to a Concurrent Engineering Environment (CEE) 
development based on Feature Technology. This proposal is specially useful in the Design for 
Manufacturing (DFM). In this sense, the information, related to different areas of the product 
life-cycle development, must have a common meaning for everyone. This may be achieved by 
using a constructive element called "feature" where the information is modeled. In order to 
support the information management some Information System requirements are defined. 
Some aspects of the model have been implemented in a real industrial case study. 

Keywords 
Concurrent engineering, product information modeling, feature technology 

1 INTRODUCTION 

Concurrent engineering is more than a new word to old concepts. It is a natural human­
centered way to organize the product life-cycle development. By this way most of the usual 
errors and delays, during the product development are avoidable. It is a mult-effort issue where 
many different professionals are involved in the product implementation, each one bringing 
his/her own experience and needs. Design for Manufacturing (DFM) and Design for Assembly 
(DFA) are two of the efforts to organize the information exchange among different areas. 

The GRUCON, in close cooperation with a Brazilian enterprise and the University of 
Amsterdam is developing a computational environment to help in the product life-cycle 
development. It is structured in a heterogeneous and distributed database where the 
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information is modeled based on feature technology. Currently the development is 
concentrated in the Design for Manufacturing methodologies. In this area, a feature-based 
interface (developed at UFSC) for the CAD system and the information modeling are under 
development. 

The information is represented using feature technology once the product is the link 
between several completely different information along the product life-cycle development. In 
these sense, a feature can be used as an "information key" to users from any design, 
manufacturing, assembly and others activities. 

This paper is organized as follows: section 2 describes the concurrent engineering (CE) 
concepts and approaches presented in the references as well as some not well-defined aspects 
of the CE definition; section 3 presents a feature technology revision; section 4 describes the 
CEE based on an Information System; section 5 describes the CEE architecture and the feature 
technology role in the information modeling; section 6 presents some useful aspects of the 
environment in the Design for Manufacturing area; finally section 7 presents some conclusions 
and next steps. 

2 CONCURRENT ENGINEERING 

Concurrent Engineering for Chen et al. (1992) is a systematic approach to the concurrent 
design of products and their related processes in a computer integrated environment. In 
another point-of-view, Terpenny et al. (1992) say that CE brings to the design phase 
considerations related to many factors affecting total cost and performance throughout the life­
cycle of a product. For Kusiak et al. (1993) CE is defined as a systematic approach to the 
integrated simultaneous design of products and processes, including manufacturing and 
support. In short, CE is generally recognized as a practice of incorporating various life-cycle 
values into the early stages of design. These values include, not only the products primary 
functions, but also its esthetics, manufaturability, assembly, serviceability and recyclability (Jo, 
1991, Ishii, 1993). 

Terpenny (1992) identified three basic components to concurrent engineering systems. 
These components include: improved design strategies, decision methods and supporting 
information and knowledge. Design strategies include general principles for design that enable 
or improve the function of other life-cycle processes. Decision methods described include: 
multifunctional teams, classical optimization methods, and artificial intelligence techniques. 
Supporting information and knowledge includes a discussion on geometric modeling, design by 
features and CIM requirements to achieve an integrated system. 

In few words concurrent engineering, in the scope of this work, is a life-cycle 
development methodology that aims the activities integration through the information 
decentralization and cooperative work. This means that, every product life-cycle activity 
may be much better supported by concurrent engineering. 

This approach primarily suggests the use of teamwork, where the team is formed by 
engineers and experts from all activities related to the product life-cycle (Huthwaite, 1994). 
One main function of the multifunctional team is to negotiate the best solution for the product 
development. The team is created in the earliest life-cycle phases and is responsible for all 
decisions made regarding the product, until the product is out of the market. Hence, teamwork 
involves intense collaboration and exchange of information. 
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In spite of CE could be implemented without computer based support, in the industry, it is 
quite hard to do it once the information needs to be widely distributed. Then a computer based 
environment have been designed to help each activity development as well as the 
multifunctional team work. The CEE is designed as a heterogeneous and distributed database 
where each activity (an agent in this context) has its own information model and exports the 
relevant information to other agents (activities). 

2.1 Concurrent Engineering: doubtful aspects 

Concurrent engineering is, probably, the newest fashion in the manufacturing environment. So, 
it has lots of non well-defined aspects. In order to encourage the discussion some of them are 
briefly presented here. 

Design-centered approach 
Once the design is the life-cycle activity responsible for the major part of the cost definition in 
the product development (Bedworth, 1991), the concurrent engineering focus is in the design 
activity and its relationship with the remainder steps. Usually these proposals try to develop the 
design simultaneously with the process planning, assembly, etc. 

This approach does not examine the fact that each life-cycle activity has its own problems, 
related with other activities. Then the same attention that has been dispensed to the design 
must be considered to any life-cycle activity. 

Concurrent or Simultaneous Engineering 
The terms concurrent engineering and simultaneous engineering are being used synonymously 
to refer the same methodology (Lindenberg, 1993). Specially in Brazil it is difficult to know 
which name is more intensely used. Generally the term is associated with its definition scope. 

Analyzing the words semantics, in English or in Portuguese, is quite clear that both 
"concurrent" and "simultaneous" have the meaning "happen at the same time", but 
"concurrent" has the additional idea cooperating, agreeing Rolanda (1988) and Longman 
(1983). 

Looking at the common manufacturing process (complex parts and products), it is possible 
to assert that is quite uncommon to produce a part while the part has not yet been entirely 
designed. Besides, the CE concept means information exchange and cooperation in order to 
detect problems in advance and discuss solutions. Therefore the word "concurrent" seems to 
agree more with the CE main idea. 

Is CE a new name for CIM? 
In early 80's Computer Integrated Manufacturing (CIM) was considered the solution to any 
problem in an industry. During these CIM "golden" years several definitions, always increasing 
the scope, had been created. Unfortunately, due to the complexity of the practical aspects, no 
useful CIM implementations have been presented and the idea has been slowly discredited 
(Bedworth, 1991). 

Concurrent engineering is a new name to an old idea, but not the CIM idea. CE has been 
used since Heruy Ford and Ransom Olds automobile industries had created groups in the 
design phase with experts in design and production (Huthwaite, 1994). But CE is quite 
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different from the CIM idea. CE can be implemented in a people-to-people approach and uses 
technologies (e.g., DFM-Design for Manufacturing and DFA-Design for Assembly) completely 
computer independent. In every case where it is possible to simplify the implementation and 
use non intensive computer support it should be the easiest way. 

Currently CIM can be considered a computer tool to the information integration (Moreira, 
1993). In this sense CIM can be a support to the information exchange in a complex Computer 
Engineering Environment. 

3 THE FEATURE TECHNOLOGY 

Features concept is not a unanimity in the scientific community and several works have been 
realized using the main idea (Shah, 1988a, b, 199l,Yeo, 1991, Hernandez, 1991, Moreira, 
1992). The paper presented by Shah (1988b) shows the concept evolution. It can be very 
restrained like "Elements usage in generating, analyzing, or evaluating designs" - or generic -
"Groups of associated or related data elements." In order to aggregate the information of the 
whole product life-cycle development some rules had been defined about features: 
• A feature must be classified in such way that seems usual for any life-cycle development 

area. 
• There is a finite field of parts. It should be represented by a finite domain of features. 
• The set of features is enough to represent a part in the domain. That is, the design process 

uses a features library. Once some times it is necessary to create a new feature the 
environment must provide support to feature specification 

• The feature library is a knowledge base used by every tool (CAD, CAPP, etc.) in the 
environment. 

A feature is an entity composite by production system's data and knowledge about itself. 
The main idea of this approach is the possibility to represent, under the same name, or key, all 
information about design, process planning, cutter path generation and so on. 

Cylinler 1 

Cylinler 2 

Figure 1 A shaft with keyway slot represented using features. 

In Figure I there is a part that aggregate three features. The relationship among them is 
carried out by the reference system of each one. The features attributes are: 
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• geometrical description 
• finishing surface 
• form tolerances 
• dimensional tolerances 
• surfaces 
• knowledge about the manufacturing process. 

The feature domain identification and classification generate feature families that are 
organized in hierarchies. In order to model features in such way it represents what it really 
means, an Object-Oriented approach (Tonshoff, 1994) is used structuring features like class 
and instances. This approach is described in Moreira (1992). 

4 THE INFORMATION SYSTEM SUPPORT TO CONCURRENT 
ENGINEERING 

In Camarinha ( 1994 ), a very interesting approach is proposed to implement concurrent 
engineering. In that paper a concurrent engineering environment, able to support the 
communication whitin engineering team, is based in the solution of three main problems: the 
definition of a common model, engineering information management and, process supervision. 

A common model and an information management infrastructure are interrelated issues 
concerning the information sharing and handle. The process supervision is necessary to model 
the engineering process and to implement a federated loose-control process interpreter or 
supervisor. In a few words, it is necessary to schedule and coordinate activities during the 
manufacturing development. Of course this is mainly necessary in a non human-centered 
environment, but concurrent engineering is mainly people exchanging information, and most 
efforts must point to the teamwork coordination. 

Following the concepts presented in sections 2 and 3, the main requirement to the 
concurrent engineering implementation is the information sharing and handle. By this approach 
a natural framework., to support the management and sharing of information among different 
manufacturing phases or activities, is a network (federation) of heterogeneous and autonomous 
agents that are either loosely or some tightly-coupled. In this federation, an agent is involved in 
one activity (e.g. design) related to the product life-cycle, while several agents may take part in 
the same activity. On one hand production related activities are independent, (heterogeneous 
and autonomous) to serve different purposes. On the other hand, trivially these activities are 
interrelated (coupled) and need to cooperate and exchange information among themselves. 

The Information System must do the following tasks: 
• modeling information from different manufacturing areas; 
• allow queries in any manufacturing activities; 
• use the existent models; 
• allow a secure information maintenance. 
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5 CEE ARCHITECTURE 

The CEE architecture is described in (Afsarmanesh, 1994). In spite of concurrent engineering 
could be implemented without computer support it is necessary depending on the amount of 
information to be processed, and its complexity. 

The main requirement of the concurrent engineering approach is the availability of all the 
information related to any life-cycle activity, to all team members who need to access it. The 
information representation is heterogeneous and distributed among different autonomous 
agents. Depending on the automation degree some of the following tools should be used in the 
environment: 
• CAx tools 
• information servers 
• analysis tools. 

Currently most of product life-cycle activities have its own Computer Integrated 
Manufacturing tools (CAx) providing a useful aid to the development. Those tools should 
provide mechanisms to integrate information servers and analysis tools access. Otherwise the 
information servers must maintain a user interface to provide information directly to the users. 

Suppliers 
lnfonnation 

Figure 2 Information servers working together. 

Manufacturing 
lnfonnation 

pp 
Analyzer 

Each information server is related with one activity and provides answers to user questions. 
Each server must be modeled as an autonomous agent able to cooperate and shares 
information with others to solve problems. The exchange of information has to be done 
through an heterogeneous and distributed information system (Figure 2). By this way the 
requirements described in section 4 are preserved. 
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For instance, if a CAD user must know if a part can be produced in-house with minimal 
cost, he/she can submit the design to a manufaturability analysis agent. Then, the CAPP, CAQ 
and CAP agents will work together to analyze the part design and to deduce the best option, in 
terms of the production process costs and parts/machines availability. Besides, information 
about third part suppliers should be analyzed to decide if it is more efficient to get the part 
from other manufacturers. In the example, it is possible to see the need of several agents to 
access the process planning and scheduling information. 

The analysis tools are expert systems developed as an agent with heterogeneous database 
management system support. The tool intelligence degree depends on the analysis difficulty. In 
most cases, the user's help is necessary for a good analysis. In this case, a friendly user 
interface and proper communication, among the tools, must be additionally developed. 

6 CEE INFORMATION MODELING 

The information required in a concurrent engineering environment has to be analyzed 
specifically to each case, once it depends on the activities involved in the implementation. In 
Afsarmanesh et al. (1993 and 1994}, a description ofthe information flow study, using IDEFO, 
in an aerospace enterprise is presented. Here it is described briefly the product model. 

During the product life-cycle many different kinds of information are handled by each 
activity, using its own representation approach and storage strategies. Marketing, design, 
manufacturing and assembly phases develop activities where the product information is defined 
and used to generate the final product. During this process, several other pieces of information 
are defmed and aggregated to the product definition, so that it can be used as an integration 
element in a concurrent engineering environment. Then, it is possible to say that the product 
definition is the main concept to which other manufacturing information is related. 

Component 

Part 

Group 

Feature 

I Surface I 

Figure 3 Product model hierarchy. 

As described in Afsarmanesh et al. (1994), the product is defined hierarchically (Figure 3). 
The component level is user defined and can be reused in other product defmitions. In this 
hierarchic definition, the component complexity is simplified in its sub-components definitions, 
while the functionality and characteristics of sub-components are more detailed. A simple 
component is described by one or more parts. A part is defined as a non-assembled element 
produced by one piece of raw material. Parts constitute the last level that can be defined by the 
user. One part can be composed of as many different preexistent groups and features as 
necessary to represent its functionality. Groups are composed of features and generally 
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describe a standard constructive element. Both groups and features are available in libraries. 
Each library supports the manufacturing needs of one specific product domain. 

The features are the principal element in the product representation (Moreira, 1991, 1992, 
1993, Afsarmanesh, 1993, 1994 and Tonshoff, 1994). By those constructive components it is 
possible to link information from different product-life-cycle activities maintaining the link 
among them. This is possible because the features provide a functional representation valid for 
every activity. Each feature represents a design function used by the designer in the product 
conception phase. With this constructive element the part is built in a function assembly 
process. One feature can be generic defining a shape and its dimensions. A Form Feature can 
be used for many different purposes. In this basic feature a function can be aggregated, in 
order to represent more information. This new feature is called Functional Feature. Surface 
finishing and tolerances, machining process and thermochemical process are examples of such 
functions. In Figure 4 there are many features put together to build a part. Some of them, like 
the two cylinders and the hole, are just shapes where some other features are overlapped. The 
retention ring groove, for example is a shape with function. About the cylinder it is possible to 
say just dimensions, but concerning a specific retention ring groove it is possible to say 
tolerances, finishing surface, dimension range as well as, the machining process . 

Emspp:top .!:.! Emspp: iso 

Figure 4 Feature-based product representation. 

The product model is the important unifying piece of information among different activities 
within the Concurrent Engineering environment. As described in earlier section, it is 
represented hierarchically. Features are structured in subtypes that represents a specific part 
domain, for instance, rotational parts, prismatic parts, sheets, etc. As described earlier a feature 
should aggregate generic information (form-features) and information about functionality what 
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can improve its representation. In the model presented in Figure 5 it is represented by a 
multiple inheritance between FORM_FEATIURE and FUNCTIONAL_FEATURE. The type 

RETENTION_ GROOVE is a functional feature derived from a generic feature GROOVE and 
is described by additional attributes. In the example of the Figure 5 just rotational features are 
represented like a subtype of form_features, but any other kind of feature should be 

represented by the same way. 
The methodology used to implement a Concurrent Engineering Environment consist, 

basically, of determining part families based on the geometry of the part and its features. A 
company may already have their parts classified into families. However, the families already 
existent in a company may not be appropriate for a manufacturing database based on features. 

Therefore, it is advised that a thorough study on all products of the company should be carried 
out, even ifthe company already has parts grouped into families. 

In a company being studied, products such as valves and landing gears are produced 

(Moreira, 1994). In this case it was decided to focus attention on the hydraulic equipment 
such as valves and actuators. These products have: 

• similar functions; 
• similar geometric complexity; 
• the same manufacturing technology; 
• manufacturing planning for the following 12 months, i.e., these products are on order for 

delivery during the following 12 months; 
• a higher frequency of new designs compared to other products. 
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Figure 5 Feature model. 
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Among the hydraulic equipment, it was decided to gather information on the rotational 
parts belonging to these products. Attention was given to the following groups of parts (see 
Figure 6): 
• shafts with constant diameter, without holes or with stepped holes; 
• stepped shafts, without holes or with holes having constant diameter. 
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Figure 6 Features found in rotational parts. 

7 CONCLUSIONS 

In the old times the craftsman was, certainly, the first person to use the concept of CE, because 
the whole life-cycle development was completely integrated in his mind. Today, with the 
increasing of the products complexity, the whole life-cycle development is divided into several 
steps. Each one involve several sub-divisions, where each professional, using his own skills and 
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experience, add value to the product. To do that each professional, usually, knows nothing 
about the subsequent steps. 

In order to achieve the best results, aiming to come up with the most competitive product of 
the market, in a short period of time, all the steps of the whole life-cycle development must be 
fully integrated (as in the craftsman mind). This means human and information integration. 

In order to advise this integration it is necessary multifunctional teamwork and Information 
System to provide the adequate support. The results achieved in a real industrial case study, 
have shown the Feature Technology potential-to model and link the information coming from 
different areas of the product life-cycle development 

The main contributions of the authors described in this paper could be considered as the 
feature-based approach to the part modeling in order to create a concurrent engineering 
environment. It is really important once product information central information in those 
environments. 

We would like to acknowledge the European Commission for the possibility to develop 
work together. 
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Abstract 
This paper proposes a framework for a CAD/CAPP/CNC integration using the latest solid 
modelling and CNC development tools. The central concept for the integration is to use a 
generalised component data model throughout all the activities from design to manufacture. A 
feature-based component data model (FBCDM) is introduced. The creation and enhancement of 
FBCDM are also described. 

Keywords 
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1 INTRODUCTION 

The goal of integrating computer aided design and manufacturing (CAD and CAM) into computer 
integrated manufacturing (CIM) has been long desired. It is understood that it would be 
impossible to achieve real integration between CAD and CAM without automating computer 
aided process planning (CAPP). One of the problems encountered here is that it is difficult to 
interpret component design automatically by a computer for use in downstream applications in 
the production process (Anting and Zhang 1990, ElMaraghy 1993). 

This paper proposes a framework for a CAD/CAPP/CNC integration using the latest solid 
modelling and computer numerical control (CNC) development tools. The central concept for the 
integration is to use a generalised form of component data throughout all the activities from 
design to manufacture. In the following sections, definitions for features including form features, 
design features and machining features are discussed, and a feature-based component data model 
(FBCDM) suitable for design, process planning and CNC programming is introduced. An 
intelligent feature based design system (IFBDS) is used to creates a generic FBCDM containing 
basic component information which is enriched through geometric reasoning. A feature based 
process planning system (FBPPS) extends and refines the FBCDM and automatically generates 
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a process plan. The refined FBCDM is then directly used by a feature based numerical control 
programming system (FBNCPS) to generate the cutter path. A preliminary investigation of the 
framework has indicated a high potential of the methodology employed to achieve a fully 
integrated CAD/CAPP/CNC system. 

2 ARCHITECTURE OF THE CAD/CAPP/CNC INTEGRATION SYSTEM 

The architecture of the CAD/CAPP/CNC integration system is depicted in Figure 1. It consists 
of three subsystems: IFBDS, FBPPS and FBNCPS. 

Process Knowledge 

FBPPS 

Machining system DB 

FBNCPS 

Figure 1 System architecture. 

IFBDS uses ACIS (Spatial Technology Inc.1994) as its underlying modeller. It has a user 
interface with design and manufacturing knowledge, an inference engine with reasoning 
capabilities, and an attribute tagging facility. The output is a generic FBCDM. The user interface 
contains a user-system interaction window in which command menus are provided. It allows the 
user to make parametric designs using the feature library, or modify/edit existing designs. A 
design knowledge database contains the feature library, standards and other necessary 
information; and a manufacturing knowledge database stores information on raw materials, 
machines, tools and fixtures. 

In front of ACIS, there is an inference engine, the core of IFBDS, that serves three purposes: 
fmding information of constituent entities of features, checking feature validity and identifying 
feature interactions. These tasks are mainly performed through geometric reasoning during the 
design stage. 
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FBPPS comprises a design interface and a process planner. The function of the design interface 
is to take the generic FBCDM as input, enhance it through technological reasoning and refmes 
the interacting features so that they can be treated individually for machining. Feature refmement 
aspects include the feature geometry, technological constraints and potential technological 
solutions. The feature sequence is also detennined. 

Based on the enhanced FBCDM, the process planner automatically detennines the 
technological solutions for each feature, taking into account its technological constraints and the 
processing system capabilities. FBPPS output is an enhanced FBCDM and a process plan for the 
component. 

FBNCPS uses Strata development environment (Spatial Technology Inc. 1994). It consists of 
a system interface, an application program generator and Strata CNC code generator. The system 
interface takes the enhanced FBCDM as input, converts features into Strata geometric entities 
with manufacturing infonnation and reconstructs some of the features if necessary. 

Based on the enhanced FBCDM and process plan, the application program generator 
automatically creates program in Strata command format. Strata executes the application program 
and creates a CNC toolpath for each feature. The too !paths may be grouped into operations, while 
operations may be clustered into setups and setups into sub-programs which are combined into 
a full CNC program for the component. FBNCPS output is a cutter location (CL) file. 

The key issues of integration between CAD/CAPP/CNC are the creation and enhancement of 
FBCDM as described in Sections 3 and 4. 

3 FEATURE-BASED COMPONENT DATA MODEL 

Conventional geometric models are created from geometric primitive objects (e.g. cylinders, 
blocks) by Boolean operations or from lines and curves by other geometric construction 
techniques (e.g. sweeping proflles to get volumes, or fitting a skin to a series of cross sections 
arranged in the space). They have proved deficient for applications such as automated process 
planning. Feature based models which provide higher conceptual meaning of component 
characteristics are considered as a suitable communication medium between design and 
manufacturing. 

3.1 Feature definition 

Many deftnitions appear in the literature (Case and Gao, 1993) since features originate from 
various design, analysis and manufacturing activities, and are often associated with particular 
application domains. In essence, features represent the engineering meaning of the geometry of 
a component (Shah 1992). Fonn features, simply defmed as portions of nominal geometry or 
recurring shapes, have been widely used. 

Since features are often application-speciftc, they can be defmed and classifted from the 
viewpoint of different processes occurring in the product life-cycle (Pratt 1993, Young and Bell 
1993). Design and manufacturing features are the two most common types: design features are 
geometry and specifications which fulfil certain functional requirements while manufacturing 
features are geometry that can be related to speciftc manufacturing methods. 
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It can be seen from the above discussion that all application-specific features are related back 
to form features. Therefore design features can be defmed as form features with technological 
constraints while manufacturing features as form features with technological solutions. 

3.2 Feature taxonomy 

While it is difficult to enumerate all features, it is useful to try to classify them. This research uses 
Gindy's (1989) feature taxonomy in which form features are treated as volumes enveloped by 
entry/exit and depth boundaries. A feature may consist of any number of real surfaces and a fixed 
number (0 - 6) of imaginary surfaces. Each surface has a direction represented by a normal vector 
(NV). The NV of each imaginary surface of a feature is termed an external access direction (EAD) 
which represents a possible machining direction for the feature. 

The features are divided into three categories: protrusion, depression and surface based on the 
number of their imaginary surfaces (i.e. EADs). These categories are further divided into nine 
classes based upon the feature boundary type (open or closed) and exit boundary status (through 
or not through). Each class of feature has a perimeter shape. This feature taxonomy is proving 
suitable to represent machined components for process planning and CNC programming. It is a 
hierarchical structure which can be implemented using object oriented techniques. 

3.3 A feature-based component data model 

FBCDM is used to represent the set of features included in component definition, their attributes 
and the relationships between features. 

The feature list contains high-level information about each feature, such as its type, location, 
orientation, dimensions, accuracy and surface fmish, some of which may be regarded as 
technological constraints for process planning and CNC programming. 

From process planning point of view, there are a number of relationships between the features 
on a component, which are kept in the feature relationship list: 

• Feature connectivity: Features with common EADs can be considered together for machining. 
The common EADs are called the potential approach directions (PADs) representing the 
possible machining directions for the features. 

• Parent-child relationship: If features A and B are adjacent and A has an imaginary surface 
contained within the boundary of any real surface of B, then A is the child feature of B and 
B is the parent feature of the A The parent-child relationship is useful in the decision-making 
(e.g. determining feature sequence). 

• Compound feature: A compound feature is a set of primitive features treated as a single entity 
because they may perform a single function and/or need to be machined by the same 
procedure. In some cases, compound features have a parent-child relationship (e.g. aT-slot). 
Information of compound features can be used for determining setups. 

• Tolerance relationship: When the designer specifies positional tolerances between features to 
guarantee some functional requirements, some tolerance relationships between the features 
are established. One feature can be considered the reference feature and the others tolerancing 
features. A tolerancing feature may have more than one reference feature and vice visa. The 
tolerance relationship is necessary for making setup and machining strategies. 
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The ACIS data structure is extended to include the feature list and feature relationships. The 
advantage of FBCDM is that it provides sufficient and easily-accessible information for the 
applications while the model is kept in a generic and compact format. 

4 GENERATION AND ENHANCEMENT OF FBCDM 

A generic FBCDM is generated by the IFBDS through interactions between the user and the 
system. Geometric reasoning is performed where necessary; it minimises the demand on designers, 
and ensures that the model is valid and contains sufficient information for the downstream 
applications. The generic model is enhanced by technological reasoning to facilitate the FBPPS 
which then creates a process plan. The features in the enhanced FBCDM are reconstructed and 
used by the FBNCPS to generate a CL file. 

4.1 Geometric reasoning 

Based on component geometric information during the design stage, the tasks of geometric 
reasoning include the followings: 

• Feature entity identification: Before a feature is added to the feature list, some of its 
constituent entities are identified and tagged with necessary information (e.g. tolerance and 
surface finish on a real face). The constituent entities include faces, edges and vertices among 
which faces are the most significant The imaginary faces are identified using a predefined 
feature convention while other constituent entities are identified as necessary (e.g. when 
tolerance and surface finish attributes are to be tagged). 

• Feature validity: This is a common problem in feature-oriented research. e.g. a designed slot 
may become a step due to feature interaction or manipulation. It is necessary to check that a 
feature is valid before it is added to the feature list Thus ensuring the validity of the attributes 
tagged on the feature constituent entities. 

• Parent-child feature identification: A valid feature's imaginary faces are examined against the 
real faces of other features. If an imaginary face lies within a real face of another feature, there 
is a parent-child relationship and this information is added to the model data. 

4.2 Technological reasoning 

The tasks of technological reasoning include feature sequencing, feature refmement and feature 
conversion based on both component geometric information and process knowledge. 

Feature sequencing 
Factors considered here include feature relationships such as parent-child relationships and 
tolerance relationships. The basic principles for feature sequence are: 

• Reference features before other features; 
• Parent features before child features if there are no other constraints; 
• Main functional features before other features; 
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• Large-sized features before small-sized features; and 
• Orthogonal features before non-orthogonal features. 

Feature sequence influences both operation sequence and features themselves which need to be 
refmed based on the feature sequence. It may thus be necessary to change a feature sequence 
based on the feedback from feature refinement Hence an iterative procedure is used. 

Feature refinement 
Because of feature interactions, it can be ambiguous to match design feature with manufacturing 
feature. This is solved by feature refinement, examples include: 

• Feature splitting: Due to feature interaction, it is necessary to split a design feature into two 
or more manufacturing features to be machined separately (i.e. depending on the machining 
sequence). Figure 2a shows a design feature "hole" broken into holel and hole2 by the slot 
which is machined first. If the length to diameter ratio (Vd) of the hole is too large for the hole 
to be drilled in one direction, it must be split into two holes for machining. 

• Feature merging: On the other hand, it may be necessary to merge two or more design 
features into one manufacturing feature. For example, it is reasonable to treat hole 1 and hole2 
as a single hole for machining before the slot as illustrated in Figure 2b. 

• Feature extension: A design feature may have to be extended owing to feature interactions 
and/or the allowance of raw material Feature extension lengthens the feature volume as much 
as possible, e.g. the depth h of the hole shown in Figure 2c can be extended to hl if the hole 
is machined prior to the slot. 

• Feature degeneration: Due to feature interactions and/or technological constraints, some 
EADs of a feature can not be used as feasible cutter access. Thus a design feature may 
become a manufacturing feature with fewer EADs by degeneration. Figure 2d provides an 
example where a hole (through hole) is degenerated to a pocket (blind hole). 

hole! 

hole 
(a) Feature splitting. (b) Feature merging. 

hole 

hole 
(c) Feature extension. (d) Feature degenerating. 

Figure 2 Feature refinement. 
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Feature conversion 
The design features after refinement are converted to manufacturing features by attaching 
manufacturing information called the technological solutions at the feature level (TSFs). A TSF 
is an ordered set of operations that satisfy the feature geometry and technological requirements 
(Gindy et al. 1993). Each operation is described as a form generation schema, i.e. a set of motions 
and tools for performing the operation, which facilitate machine tool and cutting tool selection 
in the process planning stage. 

TSFs are stored in the manufacturing database according to feature transition diagrams (FTD) 
which represent the available processing methods for producing the feature. Based on the 
individual feature technological constraints, the technological solutions for producing a feature 
can be obtained by interrogating the manufacturing database. 

4.3 Feature reconstruction 

After feature sequencing, refinement and conversion, the generic FBCDM is enhanced. Due to 
the consistent use of manufacturing features defined in FBPPS and FBNCPS, most manufacturing 
features in the enhanced FBCDM can be used directly by FBNCPS. However, feature "hole" in 
Strata is different and has a special data structure. So it is necessary to reconstruct it from some 
manufacturing features in the enhanced FBCDM. 

In Strata, feature "hole" is defined as a round pocket (blind hole) or round hole (through hole) 
machined by drilling (drilling, boring and reaming) operations, which can be identified using expert 
system rules. The rules for identifying Strata "hole" from the FBCDM can be written as follows: 

IF a feature class is pocket or hole 
AND its subclass is circular 
AND its TSFs only include drilling, boring or reaming operations 
THEN the feature is "hole" 

Having been identified, feature "hole" can be recreated by Strata commands. Other features in the 
enhanced FBCDM are machined by milling and can be used directly by Strata. 

5 IMPLEMENTATION AND CONCLUSIONS 

The work discussed above is being implemented on a Sun SPARC stationlO with ACIS version 
1.5.2 and Strata version 1.7.3. The major advantages of ACIS are its complete and open data 
structure and functionality which have made it possible to use the ACIS model as the core of the 
FBCDM. The ACIS attribute function has been used to tag attributes onto feature entities in 
generating a generic FBCDM. Strata is a next-generation manufacturing system based on ACIS 
models. It addresses operations planning and the automatic creation, validation, and verification 
of CNC toolpaths. The Strata command language provides a toolkit for developing CNC 
programming systems. These features of Strata have proved useful in the CAD/CAPP/CNC 
integration through the use of a generalised form of component data based on ACIS models. 

The FBCDM is created by human-computer interaction in design stage. It contains sufficient 
information regarding the component which can be used by downstream applications such as 
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process planning and CNC programming through automatic processing. This saves time and costs 
by avoiding repeat of input and reducing human errors. Furthermore, the current implementation 
of the framework has indicated a high potential of the methodology employed to achieve fully 
functional integration between CAD and CAM tasks. 
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Abstract 
This paper presents the work that is being done by the Intelligent Robotics Group on a CNC 

Monitoring and Prognosis System. It is based on an integrated hardware/software environment 
including CNC lathe and mill machines. The machining process is monitored in real time using 
sensors for vibrations, sound and power consumption. This paper presents our approach for 
sensor signal modelling using auto regressive stochastic models. Models for machining process 
characterisation have already been investigated for different situations. The applicability of the 
ARMA(p,q) model for process monitoring and evolution tracking, are discussed as well as the 
results obtained with real data are presented. 

Keywords 
Monitoring, Prognosis, CNC, Sensor Integration, Expert Supervision, Stochastic Process. 

1 INTRODUCTION 

CNC machines play an important role in Flexible Manufacturing Systems: They produce parts to 
be assembled. Solving the problem of making products featuring the ability of defects forecasting 
will considerably contribute to improve the system's productivity and product quality. This goal 
leads to an exhaustive analysis of related tasks, in order to identify and enumerate the relevant 
aspects suitable to be improved. In our case numerically controlled machines work as a test bed 
for experimentation and demonstration. 

System's degradation, opposite to random accidents, has to be adequately monitored and 
evaluated if we are committed to corrective action or intervention. As almost in all the defective 
situations, a broad band of possibilities can occur: from well identified symptoms to very fuzzy 
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and unclear scenarios. Dynamics in those cases will play a major role, because decision will be 
based not only on statistical measured values, but also on their temporal evolution. Advanced 
monitoring systems, depending on the particular design ambition, can address or not, automatic 
refinement of decision making mechanisms. That stresses the fact that statistical accumulation and 
assessment are important functions to be incorporated in that kind of systems. 

Faults can occur randomly or as a consequence of structural internal degradation. Little hope 
exists for the first case. However, the second one opens the field for prediction of deviation of 
quality, enlarging the state-of-the-art methodologies. Prediction of faults can represent an 
important economic issue as an effective technique aimed to operate in run time and not based on 
a posterior analysis of samples. 

An experimental setup specially developed by our group for experimental research on 
monitoring the machining process was developed and it has been used for the assessment of our 
developed models. Additional information describing the system's architecture and processing 
facilities are described in (Steiger-Gan;ao 1989), (Barata 1990a), (Barata 1990b) and (Barata 
1990c ). In this paper we present the work done in sensorial data characterisation using 
autoregressive stochastic process and, in our point of view, is a refinement of the approach 
presented in (Barata 1994) because it contributes with an additional technique for the machining 
process monitoring and failure prognosis. 

2 APPROACH STRATEGY 

2.1 Machining process characterisation 

Monitoring and Supervisioned action based on sensors is considered. Sensing, characterisation of 
the different participating processes and learning their behaviour, are the base for the 
implementation of decision making mechanisms. Our models are mainly supported by learning. 
They are built taking into consideration the process physics, and are tuned and trained under real 
time sensor data acquisition. 

To build a suitable model of the machining process we need to identify a set of low level 
building blocks (process steps). These blocks are commonly called geometric machining features. 
The machining of a specific piece is thus understood as the execution, in a proper order, of a 
sequence of these blocks. The corresponding Numerical Control (NC) programs can be 
understood as a way of implementation of such building blocks. Inspecting several designs of 
different pieces and the corresponding NC programs, a great level of similarity between the 
segments of NC instructions corresponding to the machining of the same geometric feature in 
different pieces can be found. This particularity and considering that the machine's behaviour is 
mainly determined by the NC instructions it executes, it is plausible to expect a characterisation of 
the machining process based on machining features, independently of a specific piece. This 
characterisation is done by learning the associated sensorial patterns in terms of good and bad 
situations or when this is not possible in terms of the good situations already found. This approach 
was previously presented in (Barata 94) and we shortly describe it here in order to give the reader 
a better understanding of the problem we are addressing. 

2.2 Machining process model 

At physical level the machine, machining process and installed sensors can be modelled as a 
system having one input (the sequence of the NC instructions) and several outputs (one for each 
sensor). Such a model is presented in figure I. During the machining process, while executing the 
NC instructions, each installed sensor presents a signal that can be used as a signature for the 
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characterisation of the process. For each status (execution of one NC instruction) the installed 
sensors output a proper signal pattern. We understand such patterns as the system response to the 
given stimulus. In part b) of figure I it is sketched how the sensor data can be related to the CN 
commands during the execution of a complete NC program. Thus the time series of the data must 
be labelled with the CN command that was in execution during data capture. 

According to figure 1 the machining process is characterised by the NC instruction and the 
sensor patterns produced by the sensors while the NC instruction is being executed. Accordingly, 
the first step is to get knowledge about the sensors' behaviour for the set of all situations. Using 
Pattern recognition terminology, we denote by class the execution of each NC instruction, and the 
sensorial signal characterisation by features. 

After getting knowledge about the sensor data behaviour, the sensor model can be 
implemented. That model includes the representation of the nature of the low level data processing 
and the feature extraction method. Also the correlation of the resulting features and the process 
status related to the collected data must be evaluated. After this evaluation decisions can be made 
about which features are good or not for process characterisation. That leads us to the selection of 
a correct feature extraction method. The reader can find more detailed information about this 
subject on (Barata 1994). In (Rauber 1993) a tool developed for statistical characteristics 
evaluation of the feature vector is presented. For, example using the FFT for low level processing, 
it can be determined which subset of harmonics represents the best correlation with the variable 
class values (Guinea 1991). Some results of applying this procedure are presented in (Barata 
1992), (Rauber 1993), (Barata 1994). 
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Figure 1 Machine model and sensor data capturing. Figure 2 P.R. feature extraction. 

Figure 2 summaQ.ses the block diagram of low level sensor data processing and feature extraction. 
Besides the mentioned techniques, the work presented in this paper concentrates in the application 
of the theory of Stochastic Time Series Analysis for doing low level sensor processing and 
feature extraction. This approach is motivated by the nature of the data produced by some kind of 
sensors that present some stationary random characteristics, e.g. the sound or vibrations of a 
cutting process. For several repetitions of the same machining process, these sensors never 
reproduce the same signal pattern but similar patterns evidencing some randomness. 

3. DISCRETE SYSTEMS MODELLING USING TRANSFER FUNCTION 

3.1 Discrete systems 

A discrete system is a rule for assigning to a sequence f[n] another sequence g[n] . Thus, a 
discrete system is a mapping (transformation) of the sequence f[n] into the sequence g[n]. We 
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shall use the notation g[n] = L{f[n]} for this mapping. The sequence f[n] will be called de 
input, and the sequence g[n] the output, or response (Papoulis 1984). 
The response of a discrete system to the delta sequence is usually called the system transfer 
function: 

h[n] = L{O[n]}. (I) 

and it defines the response of the system to an input sequence f[n]. It is possible to determine the 
response of the system doing the discrete convolution between the input sequence f(n] and the 
system function h[n]: 

g[n] = f[n]* h[n] = f. f[k]h[n- k] = 'fnn- k]h[k]. (2) 

For our aims, the system transfer function must have the property of linearity, time invariance and 
causality given respectively by the following equations: 

L{aJ1[n] +ad2[n]} = L{aJ1 [n]} + L{ad2[n]} forany al'a2 ,f1 [n] and f 2 [nl. (3) 

L{f[n-k]}=g[n-k] and h[n]=O for n<O. (4) 

~~l ~ 
~f[n)} 

Figure 3 Discrete system model. Figure 4 Discrete realisation of a system. 

3.2 System Function 

Computing the Z transform of the system transfer function h[n], we obtain the usually called 
System Function in the complex Z domain: 

H(z) = fh[n]z-• ; L(z"} = H(z)z". (5) 

in words: If the input sequence is z" the corresponding output is the same sequence multiplied by 
the System Function H(z). Discrete systems are useful for simulating analogue systems in a 
computer. For example if we program the system 6g[n]+5g[n-l]+g[n-2]=f[n] the 
corresponding system function H(z) is : 

(6) 

The block diagram of the corresponding filter is presented in figure 4. The z-1 boxes correspond 
to one sample time delay and the triangles are amplifiers. 

4. AUTOREGRESSIVE MODELS 

Sensorial data can be modelled using the statistical models and techniques developed for 
characterisation of stochastic time series. They assume that most of the stochastic process 
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realisations can be modelled by filtering white noise. This approach was first presented by 
(Box.Jenkins 1970). In this sense white noise is a special stochastic process, which realisations' 
E[n] form the input of a system and the corresponding response g{n] is another stochastic process 
realisation. These two stochastic process, and of course the corresponding realisations, are related 
by the system transfer function H(z). The white noise process is stationary and has: constant 
expected value E{E[n]} =11.. normally 11. = 0, constant variance V{E[n]} =0: and correlation: 

{1 fork=O 
Pt = 0 fork*O 

In general if the system input sequence f[n] has the autocorrelation 
cp8 (n) = E{f[k]f[k+n]} the correlation between the input and output is: 

«<>&f(n) = E{g[k]f[k +n]} = E{g[k-n)f[k] =«1>1,(-n) 

(7) 

function 

(8) 

If fJ> &f (z) lind fJ> 8 (z) are the Z transforms of «<> &f (n) and «1> 8 (n) the following relation holds: 

fl> &f (z) = H(z)cll 8 (z) (9) 

It describes the effect of the system transfer function on the input sequence. Detailed 
presentation of this subject can be found in (Box-Jenkins 1970), (Abraham 1983), (Harvey 1992). 

4.1 ARMA(p,q) Models 

A stochastic process g[n] is ARMA(p,q) when it satisfies the following difference stochastic 
equation: 

g[n]-cp1g[n-l]- ... -«!>Pg[n-p]=e[n]-9 1e[n-1]- ... -9 9 t[n-q] (10) 

and the corresponding system transfer function is: 

1-9 z-1 - ... -9 z-9 

H(z) = ' ' 
1-cp,z-1 - ... «<>Pz P 

(11) 

For sensorial data modelling, given a sensor times series sample g[n] , the goal is to find a system 
transfer function, such that when feed by white noise results in a similar process realisation. It is 
necessary to determine the values of p and q, and the coefficient values cp1 L «1>, and 91L 99 • 

This process is iterative and can be done using a statistical package, e.g. SPSS (SPSS 1993). 

5. APPLICATION TO MONITORING THE MACHINING PROCESS 

Stochastic autoregressive models ARMA(p,q) described in paragraph four can be used for 
monitoring the machining process in three ways: 

• Doing low level sensor signal processing and feature extraction. Using the sensor data, the 
parameters of the ARMA(p, q) model are estimated. The feature vector corresponds to the 
vector built with the p, q parameters estimated. In this case the feature vector describes the 
transfer function of a filter that transforms white noise in a signal similar to the sensor output. 
The clustering of the vector of p, q parameters is used by the upper level for identifying the 
class of the signal, i.e. identify the status of the process. 
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• As identifiers of the sensor data signal. In this situation they work as signal predictors, and 
match the signal to the class model that presents the lowest error in prediction. A monitor can 
decide about the situation by comparing the identified class with the expected one. 

• Tracking the evolution of some situation, e.g. the lubrication status. In this case the ARMA(p,q) 
model is used for doing continuous parameter estimation and the feature vector is used for 
tracking a typical known path. If critical situations are marked in the path, it is possible to 
predict how far is the current vector from that zone. In this case tracking the parameters is 
equivalent to track the system's transfer function. If the transfer function is changing that 
means a change in the system. 

Figure 5 a) presents the block diagram corresponding to the low level sensor processing and 
feature extraction. An identifier uses the feature vector for identifying the class (i.e. process status) 
by comparing it with a set of feature clusters learned during a training phase . 

a) 
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ARMA(p,q) [~, ..... ~.q ..... ~] 
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.. b) 

FigureS a) Application of the ARMA(p, q) model for low level signal processing and 
b) Application of ARMA(2,0) for process quality tracking. 

Figure 6 Application of the ARMA(p, q) model for signal class identification 

The second case is illustrated in figure 6. Here we have a fixed ARMA(p,q) model for each class of 
the process status. Each model works in parallel as a signal predictor, and compares the error 
between the predicted and incoming signal. For a given situation the model presenting the lowest 
error level is selected for signal identification. Each threshold unit is programmed with a threshold 
value computed during the estimation of the corresponding class model. The monitor decides 
about the situation by comparing the expected class value with the class identified. The average 
units are necessary, because during estimation, the error estimated is based on the average 
prediction error. Moreover it does some filtration avoiding false errors due to noise. 

An example of parameter tracking is illustrated in figure 5 b). In this case, for simplicity of 
explanation, it was assumed a model with two parameters (higher dimensions are easily 
extrapolated). The construction of the parameters' path is done by a previous correlation with the 
model's parameters and known situations. For instance, suppose that the example of figure 5 b) 
explains the lubrication status of some component. To have that characterisation, it was 
necessary to do a first track of the process during a complete phase, starting with a good level of 



CNC machines monitoring using sensorial stochastic nwdels 445 

lubrication, passing by intermediate levels until a low level was reached. By this way we have 
learned the process characterisation and recorded the parameters' clustering for all situations. 

6. EXPERIMENTS DONE 

In order to evaluate the applicability of the monitoring approaches presented in the previous 
paragraph, it was decided to do preliminary experiments. Four sensors for machining process 
sensing were installed in a lathe ST ARTURN 4. This machine is a small laboratorial CNC lathe 
with 112 Hp spindle power and the axes are driven by step motors. One sensor, senses the mains 
current consumed by the machine. Besides some constant consumption done by the machine's 
electronics, the main consumption is related with the spindle motor. A second sensor is a 
microphone that captures the machine working sound. The third and four are two accelerometers 
installed on the tool handler carriage. One accelerometer detects the vibrations on the X axis 
direction and the other for the Z axis. Figure 7 illustrates the installation of the sensors on the 
machine. 

Figure 7 Locations of lathe sensors. 
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Figure 8 Plotting of current and sound sensors' data collected with spindle at 100 RPM. 
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Figure 9 Plotting of axis X and Z sensors' data collected with spindle at lOOR RPM. 

The experiments performed correspond to a small subset of all machining situations. It was 
decided to analyse only the possibility of identification of the spindle speed by means of the 
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described sensors. Sensor data was captured for the following spindle rotations: 100RPM, 
300RPM, SOORPM, 700RPM and 900RPM. The sampling rate was 8192Hz, corresponding to 
122,07 J.1S sampling intervals. 
Figures 8 and 9 depict the series got from sensors while the spindle was operated at 100 RPM. 

In order to obtain the correspondent ARMA(p,q) models, blocks of 512 data sample points 
were considered. The procedure described below for determining the ARMA(p,q) model using 
the axis Z sensor data was performed similarly for the data of the other sensors. 

There is a model building procedure proposed by (Box-Jenkins 1970). This procedure was 
followed, and consists of three steps: 

1. Identification of a suitable model, i.e. the identification of the p, and q order for the ARMA(p,q) 
model. 

2. Estimation of the coeficients cl> and e. 
3. Diagnosis, i.e. the evaluation of the adequacy of the model. 

6.1 Identification 

The first step is subjective, because it is necessary to identify the underlying processes. First it 
must be determined the values of the integers p and · q of the supposed ARMA(p,q) process. 

Parameter dis the first to be achieved, because to obtain parameters p and q the series has to be 
stationary. As it can be seen in the plot of the Z axis sensor series (Figure 9) there is no trend and 
seasonally, evidencing good stationary. Thus, we are in presence of an ARMA (p,q) model, with 
zero mean. 
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Figure 10 Plotting of PACF axis X sensor Figure 11 Plotting of ACF axis Z sensor data 
To identify the values for p and q, the analysis of autocorrelation function (ACF) and partial 

autocorrelation function (PACF), calculated at lags 1, 2, ... , reveals the correct values of p and q. 
There is a relationship between ARMA(p,q) models and the corresponding data series ACF and 
PACF (BoxJenkins 1970). 

Analysing the plots of PACF (Figure 1 0) and ACF (Figure 11) for the axis Z sensor data, it can 
be concluded that we are in presence of an ARMA(2,0) model, with c!>l and c!>2 > 0. 

6.2 Estimation 

After knowing the order of the model, the next step is the coeficients' estimation for an 
ARMA(2,0) model: cl>l and cl>2. To perform this task, that requires a lot of computation, it was used 
the SPSS statistical package (SPSS 1993 ). The results obatained are presented in table 1. 

Several statistics describ how well the model fits the data. The standard error, the Log 
likelihood, the Akaike Information Criterion (AIC) and the Schwartz Bayesian Criterion (SBC). 
They measure how well the model fits the series, taking into account the fact that a more elaborate 
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model is expected to fit better. The AIC is for ARMA(p,O) models while the SBC is a more general 
criterium. Using these statistics, we can choose from different models for a given serie. The model 
with lowest AIC, SBC, standard error and highest Log likelihood is the best. 

Inspecting the estimated standard error of the coeficientes it can be verified that the 
coefficientes are statistically significant, and they are not correlated between them. 

Table 1 Result of ~1 and ~2 estimation 
Number of residuals 512 
Standard error . 06106404 
Log likelihood 705.81381 

Variables in the Model: 
PROB. B SEB T-RATIO 
.1 .32809913 .04311531 7 0 6098048 
.2 .23221007 o04312045 5o3851500 

Table 2 - ACF error data in low-resolution 
Auto- Stand. 

Correlation Matrix: 
AR1 AR2 

.1 1. 0000000 -.4276129 

.2 -0 4276129 1. 0000000 

APPROXo 
. 000000 
• 000000 

AIC -1407.6276 
SBC -1399.151 

Lag Carr. Err. -1 -.75 -.5 -o25 .25 o5 o75 1 Box-Ljung Prob. 

0 054 
-0 018 

o100 
-0 002 

0 020 
0 019 

-0 009 
-o023 

6.3 Diagnosis 

0 070 
0 070 
.070 
0 069 
.069 
.069 
.069 
.069 

+-- --+ --- -+ --- -+-- --+--- -+- -- -+- -- -+- ---+ ! .. • 593 
• 661 

2. 729 
2. 730 
2.815 
2.893 
2.908 
3.020 

.441 
o719 
o435 
• 604 
.728 
.822 
.893 
.933 

To validate the achieved model, the following checks are essential: The ACF and PACF of the 
error series should not be significantly different from 0. And the residuals should be without 
pattern (i.e. should be white noise). A common test for this is the Box-Ljung Q statistic. To accept 
it, this statistic should not be significant. Inspecting table 2, we found that the values of the Box­
Ljung statistic for the ACF function is not statisticaly significant at any lag. 

6.4 The bestARMA(p,q) model for axis Z sensor data (100 RPM) 

Considering the analysis already performed, we can state that we are in presence of an ARMA(2,0) 
model with coeficientes ~1=0.328 and ~2 = 0.232. 

The stochastic process g[n] for axis Z sensor data (100 RPM) satisfies the following 
difference stochastic equation: 

g[n]- 0.328g[n -1]- 0.232g[n- 2] = E [n] (12) 

where E[n] is a white noise process. The corresponding system transfer function is: 

H(z) = 1- 0.328z-1 - 0.232z-2 
(13) 

Figure 12 depicts the axis Z sensor data (lOORPM) and the fitted ARMA(2,0) model. Figure 13 
shows the error data obtained from the axis Z sensor data (lOORPM) and the fitted ARMA(2,0) 
model. As it can be seen it is white noise. 

6.5 Results obtained 

The models obtained for the current, machining sound and axes' vibrations sensors, are presented 
in table 3. Because of space limitations we only present the coeficients for the sound sensor in 
table4. 
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Signal of ZAxlsaenaorat100 RPM 
1 and Signal Predicted using an AR(2) 

I 

~enoe number 

Figure 12 Axis Z sensor and fitted ARMA(2,0) model data. 

Prediction Error for the Z Axis Sensor 
uoing an AR(2) .-< 

~number 

Figure 13 Plotting of error data. 

161 )13 

Detailed view of lhe tracl<ing 

261 lU 

Detailed view of the tracking error 

The applicability of these models for building feature vectors as previouslly described in 
paragraph 5 and figure 5 a), was also confirmed experimentally. The extracted features have 
good clustering regions well separated, meaning their adequacy for a process status pattern 
recognition identifier. 

Table 3 - ARIMA models achieved for diferent sensor data 
Idle Cuting Cuting 

ARIMAModel 100 RPM 300 RPM 500 RPM 700 RMP 900RPM 300RPM SOORPM 

Current AR(I) AR(I) AR(I) AR(I) AR(1) AR(I) 

Sound AR(4) AR!3) AR(3) AR(3) AR(3) AR(3) 

Axis X AR1(2,1) ARI(2,1) AR1(2,1) ARI(2,1) ARI(2,1) ARI(3,1) 

AxisZ AR(2) AR(4) ARMA(I,2) ARMA(2,3) ARMA(2,3) ARMA(2,1) 

Table 4 - Estimated coefficientes for the machining sound model 
Idle Cuting 

lOORPM 300RPM SOORPM 700RMP 900RPM SOORPM 

••• ••• ••• •• ... •.. .. •••••••• • ••••••• ••• ••• •• . ....... 
1.20, -.37, .59, -.45 .71, -.36, .60 .58, .40, .72 .44, -.37, .81 .33, -.26, .76 .85, -.53, ,49 

1.20, -.46, .67, -.43 .80, -.39, .53 .58, .39, .71 .39, -.27, .74 .37, -27,.76 .99, -.64, .45 

1.19, -.35, .50, -.40 .81, -.45, .60 .57, .45, .74 .36, -.31, .81 .36, -.27, .74 .72, -.40, .61 
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7. CONCLUSIONS AND FUTURE WORK 

A methodology for characterising the machining process is proposed. It is based on sensorial data 
modelling using autoregressive ARMA(p,q) models for stochastic signal characterisation. The 
relationship between the ARMA(p, q) models obtained and system transfer function theory is 
presented to explain the meaning of the models obtained and their relationship with the real system 
under observation. Because of the complexity of the machining process, it is also proposed a 
method for modelling the complete process as a sequence of elementary and more simple sub­
processes. Each one of these simple sub-process corresponds to the NC instructions under 
execution. 

The applicability of the proposed methodology was assessed by doing preliminary experiments 
on a laboratorial lathe. The results obtained, are very encouraging for pursuit the proposed 
approach in future works. 

Future work will be done in two directions: first, pursuit the research for characterisation of 
more situations of the machining process and second, develop real-time monitors based on our 
approach. The integration of the proposed approach in our Prognostic and Monitoring System for 
CNC Machines, (for detailed description see (Barata 94) ) will be done. Tansputer tasks will 
carry out all the real time processing necessary for doing the estimation of the ARMA(p, q) 
parameters. The applicability of adaptive systems described in (Widrow 1985) seems to be an 
interesting approach for real time parameters estimation. 
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Abstract 
Automating your process is one thing, using your investment in an optimal way is another. 
Automation systems provide you with a lot of process data, which should lead to a better 
understanding of the process. This is seldom the case, the culprit being an overdose of 
information. As a result, a lot of useful information remains hidden in these data. In this 
article we present a system that is capable of distilling knowledge out of process data. Based 
on the current process situation and using information about previous operations, knowledge 
is generated on the fly. As a result existing knowledge can be validated and hidden process 
characteristics can be revealed. Without expensive expert system technology, the engineer can 
maximally use the information that is being logged in the plant and gradually expand his 
know-how of the process. He can then put this knowledge at the disposal of the operators 
who can use this to better manage the process. The proposed system is generally applicable 
throughout the process industry. Two industrial examples are referenced to: a waste paper 
plant (continuous operation), and a pulp factory (batch operation of digesters). 

1. INTRODUCTION 

Today's automation systems are capable of measuring and collecting every desired detail 
about the production process. This massive amount of information should lead to a better 
understanding and management of the process. However, the problem is how to cash in on 
this information as to get the most out of your investments in an automation system. An 
engineer can attempt to uncover some knowledge with statistical tools and modelling 
approaches but often they are confronted with a process that is too complicated and too less 
known to gain insights in the process [Leitch, 1992], or to have a clue where to start. Still the 
key to a better understanding of the process resides within these data. In a next stage, the 
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expert systems were hailed as the miracle solution for process management [Mark, 1991]. It 
turned out differently due to various causes. As impressive as an expert system can be, it still 
lacks the flexibility of a human. The knowledge in such a system is static [Rich, 1987] and 
doesn't adapt to different process conditions or evolutions in a plant. To keep it up to date 
and useful for an operator will require a lot of maintenance efforts and the expensive 
intervention of a knowledge engineer [Mengshoel, 1993]. Firstly one has to gather knowledge 
to put it into the system. This acquisition of knowledge is the acknowledged bottleneck in 
developing an intelligent system [Steier, 1993]. It takes up a lot of resources and the result is 
often poor because the knowledge engineer usually doesn't know the process [Muraret, 
1993]. The presented system offers an elegant solution to these problems. 

2. GENERAL PICTURE 

The system consists of different modules. Each of them has a distinct task and can be adapted 
separately to specific processes and requirements. 

--~--------~-~-~~-~-P--"'_' ___ ~~ 
Figure 1. General architecture. 

The data come from the automation system into the process identification module. This 
module filters out the relevant information and performs mathematical and statistical 
manipulations [Cheung, 1990] to come to a predefmed structure: a set of process parameters 
that are representative for the state of the production process. We call this the running case: 
this is a snapshot of the current situation in the plant. Once a logical stage in the production 
process is reached- this of course is very process dependent-, the running case is considered 
complete and sent through to the database of cases. This database contains the information 
about all the previous plant operations structured into a standardised case form. One can 
search and retrieve cases out of the database through the cases selector module. 

The knowledge system works with two parts: a static and a dynamic one. The static part is 
knowledge about your process that is already present and is considered true: it is not 
supposed to be changing over time. The dynamic part is knowledge that is generated on the 
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fly. This dynamic knowledge is distilled out of a model. This model is build with the running 
case (the actual process situation) as a basis and using cases out of the database (information 
about previous operations). The dynamic knowledge is then confronted with the static part of 
the knowledge system. As a consequence the engineer working with the system can discover 
new knowledge and update and refine his perception of the process. 

3. CONCEPT OF A CASE 

Process information is represented in the form of cases. The purpose is to create a reference 
framework to organise the data in logical units. This facilitates comparing the information 
coming from the process with information about the previous operations in the plant. 
Typically a case will consist of a series of process parameters and quality parameters. Process 
parameters are data relating to the process under consideration. Quality parameters are 
constraints you want to see fulfilled at the end of your case. How you define process and 
quality parameters and hence your cases at hand greatly depends upon the process you are 
working with. Let us illustrate this with the two examples where a prototype has been 
installed. 

The first example is a chemical pulping plant. The system is installed in the digester house. 
There are four digesters, each pulping wood chips with acid in a batch way. Logically you 
take a batch to be a case. Process parameters are everything you are logging during batch 
operation, including the input conditions. Quality parameters will be anything you want to 
achieve with the batch. The main quality parameter is here the P Number (which is an 
indication of the amount of lignin left in the wood chips). 

The second example is a plant that manufactures paper board out of waste paper. The 
process is a continuous one. However the paper is winded on rolls and every 20 minutes a roll 
is finished and a new one is started without interruption of the machinery. The production of 
a roll was taken as the definition of a case: this was even more obvious since every roll was 
controlled on several qualities like weight and strength. 

The purpose of creating cases is to be able to compare them to each other: so compare one 
batch to another, compare the making of one roll against another. 

4. DATA HANDLING MODULES 

The data handling modules are those modules that were designed to structure and handle the 
data from the automation system. 

The process identification and case construction module have the task to shape the data 
collected about the process into the case form as seen previously. The process parameters you 
want to see in the case might not be readily available from the automation system. To 
represent your process in a case you might need averages of measured values, evolutions of 
set points, historical data, combinations of parameters, ... [Cheung, 1990]. Also the issues of 
missing values and faulty measurements can be addressed at this level [Qin, 1993]. The 
process identification module takes care of the necessary manipulations, calculations and 
statistical processing of the data from the automation system to build a case. As soon as all 
process data are filled in and the quality parameters are available (this may take a while when 
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laboratory analyses are involved) the case is considered complete and shipped to the database 
of cases. The process identification produces also the running case during the processing of 
the case. The easiest way to imagine this is as an empty skeleton of a complete case where 
gradually as the process continues values of process parameters are filled in. This running 
case must give the knowledge system an idea of the situation in the plant and will form the 
basis for the modelling. 

The database of cases contains all the cases collected during operations in the plant. You 
might consider this as the memory the system has about what occurred in the plant. It is the 
information that implicitly lies in these past experiences that will be used by the modelling and 
the knowledge system to generate and validate knowledge concerning the present situation 
[Barletta, 1993]. 

The case selector module acts as a support to the modelling module in that it provides a set 
of cases from the database requested by the modelling. Basically the modelling asks for cases 
that are in some way close to the running case in order to construct a reliable model. Hence 
this module is able to scale and quickly retrieve cases from the database that comply to a 
certain criterion of nearestness to the running case. We defmed the degree of nearestness as 
the sum of least squares of differences between a set of selected parameters, complemented 
with weight factors to put emphasis on more important parameters and with a correction to 
get a spatially uniform distribution [Loossens, 1995]. 

5. MODELLING 

The modelling part of the system provides the knowledge system with a process model that 
can be used to derive process behaviour (the so-called knowledge rules) in a quantitative 
manner [Stephanopoulos, 1990]. Two modelling approaches were chosen: a linear approach 
(using the Partial Least Squares technique), and a non-linear approach using a 
backpropagation neural network [Rumelhart, 1986]. However, any modelling technique can 
be used (physical models about the process as well as mathematical models), since the 
modelling can be considered as a black-box as far as the knowledge system is concerned. 
Purpose of the modelling essentially is to produce relations between process and quality 
variables. 

With the Partial Least Squares modelling approach [Geladi, 1986], we use a set of so-called 
nearest cases to develop a linearised system behaviour around the current point of operation 
of the process, hoping that the effects of the process parameters towards the qualities will be 
rather linear. The first tests at the industrial sites however showed that real processes rarely 
behave in a linear manner, so results may be completely out of scope. And even so, the 
behaviour is only known in the exact point of operation, where the linearisation took place so 
no boundary influence limits (parameter limits within which the obtained model is valid) can 
be calculated. 

Using the Neural Network as the modelling tool requires two steps. The first step is 
building the model: the so-called training of the neural network with historical data. The 
second step is using the network to derive the process's behaviour around the current running 
case. In order to train the network to identify general behaviour, one can use all data logged 
in the database in a recent history. When one wants to look at specific behaviour (different 
input, start-up conditions, special production series, ... ), one can select only those cases that 
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comply to these conditions to train the network to model this specific behaviour. The nemal 
network we developed makes training easy for the novice user, as well as allows the 
experienced user to play extensively with the internal variables of the network. The result of 
the training contains the internal configuration of the neural network, as well as the prediction 
error for each case in the used dataset The user can easily use these results to determine if 
nemal network training was successful of not 

Initially we use the neural network to give an idea of the process evolution when changing a 
process parameter [Catfolis, 1994]. And this is exactly the kind of information both the 
system engineer and the operator is interested in. The network determines the direction of 
change, the range of within which the direction of change remains the same, and the order of 
magnitude of this change from the current point of operation onwards. These relations will be 
used in a qualitative manner by the knowledge system To get an idea of the reliability of the 
network we used it also to predict the outcome of quality parameters. Our experiences with 
the prototypes installed at the industrial partners show that the neural network follows the 
system behaviour over a broad range (Figure 2). This strengthens our confidence in this 
modelling· technique and motivates further investigation into this quantitative way of data 
mining [Loossens, 1995]. 
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Figure 2: NN result for quality parameter CMT on the paper machine. 

6. KNOWLEDGE PROCESSING 

Dynamic rule construction 
First the knowledge system converts the relation between the selected process parameters and 
quality parameters from the modelling into a knowledge form that is comprehensible for 
humans yet easy to handle by a computer. For this purpose we developed a general rule-like 
structure. For example, the neural net approach results in rules of the following structure: 
IF <parameter_Pi> changes with <increment_Pi>, THEN 

<quality_Qi> will change with <increment_Qi> 
Validity of direction of change from <lower_limit_Pi> to <upper_limit_Pi>. 
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These are essentially one-to-one relations, but if a user decides to produce multiple relations 
(by adapting the neural network modalities) or incorporate a totally different type of 
modelling the rule construction is able to cope with this. Each time the modelling is triggered, 
the rule construction produces a set of rules. As a result we have generated knowledge about 
our process, not having to go through the tedious process of knowledge acquisition, but 
simply by taking the current situation in the plant and using previous data to derive 
knowledge on the fly. 

Dynamic rule classification 
After generating the dynamic knowledge we have to filter it through the static knowledge 
base (static because it is supposed to be well known and true in all circumstances). The rules 
that are constructed from the modelling are catalogued in three ways: 
• Rules found in the static knowledge base: these are rules from the modelling that 
qualitatively match those from the static knowledge base. Qualitatively means that the 
direction of change is the same irrespectively of the absolute value of the change. We also 
keep track of how many times a rule in the static knowledge base has been validated and 
rejected. The user can consult this to quickly have a grasp as what the evolution is of his 
static knowledge base. 
• Rules in contradiction with a rule from the static knowledge base. These are rules found 
by the modelling that match a rule from the static knowledge base but where the direction of 
change is opposite to the one in the static knowledge base. This means that the model we 
built of the process tells us something that is the contrary of what we think is true for the 
process. These rules are stored and referenced. 
• Rules that are not found in the static knowledge base. This comprises in the beginning of 
the majority of the rules: these are the rules found by the modelling that do not match any of 
the rules in the knowledge base. These are logged in a separate rule base. 

Validation of static knowledge 
The engineer can browse through the three rule bases. In the static knowledge base he can 
check how many times the rules have been validated. An often validated rule means that what 
the modelling found is what our initial idea of the process was. The engineer can then 
augment the priority of this rule. This priority will be of influence on the way the operator at 
the control panels is presented with process knowledge from the static knowledge base. 

The rule base of contradictory rules contains rules which have been found to be opposite of 
what the engineer's idea of the process was. He can use the knowledge system to easily 
backtrack to the conditions when this occurred. Different scenario's are plausible. 
• An abnormal process condition occurred; a condition of which we did not have any 
knowledge in the static database. It is quite possible to find then that rules for normal process 
conditions are no longer valid So this learns the engineer how the process behaves in these 
circumstances. 
• The rule in the knowledge base is too general: it seems that the rule as it is stated is only 
valid given that certain parameters remain within certain limits. For example the rule: 
IF <parameter_Pl> changes with <increment_Pl> THEN 

<quality_Ql> will change with <increment_Ql> 
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appears to be correct when parameter Pllies between 0 and 50 whereas when Pl is between 
50 and 100, the opposite behaviour is observed. This indicates that this rule in the static 
knowledge base should be adapted and expanded into two rules. 
• The process is evolving, due to machine wear, replacement of machinery, different inputs, 
change in process management, ... As a result the knowledge about the system will be 
evolving and gradually you will see that some rules that were valid before are becoming more 
and more invalid 
• The rules in the static knowledge base were wrong in the first place. Perhaps the idea 
about the process was wrong. 
With the knowledge system, the engineer has an intuitive tool to refme his perception of the 
process under his supervision and keep track of changes in the plant The system has a user 
friendly interface so no extensive training is required 

Other functionalities 
The knowledge system constantly generates new knowledge in the rule base of new rules. 
The engineer who is familiar with the process can easily distinguish between rules that don't 
make sense and the ones that are sensible. To test his newly gained knowledge he can put 
them in the static knowledge base (with a low priority) to see if they are validated in time. 
With the database of cases (past experiences) at his disposal, he can focus his researCh on a 
particular point of interest of his process (some correlation he suspects to exist, distinct 
process parts or conditions) by adapting the modelling. Hence the system skips any forgoing 
acquisition of knowledge. 

Also the operator can benefit from this system. What the operator has at his disposal is the 
proofed knowledge (with a priority that is high enough) which he can consult in two ways. 
First he might be confronted with a deterioration of a certain quality parameter. This could be 
that the parameter is slowly shifting or that he gets a warning from the laboratory that the 
quality has turned bad. He can then query the knowledge system to see what he can do to 
adjust the quality. Secondly he might wonder what the effect would be if he was to change 
some parameter setting. The system will reason through the knowledge base to give him the 
implications of that change in parameter settings on the quality parameters. 

Future development includes putting the system on-line: we then use the neural network 
model to predict the outcome (quality) of the process and in case of a bad prospect, the 
knowledge system uses the information from the network to advise the operator to the best 
corrective action(s). 

9. CONCLUSION 

We have presented a modular architecture that is able to extract and validate knowledge out 
of data collected from the process in the past and based on the current situation in the plant 
This system provides the process engineer with a comprehensive tool to maintain and keep up 
to date with the knowledge about his process. Besides this it offers support to the operator to 
better manage his task. At the paper manufacturer, all known correlations have been 
confirmed and already one unknown relation has been revealed. At the pulp mill, there were 
at the time of writing not enough cases collected to produce reliable results (a batch takes +/-
10 hrs.), but the fust tests already confirm the known relations. 
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Abstract 

Angiography gantries are used for a diverse set of procedures such as catheterization, emboliza­
tion of aneurysms, angiography, digital subtraction angiography, and balloon angioplasty. Tradi­
tionally, these gantries have been used as a source of 2-D images of the pathology. Special 
machines have been designed to allow 3-D imaging. However, these new machines represent 
additional cost and require a separate angio suite to be maintained. This paper outlines a method­
ology for doing 3-D reconstruction on a standard angiography gantry. The complete procedure is 
described and the first in-vivo results are presented. 

Keywords 

X-Ray angiography, digital subtraction angiography, 3-D reconstruction 

1.0 Introduction 

Fig. 1 schematically shows a typical X-ray angiography gantry. It consists of an X-ray tube and 
an image intensifier mounted on a large C-shaped structure called the C-arm which, in turn, is 
mounted on a large L-shaped structure. This assembly, which is sometimes referred to as an LC 
gantry, allows the imager (i.e. the X-ray tube and the image intensifier) to be oriented at any 
desired angular position around the patient These gantries are very versatile and are used for 
such procedure as, to name a few, catheterization, embolization of aneurysms, angiography, digi­
tal subtraction angiography, and balloon angioplasty. 

This paper primarily deals with digital subtraction angiography (DSA), a routine X-ray procedure 
for observing vasculature (Macovski, 1983). In DSA, a catheter is inserted in the blood vessel to 
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be studied and a set of so called mask images are acquired from various orientations in space. An 
X-my opaque dye, typically an iodine solution, is then injected into the vessel through the catheter 
and another set of opacified images are acquired at the same orientations in space. The only dif­
ference between the mask and the opacified images is that in the latter the blood vessels are visi­
ble. When the mask image is subtracted from the opacified image, everything but the blood 
vessel is subtrac.ted out resulting in a digital subtraction angiogram of only the blood vessels. 

One can pivot the center of the C-arm and rotate it around the patient while acquiring 2-D images. 
Many new gantries can rotate quite fast (e.g. 30 or even 60 degrees/second). Since the dye wash­
out time for humans is about 3 seconds, one can acquire a set of DSAs covering 180 degrees. 
Thus, at the video frame rate of25 frames/sec, this setup yields about 75 images with an angular 
separation of about 2.4 degrees. We shall refer to the process of acquiring images while the 
imager is continuously rotating at 30 degrees/sec or more as a fast spin acquisition. In this paper 
we outline a methodology for constructing a 3-D volume from a fast spin acquisition of mask and 

opacified images. 

Image acquisition 

computer 

Image intensifier 

0 X-ray tube 

Display 

FIGURE 1. Schematic of a typical angiography gantry. 

2.0 Clinical Usefulness of 3-D Angiography 

Tube control 

system 

In order to evaluate the clinical usefulness of 3-D images of the vasculature, GE Medical Systems 
---Europe designed a prototype machine called 3-D Morphometer specifically for this application 
(Didier, 1993). Two prototypes of the 3-D Morphometer have been installed in hospitals and sev­
eral exams have been performed on them. This initial clinical evaluation phase has demonstrated 
that 3D X-Ray angiography is highly valuable both for diagnosis and for therapy planning (e.g., 
surgery, interventional radiology, and radiotherapy). 
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Using a machine such as the Morphorneter, one can examine, in 3-D, the intra-cranial arteries 
with selective arterial injections. The 3-D images allow precise analysis of the pathologies such as 
aneurysms and arterio-venous malformations (AVMs). One can also study the carotid arteries in 
the neck region with non-selective injection in aortic arch. It has been demonstrated that even 
with a non-selective injection, the 3D images have a quality which is sufficient to provide a safe 
and accurate diagnosis (e.g., pre- or post-stenosis surgery control). Our experience has shown 
that 3D exams are faster and much less invasive than a standard 2D exam as only one non-selec­
tive injection, comparable to Spiral CT Angio studies), is done. At the same time, there is no loss 
in the diagnostic quality of the imagery. 

In both protocols, the quality of the 3D images is good and stable. Further, it has been demon­
strated that the 3D image generated contains more readily visible diagnostic information as corn­
pared to other 2D or 3D techniques. This realization has led to "rnainstreaming" of Morphorneter 
examinations in the hospitals it was installed in. 

Bone studies have also been performed on the Morphorneter, and the results are very encouraging. 
The spatial resolution, especially in the vertical direction, is very good. At the same time, the X­
Ray dose and exam duration in dramatically decreased compared to a CT exam. 

3.0 The Market Reality 

The clinical usefulness of 3-D angiography is unquestionable. However, a Morphorneter-like 
machine requires a separate vascular room to be maintained just for 3-D angiography. For devel­
oping countries, and even for industrialized countries undergoing the current health-care crisis, 
this additional expense may not be justifiable. 

This paper shows that by using a more anthropocentric and somewhat more complex protocol, 
one can realize 3-D X-Ray angiography on a "standard" vascular system based on an LC gantry. 
This approach brings together the best of both worlds as it allows specialized 3-D procedures to 
be done on the existing, installed base of machines. The reconstruction done on an LC requires 
greater human intervention, and is not as automatic as that on the Morphorneter. However, this 
anthropocentric approach is worth the extra effort as it alleviates the need for a separate machine 
and a separate angio suite. 

3.1 Main Challenge 

At first glance, the task of assembling 2-D DSAs into a 3-D volume may appear to be no different 
from that encountered in conventional computed tomography (CT). However, the following dif­
ferences between the two make it necessary to devise a completely new protocol for generating 3-
D vascular images. 

Calibration: In CT, the gantry is very stable and precisely calibrated. Such precise calibration is 
not available with angiography gantries. 

Gantry Deformation: Because of the weight of the image intensifier and the X-ray tube, typical 
angiographic gantries deform slightly when they rotate. Thus, even if a precise prior calibration 
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was available, it cannot be used over and over again because of the variability in the deformation 
from one run to the next. 

Dynamic Range: The dynamic range of image intensifiers used in angiography is much less than 
that for the detectors used for Cf: only about 8 bits/pixel are available in angiography while as 
many as 20 bits/pixel may be available in cr. As a consequence, only high contrast anatomical 
structures such as bones and opacified vasculature can be reconstructed from angiographic 
images. From a set of mask images alone, one can reconstruct the bones in 3-D, while the same 
information with cr-type detectors would enable reconstruction of bones as well as the soft tis­
sue. 

Speed of Rotation: The speed of rotation for angiographic gantries, though much faster than 
what it used to be only a few years ago, is still considerably slower that of a typical cr gantry. 
Thus, during the washout period of the X -ray opaque dye injected for DSA, only a limited number 
of images can be acquired. As a result, 3-D reconstruction has to be done with incomplete infor­
mation (Trousset, 1994). 

1-D vs. 2-D Detector: Traditionally, a 1-D detector array is used for cr. This results in an image 
of a 2-D slice through the body. Several such slices are stacked together to form a 3-D volume. 
Because each DSA is a 2-D image, the approach outlined in this paper results in "true volumetric 
cr" --- though only for high contrast structures. 

Each image acquired by the imager, after distortion correction, is well approximated by a perspec­
tive projection geometry. In fact, one can think of the imager as no different from an ordinary 
pinhole camera with the difference that the object being imaged is inside the camera (i.e., between 
the optical center and the image plane). Knowing the parameters of the perspective projection 
associated with each image is essential if they are to be collated into a 3-D stack. This task, in 
classical computer vision, is referred to as camera calibration. 

Typically, the gantry has on-board sensors to monitor its position and orientation parameters. 
However, for images acquired at 25 frames/sec during a continuous rotation, the sensed parame­
ters need to be refined if high accuracy is desired. Because of vibrations, gantry deformation, and 
slight mis-registrations in the imager position, each image is taken by a camera with slightly dif­
ferent parameters. Not only do the acquisition parameters change from one image to the next, 
they vary from one run to the next as well. Thus camera calibration for images acquired on stan­
dard X-ray angiography gantry is a key task that must be accomplished before 3-D reconstruction 
can be done. 

This paper outlines a new methodology for calibrating deformable gantries. It also presents the 
first in-vivo results of 3-D reconstruction using cross-calibration. 

4.0 Image Acquisition 

For digital subtraction angiography, an X-ray image of normal anatomy is taken before and after 
an X-ray opaque contrast agent is injected into the blood vessels (Macovski, 1983). Logarithmic 
subtraction of the before image from the after image subtracts out all but the opacified blood ves-
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sels. In log-subtraction, from the logarithm of each pixel value in the opacified image, the log of 
the corresponding pixel value in the mask image is subtracted out. 

Fig. 2 shows a digital subtraction angiogram of a dog's carotid. The catheter inserted into the 
carotid for injecting the dye is clearly visible. Instead of direct subtraction, log subtraction was 
used. For 3-D angiography, several such 2-D DSA images around a patient are acquired and then 
combined to form a 3-D description of the blood vessels. 

FIGURE 2. Digital subtraction angiogram of a dog's carotid and other blood vessels. 
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5.0 Calibration and 3-D Reconstruction 

Once all the 2-D images have been acquired, we need to know, with high accuracy, all the geo­
metrical parameters that describe the conic projection for each image used for reconstruction. 
The gantry, which obviously deforms during rotation, makes this task more difficult. Gantry 
deformation introduces artifacts both in the fast spin studies (subtraction artifacts) and in 3-D 
reconstruction (the reconstructed morphology is blurred if the geometry of the acquisition is 
known with a low precision). 

There are three possible ways to do the calibration for each DSA image (i.e. determine the per­
spective transform that maps the 3-D world into the 2-D image). These possibilities are discussed 
below. 

Ideal Calibration. In ideal calibration, the nominal values of the internal parameters (e.g. the 
focal length) associated with the gantry are used. For the external parameters such as the position 
and the orientation of the gantry, the values measured by on-board sensors are used. 

Experiments have shown that the internal parameters of the gantry vary as it rotates around the 
patient. This phenomenon renders ideal calibration, which holds all the internal parameters fixed 
to their ideal value, a crude approximation. 

Prior Calibration. If the deformations were reproducible from one acquisition to the next, we 
could use a calibration procedure prior to the image acquisition, in order to perform geometric 
calibration of each projection. This prior calibration can then be used over and over. 

In prior-calibration, a calibration phantom containing known fiducial markers is put on the table. 
Calibration is done without the patient on the table. A fast-spin acquisition--- the same procedure 
as the one that will be used with the patient later on --- is performed on the calibration phantom. 
The X-Ray images are automatically analyzed and the acquisition geometry is derived from the 
localization of the fiducial markers in each projection. 

To determine the feasibility of this prior-calibration approach, we measured the reproducibility of 
the deformations from one acquisition run to the next on a standard gantry. Unfortunately, it was 
found that the reproducibility is poor. For example, the mean reprojection error in the 2-D image 
is of about 3 to 4 pixels, in 512x512 matrix. This approach, nonetheless gives much better results 
than ideal calibration. 

Cross Calibration. Cross-calibration refines the results of the prior-calibration using in-vivo 
information. Some markers are positioned around the patient in unknown but static positions and 
fast spin acquisition is done. The position of the markers in each patient image is automatically 
computed and the acquisition geometry is derived using both the prior calibration and this on-line 
informations. 

This calibration approach requires some additional steps on the part of the radiologist and the X­
ray technicians: they have to position the fiducial markers around the patient, guide their extrac­
tion and supervise the calibration. However, there are several advantages inherent in this anthro­
pocentric approach. Cross-calibration places no restrictions on the internal parameters of the 
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camera (e.g., unlike auto-calibration, it does not assume that each image is taken by the same 
camera). In addition, only those parameters that change from one run to the next are refined. 
Finally, image to image match points rather than 3-D control points are used. Thus, the fiducial 
markers can be places very close to the patient and we do not need to know their 3-D location. 

In experiments conducted on a biplane system, cross-calibration gave very good results compared 
to the prior calibration. These results will be presented in later section. 

5.1 3-D Reconstruction 

The classical algebraic reconstruction technique (ARn was used for reconstructing the 3-D vol­
ume. The details of this tomographic reconstruction technique are beyond the scope of the paper 
(see Rrouge'e (1988) for details). 

6.0 In-Vivo Results 

In order to test the overall approach, we acquired a sequence of images on a rabbit. Only the 
mask images were acquired and a 3-D reconstruction of the bones was done. As far as the overall 
protocol is concerned, there is no difference between 3-D reconstruction of bones and that of the 
vasculature. So one can infer the accuracy of the blood vessel reconstruction from these results. 
In this experiment, a set of pins were put around the head of the rabbit to provide for the fiducial 
marks used for cross-calibration. 

Fig. 3 shows a 3-D reconstruction of the bones. The pins used for cross-calibration are clearly 
visible. Reconstructed volumes obtained using the different calibrations procedures discussed in 
this paper were compared. It was found that the results of ideal calibration are quite poor. Those 
of prior-calibration are much better but still the reconstruction has many visible defects (e.g. the 
cross-section of the pins is not circular). Finally, cross-calibration results in good definition for 
both the pins as well as the prominent bones. 

7.0 Future of 3-D Angiography 

What will a radiologist do with a 3D image? In the following, we outline the kinds of medical 
applications that will benefit from 3D. 

3D is used today to analyze the morphology of a pathology. When the reconstruction is finished, 
the system will automatically send the 3D image to a display monitor in the angio suit, in a rotat­
ing mode. The radiologist can then use a dedicated tools to analyze the vessels and the pathology. 
One can also envision specialized software tools, for example, for virtual endovascular view, and 
automatic aneurysm and neck sizing. 

By manipulating the 3D database on the workstation, a radiologist can also choose the right view­
ing incidence to better display and visualize the pathology. The next step then is to automatically 
instruct the to gantry reach this viewing incidence. 
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One can also superimpose the fluoroscopic images on the 3D database. This will result in a "3D 
road-map" for catheter planning and intervention. The uses outlined here are probably the tip of 
the iceberg. We anticipate a host of new applications and procedures in the field of interventional 
radiology, therapy planning, and surgery once safe and accurate 3D imagery becomes available on 
routine basis on as standard gantry. 

FIGURE 3. 3-D reconstruction of bones from mask images using cross-calibration. 
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