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Supervisors’ Foreword

It is a great pleasure to introduce Dr. María Guinaldo’s thesis work, accepted for
publication within Springer Theses and awarded with a prize for an outstanding
original work. Dr. Guinaldo joined the Department of Computer Science and
Automatic Control of UNED in September 2008 after finishing the M.S. degree in
Physics and the B.S. degree in Computer Engineering from the University of
Salamanca. She started her doctoral study with a four-year scholarship. She
received the Ph.D. degree (suma cum laude) in Computer Science in 2013 and she
was one of the receivers of the UNED Award for the best Ph.D. thesis in 2014.

The term “networked control system” (NCS) includes a large number of situa-
tions and problems. The feature that distinguishes NCSs from classical control
systems is the presence of a communication channel that usually affects the control
performance in several ways. In this regard, event-based control has received an
important impulse in the last decade due to its benefits when applied to NCSs.
Instead of exchanging the information between the components of the control loop
in a periodic way, event-based control bases its decisions on the state of the system
and, in general, reduces the amount of communication.

Dr. Guinaldo investigated in this thesis two different frameworks (centralized
and decentralized architectures) and proposed novel solutions for a more efficient
usage of the limited bandwidth while dealing with network delays and packet
losses. For centralized schemes, the control design is based on the idea of the
anticipative control that, based on a model, sends finite-length signal predictions to
the system which are conveniently selected to deal with network imperfections. The
proposed method is implemented and two applications have been developed to
facilitate the reuse of conventional controllers in NCSs.

In decentralized schemes, the contributions of this thesis lie on several aspects.
First, the design of distributed trigger functions that guarantee asymptotic stability
while excluding the Zeno behavior, even when delays may affect the system. This
was not achievable by the other strategies existing in the literature. Second, the
design of network protocols to achieve the desired behavior of the system. Finally,
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the development of interactive simulation tools to validate the proposed designs and
the implementation in a testbed of mobile robots.

Dr. Guinaldo’s thesis includes significant original scientific contributions
representing considerable advancement in this field of networked control systems.
Part of this work has been published in top journals and international
well-recognized conferences, some of which are joint collaborations with the group
of Automatic Control in KTH, Stockholm, where Dr. Guinaldo was a visiting Ph.D.
student in 2010 and 2011. She also visited other institutions during the Ph.D. period
such as the Automatic Control lab in EPFL, Lausanne, and the Inria Research
Centre in Grenoble.

Madrid Prof. Sebastián Dormido Bencomo
May 2016 Dr. José Sánchez Moreno
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international audience and becomes a valuable source of information and
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inspiration for other students working in the control engineering field. On behalf of
CEA we wish María to continue her outstanding career and to keep her genuine
enthusiasm for science.
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Chapter 1
Introduction

Abstract Control loops that are closed over a communication network have become
more and more common as the hardware devices for networks and network nodes
have become cheaper. The advantages of using digital communication networks are
manifold, and not only from the point of view of the applications. However, networks
also pose some challenges such as bandwidth limitations, delays or packet losses.
This chapter presents an overview of networked control systems, including aspects
related to the network and the control. In particular, the influence of the type of
network, the system architecture, and some of the most relevant approaches to deal
with the communication imperfections that characterize networks are discussed. The
focus also lies on event-based control, which has been shown to be effective in control
over networks. In addition, the contributions and the outline of this thesis are given,
where insights about the main goals of the dissertation and a brief description of each
chapter are provided. Finally, the results obtained in the development of the thesis
(conference and journal papers) and the research projects that supported this work
are mentioned.

1.1 Control over Networks

1.1.1 General Issues

The development of network technology in the last decades has made possible its
application to control systems. Nowadays, networked control is a strong research
area in control systems. Indeed, at least two of the technical areas of the International
Federation ofAutomatic Control (IFAC) are devoted to this field, and there also exists
an increasing number of specialized conferences and workshops.

In Networked Control Systems (NCS), sensors, actuators, and controllers are
connected through a shared band-limited digital communication network. The use
of a multipurpose shared network to connect spatially distributed elements results in
manifold advantages that are the reason of the success of NCS:
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• Network structured systems offer flexible architectures, making easier the recon-
figuration of the system parts and allowing a simpler addition of new elements to it.

• They generally reduce installation and maintenance costs, due to the reduction in
the wiring required in a point-to-point paradigm.

• As a consequence of the previous statement, diagnosis and fault detection are
easier tasks.

NCS have also opened up a complete new range of real-world applications, such as
mobile sensor networks [HE04, OFL04], distributed power systems and smart grids
[MAW05, BZ11] (see Fig. 1.1), intelligent transportation systems [MS06], formation
control of autonomous vehicles [SS05, GKKP06], surveillance [BCM+10, CM02],
remote surgery [MWC+04] (see Fig. 1.2), and many more.

However the use of a shared network introduces new challenges and makes the
analysis and design of NCS complex. Conventional control theories with many ideal
assumptions, such as synchronized control, non-delayed sensing and actuation and
unlimited bandwidth,must be re-evaluated before they are applied toNCS. Improving
communication networks and protocols to increase the reliability is a partial solution.
Thus, new control algorithmsmust be developed in order to deal with communication
imperfections and constraints [Hee10], which can be summarized as follows:

• Limited bandwidth: Any communication network can only carry a finite amount
of information per unit of time, and this can have a severe effect on the control sys-
tem. In most digital networks, data are transmitted in atomic units called packets.
Packets can be divided into the payload (user data) and the control information
(headers) required for the transmission. Themaximum size of the payload depends
on the protocol and goes from 1500 bytes in Ethernet to 8 bytes in some Radio
Frequency protocols [mOw10].

• Variable communication delays: The transmission of one packet from one node in
the network to another node is not instantaneous and can take a variable amount
of time which depends on highly variable network conditions such as congestion,
channel quality or the protocol. This can affect the control performance in several
ways. First, the transmitted information is delayed. Time-delayed systems are
by themselves a topic of research. They have been vastly investigated out of the
NCS context [NRC07], showing that the stability analysis is more involved than
delay-free systems. Secondly, delays can induce variable sampling intervals. A
significant number of results have attempted to characterize a maximum upper
bound on the sampling interval for which stability of the system can be guaranteed
(see [HNY07] and references there in).

• Packet dropouts:Apacket canbe lost due to transmission errors in physical network
links, channel congestion or corrupted packets rejected in-transit. Also, in control
applications packets can be discarded and treated as lost if they arrive “out of date”,
for instance, if an updated packet had already been received.

• Quantization: A quantizer is a function that maps a real-valued function into a
piecewise constant function taking on a finite set of values. In NCS, the finite word
length of the packets induces errors in the transmitted signals over the network.
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Fig. 1.1 General layout of electrical grids. By MBizon [CC-BY-3.0 [com13]], via Wikimedia
Commons

Another key issue that distinguishes NCS from conventional control systems is
the architecture. The general structure of NCS is depicted in Fig. 1.3. It consists
of several (sub-)systems, which may be physically interconnected. The respective
sensor (S), actuator (A), and controller (C) nodes may be widespread within the
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Fig. 1.2 Remote surgery support system similar to the one proposed in [Uch03]

Fig. 1.3 Generic NCS architecture

entire system and connected arbitrarily through the network. Section1.2 covers this
aspect in more detail.

1.1.2 Work in the Area of Control over Network

Most of the work in the area of NCS is inclined to model them into conventional
control systems with some of the communication constraints described above. This
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usually involves a complete, and often complex, re-design of conventional con-
trollers, which, moreover, can result to be conservative [ZLR09].

In [Hee10], an overview of the main lines of research in stabilizing controller
synthesis of NCS is given. All the methods assume hard bounds on the communi-
cation imperfections such as delays, transmission intervals and maximum number
of consecutive packet dropouts. Another usual restriction in these designs is that
the synthesis conditions are LMI-based, which restricts the problem to linear plants.
These approaches can be summarized as follows:

• The discrete-time approach, inwhichNCS aremodeled in discrete-time. The delay
and the sampling interval represent the uncertainty of the system based on which
LMI-based stability conditions are derived. See for instance [DHvdWH11].

• The sampled-data approach uses (impulsive) delay-differential equations. Stability
conditions are LMIs resulting of extensions of the classical Lyapunov-Krasovskii
functional for linear plants and controllers. See [NHT08].

• In the emulation approach [HTVdWN10], the stability of NCS is assessed by
combining continuous-time Lyapunov functions of the network-free closed-loop
system and the network protocol.

There are also some contributions in the field of robust control. H∞ and H2/H∞
controllers have been proposed to deal with the presence of unreliable channels in
the control loops, such as [YHL05, SS05, MOB+12].

The following two sections will analyze the particularities of two types of net-
works: Internet-like networks and wireless networks, and how they can differently
affect the control system.

Internet-Like Networks

Internet-based control systems allow remote monitoring and adjustment of plants
over the Internet, whichmakes the control systems benefit from theways of retrieving
data and reacting to plant fluctuations from anywhere around the world at any time.

Internet-like communication networks are based on packets that can carry a larger
amount of data than is required for a control system without consuming additional
network resources. Thus, rather than sending individual values, finite-length signal
predictions can be transmitted. This is the motivation of the so called packet-based
control.

A common approach is to use model-based control to emulate future states of the
plant and, therefore predictions for the control signal. The idea of combining packet-
based control and Model Predictive Control (MPC) was first introduced in [Bem98]
in the context of teleoperation. Since then, other authors have exploited the principle
of MPC in packet-based NCS [KJA06, QSG07, MJVR08, VF09, ICMS11].

Other alternatives have been studied to reduce the computational effort required
by MPC. One of them is the so called anticipative control which estimates the future
state of the system based on a model that considers delays [NH06], but with no
optimization. The resultant control sequence may not be optimal, but its calculation
consumes an insignificant slot of time compared as to MPC.
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Anticipative controllers have been proposed in [ESDCM07, GSD11] for different
network architectures.

Wireless Networks

Recently, somework devoted to enabling control applications over wireless networks
has begun to appear. The motivation of the interest in wireless networks comes from
the cheap deployment and the increase of flexibility in getting rid of cabling. Early
works focus the controller design on wireless sensor/actuator networks (WSANs)
under ideal network assumption. However, the communication imperfections cannot
be neglected from the implementation point of view. Moreover, these imperfections
are much severe than in wired networks.

The communications community is also directing efforts into enabling reliable
wireless networks for control applications, so that low-latency and hard-real-time
constraints could be met [Maz10]. Also, WSANs arise new challenges with respect
to cabledNCS. Themost important one is the energy efficiency in devices powered by
batteries, which impose computation and communication constraints on the WSAN
design. Several factors determine the energy consumption.Oneof them is the data rate
transmission, which also has influences on the network delay and packet dropouts.
In general, reducing the number of transmitted packets per second yields a larger
battery life for the wireless device. The packet size also has an impact on energy
consumption,which increaseswith the packet size.However, the energy consumption
per transmitted byte decreases with packet size due to the cost of protocols overheads
[JER+10]. Most of the implementations use small and fixed size packets, since the
required data for control applications are few.

In the proposed solutions in the literature, communication protocols are designed
mainly to achieve high reliability and high energy efficiency for various applications
of Wireless Sensor Networks (WSNs) and not specifically for control applications
[AKK04, BDWL10]. More recently, a joint design of control and communication
parameters has been proposed in [AAJ+11] to optimize energy consumption while
guaranteeing a desired control performance.

However, the majority in the literature considers periodic transmission, sampling,
and actuation. Recently, aperiodic sampling techniques have been proposed to more
efficiently address the issues of wireless networks. A review of these techniques is
presented in Sect. 1.3.

1.2 System Architecture

The general architecture of NCS has been shown in Fig. 1.3, in which the nodes are
widespread across the network. Particular schemes that are considered in this thesis
are described more in detail next.
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1.2.1 Single Loop Schemes

In a single loop scheme, there are a controller node (C) and a plant with the cor-
responding actuator (A) and sensor (S). How these elements are located gives the
different NCS configuration depicted in Fig. 1.4. Note that the information is trans-
mitted at discrete instances of time through the network. It is assumed that the element
that transmits data to the network has the ability of converting data from continuous
to discrete time, and the element that receives information from the network is able
to transform a discrete signal into a continuous signal. We further consider full state
x(t) and output y(t) measurement scenarios. The dashed lines represent the flow
of information at discrete instances of time, generically denoted as tk , such discrete
instances of time being either equidistant in time or not.

Figure1.4a shows the case of a collocated controller with the sensor, and the
control inputs are transmitted through the network. Examples of works in which this
is the preferred scheme are [ESDCM07, QSG08]. In the architecture of Fig. 1.4b the
controller is collocated with the actuator and only the plant measurements are sent
through the network. Hence, the control signal is directly applied to the actuator.
This is the considered scheme in, for example, [GCHM06, LL10, LL11b].

A more general scheme is depicted in Fig. 1.4c, in which the network is at both
sides of the controller. When a measurement is received by the controller, a new con-
trol input is computed and transmitted back to the plant. Assume that the information
transmitted through the network is delayed. While in the collocated controllers of
Fig. 1.4a, b the delay can bemeasured because the loop is closed through the network
only between two elements of the loop, in a remote controller scheme the delays from
the sensor to the controller and from the controller to the actuator cannot be known
independently and only the sum of both delays can be computed.

(a) (b)

(c)

Fig. 1.4 Single loop schemes in NCS
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In this thesis, the studied architecture for the single-loop case corresponds to the
remote controller (Fig. 1.4c), which is the focus of the study of the Chaps. 2 and 3.

1.2.2 Multi-loop Schemes

For multi-loop schemes, the possibilities of how to locate the different elements of
the control loops are manifold. We focus on two architectures, which are the most
common in the literature and from the implementation point of view.

The first architecture has a single controller which receives measurements from
different sensors and send control updates to one or more actuators (centralized
control). In general, these elementsmay be attached to the same system or to different
plants.

Secondly, a distributed control approach is considered. Specifically, it is assumed
that each node in the network has its own controller and needs to communicate with
other nodes in the network for control purposes.

Centralized Control

The centralized control approach for a multi-loop architecture is shown in Fig. 1.5.
The sensor nodes transmit the measurements to the controller through the network.
Whereas in Fig. 1.5 we consider that each plant has a sensor and an actuator, it might
be the case of having a single plantwith several sensors responsible formonitoring the
state of the plant and several actuators. The interconnections between the subsystems
are represented by the bold solid line.

Depending on the complexity of the problem, the controller may have to switch
between different sub-controllers if, for instance, there is a sub-controller for each
plant, or, a single multi-variable controller can be designed in the case of a single
plant with several sensors and actuators.

Regardless the nature of the problem, the controller has to process the different
measurements received from the sensor nodes, denoted as xi (t ik) (full-state measure-
ment) or yi (t ik) (output measurement), and compute the corresponding control inputs

Fig. 1.5 Centralized control
of multiple plants

http://dx.doi.org/10.1007/978-3-319-34081-4_2
http://dx.doi.org/10.1007/978-3-319-34081-4_3
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u j (t ik), where t
i
k denotes the sampling time instance.We consider that a measurement

xi (t ik)/yi (t
i
k) can involve the computation of more than one control input u j (t ik) since

coupling between the sub-systems is accepted.
A centralized networked controller usually requires the use of buffers that induce

additional delays to the network and computational delays. This processing delay,
which is the elapsed time between the reception of themeasurement xi (t ik)/yi (t

i
k) and

the start of the computation of u j (t ik), is not negligible when the number of control
loops increases.

Though some strategies can be taken to mitigate this problem, for instance, the
design of a network scheduler which decides when a node transmits [AAJ+11], a
centralized controller is not convenient for large-scale systems.

For this reason, there has been ongoing interest in the design of decentralized con-
trol systems. We note, however, that this is not an easy task. Even basic notions such
as stability become non trivial in a decentralized framework [WD73, GSS05]. In
some implementations where the number of sensors and actuators is not large, a net-
worked centralized controller can outperform the decentralized one if the reliability
of the communication channel is guaranteed [SGQ08].

Distributed Control

Many control systems are built in decentralized structure using a large number of
simple single-input single-output (SISO) controllers enabling a stable operation of
most unit operations. However, this approach is not the optimal control solution
because in these structures the subsystems do not communicate between them even
if they significantly interact. By contrast, the distributed control approach relies
on the assumption that the information about the controllers from other loops is
exploited in designing the controllers. Since controllersmay require to communicate,
the communication network turns to be part of the design problem.

Two types of interconnections are distinguished. In the first one, a subsystem can
be physically interconnected to others, i.e., the state of a subsystem i directly drives
the dynamics of another subsystem j . This fact can be used in the control design of
the subsystem j to compensate this interconnection if the state of the subsystem i
is available at j . This includes large-scale MIMO plants that can be split up into a
set of physically coupled systems. The second type of interconnection is when the
need of communication between the controllers comes from the fact that the system
tries to achieve a common objective. This leads to cooperative control. The usual
terminology to refer to these systems in which the gathering of information from
individual parts is used to control the global behavior of the networked system is
multi-agent systems.

A scheme of a distributed control system is depicted in Fig. 1.6. Each node i can
be physically encapsulated (dotted line) and includes the subsystem and the local
controller, which receives at discrete instances of time t ik the local state xi (t ik) and
also the set of states x j (t kj ) of other subsystems (also called agents) measured at
different instances of time t kj . The agents that transmit information to i are known as
its neighborhood and correspond to the ones that are interconnected with agent i .
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Fig. 1.6 Distributed control of multiple plants

1.3 Event-Based Control

1.3.1 Preliminaries

Though the physical world is analogical, most of the control applications are im-
plemented in digital platforms that require the information in a control loop to be
exchanged in a discrete-time manner between sensors, actuators, and controllers.
Traditionally, instant times at which this exchange is carried out are equidistant be-
tween each other, i.e., are given by a sampling period. The frequency of sampling
has to guarantee the stability of the system under all possible scenarios, and this can
sometimes yield a conservative choice of the sampling period. Moreover, all tasks
are executed periodically independently of the state of the plant.

In recent years, the idea of taking into account the plant state to decide when
to execute the control and sampling tasks has had an increasing interest. In event-
based control systems information is exchanged in the control loop when a certain
condition in the state is violated. Hence, there is an adaptation to the needs of the
process at any time.

However, there is no uniform terminology when referring to this concept. One can
find in the literature the terms of event-based control, event-triggered control, send-
on-delta control, level-crossing control, self-triggered control, minimum attention
control, anytime attention control, and many more. All of them have basically the
same idea, but vary in the implementation.

Despite of its recent popularization, event-based sampling is not actually a new
concept, and its origins date back to the late 50s when [Ell59] argued that the most
appropriate sampling method is to transmit data when there is a significant change
in the signal. Later on the 60s and 70s, an heuristic method called adaptive sampling
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[DFP62] was popularized. The objective was to reduce the number of samplings
without degrading the system performance, evaluating in each interval the sampling
period.

More recently, [Arz99] implemented the event-based control into a PID controller
showing that the number of control updates was reduced without degrading the
performance of the system. In [HGvZ+99] level-crossing control was applied to
control the angular position of a motor with a low-resolution sensor.

The first analytical results were for first order linear stochastic systems in [rB03],
showing that under certain conditions the event-based control has a better perfor-
mance than the periodic control. But the real impulse to the event-based control
came out few years later when many researchers realized the benefits of applying
this theory to networked control systems. Next section presents a literature review
of event-based control applied to NCS.

1.3.2 Event-Based Control and NCS

Last decade has been prolific in the field of event-based control, and the lack of
analytical results has been overcome. Also, experimental results have demonstrated
a more efficient usage of the network bandwidth than periodic transmission.

In most implementations, an event is triggered when the error of the plant exceeds
a tolerable bound. How this error and this bound are defined distinguish the different
approaches in the literature.

If the error is defined as the difference between the state of the last event occurrence
and the current state, and the bound is defined as a constant, the trigger rule is

‖e(t)‖ = ‖x(t) − x(tk)‖ ≤ c,

and the usual terminology to define it is deadband control. tk refers to the instant
of the last event and t is the current instant of time. The value of c determines the
performance of the system and the ultimate set in which the state of the plant is
confined around the equilibrium. Figure1.7a, b depict two examples of deadband

(a) (b) (c)

Fig. 1.7 Examples of triggering rules



12 1 Introduction

control for an unidimensional state and two dimensional state, respectively. Related
works to deadband control are [HSvdB08, San06].

Deadband control does not generally yield asymptotic stability. And so, some
researchers have investigated triggering rules to fulfill this. One example is presented
in [Tab07] and the error is bounded by the state at the current time

‖e(t)‖ = ‖x(t) − x(tk)‖ ≤ σ‖x(t)‖.

This approach yields the system asymptotic stability but the inter-event times become
shorterwhen the system reaches the equilibrium. In [Tab07] it is shown that aminimal
inter-event time is guaranteed to exist only under suitable assumptions. This is an
important issue in event-based control: the Zeno behavior, i.e., the occurrence of two
consecutive events at the same time, has to be excluded. The parameter σ is designed
according to some properties of the Lyapunov function.

Other authors have exploited the idea of using Lyapunov methods to define the
triggering rule [MAT09]. An event is triggered when the value of the Lyapunov
function of the closed loop system for the last broadcasted state reaches a certain
threshold of performance (see Fig. 1.7c):

V (x, t) ≤ S(x, t).

Recently, other time-dependent triggering rules have been proposed to reach the
desired point asymptotically. In [GDJ+11, SDJ13], the trigger functions for linear
interconnected systems and multi-agent systems, respectively, bound the error as

‖e(t)‖ ≤ c1e
−αt ,

which has the aforementioned property, guaranteeing a lower bound for the inter-
execution times.

Sensor networks are special case of networked control systems inwhich the energy
consumption plays a crucial role. Thus, event-triggering approaches are convenient
in sensor networks since the number of transmissions can be decreased. However, it
has been discussed [AT10b, MT08, Ara11] that the most of the energy consumed in
a sensor node comes from the task of monitoring the measured variable(s) rather than
the transmission. The event-triggering rules discussed above require the continuous
monitoring of the state. For this reason, a new approach known as self-triggered
control has emerged in the recent years.

Self-triggering policies determine the next execution time tk+1 by a function of the
last measurement of the state xk . The sensor nodes do not monitor the process until
they arewaken up at time tk+1, they take themeasurement and transmit it, and the next
execution time is computed again. The concept of self-triggering was first suggested
by [VMF03]. Self-triggered control can be regarded as a software-based emulation of
event-triggered control. It has been studied for linear systems [WL09, MAT10], and
applied to sensor and actuator networks in [MT08, TFJB10, AAJ+11, CMV+10].
A general problem of this scheme is the consideration of unknown effects, such
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as model uncertainties or unknown exogenous disturbances. To cope with all these
effects conservative results have to be derived to guarantee the stability of the self-
triggered control loopwhichmay lead to relatively short sampling intervals in practice
[WL10]. A so-called hybrid sensor communication is proposed in [Ara11] as a trade-
off between the event-based and self-triggered mechanism in Wireless Networked
Control Systems (WNCS) for linear systems. Still, the disturbance rejection cannot
be completely guaranteed and the control is centralized, which makes difficult the
extension to large number of nodes.

Another approach is the Minimum Attention Control (MAC). It maximizes the
time interval between executions of the control task,while guaranteeing a certain level
of closed-loop performance [AT10a, DTH12]. It is similar to self-triggered control in
the sense that the objective is to have as few control task executions as possible but it is
typically not designed using emulation-based approaches. Although in [DTH12] an
approach based on extended control Lyapunov functions allows to solve the problem
online alleviating the computational burden as experienced in [AT10a], MAC is
by far less robust against delays or disturbances than event-based control. Similar
problems present the so-called Anytime Control methods which are an alternative
way to handle limited computation and communication resources [GQ10, GFB11,
Gup09]. The Anytime Attention Control (AAC), proposed in [AT10a], assumes that
after each execution of the control task, the control input cannot be recomputed for a
certain amount of time that is specified by a scheduler, and finds a control input that
maximizes the performance of the closed-loop system.

The triggering rules presented previously are all based on full state measurement,
although in practice the full state is not often available. If the same setups are tried to
be used for output feedback controllers, the Zeno behavior might occur, as pointed
out in [DH12].

The existing output-based event-triggered controllers can be categorized in
observer-based or not. References [LL11a, LL11c] belong to the first category. The
measured state is replaced in the trigger function by the estimated state provided by
the observer [LL11a] or the filter [LL11c]. The second direction is to use a differ-
ent structure in the controller. A dynamical output-based controller is proposed in
[DH10]. Using mixed event-triggering mechanisms, the ultimate boundedness can
be guaranteed while excluding the Zeno behavior. A level crossing sampling so-
lution with quantization in the control signal is presented in [KB06], where a LTI
continuous-time controller is emulated.

All the approaches described above consider zero-order hold at the actuator, i.e.,
the control input computed at event times is hold constant till the next event occur-
rence. Although this consideration of “doing nothing” between events simplifies the
analysis, it is been shown that if a precise model of the plant is available, a control
input generator can emulate the continuous-time state feedback loop and under cer-
tain constraints get a better performance than a zero-order hold [LL10]. The idea of
taking advantage of a model in NCS and working in open loop is not new and was
introduced in [MA02, MA03a], but the updates from the system are periodic not
event-triggered. However, emulation approaches such as [LL10] require synchro-
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nization of all the elements in the control loop, and this constraint is difficult to meet
in the case of remote controllers or in distributed paradigms.

Some of the cited works and others consider a multi-loop architecture and a de-
centralized controller such as [MT11, MC11, Mol11, GA12, DH12] or a distributed
control [WL08, WL11, GDJ+11, SDJ13].

Finally, few existing works explicitly consider the effect of other communication
constraints such as delays, packet dropouts or quantization in event-based control.
One of the most relevant results is presented in [LL12], which is an extension of the
previous paper [LL10]. Also, in [GA11a] an implementation to compensate delays
is presented, and [WL11, GLS+12] discuss distributed implementations of event-
triggering in imperfect networks.

1.4 Model-Based Control in NCS

As said before, most of the approaches in the literature consider a Zero Order Hold
(ZOH) which holds the last received value so that the output is a piecewise constant
signal.

Consider the scheme of a collocated controller with the actuator as in Fig. 1.4a.
The last measurement is held constant and the controller computes the control signal
u(t) which is piecewise constant. Now assume that a model of the plant is available
and, instead of holding the last received value, an estimate of the state of the plant
can be used between two consecutive receptions. This is the idea of the model-based
control. The controller is replaced by the element depicted in Fig. 1.8. The controller
C computes the control output based on the state predicted by the model x̂(t), which
is initialized when a new measurement x(tk) is received.

As mentioned in the previous section, the concept of model-based NCS (MB-
NCS)was first introduced by [MA02, MA03a]. Since then, Antsaklis and co-workers
have published different extensions such as discrete-time models [EA09] or time-
varying transmission times [MA04].

Other control approaches, that use a model in the design where usually a
discrete-time model is iterated to generate future control inputs, have been com-
mented in Sect. 1.1.2.

An event-based framework in which amodel is used in both event detector and the
controller to emulate the continuous state feedback controller is presented in [LL10,
Leh11], as already mentioned.

Fig. 1.8 Model-based
controller
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Finally, a MB-NCS framework with event-triggered control is also presented
in [GA11a] in which time-varying delays and model uncertainties are considered.
Also, decentralized [GA12] and distributed [GLS+12] MB implementations have
been proposed.

In general, model-based control allows increasing the sampling period (periodic
control) or enlarging the inter-event times (event-based control). Ideally, if there
are not model uncertainties and the system is not affected by any disturbance, the
model perfectly estimates the state of the plant by knowing the initial state. Hence,
the purpose of combining model-based and event-triggered control is to reduce the
number of events with respect to a ZOH approach.

1.5 Objectives of the Thesis

The main objective of this thesis is to contribute to solve some of the problems that
arise in Networked Control Systems, with a special focus on event-based control.
The contributions are twofold: the design of such strategies and their implementation.
This main objective can be split into:

• The design of a new architecture for networked control systems, by including new
elements in the control loop which act as interfaces between the conventional
components (controllers, sensor, and actuators) and the network. The purpose of
the new architecture is to take advantage of the flexibility offered by the use of
the network while maintaining the stability of the system and dealing with the
communication imperfections. More specifically, the objective is to decrease the
frequency of communication via event-based control and to cope with network
delays and packet losses sending finite-length signal predictions.

• The implementation of prototypes of the proposed solutions so that the conventional
controllers can be reused without spending much time in their conversion to a
networked control system.

• The design of distributed event-based control approaches for networked systems.
The objective is to design transmission and actuation policies that decrease the
amount of communication while guaranteeing a certain level of performance and
the exclusion of Zeno behavior. The proposed design will deal with the possible
model uncertainties that characterize large-scale interconnected systems. Also,
communication protocols will be investigated to deal with the problem of network
delays and data dropouts, while the existence of a positive lower bound for the
inter-event time has to be preserved, since this is one of the major problems of the
existing approaches in the literature.

• To provide and implement tools to apply distributed event-based control. The mo-
tivation behind this objective is twofold: the application to the education environ-
ment inwhichwe are immersed aswell as ameans of testing the control algorithms
under a wide range of scenarios before the implementation in real platforms. Also,
the validation over a testbed will be given.
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1.6 Outlines and Contributions

This thesis has been structured as follows:

• Chapter2. Anticipative Control Design in Internet-like Networks. Chapter2
presents the analysis and the design of remote controllers for packet-based NCS,
following the paradigm of anticipative controllers. The remote controller uses a
model of the plant and a basis controller to compute a sequence of future control
actions to compensate the effect of delays and packet dropouts. The design of two
middleware layers between the process and the network, and between the controller
and the network is proposed as ameans of hiding the elements which do not belong
to a conventional control loop. Event-based transmission rules are proposed to save
network bandwidth. The stability of the system is proved to beGlobally Ultimately
Uniformly Bounded (GUUB) when some constraints are imposed on the network
delay. Different extensions such as disturbance estimators, output measurement
and LTI anticipative controllers are discussed, preserving the Globally Ultimately
Uniformly Boundedness property of the system. Finally, a centralized remote
controller for a multi-loop architecture is presented. This work was published in
part in the IET Control Theory and Applications (see [GSD11]), presented in the
49th IEEE Conference on Decision and Control (see [GSD10]), and included in
the Proceedings of the XXXIII Jornadas de Automática (see [GSDD12]).

• Chapter3. Implementation and Experimental Evaluation of the Anticipative
Control. The experimental framework in which the anticipative controller pre-
sented in Chap. 2 has been evaluated is reported in Chap. 3. The description of the
plants, the implementations of the middleware layers in LabVIEW and the exper-
imental results enhancing the goodness of the proposed design are also given. The
related publications to this chapter are the same as for Chap.2.

• Chapter4. Distributed Event-Based Control for Interconnected Linear Sys-
tems. Chapter 4 presents a distributed event-based control strategy for a networked
dynamical system consisting of N linear time-invariant interconnected subsys-
tems. The proposed triggering rules, which depend on local information only, can
guarantee the asymptotic convergence to the equilibrium and the existence of a
lower bound for the broadcasting period. The problem is initially solved for perfect
decoupled systems, and then the results are extended for non-perfect decoupling,
since that constraint is difficult to meet in practice. The coupling terms are treated
as a perturbation of the nominal system, and the existing classical analysis on the
sensitivity of the matrix exponential and matrix powers is applied to infer con-
straints on the coupling terms so the asymptotic stability property is preserved.
This work was presented in the 50th IEEE Conference on Decision and Control
[GDJ+11] and an extended version has been accepted for publication [GDJ+13].

• Chapter5. Extensions and Improvements of the Distributed Event-Based
Control. Chapter5 focuses on two aspects. The first aspect is to study of the
effect of realistic communication in the distributed event-based control design
presented in Chap.4. Even though event-based control has been shown to reduce
the communication to face the problem of reduced bandwidth, network delays and

http://dx.doi.org/10.1007/978-3-319-34081-4_2
http://dx.doi.org/10.1007/978-3-319-34081-4_2
http://dx.doi.org/10.1007/978-3-319-34081-4_3
http://dx.doi.org/10.1007/978-3-319-34081-4_2
http://dx.doi.org/10.1007/978-3-319-34081-4_3
http://dx.doi.org/10.1007/978-3-319-34081-4_2
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_5
http://dx.doi.org/10.1007/978-3-319-34081-4_5
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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packet losses cannot be avoided. Hence, the consequences of a non-reliable chan-
nel are analyzed, and upper bounds on the delay and the number of consecutive
packet losses are derived for different situations. Secondly, two improvements are
proposed. The first one is based on the fact that the frequency of actuation may
be high in distributed control schemes if the neighborhood of the subsystem is
large, even if each agent is not transmitting so often. To deal with this problem an
error function is defined for the control input and a second set of trigger functions
is proposed to deal with this problem, updating the control law when a condition
is violated. The second improvement relies on the existence of smart actuators,
so that continuous-time signals can be applied instead of constant piecewise sig-
nals (ZOH). A model-based control design is proposed in which each agent has
knowledge of the dynamics of its neighborhood. Based on this model, it estimates
its state continuously and computes the control law accordingly. A certain model
uncertainty is assumed and the performance of the Chap.4 approach and model
based designs are compared based on this model uncertainty. Parts of this work
were presented in the CDC of 2011 and 2012 (see [GDJ+11, GLS+12]), and the
model based approach is also included in the accepted paper mentioned in Chap.4.

• Chapter6. Simulation Tools and Application Example of the DEBC: Net-
workedMobile Robots. The formation control of networkedmobile robots can be
taken as an example of multi-agent systems in which the group of robots achieves a
common objective (the formation) by means of distributed control laws and event-
based communications. An interactive simulator to emulate this kind of setups has
been developed. In particular, the formation control from a consensus problem
point of view under a wide range of network conditions and multiple experiments
can be studiedwith this platform. The interactivity of the toolwith the final user has
been in the focus of the developers, as well as offering flexibility to define the ex-
periment conditions. Moreover, multiple parameters can be changed on-line while
running a simulation by simple click-and-drag actions in the graphical interface.
The DEBC algorithms have been also implemented in a testbed of mobile robots,
and the results are presented. This work has been published in the IEEE Network
Magazine (simulation tool) [GFF+12] and the application to a real platform has
been submitted to Sensors.

• Chapter7. Conclusions and Future Work. The conclusions and future research
steps are given.

1.7 Publications and Projects

Journal Papers

1. M. Guinaldo, J. Sánchez, S. Dormido. A co-design strategy of NCS for treacher-
ous network conditions. IET Control Theory & Applications, 5(16): 1906–1915,
2011.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_6
http://dx.doi.org/10.1007/978-3-319-34081-4_7
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2. M.Guinaldo, G. Farias, E. Fabregas, J. Sánchez, S. Dormido-Canto, S. Dormido.
An Interactive Simulator for Networked Mobile Robots. IEEE Network Maga-
zine, 26(3): 14–20, 2012.

3. M. Guinaldo, D.V. Dimarogonas, K.H. Johansson, J. Sánchez, S. Dormido. Dis-
tributed Event-Based Control Strategies for Interconnected Linear Systems. IET
Control Theory & Applications, 2013, Accepted on 1st February 2013, doi:
10.1049/iet-cta.2012.0525.

4. M. Guinaldo, E. Fabregas, G. Farias, S. Dormido-Canto, D. Chaos, J. Sánchez,
S. Dormido. Mobile robots experimental environment with event-based wireless
communications. Submitted to Sensors (current state: major revision).

5. E. Fabregas, G. Farias, S. Dormido-Canto,M.Guinaldo, J. Sánchez, S. Dormido.
Virtual and real laboratory for teachingmobile robotic. Submitted to IEEETrans-
actions on Industrial Electronics.

Conference Papers

1. M. Guinaldo, J. Sánchez, S. Dormido. Diseñ de un Sistema de Control Antici-
pativo Basado en Paquetes para Control en Red. 9aConferencia Iberoamericana
en Sistemas, Cibernética e Informática (CISCI 2010), July 2010, Orlando.

2. M. Guinaldo, J. Sánchez, S. Dormido. A Packet-based Network Control System
Architecture for Teleoperation and Remote Laboratories. 49th IEEE Conference
on Decision and Control (CDC), December 2010, Atlanta.

3. M. Guinaldo, D.V. Dimarogonas, K.H. Johansson, J. Sánchez, S. Dormido. Dis-
tributed Event-Based Control for Interconnected Linear Systems. 50th IEEE
Conference on Decision and Control and European Control Conference (CDC-
ECC), December 2011, Orlando.

4. M. Guinaldo, J. Sánchez, S. Dormido, M.A. Delgado. Control en red basado en
eventos de múltiples plantas remotas. XXXIII Jornadas de Automática, Septem-
ber 2012, Vigo.

5. M. Guinaldo, D. Lehmann, J. Sánchez, S. Dormido, K.H. Johansson. Distributed
Event-Triggered Control with Network Delays and Packet-losses. 51th IEEE
Conference on Decision and Control (CDC), December 2012, Maui.

6. M. Guinaldo, J. Sánchez, S. Dormido. Contribuciones al control en red basado
en eventos para sistemas lineales. XI Simposio CEA de Ingenierí de Control,
April 2013, Valencia.

7. M. Guinaldo, D. Lehmann, J. Sánchez, S. Dormido, K.H. Johansson. Reducing
communication and actuation in distributed control systems. Submitted to the
51th IEEE Conference on Decision and Control, 2013.

Other Publications

1. M. Guinaldo, B. Pérez-Lancho, E. Sanz. Laboratorio virtual para el aprendizaje
del control térmico en edificios. V Jornadas de Enseñanza a Través de Inter-
net/Web de la Ingeniería de Sistemas y Automática, September 2007, Zaragoza.

2. M. Guinaldo, E. Sanz, S. Dormido. Laboratorio Virtual Basado en Web para
Aprendizaje de Física usando Ejs. XXIX Jornadas de Automática, September
2008, Tarragona.
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3. M. Guinaldo, J. Sánchez, H. Vargas, S. Dormido. Laboratorio basado en Web
del sistema bola y viga para el entrenamiento de estrategias de control avanzado.
XXX Jornadas de Automática, September 2009, Valladolid.

4. M. Guinaldo, H.Vargas, J. Sánchez, S. Dormido. Web-Based Control Labora-
tory: The Ball and Beam System. 8th IFAC Symposium on Advances in Control
Education (ACE09), October 2009, Kumamoto.

5. M. Guinaldo, J. Sánchez, H. Vargas, S. Dormido. An Advanced Web-based
Control Laboratory for the Ball and Beam System. 9th Portuguese Conference
on Automatic Control (CONTROLO’2010), September 2010, Coimbra.

6. M. Guinaldo, L. de la Torre, R. Heradio, S. Dormido. AVirtual and Remote Con-
trol Laboratory in Moodle: The Ball and Beam System. 10th IFAC Symposium
Advances in Control Education, to appear.

Research Projects

The results obtained in the framework of this dissertation have been supported by
different research projects:

• Event-based modeling, simulation, and control (2007–2012). Spanish Ministry
of Science and Technology, CICYT (Ref. DPI2007-61068). Participants: UNED
(Spain), University of Murcia (Spain). Directed by Prof. Sebastián Dormido
Bencomo.

• MACROBIO: Modeling, simulation, control and optimization of photobiorreac-
tors (2012–2014). Spanish Ministry of Economy and Competitiveness, CICYT
(Ref. DPI2011-27818-C02-2). Participants: UNED (Spain). Directed by Prof. José
Sánchez Moreno.

• Event-based control of distributed and collaborative systems (2012–2014). Span-
ish Ministry of Economy and Competitiveness, CICYT (Ref. DPI2012-31303).
Participants: UNED (Spain). Directed by Prof. Sebastián Dormido Bencomo.
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Chapter 2
Anticipative Control Design
in Internet-Like Networks

Abstract This chapter presents the analysis and the design of anticipative controllers
for packet-based NCS. The remote controller uses a model of the plant and a basis
controller to compute a sequence of future control actions to compensate the effect
of delays and packet dropouts. This sequence is stored into the actuator buffer and is
applied synchronously at each sampling time. Two middleware layers between the
process and the network, and between the controller and the network are designed
to hide the elements which do not belong to a conventional control loop. First, a
scheme in which the sensor sends the measurements periodically is presented, and
an event-based approach is proposed afterwards for a more efficient usage of the
network bandwidth. The system results to be GUUB when some constraints are
imposed to the network delay. Different extensions such as disturbance estimators,
output measurement and LTI anticipative controllers are discussed, preserving the
GUUB property of the system. Finally, a centralized remote controller for a multi-
loop architecture is presented.

2.1 Introduction

While conventional control loops are designed to work with circuit-switching net-
works,where dedicated communication channels provide almost constant bit rate and
delay, networks such as the Internet are based on packets, carrying larger amount of
information at less predictable rates.

One aspect inherit to packet-based networks is transmission overhead. Packets can
be split into the header and the payload, whichmay be filled with useless information
to reach the minimum packet size. As a consequence, transmitting a few bits per
packet has essentially the same bandwidth cost as transmitting hundreds of them.
Thus, rather than sending individual values, finite-length signal predictions can be
transmitted. This is the motivation of the so called packet-based control [GT04,
ZLR09] or receding horizon control [QSG07].

To achieve this, a common approach is to use model-based control to emulate
future states of the plant and, therefore predictions for the control signal. The idea
of combining packet-based control and Model Predictive Control (MPC) was first
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introduce in [Bem98] in the context of teleoperation. Since then, other authors have
exploited the principle of MPC in packet-based NCS [KJA06, QSG07, MJVR08,
VF09, ICMS11].

The influence of the model uncertainty of model-based NCS was studied in
[MA04]. In [CB08], the constraints imposed by communication protocols on state
measurement access are addressed. This work is extended to nonlinear systems in
[GCB12].

Among the alternatives studied to prevent the computational effort required by
MPC, the anticipative controller estimates the future state of the system based on a
model that considers delays [NH06]. Anticipative controllers and the use of actua-
tor buffers have been proposed for packet-based NCS in [ESDCM07, GSD11] for
different network architectures.

Whereas these approaches results in a more efficient usage of the network band-
width and possible enlargement of transmission intervals, fewpublications have com-
bined receding horizon control and event triggering. In [ESDCM07], a transmission
protocol named as Input Difference Transmission Scheme (IDTS), that calculates a
new control sequence at every time step but only transmits to the actuator when the
difference between the new sequence and that in the buffer has exceeded a thresh-
old. In [GDJ+11] the sensor sends measurements to the controller if the difference
between the predicted state by a model, which is sent with the predictions of the con-
trol signal, and themeasured state crosses a given level.More recently, amodel-based
periodic event-triggered control is exploited to reduce the number of transmissions
[HD13], where two frameworks are proposed, perturbed linear and piecewise linear
systems, to achieved global exponential stability and �2 gain performance.

The outline of this chapter is as follows. The original contributions are given
in Sect. 2.2. Section2.3 states the assumptions that are taken in this chapter. The
guidelines of the design of middleware layers are given in Sects. 2.4 and 2.5, which
are adapted to an event-triggered scheme in Sect. 2.6. The stability of the system is
studied in Sects. 2.7–2.10 present different extensions such as disturbance estimation,
output measurement, and the centralized control of N loops. Finally, conclusions end
the chapter.

2.2 Contributions of This Chapter

In this chapter, a middleware approach is proposed for networked control systems.
Two adaptation layers made up the novel design. The first layer is in between the
process and the network and the second one serves as an interface between the
network and the controller. The use of event-triggering is incorporated in the design
in order to reduce the transmission frequency. The controller generates sequences of
future control actions and states of the plant and sends them to the process, where
the corresponding middleware layer decides which element is used at each sampling
time.
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One of the novel contributions is that the proposed design is aware of a more
efficient usage of the bandwidth but also of facing delays and packet losses with-
out assuming clock synchronization of the elements in the control loop, in contrast
to other works in the literature such as [NH06, QSG07, QSG08, ZLR09, HD13].
Moreover, the model-based controller alleviates the additional delays caused by the
computational time required byMPC, and so the proposed approach seems especially
adequate in processes with fast dynamics. Also, the theoretical analysis ensures the
stability of the system if the network delay is upper bounded.

Another contribution of this chapter is the design of event-triggering for output
measurements that combines the two existing approaches in the literature: estimation
of the state by an observer or a filter, and the use of a different controller to full state
feedback. The goal is to overcome the limited computation of the sensor and the
actuator and the lack of synchronization between the controller and the process. LTI
controllers and a Luenberger observer are combined to preserve the stability of the
system when full measurement cannot be assumed.

The disturbance estimator proposed in [LL10] is adapted to the remote controller
scheme and improved in the sense that the matrix A does not require to be invertible
and the model uncertainty can be also partially compensated.

Finally, another original contribution is the centralized anticipative-controller
design when decentralized control cannot be implemented due to computation con-
straints in the elements of the control loop. The effectiveness of the centralized
approach is analyzed and we show that the same performance than for periodic
implementations and a single plant can be achieved with this approach if the number
of processes is not large.

2.3 Assumptions

In the sequel of this chapter the following assumptions hold:

• System architecture: There is a single control loop with a remote controller, i.e.,
Fig. 1.4c. We assume that the sensor and the actuator have a very limited com-
putation capacity and the controller is the element which makes the computation
effort. The actuator processes the incoming packets and store the data into a buffer.
The sensor measures the state at each sampling time and is able to compare it to
a reference value and, in case, to trigger an event. The remote controller also has
a buffer to store the incoming measurements.

• System dynamics: We consider linear plants and a sampling period denoted by Ts ,
that meets Nyquist criteria. Thus, the system dynamics is given by

x(k + 1) = Adx(k) + Bdu(k) + w(k), x(0) = x0 (2.1)

y(k) = Cx(k) + v(k), (2.2)

http://dx.doi.org/10.1007/978-3-319-34081-4_1
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where x(k) ∈ R
n is the state, u(k) ∈ R

m is the control signal, w(k) ∈ R
n is the

disturbance, and v(k) ∈ R
r is the measurement noise, both of which are bounded.

Matrices (Ad , Bd) are obtained from a continuous model (A, B) for the sampling
period Ts

Ad = eATs (2.3)

Bd =
∫ Ts

0
eAs Bds. (2.4)

The pair (A, B) is controllable.
• Measures of time: All the instances or intervals of time, such as delays, the occur-
rence of events, etc. are given as integer numbers k ∈ N, so that the measurements
in units of time are tk which are multiple of the sampling period, i.e., tk = kTs .

• Controller: The basis controller is assumed to be state feedback if the full state is
measurable, and LTI if only the output is measured. However, the framework can
be extended to other controllers that stabilize the plant in a network-free system
configuration.

• Clocks synchronization: The elements at the plant side (sensor, actuator and event
detector1) are ruled by the same clock and hence, clock synchronization is assumed
for them. By contrast, the remote controller clock is not synchronized with any
of the other elements in the control loop and works asynchronously. When a new
measurement is received by the controller, it computes a new sequence of future
control values.

• Network: We consider Internet-like networks. Hence, network protocols such as
Transmission Control Protocol (TCP) or User Datagram Protocol (UDP) can be
used, and so the size of the packets payload is around 500 bytes [Eva98]. It is
assumed that there are not powered-batteries devices so that energy consumption
is not affected by the packet length. Moreover, packets can experience delays or
be lost during transmissions across the network.

Example 2.1 A simple chronogram is shown in Fig. 2.1 to illustrate the phenomenon
of delays and packet losses. The system is sampled at discrete time instances k, k +
1, . . .. The transmission of measurements from the sensor to the controller can be
delayed by a quantity denoted as τsc. Information sent from the controller to the
actuator can also suffer from delay τca . The Round Trip Time (RTT) denotes the
number of sampling times that takes data to go from the process to the controller and
back to the process, i.e.,

RTT = min{l : l ∈ N, τsc + τca < lTs}.

1The event detector can be a software or hardware component to determine the time instances of
the occurrence of an event.
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Fig. 2.1 Examples of delays and data dropouts

Fig. 2.2 Proposed architecture for packet-based NCS

Data can also be dropped as depicted in Fig. 2.1 between k + 1 and k + 3. As a
consequence, the actuator does not received updated control inputs in the interval
marked in blue.

The proposed architecture is shown in Fig. 2.2. On the left side, the linear plant
is sampled according to a sampling period Ts at discrete instances of time k. On
the right hand side, the basis controller computes control signals for incoming states
(realmeasurements or estimations based on previousmeasurements) denoted by x̂(l),
where in general l �= k. The two intermediate elements between the plant and the
network and the network and the basis controller, respectively, are two middleware
layers. The concept of middleware for NCS is described in [GBK09] and it is used
here to separate all the elements in the design from the classical components of a
control loop.

We next briefly describe these two layers:

• The Controller Adaptation Layer (CAL) receives and processes the state packets
sent from the plant side. Its main tasks are to estimate the future states of the plant
and to interact with the basis controller to compute the sequences of future control
actions. Hence, the main element of this layer is the model of the plant.

• The Process Adaptation Layer (PAL) receives the control packets and decides
which control input is applied at each sampling time. Also, in an event-based
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approach, it decides when to transmit the measurements to the controller through
the network.

The state packets basically contain measurements taken from the plant. The structure
of the control packets is described later in the chapter but the main element is the
sequence of future control actions.

2.4 The Controller Adaptation Layer (CAL)

This section describes how the CALworks. The tasks carried out by this layer include
the processing of packets, the update of a parameter that we denote by the Round
Trip Time (RTT), the interaction with the basis controller to generate future control
actions (anticipative controller), and the sending of the control packets.

Consider the discrete-time plant (2.1) and (2.2). Assume that the discrete-time
model used by the anticipative controller is given by

x̂(k + 1) = Âd x̂(k) + B̂du(k), (2.5)

where x̂(k) ∈ R
n is the estimated state.Weassume that in general Ad �= Âd , Bd �= B̂d

and we denote the model uncertainty as Ād = Âd − Ad , B̄d = B̂d − Bd .
Future states of the plant are estimated by this model in two different steps after

the reception of a new state packet that we describe next.

2.4.1 Packets Processing

The processing of the incoming packets is depicted in Fig. 2.3. The packet payload
is extracted and interpreted according to a given structure. Specifically, the payload
of the state packets includes the following information:

• The measured state x(k).
• The plant local time k.
• A time stamp T Su of the controller local time. T Su allows to identify the control
sequence Uh , h < k, which was being applied at the time of the measurement of
x(k).

• An index iu . If the computed control sequences have a size of Q elements, iu is
the number of element of the sequence Uh which was being applied at the time of
the measurement of x(k).

A second type of packets is also received. Every time a control packet is received by
the plant and before processing it, a small time-stamped packet is sent back to the
CAL which uses this time stamp to update the value of the RTT and its minimum
value denoted by τmin . τmin ∈ N gives the fastest transmission from the controller to
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Fig. 2.3 Packets processing by the CAL layer

the plant and the other way back:

τmin = min{RT T (k),∀k ∈ N}.

The first action is to check that k is a subsequent time to previous processed packets.
If this condition is fulfilled, the state of the plant at time k + τmin is estimated by the
model using the aforementioned information, and x̂(k + τmin) is taken as the initial
state to compute the next control sequence.

2.4.2 Control Sequence Computation

Definition 2.1 The control sequence Uk is a set of Q future control values that are
calculated based on the system model (2.5) for the state packet containing x(k) and
received by the controller after the transmission through the network from the sensor
to the controller.

Once x̂(k + τmin) is estimated based on the information received, the control input
for this state is computed. Let us first assume a state feedback control law, so that

u(k + τmin) = K x̂(k + τmin)

is the first element of the control sequence. Thus, the state estimation for the next
sampling time is

x̂(k + τmin + 1) = Âd x̂(k + τmin) + B̂du(k + τmin) = ( Âd + B̂d K )x̂(k + τmin).

The model and the basis controller interact Q − 1 times to generate the control
sequence Uk of size Q. In general, the j + 1 element of Uk can be written as

Uk( j + 1) = u(k + τmin + j) = K ( Âd + B̂d K ) j x̂(k + τmin), 0 ≤ j ≤ Q − 1.
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Fig. 2.4 Control sequence computation by the CAL layer

This process is depicted in Fig. 2.4. The value u(k + τmin + j) is computed based
on the estimation of x̂(k + τmin + j), it is used to estimate the state at the next
sampling time x̂(k + τmin + j + 1), and it is saved as the j + 1 element ofUk . When
this process is completed, the control sequence is saved in a look-up table indexed
by a time stamp, and the packet is encapsulated. The time stamp of the controller
local time T Su and the value of τmin are also included in the packet.

2.5 The Process Adaptation Layer (PAL)

On the plant side, the PAL layer determines the control signal to apply. The packets
received from the controller between two consecutive sampling times are enqueued
(a priori, more than one packet can arrive). As they can arrive out of order, they
are time-stamped to distinguish which control sequence was calculated last. The
latest computed control sequence is stored in a buffer, and the rest of the packets
are discarded because they contain obsolete values calculated with prior states of the
plant. Thus, there is a queue for the incoming packets and one buffer which contains
the current control sequence that is being handled.

The previous section pointed out that the first element of the control sequence for
the sampling time k is calculated based on an estimated state x̂(k + τmin). However,
the time between the measurement of the state x(k) and the reception of the control
sequence Uk will generally be greater than τmin . Let us denote this elapsed time as
τ (k). The value of τ (k) is measured by subtracting k from the value of the local clock
and it is compared to τmin . The difference reveals how many sampling times have
passed, or how many elements of Uk should be discarded because they are obsolete
values. This value is denoted as i0 (i0 = τ (k) − τmin). The first i0 elements ofUk are
then discarded, and the i0 + 1 element is the first element to apply. Figure2.5 depicts
these actions taken by the PAL.

As the incoming packets queue is checked at each sampling time, if a new packet
does not arrive the next element of the control sequence stored in the buffer is applied.
Thus, the received control sequence is applied synchronously at each sampling time
until a new one is received. In general, at any time we have:
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Fig. 2.5 Packets processing by the PAL layer

u =

⎧⎪⎨
⎪⎩
Uk(i0 + 1) if Uk received in the last sampling period

Uk(i0 + 1 + j) if (no newer packet received) AND (i0 + 1 + j < Q)

Uk(Q) OR 0 otherwise,
(2.6)

where j ∈ N
+ denotes an index that is incremented at each sampling time if a new

packet is not received.
The last case of (2.6) shows that either zero or the previous control value is applied

when the last element of the control sequenceUk(Q) is reached. This choice depends
on the process dynamics.

Example 2.2 Assume that the sampling period for a given plant is Ts = 5 ms and
that, at a given instance of time, the value of τmin is of two sampling periods, i.e., 10
ms. Thus, for a measurement x(k) received by the controller, the value of x̂(k + 2)
is estimated and the control sequence Uk computed as described before. Assume
that when Uk is received at the PAL, the local time is k + 5, that is, between the
measurement of x(k) and the reception of the control sequence, five sampling periods
have passed (25 ms). Hence, the first three elements of Uk are discarded and Uk(4)
is applied since i0 = (k + 5) − k − τmin = k + 5 − k − 2 = 3.

The PAL is also in charge of sending the state packets to the controller. When
the transmission is periodic, this takes place at each discrete time k. However, if
the information is transmitted in an event-based fashion, an event detector has to be
included in the scheme.We next present the changes in both the CAL and PAL layers
to support the event-based policies.

2.6 Event-Based Anticipative Control

In event-based policies, an event is detected when a certain condition is violated.
Thus, let us define the assumptions that we have taken in the design:

• Error: The error e(k) is defined as the difference between the estimated state x̂(k)
and the current measurement state x(k) at the sampling time k. That is
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e(k) = x̂(k) − x(k). (2.7)

• Trigger function: Let us denote the trigger function as f (e(k)). It detects the
occurrence of an event when its value crosses zero from negative to positive.
Thus, the trigger condition is f (e(k)) ≥ 0. For instance, if we want to bound the
error by a constant threshold, the trigger function turns to be

f (e(k)) = ‖e(k)‖ − c, (2.8)

where ‖.‖ is the euclidian norm and c is the constant threshold.
Furthermore, we denote by ki , i ∈ N the discrete time instances k at which an
event is detected.
It is assumed that the constant c is chosen and the process is sampled fast enough
so that the event detection is precise and ‖e(ki )‖ ≈ c. Note that being strict, the
equality can be ensured just in continuous time.

• Event detector: The event detector is the software element which monitors the
trigger condition. This element processes themeasurements acquired by the sensor
and, when an event is detected, the measurements are sent to the controller.

2.6.1 CAL Design for Event-Based Control

According to the assumptions above, an event is detected when the norm of the
difference between the state predicted by the model and the actual state crosses a
certain threshold (see (2.8)). Thus, the predictions of the model must be available
at each sampling time at the plant side. Since this information is computed by the
controller, it has to be transmitted through the network and included in the control
packets.

Definition 2.2 The predicted states sequence X̂k is a set of Q future plant states
predicted by the model (2.5). The j th element of X̂k corresponds to the state given
by the model (2.5) after applying the j th element of the control sequence Uk , i.e.,

X̂k( j) = ( Âd + B̂d K ) j x̂(k + τmin).

Furthermore, since measurements are only transmitted to the controller at ki , i ∈ N,
i.e., when an event occurs, the predicted states and control sequences can be denoted
as X̂ki and Uki , respectively.

Figure2.6 illustrates the new design of the CAL. At each iteration between the
model and the controller, a new element is added to both X̂ki and Uki . When the
computation is completed, the information is encapsulated as a new control packet.

Remark 2.1 Note that the length of the control sequence Uki has to be cut down to
include X̂ki in the control packet. Specifically, if we denote by QP the length of Uk
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Fig. 2.6 Control and state sequences computation by the CAL layer in the event-based design

when measurements are sent to the controller periodically, and by QEB the length
of Uki in the event-based design, it holds that

QEB = m

n + m
QP ,

where n and m are the state and the control input dimensions, respectively.

Example 2.3 Let us consider that the network protocol is UDP. The size of the
payload of UDP packets is 508 bytes [Eva98] and a float value only consumes 4
bytes. Thus, if m = 1 we can compute the value of QP as

QP = 508 bytes − S[T Su] − S[τmin]
4 bytes

= 508 − 4 − 4

4
= 125,

where S is the operator size of. We assume that all the elements of the control packets
are float. Therefore, the number of future control sent in an control packet is 125.

However, an event-based design cuts down this value to QEB = 125
n+1 . For example

if n = 4, then QEB = 25.

2.6.2 PAL Design for Event-Based Control

How the PALworks has been presented in Sect. 2.5. In an event-based scheme, pack-
ets are processed in a similar way, since the described mechanism is asynchronous.
The main difference is that the predicted states sequence X̂ki is also received. Due
to the correspondence between the elements of X̂ki and Uki , the algorithm described
in Sect. 2.5 is also applied to X̂ki . For instance, if the first i0 elements of Uki are
discarded because they are obsolete values, for the same reason the first i0 elements
of X̂ki are also discarded.

However, the detection of events has to be included in the PAL design. The code
of this new module of the PAL is given by Algorithm 2.1. The control and state
predictions sequences are received as inputs as well as the computed index i0. The
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error and the trigger function are initialized to default values (lines 2–3). The state of
the plant is measured at each sampling time, and the error and trigger functions are
computed (lines 7–9). The event condition is checked at each sampling time (line 10).
In case an en event is triggered, the module delivers x(ki ) and the index value as
outputs.

Note that an event is detected when either f (e(k)) crosses zero or i0 + j equals
Q̄, where Q̄ is Q̄ = Q − τmax , and τmax is the upper bound on the RTT whose value
will be derived in the stability analysis. This constraint is imposed to prevent that
the last element of the control sequence is reached without receiving a new control
packet.

Input: Uki , X̂ki , i0 with ki < k
Output: x(ki+1), i0 + j
1: j := 0
2: e(k) := 0
3: f (e(k)) := −1
4: while i0 + j < Q̄ and f (e(k)) < 0 do
5: j := j + 1
6: Apply Uki (i0 + j)
7: Measure x(k)
8: x̂(k) := X̂ki (i0 + j)
9: e(k) := x̂(k) − x(k)

10: Compute f (e(k))
11: end while

Algorithm 2.1: PAL event-detection algorithm

Remark 2.2 We assumed that the computational power at the plant side is very
limited. Note that the instructions of Algorithm 2.1 are very simple. The maximum
complexity is in the computation of f (e(k)). We have preserved this notation for
the sake of generality, but in practice we will consider trigger functions of the form
(2.8). Thus, the computation is reduced to compare the error to a constant threshold.

2.7 Stability Analysis

The event-based policy (2.8) allows to reduce the communication in the control loop,
but the price to pay is that asymptotic stability is no guaranteed, but the Globally
Ultimately Uniformly Boundedness of the state can be proved.

Definition 2.3 The system (2.1) and (2.2) is Globally Ultimately Uniformly Bound-
eded (GUUB) if for all x(0) ∈ R

n there exists a positive constant a and a time k∗
such that ‖x(k)‖ ≤ a,∀k ≥ k∗.
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Let us first assume that disturbances are equal to zero and full state measurements
are available. Then it follows that

x(k + 1) = Adx(k) + BdK x̂(k), (2.9)

since the anticipative control defines the control law as the feedback of the predicted
state for any sampling time k. Equation (2.9) can be rewritten in terms of the error
(2.7) as

x(k + 1) = (Ad + BdK )x(k) + BdKe(k). (2.10)

Note that in the PAL layer an event is triggered whenever ‖e(k)‖ ≥ c. However, the
error will increase until a new control sequence is received. The next assumption
establishes a bound on the maximum elapsed time between the detection of an event
and the reception of a more recent control packet (RTT).

Assumption 2.1 The elapsed time between the event detection and, therefore, the
transmission of a state packet to the controller, and the reception of a more recent
control packet (RTT) is bounded by an upper bound denoted by τmax . Moreover, this
upper bound is always smaller than the minimum inter-event time:

τmax < ki+1 − ki ,∀i ∈ N.

Remark 2.3 In the elapsed time between the occurrence of an event and the reception
of a new control sequence, packets can be dropped or experience delay. Hence, a flow
control protocol (e.g. acknowledgments) to detect packet losses and transmission of
a new measurement may be required in the event-based approach. For simplicity, let
us denote the cited interval as τ (ki ) or simply as τ .

Assumption 2.1 constrains the model uncertainty and/or the maximum allowable
number of sampling periods the system (2.2) can run in open loop (without receiving
newcontrol sequences from the remote controller). Thederivationof these constraints
will be given later in the section. First, the following result to bound the error at any
time k is given as a consequence of Assumption 2.1.

Proposition 2.1 If Assumption 2.1 holds, the error defined as (2.7) is bounded by

‖e(k)‖ ≤ 2c. (2.11)

Proof From Assumption 2.1 it follows that

‖e(ki + τ ) − e(ki )‖ < c, ∀τ ≤ τmax ,

since no event is detected in this interval.
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According to the assumptions of Sect. 2.6, the error at the event detection is
‖e(ki )‖ ≈ c. Thus, assuming that this approximation is exact

‖e(ki + τ )‖ ≤ ‖e(ki )‖ + ‖e(ki + τ ) − e(ki )‖ ≤ 2c,

which concludes the proof. �
Remark 2.4 Assumption 2.1 has allowed to establish a bound on the error e(k), for
all k. Alternatively, the upper bound on the RTT could be set to an arbitrary integer
number of minimum inter-event times:

τmax < ν(ki+1 − ki ), ν ∈ N. (2.12)

Thus, an equivalent result to Proposition 2.1 would be derived:

‖e(k)‖ ≤ (ν + 1)c.

Note, however, that if the error was increased, the performance would degrade.

Let us denote AdK = Ad + BdK to simplify the notation.Because AdK is assumed
to be Hurwitz, there exists a P = PT > 0 such that

AT
dK P AdK − P = −Q, (2.13)

where Q = QT > 0. And let us define the following Lyapunov function:

V (x) = xT Px . (2.14)

The main result of the section is presented next. The error e(k) can be interpreted
as an external perturbation due to the mismatch between the real dynamics of the
process and the model, and the network imperfections.

Theorem 2.1 If Assumption 2.1 holds, the state of the system (2.10)when the remote
controller runs according to themodel (2.5) and the event detector is defined by (2.8),
is GUUB with bound

‖x‖ ≤
√

λmax (P)

λmin(P)
(σ‖AdK‖ + ‖BdK‖)2c, (2.15)

where

σ =
‖KT BT

d P AdK‖ +
√

‖KT BT
d P AdK‖2 + λmin(Q)‖KT BT

d PBdK‖
λmin(Q)

, (2.16)

λmin(P) and λmax (P) are the minimum andmaximum eigenvalues of P, respectively,
and λmin(Q) the minimum eigenvalue of Q.
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Proof The forward difference of the Lyapunov function (2.14) for (2.10) is

�V (k) = xT (k + 1)Px(k + 1) − xT (k)Px(k)

= (
AdK x(k) + BdKe(k)

)T
P

(
AdK x(k) + BdKe(k)

) − xT (k)Px(k)

= −xT (k)Qx(k) + 2eT (k)(BdK )T P AdK x(k) + eT (k)(BdK )T PBdKe(k),

which is upper bounded by

�V (k) ≤ −λmin(Q)‖x(k)‖2 + 2‖(BdK )T P AdK‖‖e(k)‖‖x(k)‖
+ ‖(BdK )T PBdK‖‖e(k)‖2. (2.17)

The right hand side of (2.17) is an algebraic second order equation in ‖x(k)‖ such
that the Lyapunov function decreases whenever

‖x(k)‖ ≥ σ‖e(k)‖,

where σ is given in (2.16).
According to Proposition 2.1, the error at any time k is bounded by 2c. Hence,

�V < 0 in the region ‖x(k)‖ > 2cσ. Thus, the state decreases until it reaches this
region. If we denote by k∗ the time instant at which the state enters this region and
according to (2.10), it follows that

‖x(k∗ + 1)‖ ≤ (σ‖AdK‖ + ‖BdK‖)2c.

Then the state can leave the region so the Lyapunov function decreases again, and the
space enclosed by the maximum of the Lyapunov function in k∗ + 1 is an ultimate
bound for the state. If the inequalities λmin(P)‖x‖2 ≤ xT Px ≤ λmax (P)‖x‖2 are
used, it is derived that the state x(k) remains bounded by (2.15) ∀k ≥ k∗, and this
concludes the proof. �

2.7.1 Analysis of the Maximum RTT and the Model
Uncertainties

Assumption 2.1 has made possible to establish a bound on the error of the system and
therefore the presented stability results. However, it also imposes some constraints
on the maximum RTT for the network and/or the model uncertainty of the remote
controller.

Assume that the last event occurred at time ki . The error at the next sampling time
is
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e(ki + 1) = x̂(ki + 1) − x(ki + 1) = ( Âd + B̂d K )x̂(ki ) − (
Adx(ki ) + BdK x̂(ki )

)
= ( Ād + B̄d K )x(ki ) + ( Âd + B̄d K )e(ki ), (2.18)

where Ād , B̄d K represent the model uncertainty.
In general, if a new control sequence is not received in τ sampling periods, the

PAL layer continues applying control values from the same control sequence. Thus,

x(ki + τ ) = Aτ
d x(ki ) +

⎛
⎝ τ∑

j=1

Aτ− j
d Bd K Â j

dK

⎞
⎠ x̂(ki )

=
⎛
⎝Aτ

d +
τ∑
j=1

Aτ− j
d Bd K Â j

dK

⎞
⎠ x(ki ) +

⎛
⎝ τ∑

j=1

Aτ− j
d Bd K Â j

dK

⎞
⎠ e(ki ).

(2.19)

The error at k + τ is e(ki + τ ) = x̂(ki ) − x(ki ), thus

e(ki + τ ) = Âτ
dK x̂(ki ) − x(ki + τ ) = Âτ

dK e(ki ) + Âτ
dK x(ki ) − x(ki + τ ),

where x(ki + τ ) is given in (2.19).
The maximum RTT can be derived imposing that

‖e(ki + τmax ) − e(ki )‖ < c,

which yields to a complicated expression which depends not only on the system and
model dynamics but also on the state at the last event x(ki ). It is not possible to derive
an analytical solution for it, but the feasibility of the solution requires a bound for
x(ki ) ∀ki . Its existence is guaranteed from the results in Theorem 2.1.

However, it is possible to derive an analytical solutionwhen themodel uncertainty
can be approximated to zero so that Ād ≈ 0, B̄d ≈ 0. In this case, the evolution of e(k)
in (2.18) is approximated by e(ki + 1) ≈ Âde(ki ). Thus, after τ sampling periods it
is given by

e(ki + τ ) ≈ Âτ
de(ki ) ≈ Aτ

de(ki ). (2.20)

Thus, according to Proposition 2.1, it holds that

‖e(ki + τmax ) − e(ki )‖ = ‖(Aτmax
d − I )e(ki )‖ < c.

Since ‖e(ki )‖ ≈ c, an upper bound for the maximum allowable RTT will be the
solution of

‖Aτmax
d − I‖ < 1, τmax ∈ N, (2.21)

which is independent of the value of c.
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Remark 2.5 According to Remark 2.4, if the condition imposed to τmax was (2.12),
it could be proven straightforward that (2.21) would turn into

‖Aτmax
d − I‖ < ν, ν ∈ N.

Example 2.4 Assume that the scalar system

ẋ(t) = ax(t) + bu(t), a, b ∈ R, (2.22)

is sampled with a sampling period Ts . An anticipative controller based on events
is designed for this system, in which the event detector detects an event whenever
the error crosses a threshold c. Assume that there is no model uncertainty in the
anticipative controller. Let us compute the maximum allowable RTT for the system
(2.22).

It holds that Ad = eaTs . Thus, according to (2.21), it holds that

|eaTsτmax − 1| < 1.

Since a ∈ R, this is equivalent to eaTsτmax < 2. Thus,

τmax <
log(2)

aTs
. (2.23)

Note that τmax is feasible only if a > 0, because stable processes remain stable when
there are not model uncertainties and no disturbances.

For example if a = 1 and Ts = 50 ms, log(2)
aTs

= 13.86 and the maximum RTT is
τmax = 13 sampling periods. In Fig. 2.7 the surface that bounds the region defined
by (2.23) is depicted to illustrate the feasible range of τmax as a function of a and Ts ,
where a ∈ [0.1, 5] and Ts ∈ [10, 100] ms.

Fig. 2.7 Surface defined by
(2.23)
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2.7.2 Analysis of the Error Bounds

The analysis has shown that the system is GUUB when Assumption 2.1 holds, and
consequently, the error is upper bounded by 2c (see Proposition 2.1). However, one
question that can be raised is what is the minimum value of the error that can be
achieved with the prediction of the state at time k + τmin .

Under ideal network conditions, i.e., the network is reliable and the transmission
delays between sensor-controller and controller-actuator are zero, the error e(k) =
x̂(k) − x(k) is reset to zero after the occurrence of an event.

Also, if the delay τ can be measured because the architecture has a different
configuration (e.g. Fig. 1.4a), the state of the plant at the time instance k + τ can be
estimated, and the error is reset to zero if the model is perfect.

However, the fact that only statistics of the RTT can be known and the elements
in the control loop are not synchronized, makes difficult to achieve this situation. In
fact, if the RTT equals τmin the error will reach its minimum value and its closure to
zero will depend on the model uncertainty and the value of τmin .

Thus, assume that the last event occurred at k = ki . According to (2.19), the state
at ki + τmin is

x(ki + τmin) =
⎛
⎝Aτmin

d +
τmin∑
j=1

Aτmin− j
d Bd K Â j

dK

⎞
⎠ x(ki )

+
⎛
⎝ τmin∑

j=1

Aτmin− j
d Bd K Â j

dK

⎞
⎠ e(ki ).

While the prediction that the model gives is

x̂(ki + τmin) =
⎛
⎝ Âτmin

d +
τmin∑
j=1

Âτmin− j
d B̂d K

(
ÂdK

) j

⎞
⎠ x(ki )

+
⎛
⎝ τmin∑

j=1

Âτmin− j
d B̂d K Â j

dK

⎞
⎠ e(ki ).

Then, it follows that the error is

e(ki + τmin) =
⎛
⎝ Âτmin

d − Aτmin
d +

τmin∑
j=1

( Âτmin− j
d B̂d − Aτmin− j

d Bd)K
(
ÂdK

) j

⎞
⎠ x(ki )

+
⎛
⎝ τmin∑

j=1

( Âτmin− j
d B̂d − Aτmin− j

d Bd)K Â j
dK

⎞
⎠ e(ki ). (2.24)

http://dx.doi.org/10.1007/978-3-319-34081-4_1
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Note that the right hand side of (2.24) is zero if Ad = Âd and Bd = B̂d , and different
from zero otherwise. Moreover, it depends on the state x(ki ).

Example 2.5 In order to illustrate the previous analysis, Fig. 2.8 shows the real and
the estimated state of a certain plant, and the norm of the error in an interval of
time, assuming that the model uncertainty is bounded by ‖ Ād‖ ≤ 0.1‖Ad‖, ‖B̄d‖ ≤
0.1‖Bd‖ and n = 2.
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Fig. 2.8 Comparative of the state (solid line) and the model (dotted line), and the error bound. k
denotes the sampling time, ki , ki+1 the events occurrence, and τi , τi+1 the delays
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Fig. 2.9 Comparative of the state (solid line) and the model (dotted line), and the error bound. k
denotes the sampling time, ki , ki+1 the events occurrence, and τi , τi+1 the delays
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At time ki an event is detected, but the next control sequence is not received at
the plant time after τi sampling periods. Note that at ki + τi the norm of the error
decreases and then it increases until ‖e(k)‖ reaches the bound c again. This time the
RTT is τi+1 > τi , as it can be observed from the figure. However, the error decreases
to a value which is closer to zero than in the previous event ki , showing the effect of
x(ki ) over ‖e(k)‖ when there is a certain error in the model.

In contrast, when the model is perfect, the value that reaches the error after the
reception of a new control sequence only depends on τi . This is illustrated on Fig. 2.9,
in which ‖e(ki + τi )‖ = ‖e(ki+1 + τi+1)‖ because τi = τi+1.

2.8 Disturbance Estimator

According to (2.1), the system is affected by disturbances w(k) ∈ R
n . However,

until now this fact has not been taken into account to predict future states of the plant
according to (2.5). Disturbances can be estimated using the information given by the
measurement error to improve the behavior of the anticipative control and reduce the
number of events.

In [LL10], disturbances are estimated at event times assuming that they are con-
stant between events in the proposed emulation approach, which mimics the contin-
uous state feedback control. One constraint of the design is that the matrix A must
be invertible, which excludes integrators from the dynamics of the system.

In this section we present a disturbance estimator for the remote anticipative
controller which does not require A to be invertible and considers model mismatch.
The following assumptions hold henceforth:

• The system dynamics is given by (2.1) and (2.2).
• The model of the CAL layer estimates future states of the plant according to

x̂(k + 1) = Âd x̂(k) + B̂du(k) + ŵ(k), (2.25)

where ŵ(k) is the estimated disturbance at time k.
• The state x(k) is measurable.
• When a state packet is receivedwith ameasurement taken at time k, the disturbance
is estimated before computing the next control sequence Uk , and held constant in
the next steps.

Hence, the disturbance estimator is a new element to include in the CAL layer.
According to (2.1) and (2.25), the error dynamics is given by

e(k + 1) = x̂(k + 1) − x(k + 1)

= Âd x̂(k) − Adx(k) + (B̂d − Bd)u(k) + (ŵ(k) − w(k)), (2.26)

where u(k) is given by (2.6). The disturbance w(k) could be calculated if the rest
of the terms of (2.26) were known. However, the model mismatch is unknown.
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Therefore, if the approximation Ād ≈ 0, B̄d ≈ 0 is taken, the value of w(k) can be
computed at the next sampling time k + 1 (after measuring x(k + 1)) as

ŵ(k + 1) = Âd(x̂(k) − x(k)) + ŵ(k) − e(k + 1) = ŵ(k) + Âde(k) − e(k + 1).
(2.27)

Let us denote q the number of sampling periods between the reception of the last
control sequence and the detection of an event. In absence of disturbances, the error
at k + q can be approximated to e(k + q) ≈ Âq

de(k) (see (2.20)). This approximation
turns into

e(k + q) = Âq
de(k) +

q−1∑
j=0

Â j
d(ŵ(k + j) − w(k + j))

when disturbances are included in the model.
Because ŵ(k) is assumed to be held constant in this interval, the disturbance can

be estimated at time k + q as

ŵ(k + q) = ŵ(k) +
⎛
⎝q−1∑

j=0

Â j
d

⎞
⎠

−1

( Âq
de(k) − e(k + q)). (2.28)

Example 2.6 Consider that the system is a double integrator:

ẋ(t) =
(
0 1
0 0

)
· x(t) +

(
0
1

)
· u(t).

The system is sampled with every 50 ms. Thus, it follows that

Âd =
(
1 0.05
0 1

)
.

If (
∑q−1

j=0 Â
j
d)

−1 is computed for different values of q, for instance, q = 5, 10 and
50, we get

q = 5 →
(
0.2 −0.02
0 0.2

)
, q = 10 →

(
0.1 −0.0225
0 0.1

)
, q = 50 →

(
0.02 −0.0245
0 0.02

)
.

Note that A is not invertible, but
∑q−1

j=0 Â
j
d is, allowing to estimate w(k). It is also

interesting to remark that the diagonal elements of the resulting matrix decreases
with q. This makes sense with the transmission policy, since q takes large values
when no event is detected, meaning that the estimation of the disturbance is good.
The term that gives the correction in (2.28) is weighted by (

∑q−1
j=0 Â

j
d)

−1. Thus, the
larger the q, the correction the smaller.

Note that e(k) in (2.28), which denotes the error between the estimated state and
the measured state at the time of the reception of the control sequence is in general



46 2 Anticipative Control Design in Internet-Like Networks

non-zero. This information as well as the error at the time of the detection of the
event must be known. This implies that both values have to be transmitted from the
PAL to the CAL. Thus, the state packets must include the following information:

• The measurement which triggered the event x(ki ).
• A time stamp T Su of the controller local time. T Su allows to identify the control
sequenceUki−1 , ki−1 < ki , which was being applied at the time of themeasurement
of x(ki ).

• The index iu which is the number of element of the sequence Uki−1 which was
being applied at the time of the measurement of x(ki ).

• The error between the predicted state by the model (2.25) and the measured state
after receiving Uki−1 . If the number of sampling periods between this instant of
time and the detection of the event at time ki is qi , hence this value is e(ki − qi ).

• The error e(ki ) when the event is detected.
• The number of sampling periods qi .

According to this, the code executed by the CAL is illustrated in Algorithm 2.2.
Note that once ŵ(ki ) is estimated, it is used in the estimation of x̂(ki + τmin) and the
computation of Uki , X̂ki .

Input: x(ki ), T Su , iu , e(ki − qi ), e(ki ), qi
Output: Uki , X̂ki
1: ŵ(ki − qi ) := getFromLookupTable(T Su)
2: ŵ(ki ) := ŵ(ki − qi ) + (

∑qi−1
j=0 Â j

d )
−1( Âqi

d e(ki − qi ) − e(ki ))
3: [u(ki ) . . . u(ki + τmin)] := getFromLookupTable(T Su , iu , τmin)

4: x̂(k) := x(ki )
5: for j = 1 → τmin do
6: x̂(k + 1) := Âd x̂(k) + B̂du(ki + j − 1) + ŵ(ki )
7: x̂(k) := x̂(k + 1)
8: end for
9: x̂(ki + τmin) := x̂(k)
10: Uki (1) = K x̂(ki + τmin)

11: X̂ki (1) = ( Âd + B̂d K )x̂(ki + τmin) + ŵ(ki )
12: for j = 2 → Q do
13: Uki ( j) = K X̂ki ( j − 1)
14: X̂ki ( j) = ( Âd + B̂d K )X̂ki ( j − 1) + ŵ(ki )
15: end for

Algorithm 2.2: Code executed in the CAL for disturbance estimation

Remark 2.6 Note that we have explicitly considered state feedback control for the
sake of clarity, but this algorithm can be easily extended to other control laws.

Remark 2.7 Note that the error e(k) is the result of the effect of disturbances w(k),
the model uncertainty Ād , B̄d , and the network imperfections. The estimation ŵ(k)
partially compensates these effects, although their contribution to the error cannot
be separated with the proposed approach.
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2.8.1 Stability Analysis

Stability results can be derived when disturbances affect the system in a similar way
as Theorem 2.1 if bounded disturbances are assumed:

‖w(k)‖ ≤ wmax .

In this case, it is proven that the Lyapunov function (2.14) satisfying (2.13) decreases
to reach a region whose size depends on the bound of the error ‖e(k)‖ and the
disturbances ‖w(k)‖.

Before stating the main result of this section, let us rewrite (2.1) in terms of e(k)
as

x(k + 1) = AdK x(k) + BdKe(k) + w(k). (2.29)

Theorem 2.2 If Assumption 2.1 holds and the disturbances are bounded by
‖w(k)‖ ≤ wmax , the state of the system (2.29) when the remote controller runs
according to the model (2.25) and the event detector is defined by (2.8), is GUUB
with bound

‖x‖ ≤
√

λmax (P)

λmin(P)

(‖AdK‖δw
x + ‖BK‖2c + wmax

)
, (2.30)

where

δw
x =

δb +
√

δ2b + 4δaδc

2δa
(2.31)

δa = λmin(Q) (2.32)

δb = ‖(BdK )T P AdK‖2c + ‖PAdK‖wmax (2.33)

δc = ‖(BdK )T PBdK‖4c2 + 4‖PBdK‖wmaxc + λmax (P)w2
max . (2.34)

Proof The proof can be found in the Appendix 8 on page xxx. �

Example 2.7 In this example a systemmodeled as a double integrator is considered,
and sampled with Ts = 5 ms:

x̂(k + 1) =
(
1 0.005
0 1

)
x̂(k) +

(−0.0001
−0.0380

)
u(k).

The trigger function is defined with c = 0.05. The model uncertainty is known to be
‖ Ād‖ < 0.2‖Ad‖, ‖B̄d‖ < 0.2‖Bd‖. Disturbances affecting the system are bounded
by 0.01, and change the value every second to a new random value in [−0.01, 0.01].

Figure2.10 shows the state of the system (solid line), the prediction given by the
model (dashed line), the norm of the error, the control input and the real and estimated
disturbances. Note that the major number of the events occur for small values of time
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Fig. 2.10 Disturbances estimation. The estimated values are represented by the dotted line, and
the actual values by the solid line

(when the state of the system is far from the equilibrium), and when the value of the
disturbance changes. The difference between the real and the estimated states is not
well appreciated due to the scale and the small value of c.

2.9 Output-Based Event-Triggered Control

This section presents a method to anticipative control when the state x(k) cannot
be measured and the only available information at each sampling time is the output
y(k). The extension of event-triggered control to output measurement is not trivial
[HJT12]. One may think that an intuitive solution is to redefine the error as

ey(k) = ŷ(k) − y(k), (2.35)

define a trigger function such that ‖ey(ki )‖ ≈ c, and extend the analysis to derive
‖ey(k)‖ ≤ 2c. However, the boundedness of ey(k) does not imply the boundedness
of x̂(k) − x(k), which is required to proof the stability of the system when the basis
controller is state feedback.

There are two directions to solve the problem in the literature. One direction is to
process the measurements by an observer or a filter. For instance, in [LL11a] an state
observer is proposed. The error function is replaced by x̂(k) − x̃(k), where x̃(k) is
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the observed state. The analysis shows that the property of GUUB is preserved. In
[LL11c], a Kalman filter approach is presented.

The second direction is to use a different structure in the controller. A dynami-
cal output-based controller is proposed in [DH10]. Using a mixed event-triggering
mechanisms, the ultimate boundedness can be guaranteed while excluding the Zeno
behavior. A level crossing sampling solution with quantization in the control signal
is presented in [KB06], where a LTI continuous-time controller is emulated.

The first direction would make easier to extend the design of Sect. 2.6 and the
stability results of Sect. 2.7. However, a computational cost is required in the PAL
layer to observe the state, and it has been assumed that the computational capacity
at the process side is very limited.

The design proposed in this thesis is a mixed solution of the two directions afore-
mentioned. On the one hand, an observer is required to recover the state of the system
in order to estimate future control values by the iteration of the plant model and the
basis controller. However, since the observer needs to be implemented in the con-
troller side, this does not allow to use the observation in the trigger functions. Thus,
the error is defined as (2.35), and the trigger function for output measurement is

f (ey(k)) = ‖ey(k)‖ − cy . (2.36)

On the other hand, since only boundedness of the output error can be guaranteed, let
us consider the following LTI discrete-time controller

xC(k + 1) = ACxC(k) + BC ŷ(k) (2.37)

u(k) = CCxC(k) + DC ŷ(k), (2.38)

for the basis controller. xC(k) is the state of the controller, and AC , BC ,CC and DC

are matrices of the appropriate dimensions.We assume that the controller is designed
to render the system asymptotically stable when ŷ(k) is replaced by y(k). We further
assume that the pair (Ad ,C) is observable and that a model is available and it is
given by ( Âd , B̂d), and Ĉ = C . Finally, disturbances affecting the system (2.2) are
not considered for simplicity. However, the measurement noise v(k) might not zero
but bounded by vmax .

The description of how both Controller and Process Adaptation Layers can be
adapted to this new scenario is given next.

2.9.1 PAL Design for Output Measurement

The tasks of the PAL can be divided into four modules (see Fig. 2.11):

• Packet processing and encapsulation: This module includes the packet processing
(incoming packets) and packet encapsulation (outcoming packets) tasks, which
are basically the same than for state measurement.
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Fig. 2.11 PAL design for output measurement

• Incoming sequence management: This module is in charge of selecting the con-
trol input at each sampling time, as described in Sect. 2.5. Since event-triggering
is supported, it also manages sequence of predictions given by the model. This
sequence has been denoted as X̂ki for statemeasurement. For output-based control,
the controller sends Ŷki referring to a sequence of predicted outputs. The details
of how Ŷki is computed can be found in the next section.

• Event detector: It monitors the system output at each sampling time. If the error
(2.35) exceeds a certain threshold, i.e., the trigger function becomes positive, an
event is generated. This is illustrated in Algorithm2.3.

• The completely novel module in the PAL for output measurement is the one in
charge of collecting an output vector denoted as−→y . The measured outputs y(k) at
each sampling time k between the reception of a control packet and the detection
of a new event are stored in −→y (see Algorithm 2.3). This information is used by
the PAL to estimate the state of the plant via an state observer. Note that −→y can
actually be amatrix if the system hasmultiple outputs. Since the inter-event time is
limited by the fact that an event is triggered when the index of the control sequence
reaches the value Q̄, there is no need in imposing an additional constraint to the
length of −→y .

According to Fig. 2.11, the event detector informs when to stop collecting the output
vector and then a new packet is encapsulated and sent to the controller.

2.9.2 CAL Design for Output Measurement

Three are the novelties in the CAL design respect to the ideas presented in Sects. 2.4
and 2.6.1:
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Input: Uki , Ŷki , i0 with ki < k
Output: −→y , i0 + j
1: j := 0
2: −→y := [ ]
3: ey(k) := 0
4: f (ey(k)) := −1
5: while i0 + j < Q̄ and f (ey(k)) < 0 do
6: j := j + 1
7: Apply Uki (i0 + j)
8: Measure y(k)
9: −→y := [−→y , y(k)]

10: ŷ(k) := Ŷki (i0 + j)
11: ey(k) := ŷ(k) − y(k)
12: Compute f (ey(k))
13: end while

Algorithm 2.3: PAL event-detection algorithm for output measurement

• The controller structure: The new basis controller is given by (2.37) and (2.38).
Hence, it receives from themodel the predicted output of the plant ŷ(k), it computes
its next internal state according to (2.37) and the control input as (2.38).

• The model needs to compute an estimation of the state of the plant x̂(k) according
to (2.5), but only ŷ(k) = Cx̂(k) is required by the controller.

• In Sect. 2.6.1, a predicted states sequence X̂ki is generated and sent to the process.
This information is not useful anymore since the state is not measurable, therefore,
a predicted outputs sequence Ŷki is used instead. Since we have assumed that
Ĉ = C , it holds that Ŷki = CX̂ki . Note that one advantage of this approach is that
the length ofUki for an output-based scheme is, in general, larger than for full state
measurement in event-based communications (see Remark 2.1).

• Since x(ki ) is no longer available, it is estimated by a state observer using the
information in−→y , generating future states of the plant after that. We next describe
this more in detail.

A Luenberger Observer of the State

A Luenberger observer of the form

x̃(k + 1) = ( Âd − LC)x̃(k) + B̂du(k) + Ly(k), x̃(0) = x̃0
ỹ(k) = Cx̃(k)

is used to obtain the state x(k), being ( Âd − LC) Hurwitz. We use the notation
x̃(k) rather than x̂(k) to differentiate it from the model predictions given by (2.5).
Anytime a new state packet is received at the controller side, the code of Algorithm
2.4 is executed. The length of −→y is calculated first, that is, the number of sampling
times between the reception of the last control sequence at the process side and the
detection of the last event. Based on this information, and on T Su and iu (received
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Input: −→y , T Su , iu
Output: x̃(ki )
1: n := dim(

−→y )

2: [u(ki − n − 1) . . . u(ki )] := getFromLookupTable(T Su , iu , n)

3: for j = 1 → n do
4: y(ki − n − 1 + j) := −→y ( j)
5: x̃(ki − n + j) := ( Âd − LC)x̃(ki − n − 1 + j) + B̂du(ki − n − 1 + j) + Ly(ki − n −

1 + j)
6: x̃(ki − n − 1 + j) := x̃(ki − n + j)
7: end for

Algorithm 2.4: Luenberger observer state estimation

with the state packet as well), we can determine the control inputs applied at the
actuator during this period by checking them in a look-up table (see Sect. 2.4). Then,
the Luenberger observer estimates the plant state x(ki ) corresponding to the last
output measurement y(ki ), which is the last element of the output vector −→y .

Thus, in an output-based scenario, the state x(ki ) is replaced by x̃(ki ) to estimate
x̂(ki + τmin) first, and after that, to generate the control sequence Uki .

2.9.3 Stability Analysis

To formulate the analysis, let us gather the equations that describe the dynamics of
both the system and the controller

x(k + 1) = Adx(k) + Bdu(k) (2.39)

y(k) = Cx(k) + v(k) (2.40)

xC(k + 1) = ACxC(k) + BC ŷ(k) (2.41)

u(k) = CCxC(k) + DC ŷ(k), (2.42)

with the error defined as (2.35) and the trigger function (2.36). This can be rewritten
as

(
x(k + 1)
xC(k + 1)

)
=

(
Ad + BdDCC BdCC

BCC AC

)(
x(k)
xC(k)

)
+

(
BdDC

BC

) (
ey(k) + v(k)

)
.

Let us define the augmented state vector of the system by combining process and
controller ξT (k) = (

xT (k) xTC (k)
)
, and the matrices

ACL =
(
Ad + BdDCC BdCC

BCC AC

)
, (2.43)
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F =
(
BdDC

BC

)
. (2.44)

Thus, the closed-loop system-controller dynamics is

ξ(k + 1) = ACLξ(k) + Fey(k) + Fv(k). (2.45)

Equation (2.45) compacts the dynamics of the system and the controller. It can be
seen as a perturbed version of ξ(k + 1) = ACLξ(k). Hence, if we assume that the
controller is designed so that ACL (see (2.43)) is Hurwitz, there exist a P = PT such
that

AT
CL P ACL − P = −Q, Q = QT .

We define the Lyapunov function

V (ξ) = ξT (k)Pξ(k). (2.46)

The unperturbed system ξ(k + 1) = ACLξ(k) converges asymptotically to the ori-
gin. Nevertheless, when event-triggering (2.36) is considered and measurements are
affected by noise, only GUUB of ξ(k) can be achieved.

Let us consider that Assumption 2.1 holds. The result of Proposition 2.1 can be
extended to the error ey(k) straightforward, so that

‖ey(k)‖ ≤ 2cy, ∀k.

The following theorem is equivalent to Theorem 2.1 but for output measurement
and the proposed controller design. The error ey(k) and the measurement noise v(k)
perturb the system. The error ey(k) is a contribution of both the model uncertainties
and the network imperfections, whereas v(k) is inherited from the measurement
itself.

Theorem 2.3 If Assumption 2.1 holds, the augmented state ξ(k) of the system-
controller (2.45), when the event detector is defined by (2.36), and the measurement
noise is bounded ‖v(k)‖ ≤ vmax , is GUUB with bound

‖ξ‖ ≤
√

λmax (P)

λmin(P)
(σξ‖ACL‖ + ‖F‖)(2cy + vmax ), (2.47)

where

σξ = ‖FT P ACL‖ + √‖FT P ACL‖2 + λmin(Q)‖FT PF‖
λmin(Q)

. (2.48)

Proof The proof can be found in the Appendix 8 on page xxx. �
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Remark 2.8 A similar analysis to Sects. 2.7.1 and 2.7.2 can be done for output mea-
surement to derive the constraints on the delay that guarantees that Assumption 2.1
holds.

For output measurement, the state of the process at the event time is not available
and it is estimated via the Luenberger observer (see Sect. 2.9.2). This causes an initial
error to estimate future states of the plant. Specifically, the recursive equation for the
observation error ẽ(k) is

ẽ(k + 1) = x̃(k + 1) − x(k + 1)

= Âd x̃(k) + L
(
y(k) − ỹ(k)

) + B̂du(k)

− Adx(k) − Bdu(k)

= Ād x(k) + B̄du(k) + ( Âd − LC)ẽ(k) + Lv(k). (2.49)

Note that if there are not model uncertainties and no measurement noise, the obser-
vation error converges asymptotically to zero, and only boundedness can be proved
otherwise.

The observation error (2.49) can be rewritten in terms of the augmented state ξ(k)
if u(k) is replaced by (2.38). It yields

ẽ(k + 1) = Ād x(k) + B̄d
(
CCxc(k) + DC ŷ(k)

) + ( Âd − LC)ẽ(k) + Lv(k)

= (
Ād + B̄d DCC B̄dCC

)
ξ(k) + ( Âd − LC)ẽ(k) + (

L + B̄d DC
)
v(k).

Thus, the error is bounded due to the results of Theorem 2.3, the boundedness of
v(k), and because ( Âd − LC) is Hurwitz.

2.9.4 PI Anticipative Control

The proportional-integral-derivative (PID) controller has been and is currently
applied to solve many control problems. Even though many controller choices are
available nowadays, PID controllers are still by far themostwidely used formof feed-
back control. In process industry it is know that more than 90% of the control loops
are regulated by PID controllers [rH06]. Most of such controllers are Proportional
Integral (PI), since the derivative part is usually not used in practice [rH06].

For this reason, we particularize the previous results for output measurement
and LTI controllers to the PI controller, and we include the set-point tracking. The
tracking error ε(k) is defined as ε(k) = ysp − y(k), where ysp is this reference signal.

State Representation of a PI Controller

A conventional continuous-time PI controller can be written as

u(t) = Kp

(
(bysp − y(t)) + 1

Ti

∫ t

0
(ysp − y(s))ds

)
.
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The state of the controller xC can be defined as

ẋC(t) = Kp

Ti
(ysp − y(t)), xC(0) = 0. (2.50)

So that the control signal u(t) is then

u(t) = xC(t) + Kp
(
bysp − y(t)

)
. (2.51)

A discrete time formulation for (2.50) and (2.51) can be derived using the Euler
method. It yields

xC(k + 1) = xC(k) − Kp

Ti
Ts

(
bysp − y(k)

)

u(k) = xC(k) + (
bysp − y(k)

)
.

It follows that AC = 1, BC = − KpTs
Ti

,CC = 1, and DC = −Kp. This allows to derive
(2.45) when the basis LTI controller is PI and for set-point tracking ysp as

ξ(k + 1) =
(
Ad − KpBdC Bd

− KpTs
Ti

C 1

)
ξ(k) +

(−KpBd

− KpTs
Ti

) (
ey(k) + v(k)

) +
(
KpbBd
KpTs
Ti

)
ysp.

(2.52)

The output is
y(k) = (

C 0
)
ξ(k) + v(k),

and the control input

u(k) = ( − KpC 1
)
ξ(k) + Kp

(
ysp − ey(k) − v(k)

)
.

Control and Predicted States Sequences Computation

The control and the predicted output sequences have not been explicitly computed
in this section. We derive them next for the PI controller to include the set-point
tracking, but the results also hold for any ACL and F of the form (2.43) and (2.44).

A model version of (2.52) can be defined to deduce the control and the predicted
output sequences. Thus,

ξ̂(k + 1) = ÂCL ξ̂(k) + F̂b ysp, (2.53)

where

ÂCL =
(
Âd − Kp B̂dC B̂d

− KpTs
Ti

C 1

)
F̂b =

(
KpbB̂d
KpTs
Ti

)
. (2.54)
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Note that x̂C = xC , but the compact form of (2.53) simplifies the expressions. After
estimating x̂(ki + τmin) and therefore, ξ̂(ki + τmin), the j element of the predicted
output sequence Ŷki , i.e.,

(
C 0

)
ξ̂(ki + τmin + j), is

Ŷki ( j) = (
C 0

) [
Â j
CL ξ̂(ki + τmin) +

j−1∑
l=0

Âl
CL F̂b ysp

]
, (2.55)

assuming that the set-point value remains constant. And the j + 1 element of the
control sequence Uki , i.e.,

( − KPC 1
)
ξ̂(ki + τmin + j) + Kpbysp, is

Uki ( j + 1) =( − KPC 1
) [

Â j
CL ξ̂(k + τmin) +

j−1∑
l=0

Âl
CL F̂b ysp

]
+ KPbysp.

(2.56)

2.10 Centralized Anticipative Control for N Subsystems

The proposed scheme can be extended to the control of N subsystems from a cen-
tralized controller. From the process perspective, it works exactly the same as in a
single control loop scenario. Indeed, each subsystem has its PAL layer, which does
not require any newmodule in the design. However, the controller has to handle with
the income and outcome of packets from/to different plants. Moreover, the processes
can be far away from each other and the communication constraints can be different
in each control loop.

Thus, new elements has to be added to the CAL design to handle with these new
requirements. But before describing the proposed architectures, let us enumerate the
following assumptions:

• The system dynamics is given by

xi (k + 1) = Ad,i xi (k) + Bd,i ui (k) + wi (k), xi (0) = x0,i (2.57)

yi (k) = Ci xi (k) + vi (k), i = 1, . . . , N , (2.58)

where xi (k) ∈ R
ni is the state of the subsystem i , ui (k) ∈ R

mi is the control signal
of the subsystem i , wi (k) ∈ R

ni is the disturbance and vi (k) ∈ R
ri is the mea-

surement noise, both of which are bounded, and Ad,i , Bd,i ,Ci are matrices of
appropriate dimensions. The subsystems can have different dynamics and even
more, different dimensions.

• There is a model for each plant given by

x̂i (k + 1) = Âd,i x̂i (k) + B̂d,i ui (k), (2.59)
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where x̂i (k) is the estimated state. The model iterates with the basic controller to
generate the corresponding sequences.

• We assume full state measurement and that the basis controller runs according to
state feedback

ui (k) = Ki x̂i (k), (2.60)

although the framework for output measurement and LTI controllers, such as PI,
can also be applied.

• The transmission of measurements of each subsystem is event triggered. The error
is defined as

ei (k) = x̂i (k) − xi (k). (2.61)

An event is detected and, therefore, a transmission from the sensor to the controller
occurs, when the trigger function of the plant i crosses zero, that is, fi (ei (k)) ≥ 0.

The proposed design is shown in Fig. 2.12. There are N plants distributed across the
network and a centralized controller consisting of N basis controllers, one for each
plant. A single CAL is in charge of processing the incoming packets, computing the
control and predicted state sequences and encapsulating the control packets. In this
case, there are N sources of state packets. The CAL differentiates them thanks to the
packets heading.

Once the source is identified, and the packet is processed, the CAL switches over
the models to choose the one of the corresponding plant. The procedure described
for a single loop to compute the control and predicted states sequences also applies
to the multi-loop case. Denote them as Ui

k and X̂i
k , respectively.

Note that themeasurement of theminimumRTT is taken for each loop.Denote this
parameter as τ i

min . Moreover, there is a look-up table of computed control sequences
for each subsystem. Therefore, the centralized controller must have both computa-
tional and storing capacity. Both requirements increase with the number of subsys-
tems.

Fig. 2.12 CAL design of a centralized anticipative controller for N plants
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Also the computational speed is an important issue since it directly influences the
waiting delays on the packet queues. In general, the time a packet is waiting in a
queue before being processed depends on this computational speed and also on the
number of subsystems. This delay is added to the network of the control loop and
can negatively affect the performance.

Example 2.8 Let us consider a set of N scalar systems

ẋi (t) = ai xi (t) + biui (t).

Each of them is sampled with a sampling period hi . In the Example 2.4 an upper
bound on the delay has been derived for themaximumRTT τmax when a single system

is considered so that Assumption 2.1 holds. This value is given by τmax <
log 2
ah .

When the number of controlled plants increase, the waiting delays on the packet
queues in the controller also grows. If T j

c is the computational time required to
process a packet, compute the arguments of a new control packet, and encapsulate
the new control packet for the process j , the worst case of the waiting time τ i

W for
another process i can be computed as

τ i
W =

N∑
j=1,
j �=i

T j
c .

Thus, the maximum allowable delay for the channel plant i-controller turns to be

τ i
max <

log 2

aihi
− τ i

W .

A new element is included in the design of the CAL named as the scheduler.
When there is more than one incoming packet, the scheduler decides which request
is processed first. We describe how it works next.

2.10.1 The Scheduler

The purpose of the scheduler is to assign the priority of each packet when there is
more than one packet in the queue of the incoming packets. The criteria considered
in the algorithm are:

• The dynamics of the plant: Systems with fast or unstable dynamics are served first.
• The quality of the communication link between the controller and the plant: The
slower connection, the higher priority.

• The time of the last processed packet: If a plant sent a packet because the actuator
buffer was running out of data, the priority of the request increases.
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Mathematically, the priority can be computed as

πi (k) = πi
0 + λ

τ i
min

1
N

∑N
j=1 τ

j
min

+ μ
i iu
Qi

, (2.62)

where i iu is the iu index at the subsystem i (the number of element of the control
sequence which was being applied at the time of the measurement of xi (k)), and Qi

is the size of the control sequence. Note that Qi differs from one system to another
when the dimension of the states is different.

Hence, each plant has an initial priority πi
0 that is the priority of the plant in a

centralized controller scenario but in absence of network. Then, the value of πi
0 is

modified according to the second and third criteria by the second and third term,
respectively. The parameters λ and μ in (2.62) are design parameters to adjust in
order to give more or less relevance to each of the factors described above.

Example 2.9 Let us consider a system formed by four subsystems, each of one has
an initial priority πi

o and state dimension, which sets the value of Qi , as given in
Table2.1. Let us set λ = 1.5 and μ = 1.2.

The priorityπi assigned by the scheduler to each subsystem is shown in Fig. 2.13c.
This πi is computed taking into account the values of i iu (Fig. 2.13b) and τ i

min
(Fig. 2.13a), both of which change during the simulation period. The subsystem

Table 2.1 Parameters of the
subsystems

No. subsystem πi
0 Qi

1 1 25

2 1 25

3 2 15

4 3 15

0

50

τ
i m

in

0

10

20

ii u

0 10 20 30 40 50 60 70 80 90

2

4

6

k

π
i

Fig. 2.13 Priority assigned by the scheduler to each of the subsystems
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1 (blue line) and subsystem 2 (green line) has an initial priority of 1. The sub-
system 3 (red line) has π3

0 = 2 and, finally, π4
0 = 3 (magenta line). Notice that,

for instance, π3 > π4 in k ∈ [64, 71] even though π3
0 < π4

0. Also, in k ∈ [11, 13],
π1 > {π2,π3,π4} although it has the lowest initial priority. The reason is that
τ 1
min = max{τ i

min, i = 1, . . . , 4} for this period of time.

2.11 Conclusions

An anticipative controller for packet-based NCS has been presented. The design of
the middleware layers named as Controller Adaptation Layer (CAL) and Process
Adaptation Layer (PAL) constitutes the main contribution to the NCS architecture.

A model of the plant predicts future states of the plant and, with this information,
generates future control actions. The proposed design is improved with a distur-
bance estimator which allows reducing the differences between the measured and
the predicted state.

The design has been extended to output measurements and LTI controllers. Also,
a Luenberger observer is used in the CAL to estimate the state of the plant in the
inter-event time so that future states of the plant can be predicted and, hence, future
control actions can be derived.

The analysis has been particularized for PI controllers and, finally, a remote cen-
tralized controller has been presented for the N -control loops case, being the sched-
uler the main novelty respect to the single loop scheme.

The next chapter will present the experimental results to evaluate the proposed
design.
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Chapter 3
Implementation and Experimental
Evaluation of the Anticipative Control

Abstract This chapter describes the implementation of the anticipative controller
of Chap.2 and the experimental results obtained with this implementation. First, the
experimental framework is described. The PAL is hosted in a server, which acquires
the measurements and is connected to the network. The controller and the CAL
can be at any computer connected to the Internet. Two are the processes in which
the design has been evaluated: a servo motor and a flexible link. The description
of these prototypes is given, and the design of the basis controller is presented.
The experimental evaluation consists of testing the design over a range of possible
situations and also finding the best set of parameters. The influence of the trigger
function and the effect of disturbances and network imperfections are analyzed.
Finally, the results are discussed thoroughly.

3.1 Contributions of This Chapter

The main contribution of this chapter is the implementation of the two middle-
ware layers proposed in Chap.2 from a high-level programming point of view. The
proposed architecture facilitates the reuse of conventional controllers in networked
control with little effort if a model of the process is available.

Moreover, several experiments have been designed to test the controller under
treacherous network conditions.

3.2 Experimental Framework

In order to evaluate the proposed design, we have made use of the infrastructure of
remote laboratories located in theAutomaticControl Laboratory ofUNED inMadrid.
These laboratories are used by students to conduct their experiments remotely thanks
to the web-based environment developed [Var10], which is based on a client–server
architecture [KCC04].
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Fig. 3.1 Scheme of the experimental framework

Traditionally, in the client–server architecture, controller and process are at the
server-side (the real-time control loop) and the user gets remotely the state of the
plant, modifies the parameters of the controller, and observes how the plant reacts to
them (the asynchronous supervision loop) [VSD09].

Hence, the implementation changes to adapt this environment to work using the
remote anticipative controller described inChap.2 are given in next pages.An scheme
of the experimental framework is shown in Fig. 3.1. The PAL is hosted at the server
side, which is connected to the Internet. The remote controller and the CAL are at
the client side, which also provide an interface for the user. The communication with
the process side can be wired or wireless.

We were particularly interested in testing the performance of the anticipative
controller in processes with fast and/or unstable dynamics since they introduce a
more challenging environment. On the one hand, small-time constant processes (10–
100ms) need lower sampling periods than the average of the measured RTT. If the
system has not fast dynamics, the presence of the network could be overlooked,
since the characteristic times of those processes are several orders higher than the
network delay. On the other hand, the control of unstable processes has to meet hard
requirements. Delays and data dropouts can easily unstabilize the control loop.

The description of the plants used in the experiments is given next.

3.2.1 Prototypes Overview

The QUANSER SRV-02 Setup

The SRV-02 device (see Fig. 3.2) is a DC servo-motor located at the Automatic
Control Laboratory of UNED in Madrid. It is specifically designed to experiment
with angular position, as it has a decoder which determines the angle of the gear.

http://dx.doi.org/10.1007/978-3-319-34081-4_2
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Fig. 3.2 QUANSER
SRV-02 gear

For this reason, this setup can be used for different experiments. The speed is not
measured, so it must be estimated from position measurements. The model for the
plant can be found in Appendix A, which yields

G(s) = −46.7

s2 + 33.3s
. (3.1)

In the state space representation, the state vector is xT = (x1 x2), y = x1 = θ,
x2 = θ̇, being θ the angle of the gear.

The plant is sampled every 10ms to satisfy the Nyquist–Shannon theorem. Thus,
the discrete-time system is

Âd =
(
1 0.008505
0 0.7168

)
, B̂d =

(−0.002096
−0.3972

)
, C = (1 0).

A PI controller has been design to control the angle. The parameters of this
controller are

KP = −2.5, Ti = 1. (3.2)

The rising time, settling time, and overshoot are 0.36 s, 2.78 s, and 16.10%, respec-
tively, with these parameters for a step command.

The step and impulse responses of the SRV-02 model (3.1) for this controller
design are given in Fig. 3.3.
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Fig. 3.3 Step and impulse response of the SRV-02 gear model (3.1) with the PI controller (3.2)

Torque
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Fig. 3.4 The flexible link: a View of the module and b model

The Flexible Link: QUANSER SRV-02 Series

Figure3.4 depicts the Flexible Link module coupled to the SRV02 plant described
above. The module is attached to the SRV02 load gear by two thumbscrews.

The control objective is to respond to angular position commands with minimal
amount of vibration and overshoot of the link.

To get a complete model of a flexible link is beyond the scope of this framework.
In controlling the extreme end of the link, it is sufficient to use a simplifiedmodel that
will adequately describe themotion of the endpoint. Figure3.4b depicts the simplified
model. The derivation of the model can be found in Appendix A. It results in
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where x1 = θ, x2 = θ̇, x3 = α, x4 = α̇, θ is the angle of the gear and α is the arm
deflection.

A feedback gain K is design to control the system:

K = (17.3205 − 24.7388 1.7164 0.5007), (3.4)

that sets the poles at {−48.13,−35.34,−8.43 + 11.50i,−8.43 − 11.50i}. If there
is an external reference in the angular position, the input to the controller is the
control error. The response of the model (3.3) with the feedback gain (3.4) to step
and impulse inputs is illustrated in Fig. 3.5. Note that the control error and not the
state are depicted.

Fig. 3.5 Step (left) and impulse (right) response of the flexible link model (3.3) with the feedback
gain (3.4)
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3.3 Implementing the CAL and the PAL in LabVIEW

LabVIEW is a graphical programming language developed by National Instruments
in 1968 [Lab13]. In its origins, LabVIEW was developed for data acquisition and
instrumentation control. However, last versions of LabVIEW allow users to use
it for many other purposes: process control, industrial automation, modeling and
simulation, digital signal processing, remote operation, real-time programming, etc.

Programs developed with G, the graphical language of LabVIEW, are named
VI (Virtual Instruments) due to its instrumentation-related origins. A VI is made up
connectingmultiple blocks, existing libraries of blocks formanypurposes: vision, I/O
hardware, mathematical calculations, simulation, Internet protocols, process control,
database access, etc. One of the main reasons to use LabVIEW is its simplicity since
users with low knowledge of programming can develop programs, difficult to write
using traditional programming languages [Tra00, Blu07].

In a traditional experimentation environment, i.e., when the execution of the all
control tasks (readings from sensors, executions of the control code, and writing to
actuators) takes place in a local application, the required regularity is achieved by
using threads and DAQ board interrupts.

However, the proposed design for remote experimentation demands to implement
additional threads to manage the communication. LabVIEW seems adequate here,
since it provides simple multi-thread programming using Timed Loop blocks. These
blocks allow programmers to include multiple threads in a single virtual instrument
(VI), and running these threads at different sampling periods and with different prior-
ities. Moreover, these threads can also work asynchronously, i.e., the next execution
of the loop will not take place until a new event occurs, for example, the reception
of a new packet in the communication thread.

In the remote experimentation framework described in [Var10], the control thread
receives a critical time priority, whereas the communication task has a lower priority,
referring both of which to the server side. However, when the control is remote, the
communication thread has a higher priority since the control loop is closed through
the network.

The main features of the middleware layers are given next.

3.3.1 Implementation of the PAL

This layer has three threads:

• Receive commands: Once anUDP connection is open, the loop is not executed until
a request arrives.Whenanewcontrol packet is received, the data is desencapsulated
and enqued in a buffer created for this purpose. This thread also sends back a small
packet with the time stamp to the address fromwhich it received the control packet,
but to a different port. This allows measuring the RTT.
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• Hardware access: It is the most important thread, since it reads from sensors,
writes to actuators, selects the control input to apply, collects the output vector in
output based control, and decides when a new measurement has to be transmitted
to the controller. It is executed at the frequency required to sample the plant.
The most important block is the one that manages the control and state/output
sequences. At each sampling time, it checks the queue when the data from the
new incoming packets is stored. If a most recent data is available, it discards the
sequences that were being processed and decides the first element in each of the
sequences that will be used.

• Send measurements: It is executed with the same frequency that the hardware
access. This thread checks the measurements queue. If new measurements have
been enqueued, i.e., if a new event has been triggered, the data is encapsulated in
a new state packet and transmitted to the controller through the network.

It can be argued that sending back a packet to measure the RTT increases the network
traffic. However, this action is similar to the acknowledgment that many protocols
use but it is not required by UDP. The reason for using UDP, and for instance not
TCP, is that UDP reduces latency over reliability, and this is preferable in control
applications. The block diagram of this layer as well as the GUI at the server can be
found in Appendix B.

3.3.2 Implementation of the CAL

In order to execute the controller, the application at the server side must be running,
otherwise an error is reported. This layer also has three threads:

• Receive measurements: This thread opens an UDP connection that remains listen-
ing until a new state packet is received. It extracts the data and enqueues it in the
measurement queue.

• Control and send commands: This is the most critical thread, since it process the
measurements and computes the state/output and control sequences. Themeasure-
ment queue is checked. If it is not empty, it reads the data, estimates the disturbance
and the state that the plant will have after τmin sampling periods, and then the com-
putation of the anticipative controller starts. The anticipative controller block, the
most important, has three inputs: the aforementioned estimated state and the dis-
turbance, the basis controller, and themodel of the plant. And it has two output: the
state/output sequence and the set of future control values. Once this computation
is finished, it encapsulates the data, and sends a new control packet to the server.
A screenshot of the block diagram for this thread is shown in Figure 3.6. Two
cases are distinguished. When the controller type is “0”, this is interpreted as state
feedback controller so that the state sequence is computed, whereas the output
sequence is generated if the controller type is “1”, i.e., a PI controller.
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Fig. 3.6 Screenshot of the anticipative controller block in LabVIEW

• Measure RTT : As indicated in the implementation of the PAL, packets are sent
back with the time stamp to measure the quality of the channel (RTT). This loop,
with lower priority than the other two, is in charge of extracting this information.

The complete block diagram of the CAL as well as the GUI at the client side can be
found in the Appendix B.

3.4 Experimental Results

In order to evaluate the performance of the controller design proposed in Chap. 2, the
influence of the parameter c of the trigger function is studied, and the step response
of the anticipative controller is compared to other frameworks. Moreover, the effec-
tiveness of the disturbance estimation is assessed.

The flexible link described in Sect. 3.2.1 is used for this evaluation since it is a
higher order process than the SRV-02 setup, although the PI anticipative controller
is tested over this device. Finally, some properties of the network are analyzed and
additional experiments are performed on the SRV-02 gear.

http://dx.doi.org/10.1007/978-3-319-34081-4_2
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3.4.1 Performance of Event-Based Control

An anticipative controller based on the model (3.3) and the feedback gain (3.4) is
designed for the flexible link presented in Fig. 3.4. The system is sampled with h =
10ms, and the driver provided by Quanser is used to emulate full state measurement
because the sensors only provides measurements of θ and α.

Influence of the Trigger Function

First, we afford the study of the influence of the parameter c of the trigger function
(2.8). The response to an angular position step command is shown in Fig. 3.7. Three
values are considered: c = 0.05 (blue), c = 0.1 (red), and c = 0.2 (green). The angle
of the gear x1, the arm deflection x2, the control input, and the events execution are
depicted.

Note that the performance in the three situations is similar, and the main differ-
ences are in the number of triggered events. If c = 0.05, the frequency of generation
of events is high when the system reaches the final set around the equilibrium. These
events are possibly caused by the noise in the measurements. Thus, this fact should
be taken into account when designing the trigger function.

Fig. 3.7 Step response for the event based controller with c = 0.05 (blue), c = 0.1 (red), and
c = 0.2 (green)

http://dx.doi.org/10.1007/978-3-319-34081-4_2
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Another interesting phenomenon can be observed, for instance, in the second
design (c = 0.1). In the interval of time (1.5, 3) s, the detection of an event usually
involves an additional transmission very close to the previous one. This occurs when
the RTT is larger than the sampling period. Since a new control packet has not been
received, another state packet is transmitted asking for control actions. Thus, the pre-
vious transmission is considered as lost. Note that the packets are not acknowledged
in the proposed protocol. Alternatively, acknowledgment of packets can be set up
with a convenient waiting time.

Finally, it can be noticed that when the system reaches the final set around the set
point, the frequency of transmission is almost constant with a transmission period
around 100–140ms, since an event is also enforcedwhen the number of the remaining
elements in the actuator buffers is below the parameter Q̄ (see Algorithm 2.1).

Performance Comparative

Figure3.8 shows the system response for three different frameworks:

1. Classical control scheme: The conventional state feedback controller is located
at the process side (classical control scheme).

2. Remote state feedback: The state feedback controller receives measurements and
sends control actions through the network without using a model and/or compen-
sation of network effects with event-triggered sampling and c = 0.1.

3. Remote state feedback controller with anticipative strategy: The anticipative con-
troller proposed with the state feedback basis controller with sequence length
Q = 20 (length of control and prediction sequences), and the trigger function
with c = 0.1.

Fig. 3.8 Performance comparative of the local controller (blue), the remote controller with Q = 1
(green), and the remote controller with Q = 20 (red)
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Table 3.1 Performance parameters of the three frameworks depicted in Fig. 3.8

Framework Rise time (s) Settling time
(s)

Overshoot (%) IAE Events

1 0.13 0.91 40.01 0.063 300

2 0.29 0.43 0.00 0.114 182

3 0.17 0.71 46.64 0.086 65

The three previous frameworks have the same controller tuning and what change is
only the control architecture. The performance of the three frameworks is summed
up in Table3.1. It can be noticed that in the second case (green) the response exhibits
a slower response because the actuator does not receive in time a control action
and applies zero, whereas the settling time and the overshoot for the state feedback
controller (blue) and the proposed design (red) are similar. If the number of events
from the second and third frameworks are compared, it leads to a reduction of 64%
in the number of transmission.

The Integral Absolute Error (IAE) is computed for the three frameworks and for
the first component of the output vector as

IAE =
∫ t f

t0

|ε(t)|dt,

where ε(t) = ySP − y(t). The IAE is increased with event-triggered due to the
existence of a stationary error that varies with c. Nevertheless, the IAE is reduced
with the anticipative strategy (framework 3) respect to the second framework.

3.4.2 Response to Disturbances

The disturbance estimator is evaluated if a step disturbance is induced in the input
while a step command is given to the angular position. Figure3.9 shows the system
response in two situations: When the disturbance estimator module is included in
the CAL, and when it is not. Observe that the system rejects better the disturbance
in the first case. Moreover, the number of events accounts for 50.13 and 59.84% of
the sampling times, respectively. Thus, the disturbance estimator not only provides
better performance but also a lower transmission rate.

Another example is given in Fig. 3.10. The system is in the equilibrium and it is
perturbed in the output, by pushing the flexible link in one direction first, and next to
the opposite direction. Note that the controller exhibits much better behavior when
the disturbance is estimated.

Such estimation is shown in Fig. 3.11. Each plot corresponds to a component of the
estimated disturbance vector ŵ(k). Note that the signals are piecewise constant and
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Fig. 3.9 Disturbance rejection with (blue) and without (red) disturbance estimation

Fig. 3.10 Disturbance rejection with (blue) and without (red) disturbance estimation

each update corresponds to the reception of a new state packet, i.e., the occurrence
of an event.

The number of events is reduced even more and accounts for almost the half of
the events without disturbances estimation.

In order to avoid that the noise has influence on the disturbance computation, a
threshold is defined so that ŵ(k) is set to zero if the estimation is below this threshold.
If this strategy is not taken, additional and undesired events may be generated.
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Fig. 3.11 Disturbance estimation. Top ŵ1 (blue), ŵ2 (cyan). Bottom ŵ3 (blue), ŵ4 (cyan)

3.4.3 PI Anticipative Controller

In order to test the design for LTI anticipative controllers, the PI controller (3.2) is
taken as the basis controller. This has been the proposed solution when only output
measurements are available. For the SRV-02 gear, the output is the angular position
θ. As remarked in Sect. 2.9, one of the benefits of measuring the output is that the
horizon of the predictions can be enlarged.

The performance of the PI anticipative controller over the SRV-02 gear is analyzed
in two different situations:

1. The controller is anticipative with a length of predictions N = 50, but with
periodic transmission from the sensor to the controller.

2. Such transmission is event-triggered (2.36) with cy = 0.1 rad, and the rest of the
parameters are the same.

The results for a particular experience are shown in Fig. 3.12. On the left hand side,
the output is displayed when the reference is a square wave. The results highlight the
benefits of the event-based communication. If the parameter cy is selected properly,
the system response is similar to the time-based case, but the exchange of data plant-
controller through the network is considerably reduced. Note, however, that there is
a stationary error not compensated, defined by cy .

On the right hand side of Fig. 3.12 the parameter denoted Index usage is depicted.
This parameter represents the number of times that the element index, index =
1, . . . , N of any control sequence {Uk, k ∈ N} has been applied by the actuator.

http://dx.doi.org/10.1007/978-3-319-34081-4_2
http://dx.doi.org/10.1007/978-3-319-34081-4_2
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Fig. 3.12 Comparison of time-based (blue) and event-based (red) PI anticipative controllers

We remind that the first i0 elements are discarded according to the current mea-
surement of the RTT, and the subsequent elements are applied until a most recent
computation is received.

If the time-based event-based transmission policies are compared, amore efficient
usage of the received control sequences in the event-triggered approach is appreci-
ated.

Note that the indices at which the peak values are reached are basically the same,
but the index usage of the subsequent elements rapidly decreases in the periodic
transmission, since they are only used in case the delay is large enough so that new
data has not been received yet. However, new control packets are not requested
until the error exceeds the threshold cy or the index reaches the bound Q̄ in event-
triggering.

3.4.4 Network: Delays and Packet Losses

An interesting property to study is the RTT that characterize this framework. In
particular, when the remote controller connects to a wireless network the reliability
decreases. Three samples of data taken at different times of the day for the wireless
network are depicted in Fig. 3.13. It can be observed that the minimum value remains
almost constant around 8ms in the three situations. There is not a predictable profile
and, apparently, there are random peaks. These sudden increments may be due to
increase of network traffic or the server providing other services. The maximum
values correspond to the dotted lines.

The network-induced delay and the packet dropouts are intrinsic properties to the
communication channel and cannot be predetermined. Hence, studying the system
under different network conditions is a difficult task a priori. However, artificial
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Fig. 3.13 Measured RTT in three experiments: 10 AM (red), 3 PM (green), 8 PM (blue)

Fig. 3.14 Output, control signal and events generation when the anticipative controller runs in the
server (blue), the average delay is 20ms (red), 50ms (green), 100ms (magenta), and 230ms (cyan)

delays or packet losses can be induced from the user application. The effect of both
phenomena over the system performance is discussed next.

Study of the Delay Impact

If the theoretical upper bound is computed according to (2.21) for the SRV-02 gear
model (3.1), it follows that ‖Aτ

d − I‖ < 1 is satisfied if τ < 23 sampling periods, that
is, 230ms when the sampling period is 10ms. This result holds assuming that the
model is perfect, obtaining a more conservative upper bound if model uncertainties
are considered.

An experiment to set the value of the average RTT to 20, 50, 100, and 230ms
has been designed by introducing artificial delays. Figure3.14 shows the obtained

http://dx.doi.org/10.1007/978-3-319-34081-4_2
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Table 3.2 Performance parameters for different values of average RTT

RTT (ms) Rise time (s) Settling time (s) Overshoot

0 0.38 0.45 0.00

20 0.32 0.63 0.00

50 0.28 1.25 2.34

100 0.37 1.20 4.67

230 1.16 2.87 2.09

results for the SRV-02 gear for the PI controller (3.2). If the delay increases, the
performance of the system degrades, slowing down the response to a step change
in the reference. However, the controller achieves acceptable results even for RTT
values of 230 ms, that is, more than 20 times the plant sampling period. Moreover,
the behavior is really closed to the model (see Fig. 3.3) for delays of 20 and 50ms.

Note that the number of events increases with the delay, since the sensor sends an
new measurement after the detection of an event if it has note received an updated
control packet.

The rise time, settling time, and overshoot have been computed for the five cases
described above. The results are summarized in Table3.2. The settling time increases
with the RTT, whereas the rise time is preserved in adequate values except in the last
case.

Study of the Packets Dropouts Impact

As a delay, a packet loss cannot be predetermined in the Internet, but, as in the
previous case, it can be caused artificially. This allows testing the robustness of the
designed approach for a set of values of probability of data dropouts.

The chance of not losing a packet has been modeled by a Bernoulli discrete
distribution with a probability of success q , so that the probability of losing a packet
is p = 1 − q. As an example, Fig. 3.15 shows the system response for different
values of p. For example, a value of p = 0.4 means that 40% of the packets will be
lost in average. The output of the system, the control input and the events triggered
for values of p = 0, 0.2, 0.4, 0.6, and 0.8, are depicted. The system exhibits good
behavior if p ≤ 0.6 as the rise and settling times are almost the same in this interval
(see Table3.3), and the degradation of performance is evident if only one of each five
packets are delivered. Note that a high value of p causes an increase in the overshoot,
whereas this phenomenon is not so appreciated with large RTTs (see Table3.2).

If the generation of events is analyzed, it can be noticed that a high rate of packet
losses involve a lower transmission rate that large delays. Thus, we can say that
packet losses are preferable to large latency of the network.
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Fig. 3.15 Output, control signal and events generation for p = 0 (blue), p = 0.2 (red), p = 0.4
(green), p = 0.6 (magenta), and p = 0.8 (cyan)

Table 3.3 Performance parameters for different values of p

p Rise time (s) Settling time (s) Overshoot

0.0 0.35 0.40 0.00

0.2 0.34 0.42 0.00

0.4 0.34 0.45 0.00

0.6 0.32 0.55 15.92

0.8 0.59 0.92 18.10

3.5 Conclusions

The proposed architecture in Chap.2 has been implemented and evaluated in a frame-
work in which the remote controller communicates with the process through the
Internet.

Themiddleware layersCALandPALhave been implemented inLabVIEW,which
provides a simple multi-thread programming framework required for applications in
which tasks such as data-acquisition and communication are critical.

The remote controller has been tested over two devices, a DCmotor and a flexible
link, and state-feedback, and PI controllers have been taken as basis controllers.

http://dx.doi.org/10.1007/978-3-319-34081-4_2
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The experimental results have analyzed the influenceof the architecture, the design
of the trigger function, or the impact of network delays and packet dropouts. The
event-based anticipative controller has been shown to be efficient against delays and
packet dropouts, while reducing the need of communication.

Moreover, the designed disturbance estimator has been also evaluated, showing
that disturbances can be rejected effectively.
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Chapter 4
Distributed Event-Based Control
for Interconnected Linear Systems

Abstract This chapter presents a distributed event-based control (DEBC) strategy
for a networked dynamical system consisting of N linear time-invariant intercon-
nected subsystems. Each subsystem broadcasts its state over the network according
to certain triggering rules which depend on local information only. The system can
converge asymptotically to the equilibrium under the proposed control design, and
the existence of a lower bound for the broadcasting period is guaranteed. The prob-
lem is solved assuming that the control law is able to decouple the subsystems and a
continuous time system, and the results are extended to non-perfect decoupling and
discrete-time systems afterwards.

4.1 Introduction

Power or traffic networks can be seen as the interconnection of subsystems through a
network, characterized by a large number of variables and uncertainties. The central-
ized control of such large-scale systems in a networked environment would require
a very accurate knowledge of the interaction between these subsystems and the con-
sumption of a lot of computation and network resources. Hence, there is a natural
interest in applying event-triggering to decentralized NCS.

There are some recent contributions ondistributed event-triggered control [DFJ12,
DPSW11, GDJ+11, MT11, SDJ13, WL11]. The basic idea in all these contributions
is that each subsystem (also called agent or node) decides when to transmit the mea-
surements based only on local information. In the most common implementations,
an event is triggered when the error of the system exceeds a tolerable bound.

A distributed event-triggered control has been proposed in [DFJ12, SDJ13]
restricted to multi-agent systems and average consensus problems. In [MT11] self-
triggered policies are proposed to avoid the constant checking of the trigger condition.
However, the control system is less robust against disturbances under these policies
since these cannot be detected in the inter-event times.

© Springer International Publishing Switzerland 2016
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DOI 10.1007/978-3-319-34081-4_4

81



82 4 Distributed Event-Based Control for Interconnected Linear Systems

Fig. 4.1 Networked interconnected system

In [WL11] a decentralized control1 for large-scale systems is proposed under the
assumption of week coupling. The design of the event triggering threshold is based
on Lyapunov methods and it ensures input-to-state stability of nonlinear systems.
However, a positive lower bound for the broadcasting period, i.e., the minimum dif-
ference between successive broadcasting times, may not be achievable when the sys-
tem approaches the origin. This might cause severe problems since it would require
the detection of events and transmission of data infinitely fast due to possible Zeno
behaviors. In a previous work of the same authors [WL08], the design is restricted
to linear systems with perfect decoupling.

A distributed event-triggered control has also been examined in [DPSW11], in
which the gains measuring the degree of interconnection satisfy a generalized small-
gain condition. This design does not prevent from Zeno behavior, and a constant
threshold-like condition is proposed to overcome this issue.

This chapter presents a DEBC for interconnected linear systems, which can be
represented as different nodes which communicates through a shared network, as in
Fig. 4.1. Solid lines represent the coupling between nodes. Neighboring relationships
are defined in the sense of dynamical interactions between subsystems. Measure-
ments are transmitted through the network to achieve the equilibria of the system.
The outline of this chapter is as follows. Section4.2 summarizes the contributions
of this chapter. Some background on matrix analysis and the problem statement are
given in Sect. 4.3. The proposed event-triggered control is presented in Sect. 4.4.
Results for perfect decoupled systems are given in Sect. 4.5, and Sect. 4.6 widens
these results to a more general framework. An extension to discrete-time systems is
given in Sect. 4.7. Finally, conclusions end the chapter.

4.2 Contributions of this Chapter

One of the issues mentioned in the introduction is the difficulty to achieve asymptotic
convergence to the equilibria while excluding the Zeno behavior. We show that
this can be accomplished by the proposed trigger mechanism with time-dependent

1Decentralized control neglects the interaction between the subsystems anddesigns a local controller
for each subsystem, whereas the local regulators exchange information among them in distributed
control.
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trigger functions. If the parameters of these trigger functions are adequately selected,
the system presents asymptotic stability while guaranteeing a lower bound for the
minimum inter-event time,which can be analytically derived.With regards to [WL11,
WL08, GA12], the triggering mechanism does not continuously depend on the state
of the system but on the error between the current and the latest broadcasted state,
which results in that the number of generated events decreases when the system is
close to the equilibrium.

The problem is initially solved for perfect decoupled systems, and then the results
are extended for non-perfect decoupling, since that constraint is difficult to achieve
in practice. Moreover, the interconnection terms are not required to by symmetric in
contrast to [WL08, GA12].

The coupling terms are treated as a perturbation of the nominal system, and the
existing classical analysis on the sensitivity of the matrix exponential [VL77] and
matrix powers [AMH09] is applied to infer constraints on the coupling terms so the
asymptotic stability property is preserved.

4.3 Background and Problem Statement

Some classical results from matrix analysis, which are used for obtaining the ana-
lytical results of this chapter, are presented first. The problem statement is given
afterwards.

4.3.1 Matrix and Perturbations Analysis

Let A ∈ C
n×n be a complex matrix, and let us denote

A∗ = (ā j i ), (4.1)

λ(A) = {λ : det(A − λI ) = 0}, (4.2)

κ(A) = ‖A‖‖A−1‖ (0 /∈ λ(A)), (4.3)

λmax (A) = max{�e(λ) : λ ∈ λ(A)}, (4.4)

where ‖ · ‖ denotes the induced 2-norm.
Thematrix exponential of A is defined as eAt = ∑∞

k=0
(At)k

k! . Through this chapter,
the stability of the system is proved using some hints that are summarized in this
section to bound ‖eAt‖.
Bounding the Matrix Exponential

In [VL77] various norms are discussed to bound the exponential. Three are of par-
ticular interest:
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• Log norms. If μmax (A) is defined as μmax (A) = max{μ : μ ∈ λ((A + A∗)/2)},
then

‖eAt‖ ≤ eμmax (A)t .

An interesting corollary can be inferred from the property above. Let Y be an
invertible matrix such that A = Y BY −1. It follows that

‖eAt‖ = ‖Y eBt Y −1‖ ≤ κ(Y )eμmax (B)t , (4.5)

where κ(Y ) is defined according to (4.3).
Thus, assume that A is diagonalizable, i.e., there exists a matrix D, where
D = diag(λi (A)), and a matrix V of eigenvectors, such that A = V DV −1. From
(4.5), it holds that

‖eAt‖ ≤ κ(V )eμmax (D)t = κ(V )eλmax (D)t = κ(V )eλmax (A)t , (4.6)

where λmax (A) is defined according to (4.4).
• Jordan canonical form. Recall the Jordan decomposition theorem which states
that if A ∈ C

n×n , then there exists an invertible matrix X ∈ C
n×n such that

X−1AX = Jm1(λ1) × · · · × Jm1(λp) ≡ J,

where

Jk ≡ Jmk (λk) =

⎛
⎜⎜⎜⎜⎝

λk 1 0

0 λk
. . .

...
. . . 1

0 0 . . . λk

⎞
⎟⎟⎟⎟⎠ ∈ C

mk×mk , k = 1, . . . , p.

By taking norms and definingm = max{m1, . . . , m p}, it can be proved that [VL77]

‖eAt‖ ≤ m · κ(X)eλmax (A)t max
0≤r≤m−1

tr

r ! . (4.7)

Note that X may not be unique but it is assumed that it is chosen such that κ(X)

is minimized.
• Schur decomposition bound. The Schur decomposition states that there exists a
unitary Q ∈ C

n×n such that

Q∗ AQ = D + N , (4.8)

where D is the diagonal matrix D = diag(λi ) and N is strictly upper triangular.
The following upper bound can be obtained [VL77]
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‖eAt‖ ≤ eλmax (A)t
n−1∑
k=0

‖Nt‖2
k! . (4.9)

Perturbation Bounds

The second aspect that is brought up in this section is the existing perturbation
analysis on the eigenvalues and the matrix exponential, i.e., how the eigenvalues and
the bound on the matrix exponential change when A is perturbed by E .

The following theorem studies the perturbation of the eigenvalues of a matrix A
when A is diagonalizable:

Theorem [BF60] If A is diagonalizable (V −1AV = D), the eigenvalues λ̃i of A + E
satisfy

min
λ j ∈λ(A)

|λ̃i − λ j | ≤ κ(V )‖E‖. (4.10)

The previous result has been extended to defective, i.e., non diagonalizable, matri-
ces in [Chu86]:

Theorem [Chu86] Let consider the Schur decomposition (4.8). Then for λ̃i ∈ λ
(A + E)

min
λ j ∈λ(A)

|λ̃i − λ j | ≤ max{θ1, θ1/n
1 }, (4.11)

where θ1 = ‖E‖∑n−1
k=0 ‖N‖k .

Finally, a result from semigroup theory (see [Kat66]) states that if ‖eAt‖ ≤ ceβt

for some constants c and β, then

‖e(A+E)t‖ ≤ ce(β+c‖E‖)t . (4.12)

Perturbation Analysis and Matrix Powers

In discrete time systems thematrix exponential is replaced by thematrix power. Thus,
a bound on (A + E)p is required. We introduce the concept of Fréchet derivative for
this purpose.

Definition [Hig08] Let A, E ∈ C
n×n . The Fréchet derivative of a matrix function f

at A in the direction of E is a linear operator L f that maps E to L f (A, E) such that

f (A + E) − F(A) − L f (A, E) = O(‖E‖2),

for all E ∈ C
n×n . The Fréchet derivative may not exist, but if it does it is unique.

The following lemma characterize the Fréchet derivative of the function X p.

Lemma [AMH09] Let A, E ∈ C
n×n. If L X p (A, E) denotes the Fréchet derivative

of X p at A in the direction of E, then
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L X p (A, E) =
p−1∑
j=0

Ap−1− j E A j .

This means that the p power of A + E is

(A + E)p = Ap +
p−1∑
j=0

Ap−1− j E A j + O(‖E‖2).

Then, it is a logical consequence the following

‖(A + E)p‖ ≤ ‖Ap‖ + ‖
p−1∑
j=0

Ap−1− j E A j‖ + O(‖E‖2). (4.13)

4.3.2 Problem Statement

Consider a system of N linear time-invariant subsystems. The dynamics of each
subsystem is given by

ẋi (t) = Ai xi (t) + Bi ui (t) +
∑
j∈Ni

Hi j x j (t), ∀i = 1, . . . , N (4.14)

where Ni is the set of “neighbors” of the subsystem i , i.e., the set of subsystems that
directly drive agent i’s dynamics, and Hi j is the interaction term between agent i
and agent j , and Hi j 
= Hji might hold. The state xi of the i th agent has dimension
ni , ui is the mi -dimensional local control signal of agent i , and Ai , Bi and Hi j are
matrices of appropriate dimensions.

In each node or subsystem,we can distinguish the dynamical part strictly speaking
and a microprocessor in charge of monitoring the plant state, computing the control
signal and the communication tasks (see Fig. 4.2).

Fig. 4.2 Scheme of a node, consisting of a digital microprocessor (μP) and dynamics (left), and
block diagram of the tasks carried out by the microprocessor
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Each agent i sends its state through the network at discrete time instances. Specif-
ically, the agent i can only communicate with the set of agents on its neighborhood
Ni . The transmission occurs when an event is triggered. We denote by {t i

k}∞k=0 the
times at which an event is detected in the agent i , where t i

k < t i
k+1 for all k.

The broadcasted state is denoted by xb,i . The broadcasted states are used in the
control law. Hence, the control signal is updated in a node, at least, when a new
measurement is transmitted and/or received. In particular, the control law for each
subsystem is

ui (t) = Ki xb,i (t) +
∑
j∈Ni

Li j xb, j (t), ∀i = 1, . . . , N (4.15)

where Ki is the feedbackgain for the nominal subsystem i .Weassume that Ai + Bi Ki

is Hurwitz. Li j is a set of decoupling gains.
Let us define the error ei (t) between the state and the latest broadcasted state as

ei (t) = xb,i (t) − xi (t) = xi
(
t i
k

) − xi (t), t ∈ [
t i
k, t i

k+1

)
. (4.16)

Rewriting (4.14) in terms of ei (t) and the control law (4.15), we obtain

ẋi (t) = AK ,i xi (t) + Bi Ki ei (t) +
∑
j∈Ni

(
�i j x j (t) + Bi Li j e j (t)

)
, (4.17)

where AK ,i = Ai + Bi Ki , and�i j = Bi Li j + Hi j are the coupling terms. In general,
�i j 
= 0 since the interconnections between the subsystems may be not well known,
there might be model uncertainties or the matrix Bi does not have full rank.

We also define

AK = diag(AK ,1, AK ,2, . . . , AK ,N ) (4.18)

B = diag(B1, B2, . . . , BN ) (4.19)

K =

⎛
⎜⎜⎜⎝

K1 L12 · · · L1N

L21 K2 · · · L2N
...

...
. . .

...

L N1 L N2 · · · KN

⎞
⎟⎟⎟⎠ (4.20)

� =

⎛
⎜⎜⎜⎝

0 �12 · · · �1N

�21 0 · · · �2N
...

...
. . .

...

�N1 �N2 · · · 0

⎞
⎟⎟⎟⎠ (4.21)

and the stack vectors
x = (

xT
1 , xT

2 , . . . , xT
N

)T
(4.22)
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e = (
eT
1 , eT

2 , . . . , eT
N

)T
(4.23)

as the state and error vectors of the overall system. Note that Hi j , Li j ,�i j := 0 if
j /∈ Ni . Let also be n = ∑N

i=1 ni the state and error dimension.
The dynamics of the overall system is given by

ẋ(t) = (AK + �)x(t) + BK e(t). (4.24)

As the broadcasted states xb,i remain constant between consecutive events, the
error dynamics in each interval is given by

ė(t) = −(AK + �)x(t) − BK e(t). (4.25)

The above definition allows to study the stability of the overall system. These equa-
tions are valid as long as the following three time instances are simultaneous: the
detection of the event, the transmission of the state xb,i from one node, and the recep-
tion in all neighboring nodes. When delays and packet dropouts can occur in the
transmission, (4.24) and (4.25) do not generally hold. The extension to non-reliable
communications is given in Chap.5.

4.4 Event-Based Control Strategy

The occurrence of an event, i.e., a broadcast over the network and a control law
update, is defined by the trigger functions fi which depend on local information of
agent i only and take values in R. The sequence of broadcasting times t i

k is deter-
mined recursively by the event trigger function as t i

k+1 = inf{t : t > t i
k, fi (t) > 0}.

Particularly, we consider trigger functions of the form

fi (t, ei (t)) = ‖ei (t)‖ − (c0 + c1e−αt ), α > 0 (4.26)

where c0 ≥ 0, c1 ≥ 0 but both parameters cannot be zero simultaneously, and the
error is defined in (4.16).

The motivations of these trigger functions (4.26) are the following. On one hand,
static trigger functions (c1 = 0) have been vastly studied in the literature, see e.g.
[HSvdB08, LL10]. In that case, the error is bounded by ‖ei (t)‖ ≤ c0 ∀t and c0
determines the ultimate set in which the state of the plant is confined around the
equilibrium. Large values of c0 allow reducing the number of events but degrades
the performance. On the contrary, small values of c0 give better performance but the
average inter-event time, defined as T i

k = t i
k+1 − t i

k , decreases considerably.
On the other hand, event-triggering rules derived using Lyapunov analysis are

usually of the form ‖ei (t)‖ ≤ σi‖xi (t)‖. The asymptotic convergence to the equi-
librium is guaranteed but a positive lower bound for the inter-event time may not be

http://dx.doi.org/10.1007/978-3-319-34081-4_5
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(a) (b)

Fig. 4.3 a Static trigger functions. b Proposed trigger functions

guaranteed when approaching the desired equilibria [WL11, GA12]. In contrast, we
will prove that trigger functions (4.26) can give good performance while decreasing
the number of events and guaranteeing a minimum inter-event time even if c0 = 0,
if the parameters are adequately selected.

Throughout this chapter we will refer to the Zeno behavior. This phenomenon
must be avoided and the design has to guarantee the existence of a lower bound for
the inter-event time, since it might cause severe problems because it would require
the detection of events and transmission of data infinitely fast.

Example 4.1 A static trigger function is depicted on the left hand side of Fig. 4.3.
The error is bounded by the constant threshold c0. Note that the error is reset after
the occurrence of an event and that the inter-event time is always positive, since the
error cannot reach the threshold again at the same time instance.

On the right side, trigger functions of the form (4.26) are represented. Note that
the threshold decreases with time and the error is bounded by c0 + c1 at t = 0 and
by c0 when t → ∞. If c0 = 0, this bound goes to zero when time increases and
asymptotic stability can be achieved.

The stability properties of the proposed event-based control are derived next.
First, the results for perfect decoupling are presented, i.e., when � = 0 holds. The
extension to the perturbed case is given afterwards.

Though perfect decoupling is difficult to achieve in practice, this case is analyzed
because the analytical results are simpler, and then the effect of the coupling terms
can be examined from them.

4.5 Results for Perfect Decoupling

If the matching condition holds, i.e., �i j + Bi Li j = 0, (4.17) is transformed into

ẋi (t) = AK ,i xi (t) + Bi Ki ei (t) +
∑
j∈Ni

Bi Li j e j (t), (4.27)
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and the dynamics of the overall system is given by

ẋ(t) = AK x(t) + BK e(t). (4.28)

Assumption 4.1 We assume that AK ,i , i = 1, . . . , N is diagonalizable so that there
exists a matrix Di = diag(λk(AK ,i )) and an invertible matrix of eigenvectors Vi such
that AK ,i = Vi Di V

−1
i .

This assumption facilitates the calculations since (4.5) can be applied, but the
extension to general Jordan blocks is achievable as discussed later in the section.

The following theorem states that the system (4.28) with trigger functions defined
as in (4.26) converges to a specified region around the equilibrium point which,
without loss of generality, is assumed to be (0, . . . , 0)T . Moreover, if c0 = 0 the
convergence is asymptotical to the origin. The functions (4.26) bound the errors
‖ei (t)‖ ≤ c0 + c1e−αt , since an event is triggered as soon as the norm of ei (t) crosses
the threshold c0 + c1e−αt .

Theorem 4.1 Consider the closed-loop system (4.28) and trigger functions of the
form (4.26), with 0 < α < |λmax (AK )|. Then, for all initial conditions x(0) ∈ R

n,
and t > 0, it holds

‖x(t)‖ ≤ κ(V )

(
‖BK‖√Nc0
|λmax (AK )| + e−|λmax (AK )|t (‖x(0)‖

−‖BK‖√N

(
c0

|λmax (AK )| + c1
|λmax (AK )| − α

))
+ e−αt‖BK‖√Nc1

|λmax (AK )| − α

)
,

(4.29)

where λmax (AK ) and κ(V ) are defined according to (4.4) and (4.3), respectively,
being V the matrix of the eigenvectors of AK .

Furthermore, the closed-loop system does not exhibit Zeno behavior.

Proof The analytical solution of (4.28) is

x(t) = eAK t x(0) +
t∫

0

eAK (t−s) BK e(s)ds. (4.30)

From Assumption 4.1 the matrix AK is diagonalizable by construction, because
each diagonal block AKi is. Then it follows that eAK = V eD V −1, with V = diag(Vi )

is a block diagonal matrix too. According to (4.5), ‖eAK t‖ can be bounded by
κ(V )eλmax (AK )t . Because AK is Hurwitz, λmax (AK ) < 0. Thus,

‖eAK t‖ ≤ κ(V )e−|λmax (AK )|t .
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Consequently, the state can be bounded by

‖x(t)‖ ≤ κ(V )(e−|λmax (AK )|t‖x(0)‖ +
t∫

0

e−|λmax (AK )|(t−s)‖BK‖‖e(s)‖ds).

The trigger condition fi (t, ei (t)) > 0 enforces ‖ei (t)‖ ≤ c0 + c1e−αt so that

‖e(s)‖ ≤ √
N (c0 + c1e−αs), ∀s ∈ [0, t].

It follows that

‖x(t)‖ ≤ κ(V )

(
e−|λmax (AK )|t‖x(0)‖

+
t∫

0

√
Ne−|λmax (AK )|(t−s)‖BK‖(c0 + c1e−αs)

)
.

If the integral is solved:

‖x(t)‖ ≤ κ(V )

(
e−|λmax (AK )|t‖x(0)‖ + ‖BK‖√Nc0

|λmax (AK )| (1 − e−|λmax (AK )|t )

+ ‖BK‖√Nc1
|λmax (AK )| − α

(e−αt − e−|λmax (AK )|t )

)
,

which by reordering terms yield (4.29), proving the first part of the theorem. Note
that (4.29) can be upper bounded by

‖x(t)‖ ≤ κ(V )
(
‖x(0)‖e−|λmax (AK )|t + ‖BK‖√Nc0

|λmax (AK )| + ‖BK‖√Nc1
|λmax (AK )|−α

e−αt
)

, (4.31)

by omitting the negative terms.
We next show that the broadcasting period is lower bounded. Let us first assume

that c0, c1 
= 0. If t∗ refers to the last event time occurrence, ‖ei (t∗)‖ = 0, and
fi (t∗) = −c0 − c1e−αt∗

< 0. Therefore agent i cannot trigger at the same time
instant. From (4.16) it falls out that between two consecutive events we have
ėi (t) = −ẋi (t), thus

‖ei (t)‖ ≤
∫ t

t∗
‖ẋi (s)‖ds.

Furthermore, from (4.28) it can be derived

‖ẋ(t)‖ ≤ ‖AK ‖‖x(t)‖ + ‖BK‖‖e(t)‖ ≤ ‖AK ‖‖x(t)‖ + ‖BK‖√N (c0 + c1e−αt∗
).
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As from definition (4.22) we have ‖ẋi (t)‖ ≤ ‖ẋ(t)‖, and if the last event occurred
at time t∗ > 0

‖ei (t)‖ ≤
t∫

t∗

‖ẋ(s)‖ds ≤
t∫

t∗

(‖AK ‖‖x(s)‖ + ‖BK‖e(s)
)
ds,

and ‖x(t)‖ ≤ ‖x(t∗)‖ holds in (4.31). Thus, defining the following constants

k1 = κ(V )‖AK ‖‖x(0)‖ (4.32)

k2 = ‖BK‖√Nc1

(
κ(V )‖AK ‖

|λmax (AK )| − α
+ 1

)
(4.33)

k3 = ‖BK‖√Nc0

(
κ(V )‖AK ‖
|λmax(AK )| + 1

)
, (4.34)

the error can be bounded as

‖ei (t)‖ ≤
t∫

t∗

‖ẋ(s)‖ds ≤
t∫

t∗

(k1e
−|λmax (AK )|s + k2e−αs + k3)ds.

Because e−|λmax (AK )|s ≤ e−|λmax (AK )|t∗
and e−αs ≤ e−αt∗

, ∀s ≥ t∗, it holds that

‖ei (t)‖ ≤
t∫

t∗

(k1e
−|λmax (AK )|t∗ + k2e−αt∗ + k3)ds

= (k1e−|λmax (AK )|t∗ + k2e−αt∗ + k3)(t − t∗) ≤ (k1 + k2 + k3)(t − t∗).
(4.35)

The next event will not be triggered before ‖ei (t)‖ = c0 + c1e−αt ≥ c0. Thus a lower
bound on the inter-events time is given by

Tmin = c0
k1 + k2 + k3

, (4.36)

which is a positive quantity. Hence, the inter-event time is lower bounded, and the
Zeno behavior is excluded. �

Remark 4.1 Note that the integrability of e(t) in (4.30) is justified by the definition
of the event-triggered functions fi (ei (t), t), which by continuity guarantee that ei (t)
cannot be updated to zero immediately after it had done so. Thus there is an arbitrarily
small, yet positive lower bound on the interexecution times. Thus the right hand side
of the ODE that described the closed loop system is piecewise continuous. Note that
the specific lower bound on the interexecution times is established in the final part
of the proof.
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Remark 4.2 Theorem 4.1 establishes a bound for the overall system state x(t). In
the perfect decoupling case, it can be proved, following the same procedure than in
the proof of Theorem 4.1, that the state of each agent i is bounded by

‖xi (t)‖ ≤ κ(Vi )

(
μi c0

|λmax (AK ,i )| + e−|λmax (AK ,i )|t
(

‖xi (0)‖

−μi

(
c0

|λmax (AK ,i )| + c1
|λmax (AK ,i )| − α

))
+ e−αtμi c1

|λmax (AK ,i )| − α

)
,

where μi = ‖Bi Ki‖ + ∑
j∈Ni

‖Bi Li j‖. This expression can be derived due to the
fact that Li j perfectly decouples the system and the bound on the errors is ‖e j (t)‖ ≤
c0 + c1e−αt .

However, the bound (4.29) allows to derive the extension to non-perfect decou-
pling easily.

Remark 4.3 If Assumption 4.1 does not hold, the results can be extended noting that
‖eAK t‖ can be bounded by either using the Jordan Canonical form, and hence (4.7)
holds, or the Schur decomposition bound (4.9). In both cases the bound is governed
by the exponential of λmax (AK ), which is negative. Thus, the stability of the system
is guaranteed though the speed of convergence to the equilibria decreases.

We next analyze two particular cases: static trigger functions, i.e., c1 = 0, and
pure exponential trigger functions, i.e., c0 = 0.

4.5.1 Static Trigger Functions

If c1 = 0 in (4.26), the error is bounded by ‖ei (t)‖ ≤ c0. The analytical expressions
of Theorem 4.1 can be adapted to this case, and the state is bounded by

‖x(t)‖ ≤ κ(V )

(
‖BK‖√Nc0
|λmax (AK )| + e−|λmax (AK )|t

(
‖x(0)‖ − ‖BK‖√N

c0
|λmax (AK )|

))
.

Also, the lower bound for the inter-event time (4.36) becomes Tmin = c0
k1+k3

, because
k2 = 0 if c1 = 0.

4.5.2 Pure Exponential Trigger Functions

In the case c0 = 0 the error is bounded by ‖ei (t)‖ ≤ c1e−αt , and so the error goes
to zero when times goes to infinity. The state bound (4.31) can be particularized for
pure exponential trigger functions as follows
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Fig. 4.4 Graphical solution
of (4.38)

‖x(t)‖ ≤ κ(V )
(
‖x(0)‖e−|λmax (AK )|t + ‖BK‖√Nc1

|λmax (AK )|−α
e−αt

)
. (4.37)

In order to prove that the Zeno behavior is excluded, we consider the bound on
‖ei (t)‖ defined in (4.35) before the last inequality, i.e.

‖ei (t)‖ ≤ (k1e
−|λmax (AK )|t∗ + k2e−αt∗

)T,

where T = t − t∗ and k1, k2 are defined in (4.32)–(4.33). Note that k3 = 0 since
c0 = 0.

The next event is not triggered before ‖ei (t)‖ = c1e−αt . Thus, a lower bound on
the inter-event intervals is given by

(
k1
c1

e(α−|λmax (AK )|)t∗ + k2
c1

)
T = e−αT . (4.38)

The right hand side of (4.38) is always positive. Moreover, for α < |λmax(AK )|
the left hand side is strictly positive as well, and the term in brackets is upper bounded
by k2+k1

c1
and lower bounded by k2/c1, and this yields to a positive value of T for

all t∗ ≥ 0. The existence of the solution Tmin can also be depicted graphically (see
Fig. 4.4). The solution is given by the intersection of the exponential curve e−αT and
the straight line between the two bounds whose slope depends on t∗. Thus, there is
no Zeno behavior.

4.5.3 Simulation Results

System Description

In order to demonstrate the effectiveness of the event-based control strategy, let us
consider the system consisting of a collection of N inverted pendulums of mass m
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Fig. 4.5 Scheme of the
network of the inverted
pendulums

and length l coupled by springs with rate k as in Fig. 4.5. This setup will be used
throughout this and the next chapter.

The problem of coupled oscillators has numerous applications in fields as medi-
cine, physics or communications [Ste07, DGA08], and the inverted pendulum is a
well-known control engineering problem. The inverted pendulums are physically
connected by springs and we desire to design control laws to reach the equilibrium
as well as to decouple the system. The state of a pendulum i is broadcasted to its
neighbors in the chain at discrete times given by the communication strategy.

Each subsystem can be described as follows:

ẋi (t) =
(

0 1
g
l − ai k

ml2 0

)
xi (t) +

(
0
1

ml2

)
ui +

∑
j∈Ni

(
0 0

hi j k
ml2 0

)
x j (t)

where xi (t) = (
xi1(t) xi2(t)

)T
is the state, ai is the number of springs connected to

the i th pendulum, and hi j = 1,∀ j ∈ Ni and 0 otherwise.
State-feedback gains and decoupling gains are designed so that the system is

perfectly decoupled, and each decoupled subsystem poles are at −1 and −2. This
yields the following control law:

ui (t) =
(
−3ml2 ai k − ml2

4

(
8 + 4g

l

))
xb,i (t) +

∑
j∈Ni

(−k 0
)

xb, j (t)

where xb,i (t) = (
xb,i1(t) xb,i2(t)

)T
. In the following, the system parameters are set

to g = 10, m = 1, l = 2, and k = 5.
We next provide several simulation results in order to enhance the theoretical

results presented previously in the section and to illustrate the advantages of trig-
ger functions (4.26) respect to constant threshold triggering. Furthermore, we also
compare some of these results with the ones obtained in [WL08].

Static Trigger Functions

The output of the system and the sequence of events for N = 4 with trigger functions
(4.26) with c0 = 0.02, c1 = 0 is shown in Fig. 4.6 for initial conditions x(0) = ( −
1.3352 0 1.0996 0 − 0.8639 0 0.6283 0

)T
. The output, the time instances
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Fig. 4.6 Simulation results
with trigger function (4.26)
with c0 = 0.02, c1 = 0

(a)

(b)

(c)

Fig. 4.7 Simulation results
with trigger functions (4.26)
with c0 = 0.02, c1 = 0.5,
α = 0.8

(a)

(b)

(c)

at which events are generated in each subsystem, and the applied control signal are
depicted. Note that the inter-event times are very small when the system is far from
the equilibria.

Time-Dependent Trigger Functions

The output of the system and the sequence of events for N = 4 and the same initial
conditions than in the previous example when the trigger function is defined as in
(4.26) with parameters c0 = 0.02, c1 = 0.5, and α = 0.8 is shown in Fig. 4.7.

The convergence of the system to a small region (c0 = 0.02) around equilibrium is
guaranteed due to the time-dependency in the trigger functions. The event generation
is shown in Fig. 4.7b. The system converges to zero with few events. Note that the
agent that generates the highest number of events is agent 2 (in red) and this value is
24 over a period of 15s. Table4.1 compares the proposed event-triggered approach
to periodic control.

The bandwidth of the closed loop subsystem is 0.8864 rad/s and the sampling
period should be between (0.1772, 0.3544) s, according to [FPW97], i.e., (42, 85)
transmissions in a 15s time, whereas the value for the minimum and maximum
inter-event times are 0.1690 and 2.260, respectively. Furthermore, this comparison
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Table 4.1 Comparison of time-triggered and event-triggered strategies

No. updates {T i
k }min (s) {T i

k }max (s)

Time-triggered (42, 85) 0.177 0.3544

Event-triggered 24 0.1690 2.260

Table 4.2 Inter-event times for different N

N (s) 10 50 100 150 200

Trigger condition (4.26) {T i
k }min 0.053 0.031 0.015 0.019 0.009

{T i
k }mean 0.565 0.565 0.567 0.572 0.568

Trigger condition of [WL08] {T i
k }mean 0.1149 0.1175 0.1152 0.1180 0.1177

is even unfair with the event-based approach, since once the system is around the
equilibrium point, the broadcasting periods take values around 1–2s.

Observe also that the control signals are piecewise constant (Fig. 4.7c). They are
updated if an event is triggered by the agent or its neighbors.

Table4.2 extends this study for a larger number of agents. Several simulations
were performed for different initial conditions for each value of N . Minimum and
mean values of the inter-event times T i

k were calculated for the set of the simulations
with the same number of agents. We see that the broadcasting period remains almost
constant when the number of agents increases. Thus, the amount of communication
for the overall network grows linearly with N .

Moreover, ifwe compare these results to [WL08],we see that the proposed scheme
can provide around five times larger broadcast periods. For example, for a number of
pendulums of N = 100, trigger functions of the form (4.26) give amean broadcasting
period of 0.567, while the trigger functions in [WL08] give a mean value of 0.1152.

Though the scheme in [WL08] ensures asymptotic stability, we guarantee the
convergence to an arbitrary small region around the originwith c0 
= 0. Alternatively,
one can choose c0 = 0 to get rid of this drawback.

4.6 The Non-perfect Decoupling Case

In this section the effect of the coupling terms �i j is analyzed. In (4.24) � can be
seen as a perturbation to AK . Thus, the stability results of Sect. 4.5 are modified
according to this perturbation.

The next lemma provides a bound for ‖�‖ that ensures that AK + � is Hurwitz.
We assume that Assumption 4.1 holds. The discussion to defective matrix is given
afterwards.
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Lemma 4.1 If κ(V )‖�‖ < |λmax (AK )| holds, the eigenvalues λ̃i of AK + � have
negative real part.

Proof According to the Bauer–Fike theorem (see (4.10) on p. 85), it follows that

min
λ j ∈λ(AK )

|λ̃i − λ j | ≤ κ(V )‖�‖.

Assume that λ̃i = α̃i + i β̃i and λ j = α j + iβ j . Then, it holds that

|λ̃i − λ j | =
√

(α̃i − α j )2 + (β̃i − β j )2 > |α̃i − α j |.

Because AK is Hurwitz, α j < 0,∀ j , and according to the definition of λmax (AK )

(4.4), then it yields |λmax (AK )| ≤ |α j |,∀ j . Moreover, if κ(V )‖�‖ < |λmax(AK )|,
κ(V )‖�‖ is also upper bounded by |α j |,∀ j . Thus, α̃i is negative, because if it was
positive

|α̃i − α j | = α̃i + |α j | > |α j | ≥ |λmax (AK )| > κ(V )‖�‖,

that would contradict the theorem of Bauer–Fike. Hence, α̃i is negative, and this
concludes the proof. �

Remark 4.4 If AK is defective, then the restraint over � that guarantees that the
eigenvalues of AK + � have negative real part can be obtained from (4.11), enforcing
max{θ1, θ1/n

1 } < |λmax (AK )|.
Hence, before stating the main results of this section, the following assumption

is required.

Assumption 4.2 The coupling terms �i j are such that κ(V )‖�‖ < |λmax(AK )|
holds.

The next theorem generalizes the results of Theorem 4.1 when ‖�‖ is constrained
by Assumption 4.2. The proof can be found in the Chap.8 on p. 182.

Theorem 4.2 Consider the closed-loop system (4.24) and trigger functions of the
form (4.26), with 0 < α < |λmax(AK )| − κ(V )‖�‖. Then, if Assumptions4.1 and
4.2 hold, for all initial conditions x(0) ∈ R

n, and t > 0, the state of the overall
system is upper bounded as follows:

‖x(t)‖ ≤ κ(V )
(

‖BK‖√Nc0
|λmax (AK )|−κ(V )‖�‖ + e−(|λmax (AK )|−κ(V )‖�‖)t

(
‖x(0)‖

− ‖BK‖√N
(

c0
|λmax (AK )|−κ(V )‖�‖ + c1

|λmax (AK )|−κ(V )‖�‖−α

) )

+ e−αt ‖BK‖√Nc1
|λmax (AK )|−κ(V )‖�‖−α

)
. (4.39)

http://dx.doi.org/10.1007/978-3-319-34081-4_8
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Furthermore, the inter-event times are lower bounded by

T�,min = c0
k�,1 + k�,2 + k�,3

, (4.40)

where

k�,1 = κ(V )‖AK + �‖‖x(0)‖ (4.41)

k�,2 = ‖BK‖√Nc1

(
κ(V )‖AK + �‖

|λmax (AK )| − κ(V )‖�‖ − α
+ 1

)
(4.42)

k�,3 = ‖BK‖√Nc0

(
κ(V )‖AK + �‖

|λmax (AK )| − κ(V )‖�‖ + 1

)
. (4.43)

Remark 4.5 Less conservative results can be derived from Theorem 4.2 if the cou-
pling terms are small enough that the following approximations can be taken

eκ(V )‖�‖t ≈ 1 + κ(V )‖�‖t,

1

1 − κ(V )‖�‖
|λmax (AK )|

≈ 1 + κ(V )‖�‖
|λmax (AK )| ,

1

1 − κ(V )‖�‖
|λmax (AK )|−α

≈ 1 + κ(V )‖�‖
|λmax (AK )|−α

.

In this situation, it falls out that the state can be upper bounded by

‖x(t)‖ ≤ κ(V )
( ‖BK‖√Nc0β0

|λmax (AK )| + e−|λmax (AK )|t (1 + κ(V )‖�‖t)
(‖x(0)‖

−‖BK‖√N
(

c0β0

|λmax (AK )| + c1β1

|λmax (AK )|−α

))
+ e−αt ‖BK‖√Nc1β1

|λmax (AK )|−α

)
,

(4.44)

where β0 = 1 + κ(V )‖�‖
|λmax (AK )| ,β1 = 1 + κ(V )‖�‖

|λmax (AK )|−α
.

A similar approximation will be useful when dealing with discrete-time systems
in Sect. 4.7, and this is why it is brought up here.

It can also be proven (see the Chap. 8, p. 184) that if these approximation are
taken, the lower bound for the inter-event times can be computed as follows:

T ′
�,min =

−b� +
√

b2
� + 4a�c0

2a�

, (4.45)

where

a� = 0.5κ(V )‖�‖k�,1

b� = k�,1 + k�,2 + k�,3,

http://dx.doi.org/10.1007/978-3-319-34081-4_8
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if k�,2 and k�,3 are approximated as

k�,2 ≈ ‖BK‖√Nc1
(

κ(V )‖AK +�‖β1

|λmax (AK )|−α
+ 1

)
,

k�,3 ≈ ‖BK‖√Nc0
(

κ(V )‖AK +�‖β0

|λmax (AK )| + 1
)

.

4.6.1 Simulation Results

The effect of the coupling terms over the performance of the system is illustrated
next. Let us consider the same setup that for the perfect decoupling (see Fig. 4.5).
Assume that the length of the chain of inverted pendulums is N = 50 and that the
matching condition does not hold, that is the terms �i j 
= 0 for j ∈ Ni . Specifically,
coupling terms �i j are randomly induced such that ‖�i j‖ ≤ 0.1‖Hi j‖, j ∈ Ni , and
these terms act as a disturbance to the system.

If ‖�‖ and λmax (AK + �) are computed for this simulation, we get 0.3242 and
−0.7433, respectively. Thus, a more conservative value of α than in the perfect
decoupled case is required to ensure the stability of the system. Thus, the selected
parameters of (4.26) are c0 = 0.02, c1 = 0.3 and α = 0.5 to guarantee equivalent
performance specifications.

Figure4.8 shows the output, the events generated and the control signal for the
nodes 2, 3, 4, 10 and 50, respectively. A disturbance is induced at time (t = 7s) at
the pendulum 3 (blue line). Observe how the disturbance also affects the neighbors
of the third node, 2 and 4 (red lines). This effect can be noticed in the output of the

Fig. 4.8 System response when N=50 for ‖�i j ‖ ≤ 0.1‖Hi j ‖. Trigger function parameters: c0 =
0.02, c1 = 0.3,α = 0.5
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subsystem, the events generation and the control law. However, there is no effect
over nodes which are far away from the third one (green lines).

We can conclude that the event-based communication respects somehow the idea
of neighborhood in a large scale system. Specifically, in a interconnected linear
system, even if the system is not perfectly decoupled, the generation of events at a
node takes place when something occurs (for instance, a disturbance), and an area
around this node starts communicating in order to reject the disturbance, but the rest
of the system is not affected.

4.7 Extension to Discrete-Time Systems

4.7.1 System Description

The previous analysis considers that the state of the subsystems is monitored contin-
uously. However, in practice, most of the hardware platforms only provide periodical
implementations of the measurement and actuation tasks.

Hence, let us consider that each subsystem i is sampled at predefined instances
of time given by a sampling period Ts . And let us denote by

Ad,i = eAi Ts , Bd,i =
∫ Ts

0
Bi e

Ai sds, Hd,i j =
∫ Ts

0
Hi j e

Ai sds (4.46)

Thus, the discrete-time dynamical equation describing each subsystem is

xi (� + 1) = Ad,i xi (�) + Bd,i ui (�) +
∑
j∈Ni

Hd,i j x j (�). (4.47)

The control law is given by

ui (�) = Kd,i xb,i (�) +
∑
j∈Ni

Ld,i j xb, j (�), (4.48)

where xb,i (�) is the last broadcasted state, Kd,i is the feedback gain and Ld,i j are the
decoupling gains for the discrete-time subsystem i . The error is defined again as the
difference between the last broadcasted state and the measured state. Thus,

ei (�) = xb,i (�) − xi (�), (4.49)

and (4.47) can be rewritten in terms of the error ei (�) as

xi (� + 1) = Ad K ,i xi (�) + Bd,i Kd,i ei (�) +
∑
j∈Ni

�d,i j x j (�) + Bd,i Ld,i j e j (�),

(4.50)
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where Ad K ,i = Ad,i + Bd,i Kd,i and �d,i j = Bd,i Ld,i j + Hd,i j . Kd,i is designed so
that all the eigenvalues of Ad K ,i lie inside the unit circle.

If we define:

Ad K = diag(Ad K ,1, Ad K ,2, . . . , Ad K ,N ) (4.51)

B = diag(Bd,1, Bd,2, . . . , Bd,N ) (4.52)

Kd =

⎛
⎜⎜⎜⎝

Kd,1 Ld,12 · · · Ld,1N

Ld,21 Kd,2 · · · Ld,2N
...

...
. . .

...

Ld,N1 Ld,N2 · · · Kd,N

⎞
⎟⎟⎟⎠ (4.53)

�d =

⎛
⎜⎜⎜⎝

0 �d,12 · · · �d,1N

�d,21 0 · · · �d,2N
...

...
. . .

...

�d,N1 �d,N2 · · · 0

⎞
⎟⎟⎟⎠ (4.54)

and the overall system state and error, respectively, as

x = (xT
1 , xT

2 , . . . , xT
N )T (4.55)

e = (eT
1 , eT

2 , . . . , eT
N )T , (4.56)

it follows that
x(� + 1) = (Ad K + �d)x(�) + Bd Kde(�) (4.57)

4.7.2 Discrete-Time Trigger Functions

Trigger functions of the form (4.26) are difficult to implement in digital platforms
since they involve a decaying exponential. Therefore, for discrete-time systems we
propose the following functions

fi (ei (�), �) = ‖ei (�)‖ − (c0 + c1α
�
d), 0 < αd < 1 (4.58)

since they can be assimilated to (4.26) for discrete-time instances.
The instances of discrete-time at which events are detected are denoted as �i

k and
are defined recursively as follows:

�i
k+1 = inf{� > �i

k, fi (ei (�), �) ≥ 0}.
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Fig. 4.9 Comparative of time-continuous (green) and discrete-time (orange) trigger functions,
Ts = 0.1 (left), Ts = 0.2 (right)

Example 4.2 Let us consider a trigger function fi (ei (t), t) = ‖ei (t)‖ − (0.01 +
0.5e−0.8t ) in continuous-time t , which bounds the error ‖ei (t)‖ ≤ (0.01 + 0.5e−0.8t ).
This bound is depicted in Fig. 4.9 (green line). Assume that this system is sampled:

• With a sampling period Ts = 0.1.
• With a sampling period Ts = 0.2.

Trigger functions of the form (4.58) can be defined with the same values for c0 and c1
andwithαd = e−αTs . This yields valuesαd = 0.9231 andαd = 0.8521, respectively.

The error bounds for both cases is shown in Fig. 4.9. Note that this bound is a
piecewise constant function and changes at the sampling time instances.

4.7.3 Stability Analysis

Theorems 4.1 (perfect decoupling) and 4.2 (non perfect decoupling) sum up the
stability results for the continuous time system. Equivalent results can be derived for
the discrete-time system (4.57).

However, a remark should be pointed out first. Whereas in continuous time the
state is monitored continuously and this ensures that the error ei (t) is strictly upper
bounded by c0 + c1e−αt , in discrete-time systems it might occur that for a given �,
‖ei (�)‖ < c0 + c1α�

d , but ‖ei (� + 1)‖ > c0 + c1α
�+1
d , so that the error reached the

bound in the inter sampling time.
In order to deal with this phenomenon, we state the following assumption.

Assumption 4.3 Fast sampling is assumed [HI01] so that events occur in all prob-

ability at the sampling times �. Hence, ‖ei (�
i
k)‖ ≈ c0 + c1α

�i
k

d for some � = �i
k .
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The next theorem states that the system (4.57), when trigger functions (4.58) are
used, converges to a region around the origin, which depends on c0.

The proof of the theorem can be found in the Chap. 8 on p. 185, being two the clues
to follow the proof. First, all the eigenvalues of Ad K lie inside the unit circle, so that

|λM(Ad K )|� < 1,∀� ≥ 0 and |λM(Ad K )|� �→∞−−−→ 0, being λM(Ad K ) the maximum
of the eigenvalues of Ad K . Secondly, the perturbation analysis for matrix powers,
and in particular (4.13), can be applied.

Before enouncing the theorem, the following assumption is required:

Assumption 4.4 Ad K is diagonalizable so that Ad K = Vd Dd V −1
d , and the coupling

terms are such that κ(Vd)‖�d‖ < 1 − |λM(Ad K )|, where κ(Vd) = ‖Vd‖‖V −1
d ‖ and

λM(Ad K ) is the eigenvalue of Ad K with the closer magnitude to 1. Furthermore, it
is assumed that �d is such that the second order terms can be approximated to zero
O(‖�d‖2) ≈ 0.

Note that when αd 
= 0, and additional constraint is imposed to the coupling
terms. Specifically, the condition |λM(AK

d )| + κ(Vd)‖�d‖ < α < 1 ensures the con-
vergence to the equilibria.

Theorem 4.3 Consider the closed-loop system (4.57) and trigger functions of the
form (4.58), where |λM(AK

d )| + κ(Vd)‖�d‖ < α < 1. If Assumptions 4.3 and 4.4
hold, then, for all initial conditions x(0) ∈ R

n and � > 0, it holds

‖x(�)‖ ≤ κ(Vd)

(
‖Bd Kd‖√Nc0
1−|λM (Ad K )| βd,0 + |λM(Ad K )|�

(
‖x(0)‖ − ‖Bd Kd‖√Nc0

1−|λM (Ad K )| βd,0

− ‖Bd Kd‖√Nc1
αd−|λM (Ad K )|βd,1 + κ(Vd )‖�d‖

|λM (Ad K )| �
(
‖x(0)‖ − ‖Bd Kd‖√Nc0

1−|λM (Ad K )| − ‖Bd Kd‖√Nc1
αd−|λM (Ad K )|

) )

+ α�
d

‖Bd Kd‖√Nc1
αd−|λM (Ad K )|βd,1

)
, (4.59)

where

βd,0 = 1 + κ(Vd)‖�d‖
1 − |λM(Ad K )| (4.60)

βd,1 = 1 + κ(Vd)‖�d‖
α − |λM(Ad K )| . (4.61)

Note that the results are equivalent to (4.44) for discrete-time systems.

Remark 4.6 If perfect decoupling can be achieved, then ‖�d‖ = 0, which yields
βd,0,βd,1 = 1. Thus, (4.59) is simplified:

‖x(�)‖ ≤ κ(Vd)

(
‖Bd Kd‖√Nc0
1−|λM (Ad K )| + |λM(Ad K )|�

(
‖x(0)‖ − ‖Bd Kd‖√Nc0

1−|λM (Ad K )|

− ‖Bd Kd‖√Nc1
αd−|λM (Ad K )|

)
+ α�

d
‖Bd Kd‖√Nc1
αd−|λM (Ad K )|

)
.

http://dx.doi.org/10.1007/978-3-319-34081-4_8
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Table 4.3 Values of ‖�d‖2 for several sampling times and number of subsystems, and ‖Ad K ‖
N (ms) 10 20 50 100 200 ‖Ad K ‖
Ts = 1 0.739e−7 0.986e−7 0.929e−7 0.989e−7 1.019e−7 0.0037

Ts = 5 1.780e−6 1.785e−6 2.435e−6 2.732e−6 2.736e−6 0.0185

Ts = 10 0.729e−5 0.868e−5 0.924e−5 0.923e−5 1.044e−5 0.0369

Ts = 20 2.655e−5 3.610e−5 3.754e−5 4.066e−5 4.627e−5 0.0735

Example 4.3 In this example we study how restrictive is the approximation taken in
Assumption 4.4 concerning the norm of ‖�d‖, i.e., O(‖�d‖2) ≈ 0. Let us consider
the scenario of Sect. 4.6.1, in which ‖�‖ was computed to be 0.3242.

The value of ‖�d‖2 has been computed for various sampling times and number
of agents. Table4.3 depicts the results. Observe that the change of ‖�d‖2 with the
number of agents is not remarkable, and that it increases with the sampling period.
The last column on the right shows the value of ‖Ad K ‖ for each sampling period, as
it remains constant with the number of agents.

If ‖Ad K ‖ and ‖�d‖2 are compared, the smaller Ts , the better the rate. Since fast
sampling is assumed (seeAssumption4.3), it canbe concluded that the approximation
is fair enough.

4.8 Conclusions

Anovel distributed event-based control strategy for linear interconnected subsystems
has been presented. The events are generated by the agents based on local information
only, broadcasting their state over the network. The proposed time-dependent trigger
functions preserve the desired convergence properties and guarantee the existence of
a strictly positive lower bound for the broadcast period, excluding the Zeno behavior.

The perfect decoupling case has been considered first to simplify the analysis.
Since perfect decoupling is difficult to achieve in many situations due to model
uncertainties or the matrix Bi does not have full rank, the influence of the coupling
terms has been analyzed and the constraints that guarantee that the stability of the
system is preserved have been derived.

Because most of the hardware platforms only provide periodical implementations
of the measurement and actuation tasks, the analysis has been extended to discrete-
time systems.
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Chapter 5
Extensions and Improvements
of the Distributed Event-Based Control

Abstract This chapter is focused on two aspects. The first aspect is the study of
how realistic communication affects the distributed event-based control presented in
Chap.4. We analyze the consequences of a non-reliable channel, and upper bounds
on the delay and the number of consecutive packet losses are obtained for different
situations. Two communications protocols are proposed and analytical results are
derived for perfect and non-perfect decoupling. The second aspect that this chapter
accounts for is the proposal of some improvements to the design described in Chap. 4.
First, a novel implementation is presented to reduce the number of control updates
allowing a more efficient usage of the limited resources of embedded microproces-
sors. In the previous design, the adaption frequency of the control input may be high
when the neighborhood is large even if each agent is not transmitting so often. The
design is based on two sets of trigger functions. The first set decides when to transmit
an update for the broadcasted state and the second set checks a predefined control
error at broadcasting events, updating only when this error exceeds a given threshold.
The second improvement of the DEBC has a different goal, which is to reduce as
much as possible the communication through the network even if the load of the
microprocessor is increased. We present a distributed model-based control design in
which each agent has certain knowledge of the dynamics of its neighborhood. Based
on this model, the subsystem estimates its state and its neighbors’ continuously and
computes the control law accordingly. Model uncertainty is assumed and the per-
formance of the Chap. 4’s and model-based designs are compared, showing that a
model-based controller allows larger inter-event times.

5.1 Introduction

Event-Based Control and Non-reliable Networks

Even though event-based control has been shown to reduce the communication to
face the problem of reduced bandwidth, network delays and packet losses cannot be
avoided [BA11].However, up to now, only a reducednumber of papers has considered
the effect of these issues on event-based control and just a few works have addressed
a decentralized implementation to cope with them.

© Springer International Publishing Switzerland 2016
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Early papers [CH08, RJ09] study simple stochastic systems and investigate the
event-based control performance in dependence upon themedium accessmechanism
applied.

In [GA11a, LL12], delays are compensated by model-based event-triggered
approaches and the measurement of the delay. However, these schemes are diffi-
cult to implement in a distributed scenario since measuring transmission delays for
any transmission between two nodes requires clock synchronization in the entire
network.

In distributed control, one paper that takes into account delays and packet losses
is [WL11]. As stated in this paper, one problem that might present trigger functions
of the form ‖ei (t)‖ ≤ σi‖xi (t)‖ is that for unreliable networks a lower bound for the
broadcasting period cannot be guaranteed when the system approaches the origin,
being this the main drawback of the cited work.

The proposed approach in Sect. 5.3 solves this problem for linear systems and it
does not require clock synchronization between the nodes.

Reducing the Actuation in Event-Based Control

The importance of reducing the number of control actions in order to save energy
has been showed up in recent publications such as [JHC07, RJJ08, DTH12]. In
[JHC07] a first-order linear stochastic process is sampled periodically and a sporadic
controller decides whether to apply a new control action based on the cost of control
actions. In [RJJ08, DTH12] optimization problems are solved in order to not exceed
certain limits on the switching rate, and to maximize the time elapsed between two
consecutive executions of the control task, respectively.

Furthermore, reducing actuation is also important because some actuators are
subject to wear. After some time in operation, this wear may result in phenomena
that deteriorate the control performance, such as friction or hysteresis in mechanical
actuators [rH06].

In a single control loop the reduction of communication usually implies the reduc-
tion of actuator updates [Tab07, ESDCM07]. However, this does not necessary hold
in distributed systems.

Recent contributions in distributed event-triggered control follow basically two
directions. The first approach assumes sophisticated measurement devices in order
to get relative measurements of neighboring nodes. It focuses on the design of trig-
gering rules to reduce the number of the actuator updates for a more efficient usage of
the limited resources of embedded processors, in which the control task shares com-
putational and communication resources with other tasks [DFJ12, PF12]. The sec-
ond approach tries to reduce the communication between the subsystems, as already
described in detail in this thesis (see for instance [GDJ+11, MT11, PTNA11, SDJ13,
WL11]).

On the one hand, the drawback of the first direction is obvious and lies in the
requirement of the measurement devices to provide the relevant relative information.
On the other hand, the second approach might lead to a very frequent adaption of the
control input, specially if the number of neighbors is large. Indeed, the control signal
is updated whenever a newmeasurement is received from a neighboring agent. To the
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best of our knowledge, both aspects, i.e., reduction of actuation and communication,
have not been considered simultaneously in the context of distributed control systems.
This is addressed in Sect. 5.4.

Distributed Model-Based Control

The previous approaches hold a constant control input in the inter-event time. In
contrast, model-based control [MA03b] takes advantage of the knowledge of the
dynamics of the system to generate a control signal based on the prediction given
by the model. However, just a few publications have exploited this idea with event-
triggered sampling. An emulation approach is presented in [LL10] for a single loop
in which a control input generator and an event generator emulate the continuous-
time state feedback controller. In [SDJ11], the control signal is sampled by a first-
order hold, according to the double-integrator dynamics. In [GDJ+11], a distributed
model-based design for perfect decoupled interconnected linear systems is presented.
Finally, in [GA12], centralized and decentralized approaches of model-based event-
triggered control are presented for symmetric interconnections.

In Sect. 5.5 the results of [GDJ+11] are extended to non-perfect decoupling show-
ing that the transmission rate can be reduced if the model is accurate enough.

5.2 Contributions of This Chapter

The first contribution of this chapter is the design of a network protocol that does
not require the synchronous update of all the nodes in a given neighborhood when
the transmission of data is subject to delay and packet losses, in contrast to [WL11].
Under certain requirements, upper bounds on the allowable delay and the maximum
number of consecutive packet losses can be derived.

Another contribution related to the unreliability of the network, is that the system
can asymptotically converge to the equilibria while the Zeno behavior is excluded
with the proposed design. Moreover, we show that time-dependent trigger functions
can provide larger upper bounds on the delay than constant thresholds.

The design proposed in Sect. 5.4 addresses the problem of reducing communi-
cation and actuation simultaneously, which has not been yet studied in distributed
control systems.

Another contribution is the analysis of the inter-event times for a distributed
model-based approach with model uncertainty. For instance, in the decentralized
model-based approach of [GA12] no analysis of the inter-event times is conducted.
We also prove that, when themodel uncertainty fulfills a certain condition, themodel-
based approach gives larger minimum inter-event times. Respect to the aforemen-
tioned work of [LL10], we assume that the dynamics of each subsystem are not
perfectly known and we evaluate the effect of these model uncertainties. Moreover,
in the design of [LL10] an invertibility condition is imposed to the matrix A which
describes the system-free dynamics. This constraint is not required in Sect. 5.5.
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5.3 Extension to Non-reliable Network

Consider the linear interconnected system described in Chap.4 (4.14)

ẋi (t) = Ai xi (t) + Bi ui (t) +
∑
j∈Ni

Hi j x j (t), ∀i = 1, . . . , N , (5.1)

and the control law (4.15)

ui (t) = Ki xb,i (t) +
∑
j∈Ni

Li j xb, j (t), ∀i = 1, . . . , N . (5.2)

In an ideal network scenario, the detection of an event, the broadcast of the cor-
responding state xb,i , and its reception in all neighboring nodes are assumed to be
simultaneous.

However, in a non-reliable network, a broadcasted state may be received in the
neighbors with delay, or evenmore, not be received at all. This may yield state incon-
sistency. In this context, this concept was introduced for the first time by [WL11].

Definition 5.1 A distributed event-based control design preserves state consistency
if any broadcasted state is updated synchronously in each neighboring agent.

Example 5.1 In Fig. 5.1 an example of state inconsistency is presented. Assume
that the piecewise signal xb,1 is updated at event times denoted by t1k , k ∈ N, and
sent through the network to update the copy of the signal xb,1→2 accordingly. We
denote by τ 1→2

k , k ∈ N, the communication delay experienced in the broadcast. If
the transmission is not subject to delay, both signals xb,1 and xb,1→2 are identical.
However, this is not the situation in the example of Fig. 5.1. In the time intervals

Fig. 5.1 Example of state
inconsistency of the signal
xb,1 and its copy xb,1→2 in
other node of the network

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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[t11 , t11 + τ 1→2
1 ) and [t12 , t12 + τ 1→2

2 ) both signals are not equal. Hence, there is a state
inconsistency since xb,1(t) �= xb,1→2(t),∀t ∈ [t11 , t11 + τ 1→2

1 ) ∪ [t12 , t12 + τ 1→2
2 ).

Therefore, a communication protocol should be defined to avoid state inconsis-
tencies or to deal with them. In this thesis, two different protocols are proposed. The
first one is designed to preserve state consistency by the transmission of additional
signals to synchronize the nodes in the neighborhood. This constraint is relaxed by
the second protocol which allows the neighboring agents to use different versions of
the broadcasted states.

5.3.1 Transmission Protocols

Before describing the proposed protocols, let us first introduce some notation.

Definition 5.2 We denote by τ
i→ j
k the delay in the transmission of the state xi (t i

k)

of agent i to its neighbor j , j ∈ Ni , at time t i
k , and by τ̄ i

k

τ̄ i
k = max

{
τ

i→ j
k , j ∈ Ni

}
.

Definition 5.3 We denote by Pk
i→ j the number of successive packet losses in the

transmission of the state xi (t i
k) of agent i to its neighbor j , j ∈ Ni , at time t i

k , and
by Pk

i the maximum of Pk
i→ j for all j ∈ Ni .

We now introduce the basic assumption that imposes constraints on delays and
the number of consecutive packet dropouts.

Assumption 5.1 We assume that the maximum delay and the number of successive
packet dropouts which occur in the transmission of information from the subsystem i
to its neighbors j ∈ Ni , denoted by (τ �)i and P�

i , respectively, are such that no event
is generated before all the neighbors have successfully received the broadcasted state
xb,i .

The second important consideration is that the sender i knows that the data has
been successfully received by j by getting an acknowledgment signal (ACK). If an
ACK is not received before a waiting time denoted by T i

W , the packet is treated as
lost. How to determine T i

W is analyzed later on, but it seems logical to set this value
larger than the maximum delay.

If agent i has not received an acknowledgment of the reception of all the neighbors
after the waiting time T i

W , we propose two alternatives that denoted by Wait for All
(WfA) and Update when Receive (UwR).

WfA Protocol

The state at t i
k + T i

W is broadcasted again to all the neighbors. If after waiting T i
W

an ACK is not received from all j ∈ Ni , the retransmission takes place again, and
so on. This process can occur at most P�

i + 1 times. Once all the neighbors have
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successfully received the data, agent i sends a permission signal (PERM) so that
the previously transmitted data can be used to update the control law (4.15). Both
signals ACK and PERM are assumed to be delivered with a delay approximated by
zero over a reliable channel.

A very similar protocol is presented in [WL11]. As stated there, the reason to
use a PERM signal and to retransmit the state to all the neighbors instead of only
retransmitting to those fromwhich anACKsignal has not been received, is to preserve
the state consistency (see Definition 5.1). Since the broadcasted data is not valid until
a PERM signal is received from agent i , all the neighboring agents update the value
at the same time and therefore, the value of the error ei is the same in all nodes. This
allows to define stack vectors for the state x(t) and the error signal e(t) so that the
stability of the overall system can be studied as in the ideal network case.

UwR Protocol

The previous protocol simplifies the analysis but it has some drawbacks. First, all
nodes in the neighborhood have to wait for the slower connection (longer delay)
to process the received data. Secondly, the WfA protocol may involve unnecessary
transmission, since if an agent did not received the measurement, the broadcast
would take place again with an updated measurement for all the neighbors. Finally,
the ACK signal is vastly used in network protocols to guarantee reliability of packet
transfers, but the PERM demands a more involved communication protocol. In order
to overcome these drawbacks, in the new protocol:

• Agent i waits T i
W to get acknowledgments from the neighbors. To those agents

j ∈ Ni from which it did not receive the ACK signal, it sends the state xi (t i
k + T i

W )

at time t i
k + T i

W . Agent i may transmit before the next event at most P�
i + 1 times.

• Let us denote by Ni (t) ⊆ Ni the agents to which the subsystem i transmits
information at time t . In contrast toWfA, agent i only transmits a newmeasurement
to those agents from which it has not received the ACK signal. If the last event
occurred at time t i

k and t ∈ [t i
k, t i

k+1), thus

∀ j ∈ Ni , /∈ Ni (t) ∃t i→ j
k : t i

k ≤ t i→ j
k < t,

where t i→ j
k is the time of the successful broadcast to agent j . Hence if at time t the

node j is not in Ni (t) it means that it has correctly received a broadcasted state
after the occurrence of the last event and it has confirmed this reception with an
ACK signal.

• The number of consecutive packet losses and the network delay are upper-bounded
for each agent i , according to Assumption 5.1. Thus, it must hold

Ni ((t
i
k+1)

−) = ∅,

where (t i
k+1)

− refers to the instant time before t i
k+1. I.e., all neighbors have suc-

cessfully received the state of agent i before the next event occurrence.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
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(a) (b) (c) (d)

Fig. 5.2 Update mechanism of WfA (a, b) and UwR (c, d) protocols

Example 5.2 In order to clarify the difference between both protocols, a simple
example is given in Fig. 5.2. A system with two agents is depicted. Assume that
Agent 1 detects an event at time t1k and broadcast its state x1(t1k ) to its neighbor
Agent 2. The transmission is delayed by τ 1

k and Agent 2 sends then the ACK signal.
In the scenario of WfA protocol, once the ACK signal is received by Agent 1 (see
Fig. 5.2a), the PERM signal is sent (both signals are assumed to be sent and received
instantaneously), and both agents update the broadcasted state in the control law at
the same time t1k + τ 1

k (see Fig. 5.2b). Thus, xb,1 takes the same value at any time in
both agents and, hence, e1(t) is the same in the dynamics of Agent 1 and 2.

For the UwR protocol, the update in Agent 1 is applied immediately at time t1k (see
Fig. 5.2c), whereas the receiver updates the state information at time t1k +τ 1→2

k (τ 1
k and

τ 1→2
k are the same), as illustrated in Fig. 5.2d. Thus, in the interval [t1k , t1k + τ 1→2

k )

the broadcasted state xb,1 has different values in the two nodes and consequently
the error e1 considered in Agent 1 differs from the error affecting the dynamics of
Agent 2.

Note that Agent 2 does not monitor e1 since it only knows the state of Agent 1
at event times. It is drawn in the figure to clarify the difference between the two
protocols.

The performance of both protocols is analyzed next. We first assume that perfect
decoupling (�i j = 0) can be achieved, since the analysis is simplified and moreover,
upper bounds on the delay and packet losses can be derived for each agent, giving
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less conservative results, as already discussed in Remark 4.2. The results for the
general case when the matching condition does not hold are derived afterwards. For
simplicity, Assumption 4.1 applies (diagonalization of AK ,i ).

The focus of the analysis is on constant trigger functions, since they allow to derive
analytical expressions for the delay. However, a positive upper bound on the delay
can also be derived for time-dependent trigger functions and the proof can be found
in the Chap.8. The obtained expression can be solved for some given parameters to
provide a numerical solution.

5.3.2 Performance Analysis for Perfect Decoupling

Wefirstly investigate the performanceof the event-based controlwith constant thresh-
old obtained by using WfA protocol. After that, we extend these results to the situ-
ation which uses UwR. Finally, we discuss an extension to time-dependent trigger
functions.

Properties of Event-Triggered Control Using WfA Protocol

Let us consider trigger functions (4.26) with c1 = 0 and c0 > 0, that is

fi (ei (t)) = ‖ei (t)‖ − c0, c0 > 0. (5.3)

Let us first assume that the communication can only experience delays but no packet
dropouts.

Communication with delays

Proposition 5.1 Let us consider trigger functions of the form (5.3) and the WfA
protocol. If Assumption 5.1 holds, the error of any subsystem i is upper bounded by
‖ei (t)‖ < 2c0.

Proof Assume that the last event occurred at time t i
k and that the maximum trans-

mission delay to its neighbors is τ̄ i
k . It follows that

‖
∫ t i

k+τ̄ i
k

t i
k

ėi (s)ds‖ = ‖ei (t
i
k + τ̄ i

k) − ei (t
i
k)‖ < c0, (5.4)

has to be satisfied (see (5.3)) because no event is generated in the time interval
[t i

k, t i
k+1) from Assumption 5.1. Since an event has occurred at time t i

k , ‖ei (t i
k)‖ = c0

holds and, from (5.4) it holds ‖ei (t i
k + τ̄ i

k)‖ < 2c0, which is valid for any time t . �

The previous result allows stating the next theorem. An analytical upper bound
on the delay is derived, which is also the lower bound on the inter-event time, while
the convergence of xi (t) to a region around the equilibrium is guaranteed.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_8
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Theorem 5.1 If the network delay is upper bounded by

(τ �)i = c0
‖AK ,i ‖κ(Vi )‖xi (0)‖+μi

(
1+ ‖AK ,i ‖κ(Vi )

|λmax (AK ,i )|
)
2c0

, (5.5)

where μi = ‖Bi Ki‖+∑ j∈Ni
‖Bi Li j‖, and λmax (AK ,i ) and κ(Vi ) are defined accord-

ing to (4.4) and (4.3), respectively, then any broadcasted state xb,i of any subsystem
i ∈ 1, . . . , N is successfully received by the neighbors j ∈ Ni before a new event
occurs, and the inter-event time is lower bounded ti

k+1 − t i
k ≥ (τ �)i .

Moreover, for all initial conditions xi (0) and t > 0 it holds

‖xi (t)‖ ≤ κ(Vi )

(
μi2c0

|λmax (AK ,i )|
+ e−|λmax (AK ,i )|t

(
‖xi (0)‖ − μi2c0

|λmax (AK ,i )|

))
. (5.6)

Proof In order to prove the theorem, let us assume that Assumption 5.1 holds.
The analysiswill derive an upper bound for the delaywhich preserves this assump-

tion. The error in the time interval [t i
k, t i

k + τ̄ i
k) is given by

ei (t
i
k + τ̄ i

k) − ei (t
i
k) = xi (t

i
k) − xi (t

i
k + τ̄ i

k),

since the broadcasted state xb,i is not updated in any agent before the time instance
t i
k + τ̄ i

k according to the WfA protocol, so that xb,i (t i
k + τ̄ i

k) = xb,i (t i
k) = xi (t i

k−1)

holds. This yields

ei (t
i
k+τ̄ i

k)−ei (t
i
k) = (I −eAK ,i τ̄

i
k
)
xi (t

i
k)+
∫ τ̄ i

k

0
eAK ,i s

⎛
⎝Bi Ki ei (s) + Bi

∑
j∈Ni

Li j e j (s)

⎞
⎠ ds,

based on which the upper bound for the delay τ̄ i
k can be derived as

(τ �)i
k = arg min

τ̄ i
k ≥0

{
‖(I − eAK ,i τ̄

i
k
)
xi (t

i
k)

+
∫ τ̄ i

k

0
eAK ,i s

(
Bi Ki ei (s) + Bi

∑
j∈Ni

Li j e j (s)
)
ds‖ = c0

⎫⎬
⎭ .

Note that this bound depends on xi (t i
k). In order to guarantee the existence of

the bound for the delay, we need to find an upper bound of the state for any t i
k .

The state at any time is given by xi (t) = eAK ,i t xi (0) + ∫ t
0 eAK ,i (t−s)

(
Bi Ki ei (s) +

Bi
∑

j∈Ni
Li j e j (s)

)
ds. The error is bounded by ‖ei (t)‖ < 2c0,∀i by Proposition

5.1. Thus, a bound on xi (t) can be calculated following the methodology of Chap.4
as (5.6).

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Note that (5.6) is upper bounded by

‖xi (t)‖ ≤ κ(Vi )

(‖Bi Ki‖2c0 + (
∑

j∈Ni
‖Bi Li j‖)2c0

|λmax(AK ,i )| + ‖xi (0)‖
)

, ∀t, (5.7)

if the negative terms are omitted, and using that e−|λmax (AK ,i )|t ≤ 1, ∀t ≥ 0.
In order to derive an upper bound for the delay for any t , we recall that

ėi (t) = −AK ,i xi (t) − Bi Ki ei (t) −
∑
j∈Ni

Bi Li j e j (t)

holds in the interval t ∈ [t i
k−1 + τ̄ i

k−1, t i
k + τ̄ i

k) for any two consecutive events t i
k−1, t i

k ,
and, in particular, it holds in the subinterval [t i

k, t i
k + τ̄ i

k) ⊂ [t i
k−1 + τ̄ i

k−1, t i
k + τ̄ i

k).
Hence, ėi (t) can be bounded as

‖ėi (t)‖ = ‖AK ,i xi (t) + Bi Ki ei (t) +
∑
j∈Ni

Bi Li j e j (t)‖

≤ ‖AK ,i‖‖xi (t)‖ + ‖Bi Ki‖‖ei (t)‖ +
∑
j∈Ni

‖Bi Li j‖‖e j (t)‖. (5.8)

The state xi (t) can be bounded according to (5.7), and for the error it holds that
‖ei (t)‖ < 2c (see Proposition 5.1). Thus, (5.8) can be integrated straightforward in
the interval [t i

k, t i
k + τ̄ i

k), and it yields

‖ei (t
i
k + τ̄ i

k) − ei (t
i
k)‖ ≤

(
‖AK ,i‖κ(Vi )

(‖xi (0)‖

+ (‖Bi Ki ‖+∑ j∈Ni
‖Bi Li j ‖)2c0

|λmax (AK ,i )|
)+ (‖Bi Ki ‖+∑ j∈Ni

‖Bi Li j ‖)2c0

)
τ̄ i

k .

Thus, the delay bound (5.5) for agent i ensures that Assumption 5.1 is not violated,
and this concludes the proof. �

Communication with delays and packet losses. The previous analysis was focused
on the effect of delays exclusively. However, in practice, delays and packet losses
may occur simultaneously.

Corollary 5.1 Assume that the maximum number of consecutive packet losses is
upper bounded by P�

i , and the transmission delay τ i
k is upper bounded by a constant

τ̄ i given by

τ̄ i = (τ �)i

P�
i + 1

, (5.9)

where (τ �)i is given by (5.5). Assume also that the waiting time T i
W of the WfA

protocol is set to τ̄ i . Then, there is a successful broadcast before the occurrence of
a new event and the state of each agent i is bounded by (5.6).
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Proof Assuming that an event was triggered at time t i
k . The accumulated error after

P�
i consecutive packet losses and a transmission delay τ̄ i

k ≤ τ̄ i is

(ei (t
i
k + T i

W ) − ei (t
i
k)) + (ei (t

i
k + 2T i

W ) − ei (t
i
k + T i

W )) + . . .︸ ︷︷ ︸
P�

i times

+ (ei (t
i
k + P�

i T i
W + τ̄ i

k) − ei (t
i
k + P�

i T i
W ))

= ei (t
i
k + P�

i T i
W + τ̄ i

k) − ei (t
i
k). (5.10)

Since P�
i T i

W + τ̄ i
k ≤ P�

i T i
W + τ̄ i = (P�

i +1)τ̄ i = (τ �)i , and (τ �)i is also the minimum
inter-event time for the system, this implies that ‖ei (t i

k + P�
i T i

W + τ̄ i
k)− ei (t i

k)‖ < c0.
Hence, ‖ei (t)‖ < 2c0 holds and so does the bound (5.6). �

Remark 5.1 Note that the maximum number of consecutive packet dropouts P�
i and

the maximum tolerable delay τ̄ i are correlated. A large value of P�
i implies small

values of τ̄ i and vice versa. This way, there is a trade-off between both parameters.

Properties of Event-Triggered Control Using UwR Protocol

In this section we study the UwR protocol, where the main issue is to keep track of
the different versions of the broadcasted states. First, some definitions are introduced
to adapt the previous analysis to this new scenario.

Definition 5.4 Wedenote {t i→ j
k } the set of successful broadcasting times from agent

i to agents j ∈ Ni , and the error

ei→ j (t) = xb,i→ j (t
i→ j
k ) − xi (t), t ∈ [t i→ j

k , t i→ j
k+1 ), (5.11)

where xb,i→ j (t
i→ j
k ) is the last successful broadcasted state from agent i to agent j ,

j ∈ Ni .

With this definition, the dynamics of agent i is given by

ẋi (t) = AK ,i xi (t) + Bi Ki ei (t) +
∑
j∈Ni

Bi Li j e j→i (t) (5.12)

with ei (t) the agent i’s version of the error. We assume that agent i automatically
updates its broadcasted state in its control law and does not need to wait to receive
an acknowledgment of successful receptions from its neighbors. With these prereq-
uisites the following theorem is obtained.

Theorem 5.2 If the network delay is upper bounded by

τ̄ i = (τ �)i

P�
i + 1

, (5.13)
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where P�
i is the maximum number of consecutive packet losses and

(τ �)i = c0
‖AK ,i ‖κ(Vi )‖xi (0)‖+μ̄i

(
1+ ‖AK ,i ‖κ(Vi )

|λmax (AK ,i )|
)
2c0

, (5.14)

with μ̄i = 1
2‖Bi Ki‖+∑ j∈Ni

‖Bi Li j‖, and the waiting time T i
W of the UwR protocol is

set to τ̄ i , then any broadcasted state xb,i is successfully received by all the neighbors
of the subsystem i before a new event occurs. Moreover, the local inter-event times
t i
k+1 − t i

k are lower bounded by (5.14), and for any initial condition xi (0) and for any
t > 0, it holds

‖xi (t)‖ ≤ κ(Vi )

(
μ̄i2c0

|λmax (AK ,i )|
+ e−|λmax (AK ,i )|t

(
‖xi (0)‖ − μ̄i2c0

|λmax (AK ,i )|

))
. (5.15)

Proof According to the UwR protocol, ‖ei (t)‖ ≤ c0 holds and ei (t) �= ei→ j (t), in
general. However, as Assumption 5.1 applies, ‖ei→ j (t

i→ j
k ) − ei (t i

k)‖ < c0 yields
‖ei→ j (t)‖ < 2c0.

Thus, a bound on the state can be derived from (5.12) in a similar way as in
Theorem 5.1 and (5.15) holds. The proof of the first part of the theorem can be
obtained by following the proof of Theorem 5.1, since in the interval [t i

k, t i→ j
k ) the

state information xb,i→ j remains constant in the agent j , so that ėi→ j (t) = −ẋi (t)
holds. If the error ei→ j (t) is integrated in the interval [t i

k, t i→ j
k ) considering that the

state is bounded by (5.15), and that the error is bounded as discussed above, then
(5.14) is derived. Finally, (5.13) can be derived as in Corollary 5.1. �

Remark 5.2 Note that the delay bound for WfA and UwR protocols are different
(see (5.5), (5.14)). Since μ̄i < μi , under the same initial conditions UwR allows
larger delays.

Time-Dependent Trigger Functions

Let us consider trigger functions (4.26) with c0 = 0 and c1 > 0 for simplicity:

fi (t, ei (t)) = ‖ei (t)‖ − c1e−αt , α > 0. (5.16)

The case c0, c1 > 0 is equivalent to having a constant threshold from the analytical
point of view.

The motivation of trigger functions of the form (5.16) has been already discussed.
Besides, in Chap. 4, it has been proved graphically that the inter-event time is lower
bounded if α < |λmax(AK )| (see Sect. 4.5.2).

Hence, under Assumption 5.1, it seems reasonable that is possible to derive an
upper bound on the delay allowing less conservative results.

We next briefly present the obtained results for WfA and UwR protocols. The
proofs have been moved to Chap. 8, since they are derived following similar steps to
the previous results.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_8


5.3 Extension to Non-reliable Network 119

Performance of WfA protocol. A result equivalent to Proposition 5.1 is derived.

Proposition 5.2 Let us consider trigger functions of the form (5.16) and WfA pro-
tocol. If Assumption 5.1 holds, the error of any subsystem i is upper bounded by
‖ei (t)‖ < c1(1+ eατ �

)e−αt , where τ � > 0 is the maximum transmission delay in the
system.

Proof The proof can be found in Chap. 8 on p. 187. �

Note that the value of τ � is unknown. Its existence is assumed, and the following
theorem will prove it, giving the expression to compute it numerically.

Theorem 5.3 Let α < |λmax(AK ,i )|,∀i = 1, . . . , N. If the network delay for any
broadcast in the system (5.1) is upper bounded by

τ � = min{(τ �)i , i = 1, . . . , N } (5.17)

being (τ �)i the solution of

(
k1,i
c1

+ k2,i
c1

(1 + eα(τ �)i
)

)
(τ �)i = e−α(τ �)i

, (5.18)

and

k1,i = ‖AK ,i‖κ(Vi )‖xi (0)‖ (5.19)

k2,i = (‖AK ,i‖κ(Vi )
1

|λmax(AK ,i )| − α
+ 1)μi c1, (5.20)

then any broadcasted state xb,i is successfully received by the neighbors j ∈ Ni before
a new event occurs. Hence, the inter-event times are lower bounded ti

k+1 − t i
k ≥ τ �.

Moreover, for all initial conditions xi (0) and t > 0 it holds

‖xi (t)‖ ≤ κ(Vi )

(
μi c1(1+eατ�

)e−αt

|λmax (AK ,i )|−α
+ e−|λmax (AK ,i )|t

(
‖xi (0)‖ − μi c1(1+eατ�

)e−αt

|λmax (AK ,i )|−α

))
.

(5.21)

Proof The proof can be found in Chap. 8 on p. 188. �

Performance of UwR protocol. Under this protocol, the system dynamics is given
by (5.12). Note that equivalently to the results for constant threshold, it holds that
‖ei (t)‖ ≤ c1e−αt and ‖ei→ j (t)‖ < c1(1 + eατ �

)e−αt , where τ � > 0 is the upper
bound on the delay derived in the next theorem.

Theorem 5.4 Let α < |λmax(AK ,i )|,∀i = 1, . . . , N. If the network delay for any
broadcast in the system (5.1) is upper bounded by

τ � = min{(τ �)i , i = 1, . . . , N } (5.22)

http://dx.doi.org/10.1007/978-3-319-34081-4_8
http://dx.doi.org/10.1007/978-3-319-34081-4_8
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being (τ �)i the solution of

(k1,i
c1

+ k2,i
c1

+ k3,i
c1

(
1 + eα(τ �)i ))

(τ �)i = e−α(τ �)i
, (5.23)

and

k1,i = ‖AK ,i‖κ(Vi )‖xi (0)‖ (5.24)

k2,i = ‖Bi Ki‖
(
1 + κ(Vi )‖AK ,i‖

|λmax (AK ,i )| − α

)
c1 (5.25)

k3,i =
∑
j∈Ni

‖Bi Li j‖
(
1 + κ(Vi )‖AK ,i‖

|λmax (AK ,i )| − α

)
c1, (5.26)

then any broadcasted state xb,i is successfully received by the neighbors j ∈ Ni before
a new event occurs. Hence, the inter-event times are lower bounded ti

k+1 − t i
k ≥ τ �.

Moreover, for all initial conditions xi (0) and t > 0 it holds

‖xi (t)‖ ≤ κ(Vi )

(
μ̄i (τ

�)c1e−αt

|λmax (AK ,i )|−α
+ e−|λmax (AK ,i )|t

(
‖xi (0)‖ − μ̄i (τ

�)c1e−αt

|λmax (AK ,i )|−α

))
,

(5.27)
where μ̄i (τ

�) = ‖Bi Ki‖ +∑ j∈Ni
‖Bi Li j‖(1 + eατ �

).

Proof The proof can be found in Chap. 8 on p. 188. �

Note that trigger functions (5.16) ensures the asymptotic convergence to the origin
while guaranteeing a lower bound for the minimum inter-event time if the delay
is below τ �. This cannot be achieved if the triggering conditions are of the form
‖ei (t)‖ ≤ σi‖xi (t)‖, as pointed out in [WL11].

Example 5.3 Let us consider the chain of inverted pendulums of Fig. 4.5 and the
control design described in Sect. 4.5.3. This example illustrates the influence of the
parameters of the trigger functions on the upper bound on the delay.

Table5.1 shows the most conservative computed delay among the subsystems in
the network for different values of c0 in trigger functions (5.3) and for WfA and
UwR protocols. Note that the difference between the value of (τ �)i given by the two
protocols increases with c0 and that the UwR protocol always allows larger (less
conservative) values on the delay.

Trigger functions (5.16) depend on two parameters c1 and α. Figure5.3 depicts
the bounds on the delay for a set of values of c1 ∈ [0.1, 1] and α ∈ [0.1, 0.95] so

Table 5.1 Delays bounds (5.5) and (5.14) for different values of c0 and forWfA andUwRprotocols

c0 (ms) 0.01 0.02 0.05 0.1

(τ �)i
WfA 0.347 0.613 1.140 1.624

(τ �)i
UwR 0.363 0.666 1.329 2.054

http://dx.doi.org/10.1007/978-3-319-34081-4_8
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Fig. 5.3 Influence of c1 andα on the delay bound (5.17) (left) and (5.22) (right). The case c1 = 0.5,
α = 0.8 are 1.53 and 3.57 ms, respectively

that α < |λmax (AK )| = 1 is satisfied. The figure on the left shows the results for
the WfA protocol (solution of (5.18)), and the one on the right for UwR (solution
of (5.23)). Observe that τ � is always greater when the transmissions are ruled by the
UwR protocol.

If the solutions given for constant trigger functions and time-dependent trigger
functions are compared, it can be noticed that the results are better in the second
case. Furthermore, if we take the values of the parameters used in Sect. 4.5.3, con-
stant thresholds (c0 = 0.02) gives values of τ � around 0.6 ms, whereas for the
exponential threshold (c1 = 0.5 and α = 0.8), τ � is three (WfA) and five times
(UwR) greater. It can be concluded that time-dependent trigger functions are a bet-
ter choice because they provide asymptotic convergence and they also allow longer
delays in the network.

5.3.3 Performance Analysis for Non Perfect Decoupling

If perfect decoupling cannot be assumed, the formulation changes. In order to illus-
trate it, let us consider an ideal network first. As it has been shown in Chap.4, the
dynamics of each agent can be rewritten in terms of the error as

ẋi (t) = AK ,i xi (t) + Bi Ki ei (t) +
∑
j∈Ni

(
�i j x j (t) + Bi Li j e j (t)

)
.

Note that if �i j �= 0, the dynamics of ẋi (t) explicitly depends on x j (t), ∀ j ∈ Ni .
Thus, ‖xi (t)‖ cannot be upper bounded if ‖x j (t)‖ is not. But at the same time, the
dynamics of x j (t) depends on the neighborhood, and then there is a vicious circle.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Hence, one possible solution to this problem is to treat it as in Chap.4, and rewrite
the equations in terms of the overall system state and error as

ẋ(t) = (AK + �)x(t) + BK e(t), (5.28)

where all the matrices and vectors are defined in (4.18)–(4.23).
Let us assume that the communication is subject to delays and packet losses.

If the state consistency is preserved, for instance if WfA protocol is considered,
(5.28) holds because the update of broadcasted states is synchronized. Under certain
assumptions on the error bound (e.g., Proposition 5.1), an equivalent analysis to the
perfect decoupling case can be inferred for (5.28). However, if the state consistency
cannot be guaranteed (UwR protocol), a different approach is required to handle the
problem.

For the sake of simplicity,we next show the formulationwhich solves this situation
for constant trigger functions (5.3).

Solving the State Inconsistency

Let us recall the definition of the error (5.11). If perfect decoupling does not hold and
the transmissions over the network are governed by the UwR protocol, the dynamics
of each subsystem is given by

ẋi (t) = AK ,i xi (t) +
∑
j∈Ni

�i j x j (t) + Bi Ki ei (t) +
∑
j∈Ni

Bi Li j e j→i (t). (5.29)

Let us define the following set of matrices

Mi = Bi
(
Li1 Li2 . . . Lii−1 Ki Lii+1 . . . Li N

)
,∀i = 1, . . . , N , (5.30)

with Li j = 0 if j /∈ Ni , and the matrix

M =

⎛
⎜⎜⎜⎝

M1 0 . . . 0
0 M2 . . . 0
...

. . .
...

0 0 . . . MN

⎞
⎟⎟⎟⎠ , (5.31)

where 0 is a n × nN matrix whose elements are all zero.
Denote by

−→e T
i = (eT

1→i eT
2→i . . . eT

i−1→i eT
i eT

i+1→i . . . eT
N→i

)
,∀i = 1, . . . , N , (5.32)

with e j→i = 0 if j /∈ Ni , and

−→e T = (−→e T
1 . . .

−→e T
N

)
. (5.33)

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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With these definitions, the dynamics of the overall system is

ẋ(t) = (AK + �)x(t) + M−→e (t). (5.34)

Lemma 5.1 If Assumption 5.1 holds and trigger functions (5.3) and the UwR pro-
tocol are considered, the error (5.33) is bounded by

‖−→e (t)‖ ≤ c0

√√√√N + 4
N∑

i=1

|Ni | = c̄0. (5.35)

Proof From (5.33) it follows that

‖−→e (t)‖ ≤
√√√√ N∑

i=1

‖ei (t)‖2 +
N∑

i=1

∑
j∈Ni

‖ei→ j (t)‖2.

Under the UwR protocol, ‖ei (t)‖ ≤ c0 and ‖ei→ j (t)‖ < 2c0 hold. It yields

‖−→e (t)‖ <

√√√√ N∑
i=1

c20 +
N∑

i=1

∑
j∈|Ni |

(2c0)2 =
√√√√c20(N + 4

N∑
i=1

|Ni |),

which is equivalent to (5.35). �

The previous result shows that due to the state inconsistency, the bound on
the error increases. For instance, if WfA protocol is used, the error is bounded
by ‖e(t)‖ < 2

√
Nc0, which is a lower upper bound than (5.35). Otherwise, if

the opposite is assumed, it follows that 3
4 N >

∑N
i=1 |Ni | must hold by enforc-

ing c̄0 = c0

√
N + 4

∑N
i=1 |Ni | < 2

√
Nc0. However, this cannot be satisfied for a

connected topology.
Larger upper bounds on the error involve more conservative upper bounds on

the maximum delay. Hence, it can be expected that the analytic results for the state
inconsistency and non-perfect decoupling are more tight. The outcome is enounced
in the next theorem.

Theorem 5.5 If the network delay is upper bounded by

τ � = c0
‖AK +�‖κ(V )‖x(0)‖+μmax

(
1+ ‖AK +�‖κ(V )

|λmax (AK )|−κ(V )‖�‖
)

c̄0
, (5.36)

where μmax = max{‖Mi‖, i = 1, . . . , N }, then any broadcasted state xb,i is suc-
cessfully received by the neighbors j ∈ Ni before a new event occurs. Hence, the
inter-event times are lower bounded ti

k+1 − t i
k ≥ τ �. Moreover, for all initial condi-

tions x(0) and t > 0 it holds
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Table 5.2 Delays for different values of c0 and N

N c0
0.01 0.02 0.05 0.1

10 0.089 0.110 0.191 0.284

20 0.063 0.077 0.129 0.196

50 0.040 0.048 0.080 0.122

100 0.028 0.034 0.057 0.086

200 0.020 0.024 0.040 0.061

‖x(t)‖ ≤ κ(V )

(
μmax c̄0

|λmax (AK ,i )|−κ(V )‖�‖

+e−(|λmax (AK )|−κ(V )‖�‖)t
(

‖x(0)‖ − μmax c̄0

|λmax (AK )|−κ(V )‖�‖

))
. (5.37)

Proof The proof can be found in Chap. 8 on p. 190. �

Example 5.4 In this example we illustrate the conservatism of Theorem 5.5 when
estimating τ �, even though the UwR protocol provides better results for perfect
decoupling.

Let us consider the system specifications of Sect. 4.6.1. The upper bound on the
delay τ � computed according to (5.36) for different values of c0 and N is given in
Table5.2. The values are expressed in milliseconds.

Given that c̄0 depends on N , the tolerable delay is reduced when the number of
agents increases. This fact did not have influence in the case of perfect decoupling.
Moreover, the increase of the dimension of the matrices with N also influences the
bound negatively.

Remark 5.3 The conservatism of (5.36) comes from the fact that the individual
dynamics of the subsystems cannot be decoupled and the system has to be treated
as a whole. However, this does not mean that the system, in practice, cannot tolerate
longer delays, simply just the analytical approach taken only guarantees stability for
τ ≤ τ �.

5.3.4 Simulation Results

Performance

To illustrate the theoretical results, let us consider the system inFig. 4.5with N=4 and
x(0) = (−0.9425 0 1.0472 0 0.6283 0 −1.4137 0)T . The system behavior
is investigated in three situations:

http://dx.doi.org/10.1007/978-3-319-34081-4_8
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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1. Ideal communication channel.
2. Non-ideal network using WfA protocol.
3. Non-ideal network using UwR protocol.

Let us consider static trigger functions. The upper bounds on the delay have been
already computed for WfA and UwR protocols and for different values of the para-
meter c0 and summarized in Table5.1.

Let c0 = 0.05 and adelaygenerated randomlybetween zero and the corresponding
upper bound specified in Table5.1 (1.150 ms forWfA and 1.329 for UwR). The state
of subsystem 2, the events time and the control input u(t) are depicted in Fig. 5.4
for the three situations stated above. The behavior of the subsystem is similar in the
three cases as the effect of delays in the performance is mitigated by means of the
two proposed protocols.

Note that even though the delay does not significantly affect the performance, it
has an impact on the sequence of events. This is an interesting property of event-
based control, because the delay in one transmission affects the occurrence of future
events.

WfA Versus UwR

In order to illustrate the difference between WfA and UwR in more detail, Fig. 5.5
extracts a short time interval showing how the broadcasted state xb,2 of Agent 2 is
used in the system. Since Agent 2 is an inner pendulum, it has two neighbors. For
WfA protocol the three copies of xb,2 (one in Agent 2, one in Agent 1, and the third
in Agent 3) are identical. All the neighbors wait for the last reception (xb,2→3 in
the depicted case) at time t = 1.668 s to update the value of xb (Fig. 5.5a), which

Fig. 5.4 Behavior of the subsystem 2 withWfA (red), UwR (green) protocols, and a ideal network
(blue)
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(a)

(b)

Fig. 5.5 Difference between a WfA and b UwR protocols in updating the state information. Only
the first component of the state is depicted: xb,2 (blue), xb,2→1 (red), and xb,2→3 (green)

is depicted by the green solid line. In contrast, using the UwR protocol (Fig. 5.5b),
whenever an event is triggered in Agent 2, its state is broadcasted and immediately
updated inAgent 2. The neighbors also update as soon as they receive the broadcasted
state. Note that the events times are not the same in the two protocols because the
time of one update affects the generation of future events, as mentioned before.

Time-Dependent Trigger Function

If time-dependent trigger functions of the form (5.16) with parameters c1 = 0.5 and
α = 0.8 are taken, the upper bound on the delay is 1.43 ms (WfA) and 3.57 ms
(UwR), according to Fig. 5.3. Thus, the UwR protocol will be used in this example,
as it provides a less restrictive result.

The performance of the system under the time-dependent trigger functions is
compared with the behavior using the static-trigger functions for (τ �)i = 3.57
ms. The results are shown in Fig. 5.6. The state of agent 2 (x21 , x22 ) is depicted
in Fig. 5.6a, b shows the broadcasted states (xb,21 , xb,22 ). The broadcasted state for
the constant threshold looks like a continuous function due to the high frequency of
events detection, whereas piecewise constant functions are clearly appreciated in the
time-dependent trigger function case.

Note that the number of updates in the broadcasted state (number of events)
decreases with trigger functions (5.16) and the performance around the equilibria is
better with respect to (5.3). Moreover, the minimum and mean inter-event times have
been computed according for these simulation results, resulting in 3.9 and 353 ms,
respectively, for (5.3), and 1.2 ms, which agrees with the results of Table5.1, and
215 ms for (5.16). Hence, the time-dependent trigger functions are an interesting
alternative in non-ideal networks.
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(a)

(b)

Fig. 5.6 Behavior of the agent 2 with trigger functions (5.3) (c0 = 0.05) (green, magenta) and
(5.16) (c1 = 0.5, α = 0.8) (blue, red), with 3.57 ms as upper bound on the delay. a (x21 , x22 ), b
(xb,21 , xb,22 )

5.4 Reducing Actuation in Distributed Control Systems

This section presents a distributed control design where the goal is not only to reduce
communication but also the number of control updates in each node. Note that in
a single control loop the reduction of communication usually implies the reduction
of actuator updates [Tab07, ESDCM07], which does not necessary hold in distrib-
uted systems.

The control law is computed in (4.15) based on the broadcasted states. Thus, u(t)
is a piecewise constant function. Accordingly, the control law of agent i is updated
when an event is triggered by itself or any of its neighbors. This might lead to very
frequent control updates if the number of neighbors was large. However, the change
of the control signal ui (t) might be small due to, e.g., a weak coupling. In this
situation an update of the control signal is generally not needed.

We propose a new control law in which ui (t) is not updated at each broadcasting
event, but when an additional condition is fulfilled. We consider two mechanisms
driven by events. The first one is the transmission of information between nodes
(transmission events), and the second one is the update of the control law (control
update events). Note that the transmission events correspond to the considered events
up to now. The description of both sets of trigger-functions is given next.

5.4.1 Trigger Functions

Transmission Events

The occurrence of a transmission event is defined by trigger functions fx,i which
only depend on local information of agent i and take values in R.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
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The sequence of broadcasting times t i
k are determined recursively by the event

trigger function as
t i
k+1 = inf{t : t > t i

k, fx,i (t) > 0}.

We define the error between the current state xi and the latest broadcasted state xb,i

as
ex,i (t) = xb,i (t) − xi (t), (5.38)

and we consider time-dependent trigger functions defined by

fx,i (t, ex,i (t)) = ‖ex,i (t)‖ − cx,0 − cx,1e−αt , (5.39)

with cx,0 > 0, cx,1 ≥ 0, and α > 0. An event is detected when fx,i (t, ex,i (t)) > 0,
and the error ex,i is reset to zero. Note that the error remains bounded by

‖ex,i (t)‖ ≤ cx,0 + cx,1e−αt . (5.40)

This type of trigger functions has been shown to decrease the number of events while
maintaining a good performance of the system. The case cx,0 = 0 is excluded. The
reason is discussed later. However, the case cx,1 = 0 is admitted leading to static
trigger functions.

Control Update Events

Let us denote the time instants at which the control update of the agent i occurs as
{t i

l }∞l=0,∀i = 1, . . . , N .
The control law is defined for the inter-event time period as

ub,i (t) = Ki xb,i (t
i
l ) +

∑
j∈Ni

Li j xb, j (t
i
l ), t ∈ [t i

l , t i
l+1). (5.41)

In order to determine the occurrence of an event, we define

eu,i (t) = ub,i (t) − ui (t), (5.42)

where ui (t) is given by (4.15). The set of trigger functions is given by

fu,i (eu,i (t)) = ‖eu,i (t)‖ − cu, cu > 0. (5.43)

The sequence of control updates is determined recursively. However, whereas the
transmission events can occur at any time t because xi (t) is a continuous function,
ui (t) in (4.15) is not continuous but piecewise constant and only changes its value
at transmission events. This means that the events on the control update are a subse-
quence of the transmission events.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Denote N̄i = i ∪ Ni and {t N̄i
k } the set {t i

k} ∪ {t j
k }, j ∈ Ni . Thus,

t i
l+1 = inf{t N̄i

k : t N̄i
k > t i

l , fu,i (t
N̄i
k ) > 0}.

Hence, it holds {t i
l } ⊂ {t N̄i

k }.
Example 5.5 An example of the proposed design is given in Fig. 5.7. Assume that
Agent 1 sends and receives information to/from its neighborhood through a network.
At t = t2k it receives a broadcasted state xb,2 from Agent 2. Agent 1 computes u1

according to the new value received. For example, if Agent 2 is its unique neighbor,
u1(t2k ) = K1xb,1(t2k ) + L12xb,2(t2k ) = K1xb,1(t1k−1) + L12xb,2(t2k ), where t1k−1 is
assumed to be the last broadcasting event time for Agent 1. After computing u1,
Agent 1 checks whether the difference between this value and the current control
signal applied exceeds the threshold cu . Since this threshold is not exceeded, it does
not update ub,1. At t = t1k , Agent 1 detects an event because ex,1 reaches the threshold
cx . x1(t1k ) is broadcasted through the network and u1 is computed again. Given that

Fig. 5.7 Illustrative example
of transmission and control
update events between a
system compound of two
agents
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‖eu,1‖ < cu , ub,1 is not modified. Finally, a new event occurs at t = t1k+1 resulting
in a broadcast and a control update since ‖eu,1‖ ≥ cu . Note that ub,1(t) = u1(t)
(eu,1 = 0) for t < t2k and t ≥ t1k+1 but this does not hold in the meantime.

5.4.2 Performance Analysis

The dynamics of the subsystems (4.14) with control law (5.41) is

ẋi (t) = Ai xi (t) + Bi ub,i (t) +
∑
j∈Ni

Hi j x j (t).

It can be rewritten in terms of the errors ex,i (t) and eu,i (t) handled by the trigger
functions (5.39) and (5.43). respectively, as

ẋi (t) = AK ,i xi (t) +
∑
j∈Ni

�i j x j (t) + Bi Ki ex,i (t) + Bi

∑
j∈Ni

Li j ex, j (t) + Bi eu,i (t).

Let us define the stack vectors

eT
x = (eT

x,1 . . . eT
x,N

)
eT

u = (eT
u,1 . . . eT

u,N

)
, (5.44)

and consider the usual definitions for x(t) and the matrices AK , B, K , and � given
in (4.18).

Accordingly, the overall system dynamics is given by

ẋ(t) = (AK + �)x(t) + BK ex (t) + Beu(t). (5.45)

As the broadcasted states xb,i remain constant between consecutive events, the
dynamics of the state error in each interval are given by

ėx (t) = −(AK + �)x(t) − BK ex (t) − Beu(t). (5.46)

The state error of the overall system is bounded by

‖ex (t)‖ ≤ √
N (cx,0 + cx,1e−αt )

according to (5.40). However, eu(t) is not strictly bounded by cu because ui (t) is not
a continuous function but piecewise constant.

The following assumption let us establish a bound on the control error.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Assumption 5.2 The occurrence of simultaneous transmission events in any neigh-
borhood N̄i is not allowed, i.e., two neighboring nodes cannot transmit at the same
instance of time.

The previous assumption seems reasonable from the network protocol perspec-
tive. Assumption 5.2 might induce delays in the case where two nodes attempted
to transmit at the same time. However, we assume that this delay is negligible in
this section. The effect of delays and packet losses on event-triggered control of dis-
tributed control systems has been already studied in Sect. 5.3. Hence, similar results
could be inferred assuming that the induced delay were at most the bound derived
for the transmission delay in the cited section.

Moreover, in case that two broadcasted states were received by one agent, it could
enqueue the data and do the computation of the control law sequentially.

Lemma 5.2 If Assumption 5.2 holds, the control error of the subsystem i is bounded
by

‖eu,i (t)‖ ≤ c̄u,i (t), (5.47)

with
c̄u,i (t) = cu + (cx,0 + cx,1e−αt ) · max{‖Ki‖, ‖Li j‖ : j ∈ Ni }.

Proof Assume that the last broadcasting event on the subsystem i occurred at t = t N̄i
k ,

meaning that its own events and the neighbors’ are included. If this last event does not

yield a control update it means that ‖eu,i (t
N̄i
k )‖ < cu . Assume that at t = t N̄i

k+1 there
is a new broadcast in N̄i which triggers a control event. There are two possibilities:

• The subsystem i triggers the event. Thus,

‖eu,i (t
N̄i
k+1)‖ = ‖eu,i (t

N̄i
k ) + ui (t

N̄i
k ) − ui (t

N̄i
k+1)‖

= ‖eu,i (t
N̄i
k ) + Ki (xb,i (t

N̄i
k ) − xb,i (t

N̄i
k+1))‖

≤ ‖eu,i (t
N̄i
k )‖ + ‖Ki‖‖xb,i (t

N̄i
k ) − xb,i (t

N̄i
k+1)‖,

that is upper bounded by

‖eu,i (t
N̄i
k+1)‖ ≤ cu + ‖Ki‖(cx,0 + cx,1e−αt

N̄i
k+1).

• The event has been triggered for any neighbor j ∈ Ni , it yields

‖eu,i (t
N̄i
k+1)‖ = ‖eu,i (t

N̄i
k ) + Li j (xb, j (t

N̄i
k ) − xb, j (t

N̄i
k+1))‖

≤ cu + ‖Li j‖(cx,0 + cx,1e−αt
N̄i
k+1).

Since this holds for all t , and if the worst case is considered, it yields (5.47).

�
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Lemma 5.3 If Assumption 5.2 holds, the control error of the overall system is
bounded by

‖eu(t)‖ ≤ √
N (cu + ‖μ(K )‖max(cx,0 + cx,1e−αt )) = c̄u(t), (5.48)

where

μ(K ) =

⎛
⎜⎜⎜⎝

‖K1‖ ‖L12‖ · · · ‖L1N ‖
‖L21‖ ‖K2‖ · · · ‖L2N ‖

...
...

. . .
...

‖L N1‖ ‖L N2‖ · · · ‖KN ‖

⎞
⎟⎟⎟⎠ , (5.49)

and ‖ · ‖max denotes the entry-wise max norm of a matrix.

Proof From (5.44) and (5.47) it follows that

‖eu(t)‖ ≤
√√√√ N∑

i=1

‖eu,i‖2(t) ≤
√√√√ N∑

i=1

c̄2u,i (t) ≤
√

N (max{c̄u,i (t)})2,

which is equivalent to (5.48). �

Remark 5.4 Note that, although constant trigger functions are defined for the update
of the control actions, the effective bound on the control input is time variant due to
the trigger mechanism applied on the state error.

Main Result

Assume that Assumptions 4.1 and 4.2 hold. Thus, the following result can be stated.

Theorem 5.6 Consider the interconnected linear system (5.45). If trigger functions
(5.39) are used to broadcast the state with 0 < α < |λmax (AK )| − κ(V )‖�‖, and
trigger functions (5.43) for the control update, then, for all initial conditions x(0)
and t ≥ 0, it follows that

‖x(t)‖ ≤σ1 + (κ(V )‖x(0)‖ − σ1 − σ2)e
−(|λmax (AK )|−κ(V )‖�‖)t + σ2e−αt , (5.50)

where

σ1 = κ(V )
√

N
(‖BK‖ + ‖B‖‖μ(K )‖max)cx,0 + ‖B‖cu

|λmax (AK )| − κ(V )‖�‖ (5.51)

σ2 = κ(V )
√

N
(‖BK‖ + ‖B‖‖μ(K )‖max)cx,1

|λmax (AK )| − κ(V )‖�‖ − α
. (5.52)

Furthermore, the system does not exhibit Zeno behavior, being the lower bound for
the inter-execution times

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Tx,min = cx,0

γ1 + √
N (γ2 + γ3 + γ4)

, (5.53)

where

γ1 = κ(V )‖x(0)‖‖AK + �‖
γ2 = (‖BK‖ + ‖B‖‖μ(K )‖max)cx,0

(
1 + κ(V )‖AK +�‖

|λmax (AK )|−κ(V )‖�‖
)

γ3 = (‖BK‖ + ‖B‖‖μ(K )‖max)cx,1
(
1 + κ(V )‖AK +�‖

|λmax (AK )|−κ(V )‖�‖−α

)

γ4 = ‖B‖cu
(
1 + κ(V )‖AK +�‖

|λmax (AK )|−κ(V )‖�‖
)
.

Proof The proof can be found in the Chap. 8 on p. 191. �

The lower bound found for the inter-event times (see (5.53)) is strictly positive
since cx,0 > 0.

Discussion

The previous analysis is based on two sets of trigger functions to detect transmission
and control updates events. One concern that can be raised is how the values of the
parameters of these trigger functions can be selected or if there is any relationship
between them.

Let us first assume the case cx,1 = 0 yielding to static trigger functions. It follows
that ‖ex,i (t)‖ ≤ cx,0 and ‖eu,i (t)‖ ≤ cu + cx,0 · max{‖Ki‖, ‖Li j‖ : j ∈ Ni } ∀t ≥ 0,
according to (5.40) and (5.47), respectively.

Assume that the last control update event occurred at t = t∗ and denote the number
of transmission events between t∗ and the next broadcast as ne. A lower bound for
ne can be derived following the ideas of Lemma 5.2:

‖eu,i (t) − eu,i (t
∗)‖ = ‖eu,i (t)‖ ≤

ne∑
k=1

cx,0 · max{‖Ki‖, ‖Li j‖ : j ∈ Ni }

= necx,0max{‖Ki‖, ‖Li j‖ : j ∈ Ni }

and the next control update event will not be triggered before

‖eu,i‖ = cu ≤ cu + cx,0max{‖Ki‖, ‖Li j‖ : j ∈ Ni }.

Thus,

ni
e ≥ cu

cx,0max{‖Ki‖, ‖Li j‖ : j ∈ Ni } . (5.54)

Equation (5.54) shows the trade-off between cu and cx,0 and gives insights on how
one of these parameters should be chosen according to the other one.

http://dx.doi.org/10.1007/978-3-319-34081-4_8
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Moreover, (5.54) can be translated into a relationship between the inter-execution
times of the control law (5.41), denoted T i

u,min , and theminimum broadcasting period
(5.53). It holds that

T i
u,min ≥ ni

eTx,min ≥ cu

(γ1 + √
N (γ2 + γ4))max{‖Ki‖, ‖Li j‖ : j ∈ Ni }

.

Note that γ3 = 0 because we are analyzing the case cx,1 = 0. Let Tu,min be Tu,min =
min{T i

u,min}. It yields

Tu,min ≥ cu

(γ1 + √
N (γ2 + γ4))‖μ(K )‖max

.

Hence, cx,0 and cu can be chosen to meet some constraints on Tx,min and Tu,min .
In the design of Sect. 5.4.1 the case cx,0 = 0 was excluded and the reason is given

next.Assume that cx,0 = 0.Thus, following the steps of the previous case,‖eu,i (t)‖ ≤
necx,1e−αt∗

max{‖Ki‖, ‖Li j‖ : j ∈ Ni }, where ne is the number of broadcasting
events and t∗ the time of the last control update event. Moreover, the next event is
not triggered before ‖eu,i‖ reaches the threshold cu . In this case, it holds that

ne ≥ cu

cx,1e−αt∗max{‖Ki‖, ‖Li j‖ : j ∈ Ni } . (5.55)

Note that the lower bound for ne in (5.55) goes to infinity when t∗ → ∞, which
means that when the time values are large, many transmission events are required to
trigger a new control update and may lead to small inter-event times. One possible
solution is to accommodate the threshold cu to the decreasing bound on the state
cx,1e−αt .

5.4.3 Simulation Results

System Topology

Let us consider the system presented in Sect. 4.5.3 but with a different topology.
Specifically, the mesh of inverted pendulums is depicted in Fig. 5.8. The dynamics of
the subsystem change in this scheme, and three types of agents can be distinguished:
the ones in the corners with two neighbors, the ones in the borders (excluding the cor-
ners) with three neighbors, and the inner pendulums with four nodes to communicate
with. Moreover, movement is assumed to be in the XY plane.

Each subsystem can be described as

ẋi =
(

Ai 0
0 Ai

)
xi +

(
Bi 0
0 Bi

)
ui +

∑
j∈Ni

(
Hi j 0
0 Hi j

)
x j ,

http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Fig. 5.8 Scheme of the
coupled pendulums mesh

N 

N 

Fig. 5.9 xi1 (θx ) and
xi3 (θy)for a 6 × 6 mesh of
inverted pendulums

where

Ai =
(

0 1
g
l − |Ni |k

ml2 0

)
, Bi =

(
0
1

ml2

)
, Hi j =

(
0 0
k

ml2 0

)
,

and xi = (xi1 xi2 xi3 xi4)
T , ui = (ui1 ui2)

T .
The feedback gains Ki are designed to place the poles at {−2,−2,−1,−1}. The

decoupling gains are designed to decouple the system with uncertainties bounded by
κ(Vi )‖�i j‖ < 0.35|λmax (AK ,i )|.
Performance

Figure5.9 shows the output of the system in a 3D space for a mesh of 6 × 6 pendu-
lums. The coordinates in the XY plane over time are plotted. Trigger functions with
cx,0 = 0.02, cx,1 = 0.5,α = 0.6, and cu = 0.1 are considered.

Let us focus on one particular subsystem, for example the agent (2, 2) (second
row, second column). The state and the control signals are illustrated in Fig. 5.10.
The number of broadcasting events in all the neighborhood of this particular agent,
which has four neighbors, is 170, while the number of control updates in the agent



136 5 Extensions and Improvements of the Distributed Event-Based Control

Fig. 5.10 State (above) and control signals (below) for agent (2, 2) with cx = 0.02 + 0.5e−0.6t ,
cu = 0.1

Table 5.3 Average
broadcasting period variations
with N

N × N 16 36 64 81 100

T̄x 0.5422 0.5202 0.4813 0.4676 0.4765

(2, 2) is 90, so that 47% of the transmissions do not end into a control update because
the threshold cu is not reached.

If this experiment is repeated for the case in which trigger functions (5.43) are
not considered (Chap.4 approach), the number of broadcasting events in the neigh-
borhood of (2, 2) is 140, which is equal to the number of control updates.

Thus, as expected, the proposed design with trigger functions (5.43) might cause
an increase of network transmissions, in this case 21% while saving almost half of
the changes on the control signal.

Moreover, if we compute the average broadcasting period for the entire network
as T̄x = N 2tsim

No. events it yields 0.5202s for the first case and 0.5954s for the case without
using the event-triggered control update.Hence, for the overall network the difference
is not relevant. These results are extended for different values of N in Table5.3. Note
that the variations of the average period with the number of agents are not significant.

The influence of the parameter cu for given parameters cx,0 = 0.02, cx,1 = 0.5,
and α = 0.6 can be analyzed and the results are illustrated in Table5.4. For a mesh
of 6 × 6 subsystems the following values are computed for each value of cu and
simulation time t = 15 s:

• Average number of transmissions through the network defined as n̄x =
∑N2

i=1 |{t i
k }|

N 2

|Ni |, where |{t i
k}| is the cardinality of the set {t i

k} and |Ni | is the average for the
number of neighboring agents.

• Average number of control updates defined as n̄u =
∑N2

i=1 |{t i
l }|

N 2 .

Note that the best choice of cu, cx,0, and cx,1 depends on the implementation costs
of the communication and actuation processes, and the required values for the lower

http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Table 5.4 Average
transmission and control
update events with cu

cu 0.02 0.05 0.1 0.2

n̄x 86.20 83.98 95.46 181.48

n̄u 93.11 75.00 67.28 57.58

bounds on the transmission and control update inter-event times. For this particular
example, it can be said that a value cu ∈ [0.05, 0.1] would be a good option because
the decrease of the control events is notable while the increase in communication
events is assumable. If cu = 0.02 all broadcasting events lead into a control update
(n̄u is actually larger than n̄x , but this is due to the error induced by the statistical
treatment of data).

5.5 Model-Based Design

Model-based event-triggered control has been shown to reduce the amount of com-
munication in a control loop [LL10]. Ideally, if the plant is stable, there are not model
uncertainties or external disturbances, the control input u(t) can be determined in
a feedforward manner and no communication over the feedback link is necessary
[Leh11].

The distributed approach presented in this section shows that if the model uncer-
tainty fulfills a certain condition, the model-based approach gives larger minimum
inter-event times than the zero-order hold approach of Chap.4. We assume that each
agent has knowledge of the dynamics of its neighborhood.

In particular, let us define the model-based control law for each agent as

ui (t) = Ki x̂i (t) +
∑
j∈Ni

Li j x̂ j (t), (5.56)

where x̂i now represents the state estimation of xi given by the model ( Âi , B̂i ) of
each agent, and ÂK ,i = Âi + B̂i Ki . Let us define ÂK = diag( ÂK ,1, . . . , ÂK ,n).

The error ei (t) is redefined as

ei (t) = x̂i (t) − xi (t), (5.57)

and is reset at events’ occurrence. In particular, x̂i (t) is computed in the inter-event
times as

x̂i (t) = eÂK ,i (t−t i
k )xi (t

i
k), ∀t ∈ [t i

k, t i
k+1). (5.58)

Note that (5.58) does not include the coupling effect since the decoupling gains Li j

are designed to compensate the model of the interconnections Hi j . Thus, if �i j �= 0
it is because these interconnections are partially unknown or perfect decoupling may
not be possible due to, e.g., the matrix Bi not having full rank.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Therefore, each agent i has a model of its dynamics and of its neighborhood Ni .
Based on this model, it estimates its state denoted as x̂i (t) to compute ui (t) in (5.56).
This idea is illustrated in Fig. 5.11. Note that this is an extension of the model-based
controller depicted in Fig. 1.8. In the distributed approach the controller C has Ni +1
inputs and one output. A block that represents the model of one subsystem is reset
when a new broadcasted state is received.

When the state estimation x̂i (t) differs a given quantity from xi (t), which depends
on the trigger function, a new event is generated and the estimation is reset to the new
measured state. For instance, x̂i might deviate from xi due to model uncertainties on
AK ,i , disturbances, and the effect of the non-perfect decoupling. Furthermore, the
agent i broadcasts the new measurement to its neighbors, which also update their
estimations according to the new value received from agent i .

Figure5.12 shows an example of the previous idea. In previous sections, the
control law of each agent i was computed based on the broadcasted measurements
and it was a piecewise constant function.Now, the control is computed using amodel-
based approach in the inter-event times and is reset when a new event is triggered.

Fig. 5.11 Model-based
control scheme for the node i

Fig. 5.12 Comparison of
model-based event-triggered
control and Chap.4 approach

http://dx.doi.org/10.1007/978-3-319-34081-4_1
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Remark 5.5 Note that x̂i (t) is used instead of xi (t) in the control law (5.56) in order
to preserve the property that the agent i and all its neighbors have the same version of
ei (t). Alternatively, (4.24) can be redefined to dealwith the aforementioned approach.

5.5.1 Main Result

If we consider the trigger function defined in (4.26) and for the new error defined in
(5.57), the state will be also bounded by (4.39). However, the lower bound for the
inter-event time will have a different expression.

Definition 5.5 Let us define

Ā := Â − A

B̄ := B̂ − B

ĀK := ÂK − AK = Ā + B̄ K , (5.59)

i.e., the model uncertainty of the overall system without interconnections.

Assumption 5.3 We assume that the values of c0 and c1 and the initial conditions
x(0) satisfy the following constraint:

√
N (c0 + c1)

‖x(0)‖ + ‖BK‖√Nc0
λ�

+ ‖BK‖√Nc1
λ�−α

< κ(V )
‖AK + �‖ − ‖ ĀK ‖ − ‖�‖

‖ ÂK ‖ , (5.60)

where λ� = |λmax (AK )| − κ(V )‖�‖.
Remark 5.6 Equation (5.60) is feasible only if the right hand side is strictly positive,
since c0 + c1 > 0. This gives a maximum value of the model uncertainty for a given
bound on the norm of the coupling terms matrix or vice versa.

Theorem 5.7 If Assumption 5.3 holds, the lower bound of the broadcasting period
for the system (4.24), under the control law (5.56), and with triggering functions
(4.26), 0 < α < |λmax(AK )| − κ(V )‖�‖, is greater than (4.40).

Proof Define the overall system state estimation as x̂ = (x̂ T
1 , . . . , x̂ T

N )T . Let’s prove
that the bound for the inter-events time is larger in the model-based approach.

If the last event occurred at t∗, the error in the inter-event time is ‖ei (t)‖ ≤∫ t
t∗ ‖ėi (s)‖ds. In this interval, it also holds that

‖ėi (t)‖ = ‖ ˙̂xi (t) − ẋi (t)‖ ≤ ‖ ˙̂x(t) − ẋ(t)‖.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Observe that

˙̂x(t) − ẋ(t) = ÂK x̂(t) − ((AK + �)x(t) + BK e(t)
)

= ( ĀK − �)x(t) + ( ÂK − BK )e(t).

Then

‖ėi (t)‖ ≤ ‖ ĀK − �‖‖x(t)‖ + ‖ ÂK − BK‖‖e(t)‖
≤ ‖ ĀK − �‖‖x(t)‖ + ‖ ÂK − BK‖√N (c0 + c1e−αt ) (5.61)

Assume that c0, c1 �= 0. It holds that c0 + c1e−αt ≤ c0 + c1e−αt∗
. As already stated,

the bound on the state of Theorem 4.2 holds, and can be upper bounded as

‖x(t)‖ ≤ κ(V )
(‖x(0)‖e−λ�t + ‖BK‖√Nc0

λ�
+ ‖BK‖√Nc1

λ�−α
e−αt
)
.

Moreover, it holds that ‖ ĀK − �‖ ≤ ‖ ĀK ‖ + ‖�‖. Thus, the error

‖ei (t)‖ ≤
t∫

t∗
‖ė(s)‖ds ≤

(
(‖ ĀK ‖ + ‖�‖)κ(V )

(‖x(0)‖e−λ�t∗ + ‖BK‖√Nc0
λ�

+ ‖BK‖√Nc1
λ�−α

e−αt∗)+ ‖ ÂK − BK‖√N (c0 + c1e−αt∗
)
)
(t − t∗), (5.62)

It follows that ‖ei (t)‖ ≤ (k̂�,1 + k̂�,2 + k̂�,3)(t − t∗), where

k̂�,1 = κ(V )‖x(0)‖(‖ ĀK ‖ + ‖�‖)
k̂�,2 = (κ(V )(‖ ĀK ‖+‖�‖)‖BK‖

λ�−α
+ ‖ ÂK − BK‖)√Nc1

k̂�,3 = (κ(V )(‖ ĀK ‖+‖�‖)‖BK‖
λ�

+ ‖ ÂK − BK‖)√Nc0. (5.63)

The next event will not occur before ‖ei (t)‖ = c0 + c1e−αt ≥ c0. This condition
gives a lower bound for the broadcasting period

T̂�,min = c0

k̂�,1 + k̂�,2 + k̂�,3

, (5.64)

that is larger than the lower bound in (4.40) if k̂�,1+ k̂�,2+ k̂�,3 < k�,1+k�,2+k�,3,
which is equivalent to

(‖ ÂK − BK‖ − ‖BK‖)√N (c0 + c1) < (‖AK + �‖ − ‖ ĀK ‖ − ‖�‖)
(
‖x(0)‖

+ ‖BK‖√Nc0
λ�

+ ‖BK‖√Nc1
λ�−α

)
,

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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After some manipulations

√
N (c0 + c1)

‖x(0)‖ + ‖BK‖√Nc0
λ�

+ ‖BK‖√Nc1
λ�−α

< κ(V )
‖AK + �‖ − ‖ ĀK ‖ − ‖�‖

‖ ÂK − BK‖ − ‖BK‖ . (5.65)

The denominator on the right hand side can be bounded as:

‖ ÂK − BK‖ − ‖BK‖ ≤ ‖ ÂK ‖ + ‖BK‖ − ‖BK‖ = ‖ ÂK ‖.

Then if Assumption 5.3 holds, (5.65) is fulfilled. Thus, the lower bound for the
broadcasting period is larger for the model-based approach. �

Remark 5.7 Note that in (5.65) it holds that ‖AK + �‖ − ‖ ĀK ‖ − ‖�‖ ≤ ‖AK ‖ −
‖ ĀK ‖. Thus, if ‖ ĀK ‖ ≈ 0, the right hand side of (5.65) can be approximated to
κ(V ).

Example 5.6 Let us consider a system consisting of N identical subsystems whose
closed loop eigenvalues are {−1,−2}. Thus, |λmax(AK )| = 1. Assume that the
coupling can be bounded as κ(V )‖�‖ ≤ 0.1|λmax (AK )| and that the parameters of
the trigger functions are chosen so that

c0 = 0.01|λmax (AK )|, c0 = 0.5|λmax (AK )|, α = 0.8|λmax (AK )|.

This yields c0/λ� = 0.011, c1/(λ� − α) = 5.
Thus, the left hand side of (5.65) is 0.51|λmax (AK )|/κ(V )(5.01

√
N‖BK‖ +

‖x(0)‖). If we approximate ‖ ÂK ‖ � ‖AK ‖, the constraint to the model uncertainty
is

‖ ĀK ‖ ≤ ‖ ÂK ‖
(
1 − 0.51

|λmax (AK )|
κ(V )(5.01

√
N‖BK‖ + ‖x(0)‖)

)
. (5.66)

The first constraint for the feasibility of (5.66) is that the right hand side is posi-
tive, which imposes some conditions on the initial values. Then, for given values of
κ(V ), ‖BK‖, ‖x(0)‖ and ÂK , the upper bound on ‖ ĀK ‖ can be computed.

5.5.2 Simulation Results

Next, the performance of the model-based approach is demonstrated and compared
to the results of Sect. 4.5.3. Let us consider trigger functions fi (t, ei (t)) = 0.02 +
0.5e−0.8t . Figure5.13 compares the output of agent 1 of a chain of four inverted
pendulums.Observe that, for this case, themodel-based approach reduces the number
of events in more than a third (from 23 (in red) to 9 (in blue)). Note that the control
law is not a constant piecewise function.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Fig. 5.13 Simulation result with trigger functions (4.26) for the design of Chap.4 (red) and the
distributedmodel-based control (blue). The dashed line (magenta) represents the piecewise function
x̂1,1

Table 5.5 Inter-event times for different N

N (s) 10 50 100 150 200

Trigger condition {T i
k }min 0.053 0.031 0.015 0.019 0.009

Equation (4.26), Chap.4 {T i
k }mean 0.565 0.565 0.567 0.572 0.568

Trigger condition {T i
k }min 0.6816 0.3025 0.219 0.0963 0.132

Equation (4.26), MB control {T i
k }mean 1.430 1.500 1.477 1.668 1.581

Trigger condition [WL08] {T i
k }mean 0.1149 0.1175 0.1152 0.1180 0.1177

The results of Table4.2 compared the mean and minimum inter-event times of the
approach of Chap.4 and the approach proposed in [WL08] for a set of values in the
number of subsystems. Table5.5 extends those results with the model-based design.

Note that when the controller uses a model, the average and the minimum value
of the inter-event times are enlarged, as predicted by Theorem 5.7.

5.6 Conclusions

This chapter has presented an extension of the distributed control design of Chap. 4
to non reliable networks. Two transmission protocols have been proposed as means
of dealing with the effects of non reliable networks. Upper bounds on the delay and
maximum number of consecutive packet dropouts have been derived for different
situations. One of the main contributions of this chapter is the proof of the existence

http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
http://dx.doi.org/10.1007/978-3-319-34081-4_4
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of a lower bound on the inter-event times and the asymptotic convergence to the
origin if time-dependent trigger functions are used.

Additionally, it has been illustrated how the actuation rate can be reduced in
interconnected system if triggering functions are used also in the update of the control
law. The existing trade-off between communication and actuation have been shown
analytically and through simulations.

Finally, a model-based approach has been proposed showing that the minimum
inter-event times can be enlarged if themodel uncertainty satisfies certain conditions.
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Chapter 6
Simulation Tools and Application Example
of the DEBC: Networked Mobile Robots

Abstract The formation control of networkedmobile robots is an example of multi-
agent systems in which a group of robots can achieve a common objective (the
formation) by applying distributed control laws and event-based communications.
This chapter gives a description of the problem, some ofmost common approaches to
model these systems, and how the distributed event-triggered policies can be useful to
reduce communication. An interactive simulator namedMaSS (Multi-agent Systems
Simulator) has beendeveloped to emulate this kindof setups.Theuser interface of this
tool is described, and the software implementation of the real counterparts is given.
Some examples of usage are given to illustrate how the network and the model of the
system can be configured interactively by the user. The DEBC algorithms have been
also implemented in a testbed of real mobile robots, and the results are presented.

6.1 Introduction

In large scale systems, the interconnection of subsystems can be physical or intro-
duced through the control law, such as the case of cooperative control problems in
multi-agent systems. The focus of this chapter is on the second type of intercon-
nections, which is also an interesting field to apply the decentralized event-trigger
strategies studied in previous chapters for physically coupled systems.

One example of a group objective for multi-agent systems is the reaching of a
state agreement or consensus, i.e., all agents are supposed to converge to a common
point or state. Such consensus problems have a variety of applications in flocking,
attitude synchronization in satellite swarms, distributed sensor networks, congestion
control in communication networks, or formation control [OSFM07]. We are partic-
ularly interested in the last field of application since achieving a stable formation is
analogous to reaching consensus. The formation control problem based on consen-
sus algorithms can be applied to mobile robots [RBA07], which can be modeled as
non-holonomic vehicles.

© Springer International Publishing Switzerland 2016
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A centralized approach to formation control makes difficult the scalability of the
problem and it is more sensitive to failure or joining of agents, obstacles in the
operating environment, or other external influences, than a neighbor-based coordi-
nation strategy. Recent developments in the fields of communication technology,
wireless technology, and embedded devices have made possible the implementation
of these decentralized techniques in autonomous mobile robots, since agents are able
to exchange information through a shared communication network, mainly wireless.

Though the problem of multi-agent systems with event-based communications
have been recently addressed [DL12, SDJ13], the study of the effect of communi-
cation networks over the control performance, and in particular over the formation
control, requires still many simulations because of the mutual and complex influ-
ence between control and communication algorithms. Normally, the simulation of
networked control systems is done for a specific scenario. Researchers generally
write their programming codes for their particular problems to obtain the simulation
results or they use commercial software such as Matlab/Simulink to develop simu-
lation tools. The main drawback of these solutions is that, in general, they are not
so flexible and interactive, and it may be necessary to connect them to additional
software to simulate the network counterpart.

Apart from the lack of simulation tools for multi-agent systems, the evaluation of
the cited communication strategies has been not carried out so far in an experimental
platform.

The outline of the chapter is as follows. Section 6.3 presents an overview of the
formation control for networked mobile robots. The description of the developed
simulator MaSS is given in Sect. 6.4. The description of the testbed over which the
DEBC algorithms have been implemented, and the obtained experimental results are
presented in Sect. 6.5. Finally, the chapter ends with the conclusions.

6.2 Contributions of This Chapter

The simulator described in this chapter fills the gap of integrated tools to simulate
the formation control of autonomous agents. The aspects regarding the control and
the communication of a group of networked robots are all merged in a single tool,
which is, moreover, license free. The high degree of interactivity and flexibility
provides a large set of possible experiments in which the coupling between control
and communication can be analyzed.

The triggering mechanisms described in Chap. 4 as well as periodic communica-
tions are implemented. This implementation has been also carried out over a testbed
of mobile robots, showing the benefits of using event-driven communications.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
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6.3 Formation Control for Networked Mobile Robots

This section backgrounds the problem under consideration. First, an overview of
multi-agent systems and the consensus problem is given. After that, the formation
control is studied as an extension of the consensus problem. The model for non-
holonomic vehicles that has been used in the implementation is provided subse-
quently. Finally, the possible transmission policies and the communication protocols
for wireless robotics are discussed.

6.3.1 Multi-agent Systems and the Consensus Problem

To set the complete model of this setup, we need to define two features: the agents’
dynamics and the communication. The simplest model to represent the communi-
cation topology of a multi-agent system is a graph G = {V, E}, where the nodes V
correspond to agents and the edges E between nodes represent communication links
between agents. We say that G is connected if there is a path for any pair of nodes in
the network.

According to [OSM04], a simple consensus algorithm to reach an agreement
regarding the state of N single integrator agents of the form ẋi (t) = ui (t) can be
expressed as an nth order linear system on a graph

ẋi (t) =
∑
j∈Ni

(x j (t) − xi (t)). (6.1)

The dynamics of the group of agents can be written as

ẋ(t) = −Lx(t) (6.2)

where L is the Laplacian graph of the network (or the communication graph) and its
elements are defined as follows

li j =
{

−1 if j ∈ Ni

|Ni | if j = i,
(6.3)

where |Ni | refers to the number of neighbors of the agent i .
Let us also define the adjacency matrix A of G with entries

ai j =
{
1 if ( j, i) ∈ E
0 otherwise,

and the degree matrix D as the diagonal matrix with diagonal elements di equal to
|Ni |, so that L = D − A.
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Fig. 6.1 Examples of a
undirected and b directed
graphs 1 2 

3 4 

5 

1 2 

3 4 

5 

(a) (b)

Example 6.1 Assume a five node multi-agent network with the communication
graph depicted in Fig. 6.1a. In this example, the node 1 can communicate with nodes
2 and 3 but not with nodes 4 or 5. It holds that V = {1, 2, 3, 4, 5} and

E = {(1, 2), (1, 3), (2, 1), (2, 3), (2, 5), (3, 1), (3, 2), (3, 4), (4, 3), (4, 5), (5, 2), (5, 4)},
and it follows that D = diag(2, 3, 3, 2, 2) and

L =

⎛
⎜⎜⎜⎝

2 −1 −1 0 0
−1 3 −1 0 −1
−1 −1 3 −1 0
0 0 −1 2 −1
0 −1 0 −1 2

⎞
⎟⎟⎟⎠ , A =

⎛
⎜⎜⎜⎝

0 1 1 0 0
1 0 1 0 1
1 1 0 1 0
0 0 1 0 1
0 1 0 1 0

⎞
⎟⎟⎟⎠ .

Based on analytical tools from algebraic graph theory, it can be shown that if the
graph is connected, then there is an unique equilibrium state for (6.2) of the form
xeq = α1, where α = 1

N

∑N
i=1 xi (0) and 1 = (1 . . . 1)T [OSFM07].

The above results hold for undirected graphs, i.e., for bidirectional communi-
cations: for any pair (i, j) ∈ E there is another edge ( j, i) ∈ E . In a directed
communication graph, there is at least one pair of nodes whose communication is
unidirectional. An example is given in Fig. 6.1b. In this case, the node 2 transmits to
node 3, but the communication is not allowed in the opposite direction. Also, nodes
4 and 5 are unidirectionally connected.

For directed graphs, Ni is defined as the set of agents from which agent i receives
information. Note that the Laplacian and adjacency matrices are not symmetric in
this case. Still a consensus can be reached if there is a directed path connecting any
two arbitrary nodes (i, j) of the graph [OSFM07].

There are also in the literature extensions regarding the agents dynamics [RBA07,
RA07, SSB09, NC10]. For double integrator dynamics ẋi,1(t) = xi,2(t), ẋi,2(t) =
ui (t), the consensus algorithm as introduced in [RA07] is given by

ui (t) =
∑
j∈Ni

(x j,1(t) − xi,1(t)) + γ(x j,2(t) − xi,2(t)), (6.4)

where γ > 0.
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For connected and undirected graphs, [RA07] shows that the consensus of double
integrators is achieved, but the agents’ states do not converge to a constant value but
to a state of constant velocity vi = 1

N

∑
j∈Ni

xi,2(0), and

lim
t→∞ xi,1(t) = 1

N

N∑
i=1

xi,1(0) + t

N

N∑
i=1

xi,2(0).

In [RMC06], results for nth order consensus are given, and [SSB09, NC10] study
the consensus when the dynamics of each agent is an nth order linear control system.
For instance, for N identical agents of the form ẋi (t) = Axi (t)+ Bui (t), a feedback
gain K can be found so that the consensus is reached with the following control law

ui (t) = K
∑
j∈Ni

(x j (t) − xi (t)).

6.3.2 Formation Control

Last years, the formation control problem of multi-vehicles systems has attracted
the attention of the control community due to its commercial and military applica-
tions. There are several approaches in the literature to distributed formation control
[OSFM07]. Here the focus is on consensus-based controllers in which formations
are represented by vectors of relative positions of neighboring agents.

Let us denote by ri j the desired inter-vehicle relative-position vector (see example
in Fig. 6.2). For single integrator agents, the following control law

ui (t) =
∑
j∈Ni

(x j (t) − xi (t) − ri j ), (6.5)

yields the group to achieve the objective of the formation [FM04].
According to (6.5), the overall system dynamics is given by

ẋ(t) = −Lx(t) − r, (6.6)

where ri = ∑
j∈Ni

ri j , i = 1, . . . , N .
There are some extensions of the protocol above regarding agents dynamics. For

instance, in [LWCV05] the vehicles dynamics are modeled as linear systems, and a
feedback gain is derived under certain conditions.

An example of three different formations in the plane is given in Fig. 6.2. In this
case, ri j are the (x, y) coordinates of the desired distance between nodes.
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i

j
rij

Fig. 6.2 Examples of formations of four agents in the plane

Formations with Leaders

A special situation occurs when one of the agents does not receive information from
any of the others. Essentially this means that the others are forced to arrange their
positions in response to the motion of that agent, which is called the leader of the
formation. This problem is known as leader-follower consensus [LDH09]. Note that
if there are multiple leaders where two of them are not coordinately moving, then the
formation cannot be asymptotically reached. Hence, let us assume from now ahead
that there is only one leader, if any, in the formation.

The existence of a leadermakes the communication graphG directed by definition,
and the row corresponding to the leader in L , A, and D is zero, and therefore, these
matrices are not invertible. For this reason, some authors [FM04, HH07, NC10]
define L , A, and D for the group of vehicles excluding the leader, and define a new
diagonal matrix B, whose diagonal entries are bi = 1 if agent i receives information
from the leader, and bi = 0 otherwise.

The leader will move according to its dynamics and initial conditions, or by a
given control law, and the rest of the agents will follow it to maintain the formation.
For example, if the leader moves with constant velocity v0, ẋ0(t) = v0, the following
protocol can be defined for the single integrator followers

ui (t) =
∑
j∈Ni

(x j (t) − xi (t) − ri j ) + bi (x0(t) − xi (t) − ri0). (6.7)

6.3.3 Model of Non-holonomic Mobile Robots

Single or double integrators do not describe properly the dynamics of most of com-
mercial mobile robots, since these cannot move in any direction instantaneously. In
robotics, holonomicity refers to the relationship between the controllable and total
degrees of freedom of a given robot. If the controllable degrees of freedom are less
than the total degrees of freedom the vehicle is non-holonomic.

The non-holonomic model of a mobile robot is depicted in Fig. 6.3. The distance
between the back and the front wheels is denoted by d. It is assumed a single front
wheel in this case.
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Fig. 6.3 Non-holonomic
mobile robot

The equations of motion are given by [RA07]

ẋi = vi cos θi

ẏi = vi sin θi

θ̇i = ωi

mi v̇i = Fi
Ji ω̇i = Ti (6.8)

where (xi , yi ) is the position in the plane of agent i , θi is the orientation, vi is the
linear velocity, ωi is the angular velocity, Fi is the force, Ti is the torque, mi is the
mass, and Ji is the mass moment of inertia.

To avoid the non-holonomic constraint introduced by (6.8), let us define

x̄i = xi + d cos θi

ȳi = yi + d sin θi . (6.9)

according to Fig. 6.3.
As proposed in [LBY03], the dynamics of the mobile robot can be reformulated

in terms of these coordinates as
( ˙̄xi˙̄yi

)
=

(
cos θi −d sin θi
sin θi d cos θi

) (
vi
ωi

)
. (6.10)

If vi and ωi are considered as the control inputs, the dynamics of the mobile
robot is modeled by a first order model. Alternatively, second time-derivatives can
be computed to produce a second order model
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( ¨̄xi¨̄yi
)

=
(−viωi sin θi − dω2

i cos θi

viωi cos θi − dω2
i sin θi

)
+

(
1
m cos θi − d

J sin θi
1
m sin θi

d
J cos θi

) (
Fi
Ti

)
, (6.11)

where Fi and Ti are the control inputs.
Therefore, the formation control problem is formulated as follows: design control

laws so that the formation is reached while applying a consensus-based coordination
scheme. According to that, in the next pages a control law is designed for the first
order model (6.10). After that, the example proposed in [RA07, Sey10] to control
the second-order model (6.11) is presented.

Formation Control of First-Order Non-holonomic Mobile Robots

The control law ui = (vi ,ωi ) in (6.10) to reach the desired formation is

(
vi
ωi

)
=

(
cos θi −d sin θi
sin θi d cos θi

)−1 (∑
j∈Ni

(x̄ j − x̄i − (rx, j − rx,i ))∑
j∈Ni

(ȳ j − ȳi − (ry, j − ry,i ))

)
, (6.12)

where (rx,i , ry,i ) are the predefined relative position offsets with respect to the for-
mation center. From (6.10) and (6.12), it follows that

( ˙̄xi˙̄yi
)

=
(∑

j∈Ni
(x̄ j − x̄i − (rx, j − rx,i ))∑

j∈Ni
(ȳ j − ȳi − (ry, j − ry,i ))

)
. (6.13)

If stack vectors for the overall system are defined as x̄ T = (x̄1 . . . x̄N ), ȳT =
(ȳ1 . . . ȳN ), r Tx = (rx,1 . . . rx,N ), and r Ty = (ry,1 . . . ry,N ), it yields

( ˙̄x
˙̄y
)

= −
(
L 0
0 L

) (
x̄ − rx
ȳ − ry

)
. (6.14)

Note that the control law (6.12) decouples the system, giving an equivalent results
to (6.6) for single integrators. The groupof robots reaches the formation and the center
of this formation is the average of the robots initial positions.

Formation Control of Second-Order Non-holonomic Mobile Robots

According to [RA07], the following feedback linearization can be used in order to
transform the dynamics (6.11) to two decoupled double-integrators

(
Fi
Ti

)
=

( 1
m cos θi − d

J sin θi
1
m sin θi

d
J cos θi

)−1 (
viωi sin θi + dω2

i cos θi + F̄i
−viωi cos θi + dω2

i sin θi + T̄i

)
, (6.15)

which yields to ( ¨̄xi¨̄yi
)

=
(
F̄i
T̄i

)
.
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The control law (6.4) can be extended to the formation control problem, giving the
following coordination rule for the group of mobile robots

(
F̄
T̄

)
= −

(
L γx L 0 0
0 0 L γy L

)
⎛
⎜⎜⎝
x̄ − rx˙̄x
ȳ − ry˙̄y

⎞
⎟⎟⎠ , (6.16)

where γx , γy > 0, F̄ = (F̄1 . . . F̄N )
T , and T̄ = (T̄1 . . . T̄N )

T .
The center of the formation depends on the robots initial positions, and the group

moves with a velocity equal to the average of the initial velocities.

6.3.4 Time-Schedule Control

The formation control laws (6.12) and (6.16) have been proposed for first and second
order models, respectively, of non-holonomic mobile robots. However, these control
laws require the continuous measurement of the robot and the neighbors state, which
is not achievable in practice, as we have already discussed.

The most common approach is to set a periodic scheduling of measurement sam-
plings, control updates, and broadcasting over the network. Alternatively, event-
triggering policies for multi-agent systems [SDJ13, DL12] can be adapted to the
formation control problem by redefining the previous control laws as a function of
last broadcasted states:

(
vi
ωi

)
=

(
cos θi −d sin θi
sin θi d cos θi

)−1

⎛
⎜⎜⎝

∑
j∈Ni

(x̄b, j − x̄b,i − (rx, j − rx,i ))

∑
j∈Ni

(ȳb, j − ȳb,i − (ry, j − ry,i ))

⎞
⎟⎟⎠ (6.17)

(
F̄i
T̄i

)
=

⎛
⎜⎜⎝

∑
j∈Ni

( ˆ̄x j − ˆ̄xi − (rx, j − rx,i ) + γx ( ˙̄xb, j − ˙̄xb,i )
)

∑
j∈Ni

( ˆ̄y j − ˆ̄yi − (ry, j − ry,i ) + γy( ˙̄yb, j − ˙̄yb,i )
)
⎞
⎟⎟⎠ , (6.18)

where

ˆ̄xi = x̄b,i + (t − t ik) ˙̄xb,i
ˆ̄yi = ȳb,i + (t − t ik) ˙̄yb,i ,
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and x̄b,i , ȳb,i , ˙̄xb,i , and ˙̄yb,i are the last broadcasted values of x̄i , ȳi , ˙̄xi , and ˙̄yi , respec-
tively, and t ik refers to the last broadcasting time of the robot i . The position (x̄i , ȳi )
is approximated by ( ˆ̄xi , ˆ̄yi ) in (6.18), as proposed in [Sey10]. This can be assimilated
to a model-based estimation.

The occurrence of an event is determined by trigger functions, where the error of
the robot i is defined as

ei =
(
ex,i
ey,i

)
=

(
x̄b,i − x̄i
ȳb,i − ȳi

)

for first-order dynamics, and for second-order systems as

ei =

⎛
⎜⎜⎝

ex,i
γxeẋ,i
ey,i

γyeẏ,i

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

ˆ̄xi − x̄i
γx ( ˙̄xb,i − ˙̄xi )

ˆ̄yi − ȳi
γy( ˙̄yb,i − ˙̄yi )

⎞
⎟⎟⎠ .

6.3.5 Robot Wireless Communication Protocols

In early robot wireless communications, infrared technology was applied in a large
scale because of its low cost. But infrared waves cannot pass through obstacles, the
communication rate using this technology is poor and the transmission reliability low.
Currently Radio Frequency (RF) technology has become the preferred in the design
of mobile robot communication systems. Robots can communicate with others by
RF point-to-point links or broadcasting mechanisms. The proliferation of Internet-
like networks has motivated the research to address wireless LAN (IEEE 802.11),
Bluetooth standards, and ad-hoc networking in mobile robot systems.

The main features of these three wireless communication technologies for mobile
robot communications are illustrated in Table 6.1.Wi-Fi (the brand name for products
following IEEE 802.11 standards) uses the same radio frequencies as Bluetooth,
but with higher power, resulting in higher bit rates and better range from the base
station. The nearest equivalents to Bluetooth are the DUN (Dial-up Networking)
profile, which allows devices to act as modem interfaces, and the PAN (Personal
Area Network) profile, which allows for ad-hoc networking.

Table 6.1 Wireless communication technologies for mobile robots

Infrared IEEE 802.11b/g/n Bluetooth

Band (GHz) 2.4/2.5 2.4/2.5

(Up to) Data-rate (Mbps) 0.1–0.4 11/54/150 1–3

Range (m) 4 140–250 5–100

Power (W) 5E-3 0.4–4 1E-3–0.1

Network structure PPP Infrastructure
and ad hoc

Ad hoc
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Awireless communication link is characterizedby longbandwidth-delay, dynamic
connectivity, and error-prone transmission. The robots are often equipped with low-
cost low-power short-range wireless network interfaces, which only allow direct
communication with their near neighbors. Hence, it is virtually impossible for each
node to know the entire network topology at a given time [WLZ05].

Moreover, many in the field on networking argued that Internet protocols were
not convenient to achieve robustness and scalability for such distributed architecture
[KDHH+11], and there has been a proliferation of new protocols plenty of good ideas
from the academic and commercial domains but with few impact in the real world.
Examples of routing protocols for mobile ad-hoc networks are Ad-hoc On Demand
distance Vector (AODV) [PR97], Dynamic Source Routing (DSR) [JM96], while
Low Energy Adaptive Clustering Hierarchy (LEACH) [HCB02] is a cluster-based
protocol that includes distributed cluster formation and a hierarchical clustering algo-
rithm. Finally, Routing Protocol for Lowpower and lossy networks (RPL) [WTB+12]
is a IP-based protocol for this kind of networks.

Three important features usually serve to evaluate the performance of a protocol
[Mar10]:

• Energy efficiency: Low energy consumption is a major objective for battery
equipped devices.

• End-to-end reliability: Reliability is measured as the packet delivery ratio from
each transmitter to the destination. A maximization of the reliability may require a
large number of packet overhead and retransmissions, thus increasing the energy
consumption.

• End-to-end delay: At network layer, delay is computed for successfully received
packets at the destination. A minimization of the delay requires a high utilization
of the transmission resources and a very low duty cycling between nodes, thus
requiring high energy expenditure.

Hence, there is a trade-off between latency, packet losses, and energy consumption in
the protocol design.Moreover, when the protocol is devoted to control applications, it
must guarantee the stability of the control system. Despite the proposal of numerous
routing protocols for energy efficient wireless networks, there is not yet a definite
solution.

6.4 MaSS: Multi-agent Systems Simulator

The many control and system configuration options needed to simulate a multi-agent
system demand Graphical User Interfaces (GUI) with high degree of interactivity
and flexibility. The GUI designed in this work is intended to make rapid prototyping
and simulation of wireless autonomous agents which execute distributed control
algorithms and perform event-based communications.
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The simulator allows users to define the characteristics of the network and test the
control algorithm and the triggering mechanism that rules the control updates under
many possible scenarios before implementing them into a real platform of networked
robots. Nevertheless, the simulator has been designed keeping the interaction with
the user relatively simple and intuitive in order to also be used as a pedagogical tool
for advanced engineering control courses.

For this purpose, Easy Java Simulations (Ejs) was chosen for the development
of the simulation platform. Ejs is a free software tool that helps to create dynamic,
interactive scientific simulations in Java language and which offers a high degree
of flexibility as well as high-level graphical capabilities and an increased degree of
interactivity [Esq04]. Ejs is based on an original simplification of the model-view-
control paradigm, structuring the simulation into two main parts: the model and
the view. The model describes the behavior of the system using variables, ordinary
differential equations, and Java code. The view is intended to: (1) provide a visual
representation of the more relevant properties of the model and its dynamic behavior;
and (2) facilitate the user’s interaction on the model. Additional libraries in Java can
also be imported.

In this section, a short background of other existing tools is given. After that, the
simulator is described, including the GUI and the system modeling with Ejs.

6.4.1 Existing Tools

Most of the simulators for the formation control of a team of networked vehicles/ro-
bots use different software to emulate the real control and the network counterparts,
which are connected and synchronized afterwards.

Some companies dedicated to the design and manufacture of autonomous mobile
robotic systems provide the software to simulate their products. For example,
MobileSim [VH08] is an open-source Amigobot and Pioneer simulator [Mob13],
also provided by Mobile Robots Inc. It has a customizable interface for users to
design and simulate different models of MobileRobots/ActivMedia robots [Mob13].
However, most operations are run through commands and the supported protocols
are specific for these robots.

Also in the academical world some research groups have developed software
to compare experimental test-beds. Because the Matlab/Simulink is a well-known
environment in the control and communication community, it is frequently present in
these developments. For example, in PiccSIM [NPEJ07] the dynamics and the control
algorithm are implemented in Simulink, and ns-2 [ntNS12] is used for the simulation
of the network. In [Mas11], we can find another example. In this case, the software
is produced with the Matlab Virtual Reality Markup Language (VRML) Toolbox.
Outside the robotic community, NetMarSys is a specific simulator for networked
marine vehicles [VAP08] and it is also based on Matlab.
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All of these tools have a common characteristic: the lack of interactivity and
flexibility. Although they usually have a GUI, most of the operations carried out by
the user are through commands, or the change of the parameters requires to restart
the simulation and run it again.

On the contrary, the interactivity provided by the proposed simulator allows user
to immediately appreciate the effect of any change in the control or the network
counterparts over the system. Moreover, when more than one software tool needs to
be installed, the communication between thembecomes a tough problem and the final
user has to spend some time installing and synchronizing them. The main advantage
of integrating all in one tool is that it is easy to study all aspects of communication
and control in networked robots, including the interaction between them.

6.4.2 Description of the GUI

The user interface of theMaSS simulator is shown in Fig. 6.4. It has five main panels,
amenu bar, and a small task bar. The two upper panels of the interface provide a quick
view of the multi-agent system and a time plot of the output and control signals. The
top left panel (No. 3) shows an animation of the complete multi-agent system. Each
agent is numbered and shows a trace of its trajectories. Network links are depicted
as arrows between agents.

1
2

3 4

5 6

7

Fig. 6.4 View of the GUI
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Bydefault, the links provide bidirectional communication, although oneway com-
munication is also allowed. So, in Fig. 6.4, it is simulated a multi-agent system with
four robots linked by three bidirectional links: 0 ↔ 1, 1 ↔ 2, 2 ↔ 3. Finally, this
panel allows speeding up or down the simulation by dragging the slider Simulation
vel.

The lower left panel, named Agent Parameters (No. 5), allows users to set the
number of agents in the system, as well as to add and remove a particular agent.
Using this panel, it is also possible to set an agent as leader, which means that the
agent can be moved (i.e., dragged by the user) freely in the coordinate system, and
the rest of the agents moves to keep the desired formation. The links between the
leader and its neighbors are changed to unidirectional links automatically.

The two time plots on the top right panel (No. 4), which are grouped in the System
Signals tab, display the relative distance to the desired formation aswell as the control
actions of each agent. There are also plots grouped in theNetwork Signals tab (shown
in Fig. 6.4), which provide mainly information about the dispatched and arrival time
of the packets. The average network delay is also shown in this tab.

The lower panel, named Network Parameters (No. 7), is devoted to configure the
behavior of the network. Users can choose the drop down list Delay to set a constant
or variable network delay. Packet loss probability can be set by using the drop down
list Packet Loss. The topology of the network (bidirectional or unidirectional links)
can be changed after pressing the button Topology and clicking on the agents to
be connected. Advanced network functionalities, such as flow control or automatic
acknowledgment packets, can be set as well. Additionally, the user can configure a
bit error rate in the transmission of packets.

The lower right panel Control Parameters (No. 6) is used to specify the time-
scheduling communication and control. This option specifies the conditions that
trigger the sending of packets from one agent to its neighbors in order to update the
control actions. The events can be triggered periodically or when the position of an
agent has changed and it is greater than a threshold (send on delta policy).

The components of the interface described earlier provide the basic functional-
ity required to operate the application. However, there are also advanced options
available in the menu bar (No. 1) which allows some additional features such as the
possibility to:

• Specify the dynamic model of the agents (first order, second order) and define
coupling terms which dynamically couple neighboring agents.

• Select a predefinedmulti-agent systemconfiguration to performwith the simulator.
• Load and save user-defined multi-agent system configurations.

The interface is completed with a top task bar (No. 2) that provides buttons to start,
pause, and reset the simulation. Finally, there is a button to save the state variables
of the agents and the system configuration in Matlab language to perform further
analysis of a simulation.
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Fig. 6.5 Scheme of one node

6.4.3 Modeling a Multi-agent System in Ejs

The model of each node in the multi-agent system is basically the same described
in Chap.4 (Fig. 6.5) for interconnected systems, but specifically assuming that the
information is sent through the network in packets of a given structure, which is
detailed later.

Hence, the simulator has to implement:

• The system dynamics, including the agents dynamics and the topology of the
system.

• The tasks performed by the microprocessor, i.e., deciding when to broadcast the
state, computing the control law and transmitting and receiving the packets through
the network.

• The network itself, that is, the process of transmitting information from one node
to another, taking into account the properties defined by the user.

We next describe the implementation of the three aspects mentioned above.

The System Dynamics

Ejs provides an interface to define the dynamics of a system through differential
equations. Moreover, we can specify the dynamics of a set of entities. Several pages
of differential equations are allowed but only one can be enabled at a given time
instant. It is the programmer task to take care of possible inconsistencies when
switching from one dynamics to another.

Example 6.2 Figure 6.6 shows the Ejs pages where the dynamics of the multi-agent
system is defined. The page above, which is enabled by default, corresponds to the
first order model (6.10). The page for the second order model (6.11) is shown below.
When the user changes themodel of the agents through the GUI amethod is executed
to enable the selected dynamics and to disable the old ones. It also captures the current
time as the initial time of the new experiment and resets the control inputs.

Besides the dynamics of the agents, the communication graph is initialized to a
default value and it is updated when a new experiment is selected or new links are
added/removed by the user.

http://dx.doi.org/10.1007/978-3-319-34081-4_4
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Fig. 6.6 Screenshot of Evolution pages in Ejs

The Microprocessor

The first task that the microprocessor performs is the detection of events by moni-
toring the state of the agent (event-based policies) and the internal clock (periodic
triggering). Ejs provides specific pages to define the events detection and the routine
to execute after the triggering. This routine is executed at the time of the detection
of the event, i.e., the simulation is “stopped” until the procedure is completed.

Listings6.1 and 6.2 show an example for first order dynamics. An event is detected
when the variable tol reaches the zero value. If the transmission policy is event-
triggered,tol=0whene[i] (‖ei‖) reaches the thresholdc. Note that in the periodic
case the event to detect is the time instance that equals the next sampling time (line
11 in Listing6.1), where incr is an internal count and tpo is the time at which the
periodic sampling started.

The broadcasted state of an agent i to a neighbor j is denoted as (x_b[i][j],
y_b[i][j]). Hence, (x_b[i][i], y_b[i][i]) refers to the last broadcasted
state of the agent i , which immediately updates the value. The value of (x_b[i][j],
y_b[i][j]) may neither be the same in different neighbors nor equal to
(x_b[i][i], y_b[i][i]) at a given time for unreliable networks.
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Listing 6.1 Code to detect events
1 /* Event -triggering */
2 if(control_type.equals("Events: c cte")|| control_type

.equals("Events: c var."))
3 {
4 c=(c0+c1*Math.exp(-alpha*(t-ti)));
5 e[i]= computeError(x_b[i][i],x[i],y_b[i][i],y[i]);
6 tol=c-e[i];
7 }
8 /* Periodic sampling. Parameter c is reconverted to

Ts */
9 else {

10 c=c0;
11 tol=incr*c-(t-tpo);
12 }
13 return tol;

Listing 6.2 Routine of treatment of events
1 x_b[i][i]=x[i];
2 y_b[i][i]=y[i];
3 u[i]= control1(i,x_b[i],y_b[i],th,x_ref ,y_ref);
4 broadcast(i);
5 t_b[i]=t;
6 colorTransmission[i]=new java.awt.Color (255 ,128 ,0);
7 N_events=N_events +1;
8 if(control_type.equals("Periodic"))
9 incr=incr +1;

The second task executed by the microprocessor is the computation of the control
law, i.e., (6.12) for the first order model and (6.15) for the second order model. The
update of the control law is performed only at event times (line 3 in Listing6.2) and
holds constant between events.

Finally, the microprocessor is in charge of encapsulating the data into a packet,
sending it over the network, reading the incoming packets, and extracting the data.

The structure of a packet is shown in Fig. 6.7. The header field identifies the packet
and contains the sender and the receiver address devices. The payload contains the
data to transmit (state and time stamp). The frame control and check sequence are
not used in this implementation.

Frame 
Control

Packet 
ID

Address
Info 

Broadcasted state xi Time Stamp
Check 
Seq. 

Header Payload Footer

Fig. 6.7 Structure of a data packet
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For each packet, the MaSS simulator associates a value to the delay, determines
if the packet is successfully transmitted or not, and corrupts the data in the packet
with a given probability. This is represented on the right of Fig. 6.7.

Moreover, if the Acknowledgment signal is required, the receiver sends an ACK
packet to confirm the reception. TheACKpackets are assumed to be always delivered
with a short delay (10ms) due to its small size. If an ACK is not received before a
given waiting time, the packet is treated as lost, but not retry occurs and the agent
will send a new packet after the occurrence of a new event.

The Network

The MaSS simulator implements the network as a collection of buffers. The packets
are stored in these data structures and the reaching to the destination is also handled
by Ejs events. A class named as packet and the corresponding methods have been
implemented to encapsulate the communications functions.

Short examples of code are given in Listing6.3. In lines 2–9 the code to detect the
next network event is shown. When the simulation time t reaches the value t_min,
the routine of treatment of events is executed (lines 11–16). The variable dim_st
refers to the dimension of the state, which is 2 in this example (first order model).

More than one network event may need to be handled at a given time, for instance,
if the network delay is set to be constant or zero, a broadcasted state should be received
at the same time in all the neighbors. In this case, the requests are processed sequen-
tially though from the simulation time point of view all receptions are simultaneous,
preserving the distributed architecture of the system.

Listing 6.3 Code to compute the next reception time of a packet (lines 2–9) and to execute after
the detection of an event (lines 11–6)
1 /* Code to detect the time of the next packet

reception time */
2 double t_min0 =100+t;
3 t_min=t_min0;
4 double tol =0.1;
5 t_min=getNextPacketTime ();
6 if (t_min <t_min0) {
7 tol=-(t-t_min);
8 }
9 return tol;

10 /* Routine executed when an event is detected */
11 NpendPacket=getPacketsToAttend ();
12 int dim_st =2;
13 for(int i=0;i<NpendPacket;i++) {
14 processPacket(i,dim_st);
15 prepareNextReception(i);
16 }
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Listing6.4 shows extracts of the functions getNextPacketTime() (line 5 in
Listing6.3) and getPacketsToAttend() (line 11 in Listing6.3). Each receiver
agent j has a buffer of a given capacity buffer_cap, in which the packets are
virtually stored until they are processed or discarded.

Listing 6.4 Extracts of code of getNextPacketTime() and getPacketsToAttend()
1 /* Begin of getNextPacketTime */
2 double getNextPacketTime () {
3 double t_min =100+t;
4 ...
5 int i_buffer =0;
6 while(i_buffer <buffer_cap) {
7 p2=nextPacket(buffer[j]);
8 if(p2!=null && (( packet)p2).getTS()!= -1.0) {
9 if(((( packet)p2).getDelay ()+(( packet)p2).getTS

())<t_min) {
10 t_min =(( packet)p2).getDelay ()+(( packet)p2).

getTS();
11 }
12 }
13 i_buffer +=1;
14 }
15 ...
16 return t_min;
17 }
18 /* Begin of getPacketsToAttend () */
19 int getPacketsToAttend () {
20 int NpendPackets =0;
21 ...
22 p2=nextPacket(pendPackets[j]);
23 if(p2!=null && (( packet)p2).getTS()!= -1.0) {
24 if(((( packet)p2).getDelay ()+(( packet)p2).getTS()

)==t_min) {
25 i_min[NpendPackets ]=i;
26 j_min[NpendPackets ]=j;
27 NpendPackets +=1;
28 }
29 }
30 ...
31 return NpendPackets;
32 }
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6.4.4 Using MaSS

We next describe some examples of how to use MaSS.

Experiment 1:BidirectionalCommunicationLinks,ConstantDelay,FirstOrder
Model

Let us assume that the system goes from an initial configuration to the formation of
Fig. 6.4 with the following bidirectional links: 0 ↔ 1, 1 ↔ 2, 2 ↔ 3.

In this case, the communication is bidirectional and delayed 100 ms in every link.
The trigger mechanism is defined as fi (t, ei (t)) = ‖ei (t)‖ − 0.002 − 0.25e−0.65t ,
which means that the threshold to trigger the events is not constant and decrease with
time. Thus, large errors are allowed when the robots are far away from the desired
formation, but when they get close, events are triggered to prevent from stationary
errors.

The chronogram at the bottom of the right hand side of Fig. 6.4 reflects the
described characteristics of the links. For example, at time 8.5 s Agent 2 broadcasts
its state to its neighbors, which are Agent 3 and 1 from the definition of the topology.
The orange arrows represent packets correctly delivered. Because the probability of
losing a packet is zero, all packets are delivered. Moreover, all arrows have the same
slope since the delay of the network is constant and equal to 100 ms.

Experiment 2: Directed Graph, Random Delay, Packet Losses, Second Order
Model

Let us change the topology of the network removing the link 1 → 2 and adding the
links 1 → 3, 3 → 0. This can be done online by clicking on the button Change…,
then on the two agents involved in the link, and finally selecting Delete or Add.

Let us give a value of 20% to the probability of losing a packet, define the delay
as random with maximum value of 300ms and set to true the checkbox of Flow
control. Moreover, let us change the dynamics of the vehicles to a second order non-
holonomic model, and select a different experiment to change the desired formation.
Figure 6.8 shows the packets flow chronogram in a time slot.

Fig. 6.8 Example of chronogram. Delivered packets are in orange, red arrows are lost packets,
and green arrows correspond to discarded packets
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The red arrows correspond to lost packets. For example, at time 17.35 s, the agent
1 sent a packet to its neighbor 0, but for some reason the communication link was
broken. Note that defining a packet loss probability gives a time varying topology.
Packet losses can be caused by interference with other networks, the presence of
obstacles or packet collisions, and these losses have a direct effect over the control
performance. Note that because we have changed the topology, the agent 1 does not
transmit information to agent 2 (as in Fig. 6.4), but to agent 3; and agent 3 does so
to agent 0.

The third type of arrow is green colored and corresponds to packets arrived cor-
rectly but discarded because they contained old information. In Fig. 6.8, agent 2
discards one packet from agent 3 at time 16.1 s because it has already received a
measured from 3 which was taken later on time. Other packets are discarded at time
17.54 and 17.62 s.

Experiment 3: Designating a Leader

An interesting experiment is the behavior of the system when there is a leader in the
group. A leader determines by itself the actions to take, which from the communica-
tion point of view means that it sends its state to its neighbors but it does not receive
information from them.

Thus, once the system has reached the formation aforementioned, we add a new
agent, labeled as 4, and we define it as leader of the group (see Fig. 6.9a). Figure
6.9b, c and d depict the animation of how the other agents move to get the formation
around the leader at different instants of time. If you look at the red cross, you see
that the leader did not move. Note that at the beginning, the four agents were spatially
distributed in a circle of a given radius, which seems as a square. Because we add a
new agent, the desired formation changes to a pentagon to keep the agents equidistant
between each other.

Experiment 4: Save Data to Matlab File

Another interesting capability of the simulator is to store the data in a Matlab file to
further analysis. This is very useful when other same experiment is performed to the
system under the variation of a parameter and compare the performance afterwards.
So, as an example let us consider the following scenario:

• Agents’ model: 4 first-order non-holonomic vehicles.
• Desired formation: A square of 0.85 u. side.
• Communication method: Event-triggered with constant threshold c0 = 0.025.
• Acknowledgment of packets.
• Network delay: Constant, 100 ms,

and let us analyze the results when (1) packets dropouts are modeled as a Bernoulli
distribution of probability p = 0.1, and (2) packet dropouts are influenced by trans-
mission rate assuming that when this rate increases so does the probability of packet
collisions.

The results are presented in Figs. 6.10 and 6.11. The trajectories of the agents for
both cases are depicted in Fig. 6.10. The initial and final positions are marked with



166 6 Simulation Tools and Application Example …

Fig. 6.9 Screenshots of experiment 3 at different instants of time. a t = 20s. b t = 27s. c t = 30s.
d t = 34s

Fig. 6.10 Matlab figure
corresponding to the
trajectories of the agents in
the experiment 4
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(a)

(b)

(c)

Fig. 6.11 Distance to the formation, packets rate, and performance corresponding to experiment 4
(Matlab figure)

crosses and circles, respectively. The blue lines correspond to Case 1 and the red lines
to Case 2. Observe that in both cases the formation is reached, though the final posi-
tions are different because the consensus algorithm only preserves relative distances
and the final absolute positions depend on initial conditions and disturbances.

In Fig. 6.11a the distance to the formation di = √
(x̄i − rx,i )2 + (ȳi − ry,i )2 is

depicted. Observe that in Case 2 there is an oscillatory behavior and the formation
is reached later due to the degradation of the network performance (Fig. 6.11c). The
network performance is defined as the ratio of delivered to sent packets.

The packet transmission rate is shown in 6.11b. One can conclude that the degra-
dation of the performanceof the networkhas a direct effect into the performanceof the
system.

6.5 Application Example to a Real Testbed

The DEBC has been implemented in a testbed of real mobile robots. The prototypes
taken for experimentation are the Moway robots [mOw13], which are built on low-
cost components but still have high potential for experimentation in an educational
environment.

The experimental framework and the experimental results are presented next.
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6.5.1 Experimental Framework

The experimental framework used to test DEBC is part of a remote laboratory devel-
oped to teach robotics. A full description of this laboratory can be found in [Fab13].

Moway Mobile Robots

Moway robots are autonomous small programmable robots mainly designed to
develop practical applications in an educational environment. The components of
these robots are: a microcontroller, two independent servo motors, a battery, a light
sensor, a temperature sensor, four infrared sensors, two infrared line sensors, four
LEDs diodes, three-axis accelerometer, a speaker tone generator, and a microphone.
All these peripherals are connected to the microcontroller responsible for govern-
ing the robot [mOw13]. Another important component is the RF (Radio Frequency)
module that enables wireless communication with other RF devices.

Themain handicap of these prototypes is the need of an external device tomeasure
the position and orientation. In order to overcome this problem, additional compo-
nents are required. The description of these elements is provided next.

Measurement and Communication Systems

Measurement and communication systems are depicted in Fig. 6.12. Several hard-
ware and software components exchange information to perform both tasks:

• CCD camera: It is installed on the ceiling of the laboratory, and it captures the
video that will be processed by a software tool to determine the robots poses. It is
connected to a computer via a FireWire port.

• SwissTrack: This application is an open source tool developed at EPFL to track
objects using a camera or a recorded video as input source [CSdM+06, LRCC08].
Hence, the values of xi , yi and θi are determined by this software, which processes
the incoming images from the CCD camera. This information is retrieved via
TCP/IP in form of packets.

Fig. 6.12 Experimental
framework block diagram.
Dotted lines represent
wireless communications,
and the exchange of
information between
hardware and software
components is symbolized
by solid lines

SwissTrack 
Gateway 
module 

RF USB CCD cam

RF RF RF
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• Gateway Module: This application is running at the same computer than Swis-
sTrack, and it is in charge of processing the measurements and sending the data
through the RF USB device to the robots.

This architecture emulates the position sensors of the robots. Each of them receives
its state, sends it to its neighbors when required, and computes the control law
(vi and ωi ).

6.5.2 Experimental Results

Experiment 1: Consensus Protocol

Description of the experiment. Let us consider four mobile robots, labeled as 2, 3, 4,
and 5. The communication topology as well as the initial and desired formation is
depicted in Fig. 6.13. The graph has directed links, but the consensus can be reached,
andhence, the formation, because there is a directed path connecting any twoarbitrary
nodes of the graph [OSFM07].

The initial conditions are:

x(0) = (0 60 −50 0)T

y(0) = (0 0 0 40)T

θ(0) = (198 280 262 179)T ,

and the components of the relative position offsets vector (rx , ry) are

rx = (−20 −20 20 20)T

ry = (−20 20 20 −20)T . (6.19)

The control law is computed according to (6.17).

Time-triggered versus event-triggered communications. The experiment described
above is performed with time-triggered communications and with event-triggered
communications. The period is set to Ts = 250ms in the time-triggered case. The
value of Ts should not be below200msdue to the constraints imposed by themeasure-
ment and communication systems, and by the robots microcontroller. The threshold
of the trigger function is set to a constant value c0 = 4cm. A larger value would
cause an excessive formation error, and a smaller value would not provide much

Fig. 6.13 Scheme of the
communication topology,
initial formation (left) and
desired formation (right)

3 4 

2 5 2 4 3 

5 



170 6 Simulation Tools and Application Example …

−50 0 50
−80

−60

−40

−20

0

20

40

60

80

−50 0 50
−80

−60

−40

−20

0

20

40

60

80

Fig. 6.14 Representation in the plane of the trajectories of each robot for time-triggered (left) and
event-triggered (right) communications and consensus protocols. Agent 2 (blue), agent 3 (red),
agent 4 (green), and agent 5 (magenta). The initial an final positions are marked with crosses and
circles of the same color, respectively

benefit respect to periodic communication. Moreover, the measurements taken by
the camera have an estimated error around 2cm.

The results for both approaches are illustrated in Fig. 6.14. The formation is
reached in both cases but the center of the formation is different although the ini-
tial conditions are the same. This is a side effect of real communications, since the
trajectories of the robots are affected by delays, communication losses, etc.

Six shots of the experiment for the event-based communication case are shown in
Fig. 6.15. Note that the formation is almost reached at t = 10 s. This is also illustrated
if the distance to the formation is computed as

di =
√
(x̄i − rx,i )2 + (ȳi − ry,i )2
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Fig. 6.15 Shots of the consensus protocol experiment with event-triggered communications at six
instants of time
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Fig. 6.16 Distance to the formation over time for time-triggered (above) and event-triggered
(below) communications and consensus protocols. Agent 2 (blue), agent 3 (red), agent 4 (green),
and agent 5 (magenta)

Table 6.2 Number of events generated by each robot

Robot No. events No. broadcasts

2 26 52

3 36 36

4 54 54

5 49 49

Total 165 191

for each robot. Figure 6.16 depicts di over time. For the event-based case, di is
almost equal for the four agents at t = 11.5s. However, disturbances possibly affect
the robot 4, which is the latest robot to stop.

If periodic and event-driven communications are compared, the time instant at
which the formation is reached is similar in both approaches. However, if the amount
of communication required is computed for both cases, the goodness of the event is
highlighted. The number of events is summarized in Table 6.2. The total number of
communications is the number of events plus the result of multiplying the number of
events by the number of agents to which each robot sends information. This accounts
for 356, whereas the number of transmissions for the periodic approach is

(
t f − t0
Ts

+ 1

)
× (No. robots + No. links) = 89 × (4 + 5) = 801 transmissions,

(6.20)
where t0 = 0 s and t f = 22 s.

Energy consumption. The number of transmissions is related to the energy con-
sumption. The RF module of the Moway robots has the following characteristics
[mOw10]:
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• Transmission current It : 11.3mA
• Reception current Ir : 12.3mA
• Average voltage VRF : 2.75V
• Duration of transmission/reception δtRF (estimated): 10ms.

Note that the number of receptions and transmissions have to be considered separately
to compute the energy consumption. When an event is detected by the Gateway
module, the state is transmitted to the robot. Thus, energy is consumed in the reception
at the robot. Then, the robot sends this information to the neighbors. This process
consumes energy in the transmission (at the sender) and in the reception (at the
receiver). Thus, the energy consumption due to the transmission/reception of the RF
modules for the event-triggered approach is:

EET = VRFδtRF
(
No. events × Ir + No. broadcasts × (Ir + It )

)
= 2.75 [V] · 0.01 [s] · (

165 · 0.123 [A] + 191 · (0.123 [A] + 0.113 [A])) = 1.80 [J].

According to the aforesaid and to (6.20), it follows that the energy consumption for
the time driven approach is

ETT = 2.75 [V] · 0.05 [s] · (809 · 0.123 [A] + 89 · 5 · 0.113 [A]) = 4.09 [J].

Thus, the energy consumption is reduced 56%with event-triggered communications
in this experiment.

However, the following question can be raised: Does this reduction in communi-
cation cause an increase in the energy consumption by other tasks such as actuation?
The evolution of control law values is depicted in Fig. 6.17. The values of vi and wi

obtained from (6.17) are scaled by constant gains, and then the library that controls
the motors of the Moway robots converts the calculated signals into commands that
are applied to each motor. Hence, it is difficult to evaluate the energy consumed, but
still possible to compare the efficiency of time-driven and event-driven approaches
if the following parameters are computed:

Wvi =
∫ t f

t0

|vi (t)|dt (6.21)

Wωi =
∫ t f

t0

|ωi (t)|dt. (6.22)

The results are summed up in Table 6.3. As expected, event-driven communications
does not yield an increase in Vvi and Wωi . Moreover, an additional benefit is the
reduction of the microprocessor load, since the actuation task is updated less often,
and this also reduces the energy consumption.

Experiment 2: Leader-Follower Protocol

The experiment described in the previous section is repeated when a leader of the
group is defined. Specifically, the communication graph is redefined as depicted in
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Fig. 6.17 Control signals: a vi time-triggered, b vi event-triggered, c ωi time-triggered, d ωi
event-triggered approaches. Agent 2 (blue), agent 3 (red), agent 4 (green), and agent 5 (magenta)

Table 6.3 Wvi and Wωi with event-based and periodic communications for each robot

Robot Periodic Event-based

Wvi Wωi Wvi Wωi

2 404.43 35.35 285.50 22.28

3 119.68 11.47 166.55 13.89

4 658.92 66.16 360.01 36.85

5 375.92 35.29 332.80 44.80

Fig. 6.18 Scheme of the
communication topology,
initial formation (left) and
desired formation (right)

3 4 

2 5 

Fig. 6.18, and the robot 2 is the leader. It computes its control law to reach its desired
position [−20,−20] as

(
v2
ω2

)
=

(
cos θ2 −d sin θ2
sin θ2 d cos θ2

)−1 (−20 − x̄b,2
−20 − ȳb,2

)
.

The experiment is performedwith time-triggered communications andwith event-
triggered communications, and the results comparative is illustrated in Fig. 6.19. The
consensus is not longer reached due to the existence of a leader, and the final positions
are equal to the position offsets (rx , ry) (6.19).
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Fig. 6.19 Representation in the plane of the trajectories of each robot for time-triggered (left) and
event-triggered (right) communications. Agent 2 (blue), agent 3 (red), agent 4 (green), and agent
5 (magenta). The initial an final positions are marked with crosses and circles of the same color,
respectively. The desired formation is represented by the circles in light colors

Table 6.4 Number of events generated by each robot

Robot No. events No. broadcasts

2 9 18

3 21 21

4 37 37

5 48 0

Total 111 76

In the event-based approach, the number of events for each robot accounts for 9, 21,
37, and 48 (see Table 6.4), whereas in the periodic case the number of executions of
themeasurement task is 73 for each robot. This yields a total number of transmissions
of 191 for the event-based case, and 584 for the periodic case (computed as in (6.20)).
Similar conclusions can be extracted for the energy consumption as in the consensus
protocol.

Note that the robots does not exactly achieve the formation. This might be because
of measurement errors by the camera, actuators deadzone, etc. Another problem that
is illustrated in the experiment is the loss of communication. For instance, the robot
3 does not receive its position from the measurement system (see Fig. 6.19 right).
Hence, events are not detected even if the robot is moving, the control law is not
updated, and the current state is not send to the neighbors.
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6.6 Conclusions

The formation control of mobile robots has been presented as an application example
in which the use of DEBC can be useful. An interactive simulator has been developed
in which the system dynamics, the control task, and the network effects have been
modeled. The tool offers high flexibility and allows to test the model under a wide
range of scenarios. Several examples of how the simulator can be used have been
provided.

The DEBC has been also implemented over a real testbed of mobile robots. The
experimental results illustrate the reduction in the number of transmissions with
event-based communications, which implies energy saving. They alsomanifest some
of the problems that need to be faced when dealing with a real system such as loss
of communication, measurement errors or actuators deadzone.
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Chapter 7
Conclusions and Future Work

7.1 Conclusions

This thesis has addressed several problems of NCS, with special attention on the
reduction of the amount of communication between the different components pre-
sented in the networked control loop, but also on tackling other induced problems
such as delays or packet losses. Event-triggered policies have shown to be effective
to cope with this problems in the studied scenarios, and several applications have
been implemented to back the theoretical results.

More specifically, Chap.2 has addressed the problem of remote controllers. The
proposed solution lies on the design of two middleware layers which interface the
conventional components with the network, being a model of the plant the most
important element of the layer at the controller side. The iteration of the model
and the basis controller allows us to generate finite-length signal predictions to cope
with delays and packet losses effectively. Moreover, the inclusion of event-triggering
policies let us reduce the frequency of the communication and gives a robust response
to disturbances.

The lack of synchronization between the controller and the rest of the elements of
the control loop does not allow to measure delays. This limitation has been overcome
measuring the RTT from the controller side. Moreover, a disturbance estimator has
been designed to get better predictions of the future states of the process. If the full
state cannot be measured, a mixed solution between the use of observers and LTI
controllers has been proposed, and particularized to PI controllers. The stability of
the system has been studied via Lyapunov-based analysis for the three situations
aforementioned.

The implementation of the twomiddleware layers inLabVIEWhas been described
in Chap.3. These applications let us reuse conventional controllers in networked
control with little effort. Several experiments have been designed to test the controller
under treacherous network conditions. The experimental results have illustrated the
goodness of the proposed solution.
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The second part of the thesis has focused on distributed control in NCS. In partic-
ular, event-triggered control has been proposed to reduce the amount of communica-
tion and actuation in interconnected linear systems. Chapter 4 tackles this problem
for both perfect and non-perfect decoupled systems, showing that asymptotic conver-
gence to the equilibrium for the overall system can be achieved while guaranteeing
a lower bound for the inter-event times if time-dependent trigger functions are used.

Several extensions to the aforesaid design have been proposed in Chap. 5. Specif-
ically, the problem of delays and packet losses in distributed event-triggered control
has been addressed. Two network protocols have been designed, and one of them
deals with the problem of state inconsistency providing larger upper bounds on the
delay and packet losses. Moreover, the properties of asymptotic stability and mini-
mum inter-event time are preserved with these protocols.

Two improvements have been also described in Chap. 5 to provide amore efficient
usage of the resources of embedded systems. If the frequency of actuation in the
systemcannot exceed a certain value, a second set of trigger functions can be designed
to control the update of the control law in distributed control systems. Moreover, if
the critical issue is the frequency of transmission, a distributed model-based design
can be used to enlarge the inter-event times.

Finally, Chap. 6 has reported the development of a simulator to test distributed
event-triggering in networked mobile robots. This tool provides a high degree of
interactivity, and therefore it is suitable for an education environment, and it makes
possible to test the control algorithms under awide range of scenarios aswell. Finally,
the validation over a testbed of mobile robots has been given.

7.2 Future Work

This work can be extended in several directions. Some suggestions are listed below.

• Centralized and decentralized model-based event-triggered control approaches
have been proposed in Chaps. 2 and 5 to enlarge the inter-event time in single
loop and multi-loop schemes, respectively. If a perfect model cannot be assumed,
the model uncertainty negatively affects the performance of the system and the
frequency of generation of events. Besides robust control, other possible solutions
may be found on the study of adaptive control [rW95] or online parameters esti-
mation techniques [Lju99]. Our guess is that there is not a trivial solution, because
event-triggered systems can be seen as time-varying parameters systems, and there
is not a priori knowledge of when the next event will take place. Moreover, the
problem is more complicated in distributed paradigms because the effect of the
interconnection terms and themodel uncertainties cannot be distinguished a priori.
There is a recent contribution [GA11b] that deals with the adaptive stabilization of
centralized model-based control problem for discrete-time linear systems by vari-
ations of the Kalman Filter. However, the requirement of zero-mean white noise
does not fit into the error profile introduced by event-based control.
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http://dx.doi.org/10.1007/978-3-319-34081-4_5
http://dx.doi.org/10.1007/978-3-319-34081-4_5
http://dx.doi.org/10.1007/978-3-319-34081-4_6
http://dx.doi.org/10.1007/978-3-319-34081-4_2
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• Even though the distributed event-based control approach addressed in this thesis
facilitates the scalability of the system since the feedback and the decoupling
gains are designed locally, the parameter α of the trigger functions is constrained
by global information of the system such as λmax (AK ), κ(V ) or ‖�‖. The use of
distributed algorithms [YFG+08, YFL08] in an event-based fashion to estimate
global information of the system is another possible direction of future research.

• There are many fields in which event-triggered control can be useful such as
electrical grids, satellite swarms, traffic networks, irrigation channels, and photo-
bioreactors. In this kind of systems, an energy aware design for distributed control
is desirable, and event-triggering pursues this goal. In this regard, there is already
an ongoing research project for photobioreactors [S13], and recent collaborations
for electrical grids and traffic networks.

• Themiddleware layers have been implemented in LabVIEW.However, it would be
desirable that the application at the client sidewas builtwith a license-free software.
Thus, Ejs seems adequate for this purpose, and this direction would also follow
the scheme of remote laboratories proposed in [Var10], that would be transformed
into remote controlled laboratories. Moreover, the modularity of the middleware
layers, and in particular of the CAL, makes it suitable for its implementation as
an Ejs element, which is quite similar to a Java library [FGElT+12] but provides
an application programming interface (API) for its customization. With respect to
the MaSS simulator, the library and the code concerning the network could also
be implemented as an Ejs element to improve its portability.
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Chapter 8
Proofs

8.1 Proof of Theorem 2.2

The forward difference of the Lyapunov function (2.14) for (2.29) is

�V (k) = xT (k + 1)Px(k + 1) − xT (k)Px(k)

= (
AdK x(k) + BdKe(k) + w(k)

)T
P

(
AdK x(k) + BKe(k) + w(k)

) − xT (k)Px(k)

= −xT (k)Qx(k) + 2eT (k)(Bd K )T P AdK x(k) + eT (k)(Bd K )T PBd Ke(k)

+ 2wT (k)PAdK x(k) + 2wT (k)PBd Ke(k) + wT (k)Pw(k)

≤ −λmin(Q)‖x(k)‖2 + 2‖(BK )T P AdK ‖‖e(k)‖‖x(k)‖ + ‖(BK )T PBK‖‖e(k)‖2
+ 2‖PBdK‖‖w(k)‖‖e(k)‖ + 2‖PAdK ‖‖w(k)‖‖x(k)‖ + λmax (P)‖w(k)‖2.

(8.1)

The error and the disturbance are bounded by ‖e(k)‖ ≤ 2c and ‖w(k)‖ ≤ wmax .
Thus, the Lyapunov function decreases if (8.1) is negative. This holds whenever

‖x(k)‖ ≥
δb +

√
δ2b + 4δaδc

2δa
= δw

x ,

where δa, δb, δc and δw
x are defined in (2.31)–(2.34).

The state decreases until it reaches this bound. Let us denote k∗ the time instant
at which the state enters this region. According to (2.29), the norm of the state at the
next step is, in the worst case:

‖x(k∗ + 1)‖ ≤ ‖AdK‖δw
x + ‖BdK‖2c + wmax .

So if the state leaves the region, the Lyapunov function decreases again. Using the
property of the Lyapunov function λmin(P)‖x‖2 ≤ xT Px ≤ λmax (P)‖x‖2, the state
x(k) remains bounded by (2.30) ∀k ≥ k∗, and this concludes the proof.
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8.2 Proof of Theorem 2.3

The forward difference of the Lyapunov function (2.46) for (2.45) is

�V (k) = ξT (k + 1)Pξ(k + 1) − ξT (k)Pξ(k)

= (
ACLξ(k) + F(ey(k) + v(k))

)T
P

(
ACLξ(k) + F(ey(k) + v(k))

)
− ξT (k)Pξ(k)

= −ξT (k)Qξ(k) + 2(eTy (k) + vT (k))FT P ACLξ(k)

+ (eTy (k) + vT (k))FT PF(ey(k) + v(k))

≤ −λmin(Q)‖ξ(k)‖2 + 2‖FT P ACL‖‖ey(k) + v(k)‖‖ξ(k)‖
+ ‖FT PF‖‖ey(k) + v(k)‖2. (8.2)

The right hand side of (8.2) is an algebraic second order equation in ‖ξ(k)‖ such that
the Lyapunov function decreases whenever

‖ξ(k)‖ ≥ σξ‖ey(k) + v(k)‖,

where σξ is given in (2.48).
Because the error ey is bounded by 2cy and the noise by vmax , �V < 0 in the

region ‖ξ(k)‖ > σξ(2cy + vmax ). Thus, the state decreases until it reaches this region.
If we denote by k∗ the time instant at which the state enters this region and according
to (2.45), it follows that

‖ξ(k∗ + 1)‖ ≤ (σξ‖ACL‖ + ‖F‖)(2cy + vmax ).

Then the state can leave the region so the Lyapunov function decreases again. If the
inequalities λmin(P)‖ξ‖2 ≤ ξT Pξ ≤ λmax (P)‖ξ‖2 are used, it is straightforward to
see that the state ξ(k) remains bounded by (2.47) ∀k ≥ k∗, and this concludes the
proof.

8.3 Proof of Theorem 4.2

The analytical solution of (4.24) is

x(t) = e(AK+�)t x(0) +
t∫

0

e(AK+�)(t−s)BKe(s)ds. (8.3)

http://dx.doi.org/10.1007/978-3-319-34081-4_2
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From Assumption 4.1, the matrix AK is diagonalizable and

‖eAK t‖ ≤ κ(V )e−|λmax (AK )|t .

Thus, (4.12) can be used to bound e(AK+�)t as

‖e(AK+�)t‖ ≤ κ(V )e−(|λmax (AK )|−κ(V )‖�‖)t .

Note that the exponent is negative since |λmax (AK )| − κ(V )‖�‖ > 0 fromAssump-
tion 4.2. Let us denote λ� = |λmax(AK )| − κ(V )‖�‖.

Consequently, the state can be bounded by

‖x(t)‖ ≤ κ(V )(e−λ�t‖x(0)‖ +
t∫

0

e−λ�(t−s)‖BK‖‖e(s)‖ds).

The overall system error is bounded by

‖e(t)‖ ≤ √
N (c0 + c1e

−αt ).

This yields

‖x(t)‖ ≤ κ(V )

(
e−λ�t‖x(0)‖ +

t∫

0

√
Ne−λ�(t−s)‖BK‖(c0 + c1e

−αs)

)

= κ(V )

(
e−λ�t‖x(0)‖ + ‖BK‖√Nc0

λ�

(1 − e−λ�t )

+ ‖BK‖√Nc1
λ� − α

(e−αt − e−λ�t )

)
,

which by reordering terms and restoring λ� = |λmax (AK )| − κ(V )‖�‖ yield (4.39),
proving the first part of the theorem. Note that the previous expression can be upper
bounded by

‖x(t)‖ ≤ κ(V )
(
‖x(0)‖e−λ�t + ‖BK‖√Nc0

λ�
+ ‖BK‖√Nc1

λ�−α
e−αt

)
, (8.4)

by omitting the negative terms.
We next show that broadcasting period is lower bounded. If t∗ refers to the last

event time occurrence, ‖ei (t∗)‖ = 0, and fi (t∗) = −c0 − c1e−αt∗ < 0.
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Because ėi (t) = −ẋi (t) and ‖ei (t)‖ ≤ ∫ t
t∗ ‖ẋi (t)‖ ≤ ∫ t

t∗ ‖ẋ(t)‖ hold, and from
(4.24) we derive

‖ẋ(t)‖ ≤ ‖AK + �‖‖x(t)‖ + ‖BK‖√N (c0 + c1e
−αt∗).

If the last event occurred at time t∗ > 0

‖ei (t)‖ ≤
t∫

t∗

‖ẋ(t)‖ ≤
t∫

t∗

(‖AK + �‖‖x(s)‖ + ‖BK‖e(s))ds,

and ‖x(t)‖ ≤ ‖x(t∗)‖ holds in (4.31). Thus, defining the following constants

k�,1 = κ(V )‖AK + �‖‖x(0)‖
k�,2 = ‖BK‖√Nc1

(
κ(V )‖AK + �‖

λ� − α
+ 1

)

k�,3 = ‖BK‖√Nc0

(
κ(V )‖AK + �‖

λ�

+ 1

)
,

the error can be bounded as

‖ei (t)‖ ≤
t∫

t∗

(k�,1 + k�,2 + k�,3)ds = (k�,1 + k�,2 + k�,3)(t − t∗).

The next event will not be triggered before ‖ei (t)‖ = c0 + c1e−αt ≥ c0. Thus a lower
bound on the inter-events time is given by

T�,min = c0
k�,1 + k�,2 + k�,3

, (8.5)

which is a positive quantity.

8.4 Derivation of (4.45)

The bound (4.44) can be upper bounded by

‖x(t)‖ ≤κ(V )
( ‖BK‖√Nc0β0

|λmax (AK )| + (1 + κ(V )‖�‖t)‖x(0)‖e−|λmax (AK )|t

+ ‖BK‖√Nc1β1e−αt

|λmax (AK )|−α

)
.
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As in the analysis of the Theorems4.1 and 4.2 the error between two consecutive
events can be upper bounded as

‖ei (t)‖ ≤
∫ t

t∗
(‖AK + �‖)x(s) + ‖BK‖e(s))ds.

With the definition of (4.41)–(4.43), and if k�,2 and k�,2 are approximated to k�,2 ≈
‖BK‖√Nc1

(κ(V )‖AK+�‖β1

|λmax (AK )|−α
+ 1

)
, k�,3 ≈ ‖BK‖√Nc0

(κ(V )‖AK+�‖β0

|λmax (AK )| + 1
)
, it follows

that

‖ei (t)‖ ≤
∫ t

t∗
(k�,1(1 + κ(V )‖�‖s)e−|λmax (AK )|t∗ + k�,2e

−αt∗ + k�,3)ds

= κ(V )‖�‖k�,1e−|λmax (AK )|t∗
2 (t2 − t∗2 ) + (k�,1e

−|λmax (AK )|t∗ + k�,2e
−αt∗ + k�,3)T

≤ κ(V )‖�‖k�,1
2 T 2 + (k�,1 + k�,2 + k�,3)T .

where T = t − t∗ is the inter-event time. Note that it holds that e−|λmax (AK )|t∗(1 +
κ(V )‖�‖t∗) < 1,∀t∗ > 0.

The next event will not be triggered before ‖ei (t)‖ = c0 + c1e−αt ≥ c0. Thus a
lower bound on the inter-events time is the solution of

a�T
2 + b�T = c0 (8.6)

where

a� = k�,1κ(V )‖�‖
2

b� = k�,1 + k�,2 + k�,3.

(8.7)

Since a� and b� are positive constants, only one of the solutions of (8.6) is strictly
positive and hence feasible, and is given by (4.45).

8.5 Proof of Theorem 4.3

Let us denote Fd = AdK + �d . The analytical solution of (4.47) is

x(�) = F�
d x(0) +

�−1∑
j=0

F�−1− j
d Bd Kde( j). (8.8)

This can be bounded as

‖x(�)‖ ≤ ‖F�
d ‖‖x(0)‖ +

�−1∑
j=0

‖F�−1− j
d ‖‖BdKd‖‖e( j)‖. (8.9)
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Let us assume that � j
d ≈ 0,∀ j ≥ 2. According to (4.13), ‖F�

d ‖ can be bounded as:

‖F�
d ‖ = ‖(AdK + �d)

�‖ ≤ ‖A�
dK‖ + ‖

�−1∑
j=0

A�−1− j
dK �d A

j
dK‖ + O(‖�d‖2)

≈ ‖A�
dK‖ + ‖

�−1∑
j=0

A�−1− j
dK �d A

j
dK‖,

since ‖�d‖2 ≈ 0.
Moreover, as in the continuous time case, we assume that AdK is diagonalizable,

and hence, AdK = VdDdV
−1
d . It also holds that ‖Dd‖ = |λM(Dd)| = |λM(AdK )|,

where λM(AdK ) is the eigenvalue with the closer magnitude to 1. Thus,

‖A�
dK‖ = ‖VdD

�
dV

−1
d ‖ ≤ κ(Vd)|λM(AdK )|�,

where κ(Vd) = ‖Vd‖‖V−1
d ‖.

Similarly, the following bound can be computed for the sum:

‖
�−1∑
j=0

A�−1− j
dK �d A

j
dK‖ ≤ κ2(Vd)

�−1∑
j=0

|λM(AdK )|�−1− j‖�d‖|λM(AdK )| j

= κ2(Vd)|λM(AdK )|�−1‖�d‖�.

Thus, ‖F�
d ‖ is bounded by

‖F�
d ‖ ≤ κ(Vd)|λM(AdK )|�

(
1 + �

κ(Vd)‖�d‖
|λM(AdK )|

)
. (8.10)

If we consider the bound (8.10) in (8.9), it holds that

‖x(�)‖ ≤ κ(Vd )|λM (AdK )|�
(
1 + �

κ(Vd )‖�d‖
|λM (AdK )|

)
‖x(0)‖

+
�−1∑
j=0

(
κ(Vd )|λM (AdK )|�−1− j

(
1 + (� − 1 − j)

κ(Vd )‖�d‖
|λM (AdK )|

)
‖Bd Kd‖‖e( j)‖

)
.

(8.11)

Moreover, from (4.58), the error can be bounded as ‖e( j)‖ ≤ √
N (c0 + c1α

j
d).
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The sum in (8.11) can be computed taking into account that

�−1∑
j=0

r �−1− j = 1 − r �

1 − r

�−1∑
j=0

(� − 1 − j)r �−1− j = r ·
(

1 − r �

(1 − r)2
− �r �−1

1 − r

)
,

where r can be |λM(AdK )| or αd
|λM (AdK )| .

Thus, it yields that

‖x(�)‖ ≤ κ(Vd)

(
‖Bd Kd‖

√
Nc0

1−|λM (AdK )|
(
1 + κ(Vd )‖�d‖

1−|λM (AdK )|
) + |λM(AdK )|�

(
‖x(0)‖

− ‖Bd Kd‖
√
Nc0

1−|λM (AdK )|
(
1 + κ(Vd )‖�d‖

1−|λM (AdK )|
) − ‖Bd Kd‖

√
Nc1

αd−|λM (AdK )|
(
1 + κ(Vd )‖�d‖

α−|λM (AdK )|
)

+ κ(Vd )‖�d‖
|λM (AdK )| �

(‖x(0)‖ − ‖Bd Kd‖
√
Nc0

1−|λM (AdK )| − ‖Bd Kd‖
√
Nc1

αd−|λM (AdK )|
))

+ α�
d

‖Bd Kd‖
√
Nc1

αd−|λM (AdK )|
(
1 + κ(Vd )‖�d‖

α−|λM (AdK )|
))

. (8.12)

Defining βd,0,βd,1 as in (4.60)–(4.61), it yields to (4.59), which concludes the proof.

8.6 Proof of Proposition 5.2

Assume that the last event occurred at time t ik and that the maximum transmission
delay to its neighbors is τ̄ i

k . From Assumption 5.1, it follows that

‖
∫ t ik+τ̄ i

k

t ik

ėi (s)ds‖ = ‖ei (t ik + τ̄ i
k) − ei (t

i
k)‖ < c1e

−α(t ik+τ̄ i
k ), (8.13)

has to be satisfied (see (5.16)) because no event is generated in the time interval
[t ik, t ik+1). Since an event has occurred at time t ik , ‖ei (t ik)‖ = c1e−αt ik holds and, thus

‖ei (t ik + τ̄ i
k)‖ < c1e

−αt ik + c1e
−α(t ik+τ̄ i

k ) = c1(1 + eατ̄ i
k )e−α(t ik+τ̄ i

k ),

must hold. Because this result is valid for any time t and eατ̄ i
k < eατ �

, ∀τ̄ i
k < τ �, it

follows
‖ei (t)‖ < c1(1 + eατ ∗

)e−αt .
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8.7 Proof of Theorem 5.3

The state at any time is given by

xi (t) = eAK ,i t xi (0) +
∫ t

0
eAK ,i (t−s)

⎛
⎝Bi Kiei (s) + Bi

∑
j∈Ni

Li j e j (s)

⎞
⎠ ds.

According to 5.2, the error is bounded by ‖ei (t)‖ < c1(1 + eατ ∗
)e−αt . Thus, a bound

on xi (t) can be calculated following the methodology of Chap.4 as

‖xi (t)‖ ≤ κ(Vi )

(
μi c1(1+eατ�

)e−αt

|λmax (AK ,i )|−α
+ e−|λmax (AK ,i )|t

(
‖xi (0)‖ − μi c1(1+eατ�

)e−αt

|λmax (AK ,i )|−α

))
,

which proves the second part of the theorem.
Note that (5.21) can be upper bounded as

‖xi (t)‖ ≤ κ(Vi )

(
μi c1(1+eατ�

)e−αt

|λmax (AK ,i )|−α
+ e−|λmax (AK ,i )|t‖xi (0)‖

)
. (8.14)

Moreover, in the interval t ∈ [t ik−1 + τ̄ i
k−1, t

i
k + τ̄ i

k) it holds that

ėi (t) = −AK ,i xi (t) − Bi Kiei (t) −
∑
j∈Ni

Bi Li j e j (t),

and this is particularly true in the subinterval [t ik, t ik + τ̄ i
k). Thus

‖ėi (t)‖ = ‖AK ,i xi (t) + Bi Kiei (t) +
∑
j∈Ni

Bi Li j e j (t)‖

≤ ‖AK ,i‖‖xi (t)‖ + ‖Bi Ki‖‖ei (t)‖ +
∑
j∈Ni

‖Bi Li j‖‖e j (t)‖.

Therefore, integrating the error in the interval [t ik, t ik + τ̄ i
k) and noting that ‖xi (t)‖ ≤

‖xi (t ik)‖ in (8.14) in this interval

‖ei (t ik + τ̄ i
k) − ei (t

i
k)‖ ≤

(
‖AK ,i‖κ(Vi )

(
μi c1(1+eατ�

)e−αtik

|λmax (AK ,i )|−α
+ e−|λmax (AK ,i )|t ik‖xi (0)‖

)

+ μi c1(1 + eατ �

)e−αt ik
)
τ̄ i
k .

Denote k1,i = ‖AK ,i‖κ(Vi )‖xi (0)‖ and k2,i = (‖AK ,i‖κ(Vi )
1

|λmax (AK ,i )|−α
+ 1)μi c1.

From (8.13) in Preposition 5.2, it follows that the upper bound on the delay satisfies

http://dx.doi.org/10.1007/978-3-319-34081-4_5
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(
k1,i e

−|λmax (AK ,i )|t ik + k2,i (1 + eατ �

)e−αt ik
)
τ̄ i
k = c1e

−α(t ik+τ̄ i
k ).

It yields (
k1,i
c1
e−(|λmax (AK ,i )|−α)t ik + k2,i

c1
(1 + eατ �

)
)
τ̄ i
k = e−ατ̄ i

k .

The right hand side is always positive and takes values in the interval [0, 1). The left
hand side is also positive and its image is [0,+∞). Hence, there is a positive solution
for the upper bound on the delay. Moreover, the left hand side is upper bounded by
(
k2,i
c1

+ k2,i
c1

(1 + eατ �

))τ̄ i
k for α < |λmax(AK ,i )|. Hence, the most conservative bound

on the delay τ � is given by

τ � = min{(τ �)i , i = 1, . . . , N },

where (τ �)i are the solutions of

(
k1,i
c1

+ k2,i
c1

(1 + eα(τ �)i )
)
(τ �)i = e−α(τ �)i .

8.8 Proof of Theorem 5.4

The state at any time is given by

xi (t) = eAK ,i t xi (0) +
∫ t

0
eAK ,i (t−s)

(
Bi Kiei (s) + Bi

∑
j∈Ni

Li j e j→i (s)
)
ds.

Under the UwR protocol, it holds that ‖ei (t)‖ ≤ c1e−αt , and ‖e j→i (t)‖ < c1(1 +
eατ �

)e−αt . Hence, following the same steps than in the proof of Theorem 5.3, it
yields

‖xi (t)‖ ≤ κ(Vi )

(
μ̄i (τ

�)c1e−αt

|λmax (AK ,i )|−α
+ e−|λmax (AK ,i )|t

(
‖xi (0)‖ − μ̄i (τ

�)c1e−αt

|λmax (AK ,i )|−α

))
,

where μ̄i (τ
�) = ‖Bi Ki‖ + ∑

j∈Ni
‖Bi Li j‖(1 + eατ �

).

In the interval [t ik, t i→ j
k ), ėi→ j (t) = −ẋi (t) holds. Thus, it can be derived easily

that

‖ei→ j (t
i→ j
k ) − ei→ j (t

i
k)‖ ≤

(
k1,i e

−|λmax (AK ,i )|t ik + (
k2,i + k3,i (1 + eατ �

)
)
e−αt ik

)
τ
i→ j
k ,

k1,i , k2,i and k3,i defined in (5.24)–(5.26).
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According to Proposition 5.2, ‖ei→ j (t
i→ j
k ) − ei→ j (t ik)‖ < c1e−αt i→ j

k . And the
upper bound on the delay is the minimum value of (τ �)i which solves

(
k1,i
c1

+ k2,i
c1

+ k3,i
c1

(
1 + eα(τ �)i

))
(τ �)i = e−α(τ �)i .

8.9 Proof of Theorem 5.5

From 5.34, the state at any time is given by

x(t) = e(AK+�)t x(0) +
∫ t

0
e(AK+�)(t−s)M−→e (s)ds.

According to Lemma5.1, the error −→e (s) is bounded by c̄0. Moreover, since AK is
diagonalizable, e(AK+�)t can be bounded using (4.12). Thus, it follows

‖x(t)‖ ≤ κ(V )
(
‖x(0)‖e−(|λmax (AK )|−κ(V )‖�‖)t

+ ‖M‖c̄0
|λmax (AK )|−κ(V )‖�‖

(
1 − e−(|λmax (AK )|−κ(V )‖�‖)t)).

Reordering terms and noting that ‖M‖ is bounded byμmax because is a block diagonal
matrix, it falls out (5.37).

The upper bound on the delay can be derived easily noting that if the last event
occurred at t = t ik , it holds that

‖ei→ j (t
i→ j
k ) − ei→ j (t

i
k)‖ ≤

∫ t i→ j
k

t ik

‖ėi→ j (s)‖ds ≤
∫ t i→ j

k

t ik

‖ẋi (s)‖ds ≤
∫ t i→ j

k

t ik

‖ẋ(s)‖ds,

since xb,i→ j remain constant in the interval and ‖ẋi (s)‖ ≤ ‖ẋ(s)‖.
Because ‖ẋ(s)‖ ≤ ‖AK + �‖‖x(s)‖ + ‖M‖‖−→e (s)‖, following equivalent steps

as in Theorem 4.2, it yields

‖ei→ j (t
i→ j
k )−ei→ j (t

i
k)‖ ≤

(
‖AK + �‖κ(V )

(
‖x(0)‖

+ ‖M‖c̄0
|λmax (AK )|−κ(V )‖�‖

)
+ ‖M‖c̄0

)
(t i→ j
k − t ik).

According to Assumption 5.1, no event occurs before the broadcasted state is suc-
cessfully received and, therefore the increase of the error in the interval [t ik, t i→ j

k ) is
bounded by c0, giving the upper bound on the delay (5.36).
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8.10 Proof of Theorem 5.6

The state of the system at any time is given by

x(t) =e(AK+�)t x(0) +
∫ t

0
e(AK+�)(t−s)(BKex (s) + Beu(s))ds.

The error ex is bounded by
√
N (cx,0 + cx,1e−αt ) and the bound on eu is derived in

Lemma 5.3. Moreover, as already proved, it holds that

‖e(AK+�)t‖ ≤ κ(V )e−(|λmax (AK )|−κ(V )‖�‖)t

With these considerations, the bound on x(t) can be calculated following the
used methodology in the previous proofs to derive (5.50), showing that the system
is globally ultimately bounded. Furthermore, (5.50) is upper bounded by

‖x(t)‖ ≤ σ1 + κ(V )‖x(0)‖e−(|λmax (AK )|−κ(V )‖�‖)t + σ2e
−αt , (8.15)

if the negative terms are omitted.
The Zeno behavior exclusion in the broadcasting and, as a consequence, in the

control update, can also be proved similar to the previous results. Note that in the
inter-event times ‖ėi (t)‖ ≤ ‖ẋi (t)‖ ≤ ‖ẋ(t)‖, and ‖ẋ(t)‖ can be bounded according
to (5.45). Thus,

‖ei (t)‖ ≤
∫ t

t∗
(‖AK + �‖‖x(s)‖ + ‖BK‖‖ex (s)‖ + ‖B‖‖eu(s)‖)ds.

If x(t) is bounded according to (8.15), and the corresponding bounds on ex and eu
are considered, it leads to the following lower bound for the inter-event time

Tx,min = cx,0

γ1 + √
N (γ2 + γ3 + γ4)

,

where

γ1 = κ(V )‖x(0)‖‖AK + �‖
γ2 = (‖BK‖ + ‖B‖‖μ(K )‖max)cx,0

(
1 + κ(V )‖AK+�‖

|λmax (AK )|−κ(V )‖�‖

)

γ3 = (‖BK‖ + ‖B‖‖μ(K )‖max)cx,1

(
1 + κ(V )‖AK+�‖

|λmax (AK )|−κ(V )‖�‖−α

)

γ4 = ‖B‖cu
(
1 + κ(V )‖AK+�‖

|λmax (AK )|−κ(V )‖�‖

)
.
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Appendix A
Prototypes Models

This appendix describes the model of the prototypes used in Chap. 3. These
mathematical models can also be found in the Student Handout by Quanser.

A.1 The QUANSER SRV-02 Setup

The electrical part of the motor is examined first. The electrical scheme of the circuit
is shown in Fig.A.1. Using Kirchhoff’s voltage law, it follows

Vm(t) − RmIm(t) − Lm
dIm(t)

dt
− Eemf (t) = 0.

Since Lm � Rm, the motor inductance can be disregarded, and it yields

Im = Vm − Eemf

Rm
.

The back electromotive force (emf) created by the motor is proportional to the motor
sharp velocity ωm such that

Im = Vm − Kmθ̇m

Rm
.

According to Newton’s second law, the dynamics of the motor shaft is

Jmθ̈m = Tm − Tl
ηgKg

, (A.1)

where Tl
ηgKg

is the load torque seen through the gears, and ηg is the efficiency of the
gearbox.

© Springer International Publishing Switzerland 2016
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Fig. A.1 Electrical circuit of
the SRV-02 gear

+

-

+

-

If the Newton’s second law is applied to the load of the motor:

Jl θ̈l = Tl − Beqθ̇l, (A.2)

where Beq is the viscous damping coefficient at the output.

Table A.1 SRV-02 model
parameters

Symbol Description Value (SI units)

Vm Circuit input voltage

Im Circuit current

Rm Resistance 2.6

Lm Inductance

Eemf Motor back-emf voltage

θm Motor shaft position

ωm Motor shaft angular velocity

θl Load shaft position

ωl Load shaft angular velocity

Tm Torque generated by the
motor

Tl Torque applied at the load

Km Back-emf constant 0.00767

Kt Motor torque constant 0.00767

Jm Motor moment of inertia 3.87 × 10−7

Jeq Equivalent moment of
inertia at the load

2.0 × 10−3

Beq Equivalent viscous damping
coefficient

4.0 × 10−3

Kg SRV02 system gear ratio
(motor→load)

70

ηg Gearbox efficiency 0.9

ηm Motor efficiency 0.69
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From (A.1) and (A.2), it yields

Jiθ̈l = ηgKgTm − ηgKgJmθ̈m − Beqθ̇l. (A.3)

Since θm = Kgθl and Tm = ηmKtIm, where ηm is the efficiency of the motor, (A.2)
can be rewritten as

Jl θ̈l + ηgK
2
g Jmθ̈l + Beqθ̇l = ηgηmKgKtIm.

Finally, if the electrical and dynamical model are combined, it yields the following
transfer function

θl(s)

Vm(s)
= ηgηmKtKg

JeqRms2 + (BeqRm + ηgηmKmKtK2
g )s

,

where Jeq = Jl + ηgJmK2
g .

The parameters are listed in TableA.1 at the end of this appendix.

A.2 The Flexible Link: QUANSER SRV-02 Series

The equations of motion involving a rotary flexible link, involves modeling the rota-
tional base and the flexible link as rigid bodies. As a simplification to the partial
differential equation describing the motion of a flexible link, a lumped single degree
of freedom approximation is used. We first start the derivation of the dynamic model
by computing various rotational moment of inertia terms. The rotational inertia for
a flexible link is given by

Jlink = mL2

3
,

where m is the mass of the flexible link, and L is the length.
For a single degree of freedom system, the natural frequency is related with

torsional stiffness and rotational inertia in the following manner

ωc =
√
Kstiff

Jlink
,

where ωc is found experimentally and Kstiff is an equivalent torsion spring constant
as depicted in Fig. 3.4.

In addition, any frictional damping effects between the rotary base and the flexible
link are assumed negligible. Next, we derive the generalized dynamic equation for
the tip and base dynamics using Lagrange energy equations in terms of a set of

http://dx.doi.org/10.1007/978-3-319-34081-4_3
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generalized variables α and θ, where α is the angle of tip deflection and θ is the base
rotation.

The potential energy of the system is provided by the torsional spring, and it is
given by

V = 1

2
Kstiff α

2.

The total kinetic energy of the mechanical system is computed as the sum of the base
and the flexible link:

T = 1

2
Jeqθ̇

2 + 1

2
Jlink(θ̇ + α̇)2.

Thus, the Lagrangian is

L = T − V = 1

2
Jeqθ̇

2 + 1

2
Jlink(θ̇ + α̇)2 − 1

2
Kstiff α

2. (A.4)

The existence of two degrees of freedom (θ and α) provides two Lagrange equations
for the system:

∂

∂t

(∂L

∂θ̇

)
− ∂L

∂θ
= Toutput − Beqθ̇ (A.5)

∂

∂t

(∂L

∂α̇

)
− ∂L

∂α
= 0. (A.6)

Applying (A.4) into (A.5) and (A.6), it yields

Jeqθ̈ + Jlink(θ̈ + α̈) = Toutput − Beqθ̇ (A.7)

Jlink(θ̈ + α̈) + Kstiff α = 0. (A.8)

From the model detailed in the previous section, the output torque on the load from
the motor is

Toutput = ηmηgKtKg(Vm − KgKmθ̇)

Rm
. (A.9)

Finally, combining (A.7)–(A.9), it results in the following state space model:

⎛
⎜⎜⎝

θ̇
α̇

θ̈
α̈

⎞
⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎜⎝

0 0 1 0

0 0 0 1

0 Kstiff

Jeq
− ηmηgKtK2

gKm+BeqRm

JeqRm
0

0 −Jstiff (Jeq+Jlink)
JeqJlink

ηmηgKtK2
gKm+BeqRm

JeqRm
0

⎞
⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎝

θ
α

θ̇
α̇

⎞
⎟⎟⎠ .

The parameters of the flexible link are listed in TableA.2, and the parameters
concerning the SRV-02 gear are listed in TableA.1.
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Table A.2 Flexible link
model parameters

Symbol Description Value (SI
units)

L Length of flexible link 0.42

m Mass of flexible link 0.065

θ Servo load gear angle

α Arm deflection

D Link end point deflection

ωc Link’s damped natural frequency 18.85

Jlink Modeled link moment of inertia 0.0038



Appendix B
Software

This appendix provides additional information about the applications developed in
this thesis and described in this manuscript in Chaps. 3 and 6.

First, screenshots of the LabVIEW applications are enclosed. The GUI as well as
the block diagrams of theCALand the PAL, inwhich themain blocks are highlighted,
are depicted.

Secondly, complementary information of the MaSS tool is given in the developed
user manual, which is also available at http://lab.dia.uned.es/mass. A more detailed
description of the features of the simulator, and additional examples of usage are
provided.

B.1 Implementation of the CAL and the PAL in LabVIEW

See Figs.B.1, B.2, B.3 and B.4.

B.2 User Manual of MaSS

The MaSS simulator is available online at http://lab.dia.uned.es/mass, where users
can download a version of the simulator, view a video in which the usability of the
tool is shown, and have access to a user manual. This user manual is reproduced
next, and the cover is depicted in Fig.B.5.

© Springer International Publishing Switzerland 2016
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Fig. B.1 Screenshot of the implementation of the CAL in LabVIEW
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Fig. B.2 Screenshot of the implementation of the PAL in LabVIEW

B.2.1 Background

What is a multi-agent system?

In a multi-agent system (MAS), a number of entities (agents) work together to coop-
eratively solve problems.

The application fields of MAS are quite heterogeneous. A group of autonomous
vehicles which coordinately move to fulfill an objective or individual particles that
interact with each other andmodel a thermodynamical system are examples ofMAS.
In this case, we are interested in the first example of systems.
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Fig. B.3 Screenshot of the GUI at the Client in LabVIEW

The behavior of the system depends on the agents dynamics and the interconnec-
tions between the agents.

What is the Consensus Problem in a multi-agent system?

The agents of aMAS reach a common state (the average, themaximum, theminimum,
etc.) from a reduced knowledge of the overall system. For instance, if the final state
is the average of all initial states we call it average consensus.

TheConsensus Problem hasmany applications and one of them is the autonomous
vehicle formation, since reaching the formation is analogous to reaching Consensus.

What is the system topology?

The system topology describes how the agents interact with each other. In this case,
interaction means communication.

Each agent can communicate with a reduced number of agents that we denote as
neighbors. Each agent only has access to its own state and its neighbors’.

The topology is described by a graph whose vertices are the agents and the edges
are the communication links.

What is the communication law of the system?

The agents communicatewith each other through a network to give information about
its state. The instants of time at which the communication occurs are discrete-time
events, and so the communication law determines when these events take place.

Traditionally, the information is sent periodically, for example every 100ms. One
alternative is to use a communication law based on events in which the condition
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Fig. B.4 Screenshot of the GUI at the Server in LabVIEW

to send information does not depend on the instants of time but on the state of the
agent. It seems logical that if the state of one agent has not varied there is no need of
sending the same value periodically.

Some Network Concepts

A protocol is a set of rules that sets out how the information flows between two
systems. A protocol gives specifications about the message formats, how to detect
and correct errors, etc.

The network delay gives how much time it takes for a bit to go from one node
to another in the network. The delay is influenced by several factors as queues,
propagation delays, transmission rate, etc.

A packet (a message) is lost when the data sent through the network do not
reach the final destination. The number of packet losses is influenced by the channel
congestion, the degradation of the signal, etc.
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Fig. B.5 Cover of the user manual of MaSS available at http://lab.dia.uned.es/mass

http://lab.dia.uned.es/mass
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1
2

3 4

5 6

7

Fig. B.6 Graphical User Interface

B.2.2 The Graphical User Interface

The graphical user interface of the simulator has six panels and menu, which are
labeled by number in Fig.B.6 from 2 to 7 and 1, respectively. The most important
panels are 3 and 4. In the first one, an interactive view of the simulation of the
agents is shown, and in the second one, a set of graphs provides information about
the formation control and network status. The panel 5 allows users to change the
number of agents and to define a group leader. The trigger mechanism is defined
through the panel 6. All the configurable network parameters can be modified in
the panel 7. Moreover, in the menu at the top of the interface, users can select the
dynamical model of the agents and also the experiment to perform. Finally, the
panel 2 contains the basic buttons to play, pause, reset and step the simulation, and
an additional button to save the data into a Matlab file in order to perform further
analysis.

We next describe in more detail each of the elements of the interface aforemen-
tioned.

Main Menu: Performing Experiments and Changing the Model Dynamics

• Model: The vehicles have been modeled as non-honolomic. If the control signals
are the linear and the angular velocity we have a first order model. On the other
hand, the second order model uses the force and the torque as the control signals.

• Experiment: There are three prefixed experiments,whose configurations are shown
in Fig.B.7.Moreover, the user can save the system configuration of a certain instant
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Fig. B.7 Prefixed experiments

of time in a file, and restore this configuration at any time loading the corresponding
file.

• Help: It gives access to this document.

Panel 2: Controlling the Simulation Execution

On the left side of the panel, users can find the buttons to start, step, stop, and restart
the simulation.

On the right side, a button allows users to save some variables into a Matlab file,
which can be executed afterwards to generate the corresponding graphs. If users push
once the button, the icon changes and the data is stored in a buffer. The variables
that are saved are the time, the coordinates (x, y) of each agent, the distance to the
formation of each agent, the packets transmission rate and the performance of the
network. If users push again the button, a dialogue box allows us to specify the name
file to save the data. This file must have .m extension. If the code is load and run in
Matlab, three graphs similar to the ones shown panel 4 should appear.

Panel 3: Interactive View of the Multi-agent System

The view of the interactive simulation is shown in the panel 3. The agents are labeled
from 0 toN−1 and traces show the path followed by the agents. The arrows represent
the communication links between the agents: an arrow from agent i to agent j means
that agent i sends information to agent j.

The agents can be dragged to a new position, and the overall system moves to
recover the formation, if the system is under control. The agents are dark blue colored
and, if there is a leader of the group it is in light blue. The outline of an agent changes
to orange when transmitting a packet and goes back to its normal state when the data
is received.

At the bottom, we have two additional options:

• Auto-zoom: To zoom-in or zoom-out the simulation view.
• Simulation vel.: It speeds up or slows down the simulation. This is useful to adjust
the movement of the agents to a real system.
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Fig. B.8 Example of chronogram. Delivered packets are in orange, red arrows are lost packets,
and green arrows correspond to discarded packets

Panel 4: Plots of System and Network Events

The panel 4 has two different tabs. The first one shows the distance to the formation
at the top and the angular velocity (first order model) or the torque (second order
model) at the bottom.

The second tab has two graphs as well. The first one shows the average delay for
all the existing links in the network. The second one shows the last sent packet for a
slot of time (see Fig.B.8). Each arrow connects two lines that represent two agents.
For example, if there is an arrow that connects 3–2 means that the vehicle 3 sent a
packet to the vehicle 2. The x coordinate represents the time. The origin of an arrow
represents the instant of time at which a packet was sent, and the end is the time at
which it was received.

If we look at Fig.B.8, we see that there are three types of arrows. The orange ones
indicate that the packet was successfully received. The red arrows mean that the
packet was dropped and did not reach the destination. Finally, a green arrow means
that the packet was discarded because a packet with more recent information arrived
before.This option canbe activated in theFlowControl checkbox.Acknowledgments
of packets are also drawn if the ACK checkbox is marked.

Below this chronogram, two indicators show the packets transmission rate com-
puted on-line and a performance index which is updated every 2 s. This performance
measures the packet delivery ratio of the network.

Panel 5: Modifying the Number and Type of Agents

This panel allows users to add or withdraw agents and define a leader in the group.
The number of agents is changed through the corresponding indicator. When a new
agent is added, its position is generated randomly.

In order to define a leader, the user has to select the number of the agent from
the drop-down list and then mark the checkbox leader. The leader differs from the
rest of the agents because it sends its state to its neighbors but it does not receive
information from any other agent, and so the rest of the agents move “around” the
leader to reach the formation.
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Panel 6: Defining Communication Strategy and Triggering Mechanism

The parameters referring to the control and communication triggering mechanism
can be found in the panel 6. Three different choices can be made through the drop-
down list.

• Periodic: Each agent sends periodically its state to its neighbors. For a first order
model, the state are the coordinates and for a second order model the state also
includes the velocities in the x and y directions. The configurable parameter is the
sampling period, Ts.

• Events: c cte.: In this case the packets are not sent periodically but when the error
reaches a certain constant threshold. The error is defined as the difference between
the current state and the last broadcasted state. The threshold is denoted by c and
can be adjusted by the user.

• Events: c var.: In this case, the threshold to trigger the event is not constant and
changes with time as c = c0 + c1e−αt . Thus, there is a constant term and an
exponential term decreasing with time. The user can configure the parameters c0,
c1, and α.

Panel 7: Configuring Network Topology and Parameters

Some aspects of the Network can be configured in this panel.

• Topology: If users press the button change…, a window shows up and gives us
instructions to add or withdraw links. A link is added or deleted by clicking first
on the agent i and then on the agent j.

• Flow Control: If this checkbox is marked, packets containing old information are
discarded.

• ACK : If this checkbox is marked, every agent does not sent new information after
getting confirmation of reception of the previous packet.

• Packet error: This option allows to add bit error transmission into packets.
• Delay: Using this option, users can configurate a constant or random network
delay.

• Packet loss: The probability of losing packets can be set up by using this option.
The user can set a constant probability or, if the option Model 1 is selected, the
probability is calculated based on the transmission. If this rate increases, the prob-
ability of collision increases and so do packet losses.

B.2.3 Examples of Usage

Example 1: Interacting with the GUI

Let us now see an example of usage of the simulator. This example is the same
than the available video at http://lab.dia.uned.es/MaSS. Let us assume that the initial
configuration is generated randomly by the code and that we want to save all the
experiments in a Matlab file. Thus, we press the corresponding button to store some

http://lab.dia.uned.es/MaSS
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variables in a buffer (see Sect.B.2.2) and we let the system evolve to reach the
formation of the Experiment 2. As a result, we should get something similar to
Fig.B.9.

Let us make few changes in the configuration. We first set the agents model to
second order systems, hen we modify the network topology by deleting the link
1 → 2 and adding links 1 → 3 and 3 → 0. Furthermore, we we modify the position
of the agents to the given in the Experiment 1 by selecting it from the Menu. If we
restart the simulation, the system should evolve to something similar to Fig.B.10.
Note that the changes in the topology have been correctly performed.Moreover, since
we have set the model to a second order system, the system reaches the formation
but it moves with a constant velocity (see panel 4, Fig.B.10). Observe that we have
activated the Auto-zoom checkbox so that we can keep following the trajectory of
the system moving with constant velocity.

If two new agents are added (type 6 in the Number of Agents textbox) and the
agent 3 is marked as a leader, the formation will follow it. Note that the topology is
restored when the number of agents is changed.

Let us now change to a periodic communication strategy with Ts = 0.2 s, set the
delay to random with a maximum value of 0.3 s, the probability of packet losses to
0.1 andmark theFlowControl checkbox. Note that every agent sends to its neighbors
packets every 0.2 s. These packets can have different lengths (the delay is random).
Since the maximum delay is larger than the sampling period, some packets should be
discarded because the Flow Control is active. Moreover, some packets are dropped
since the probability is set to 0.1.

1
2

3 4

5 6

7

Fig. B.9 Example of usage, snapshot 1
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Fig. B.10 Example of usage, snapshot 2

Example 2: How to Save the Data into a Matlab File

As explained in Sect.B.2.2, the panel 2 has a button to save the workspace into a
Matlab file. An example of how to do this is given below.

Assume that the initial configuration is the one given in Fig.B.11 and that we save
this configuration to load it again in order to compare the performance of the system
under two different conditions:

1. Packets drops are modeled as a Bernoulli distribution of probability p = 0.1.
2. Packet drops are influenced by the transmission rate assuming that when this rate

increases so does the probability of packet collisions.

The number of agents is 4, the communication mechanism is based on events with
constant threshold c0 = 0.025, the ACK option is marked and there is a constant
delay of 100ms. To save the experiment, click on Experiment, Save Experiment, and
name the file. Press the button to start recording the data and then play the simulation.
Once the system reach the formation, we press again the mentioned button to stop
recording the data and we type the name of the Matlab file to store them.

Let us restore the initial configuration by clicking on Experiment and then on
Load Experiment to select the file where we saved it before. We next change the
model of packet losses by selectingModel 1 in the list and we repeat the same steps
to save the variables into a Matlab file.

Afterwards, if both Matlab files are open and executed, something similar to
Fig.B.12 will be obtained.
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Fig. B.11 Initial view of Example 2

The first graph depicts the output, the second one the packets transmission rate
per second and the third one the performance of the network, which is evaluated

Fig. B.12 Matlab figure for the experiments of Example 2
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every 2 s as the packet delivery ratio. One can conclude that the degradation of the
performance of the network has a direct effect into the performance of the system,
since the formation is reached later in the second case (red lines) and the trajectories
are less optimal.
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