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Preface

This volume contains selected research papers and descriptions of prototypes and
products presented at DESRIST 2017 – the 12th International Conference on Design
Science Research in Information Systems and Technology – held from May 30 to June
1, 2017, at Karlsruhe, Germany.

This year’s DESRIST conference continues the tradition of advancing and broad-
ening design research within the information systems discipline. DESRIST brings
together researchers and practitioners engaged in all aspects of Design Science research
(DSR), with a special emphasis on nurturing the symbiotic relationship between Design
Science researchers and practitioners. As in previous years, scholars and design
practitioners from various areas, such as information systems, business and operations
research, computer science, and industrial design came together to discuss both chal-
lenges and opportunities of Design Science and to solve design problems through the
innovative use of information technology and applications. The outputs of DESRIST,
new and innovative constructs, models, methods, processes, and systems, provide the
basis for novel solutions to design problems in many fields. The conference further
built on the foundation of 11 prior highly successful international conferences held in
Claremont, Pasadena, Atlanta, Philadelphia, St. Gallen, Milwaukee, Las Vegas,
Helsinki, Miami, Dublin, and St. Johns.

The 12th DESRIST conference had the theme of “Designing the Digital Transfor-
mation” and emphasized the contemporary challenge of transforming businesses and
society using information technologies. The rapid digital transformation of businesses
and society creates new challenges and opportunities for information systems (IS) re-
search with a strong focus on design, which relates to manifold application areas of IS
research. This year’s DESRIST, therefore, introduced selected themes in order to
account for and further stimulate DSR in such areas. Specifically, DESRIST featured
seven themes: DSR in business process management, DSR in human–computer
interaction, DSR in data science and business analytics, DSR in service science,
methodological contributions, domain-specific DSR applications, and emerging themes
and new ideas. In total, we received 135 submissions (66 full research papers, 19
prototypes and products, and 50 research-in-progress papers) to the conference for
review. Each research paper was reviewed by a minimum of two referees. This
Springer volume contains 25 full research papers, with an acceptance rate of 38%,
along with 11 short papers describing prototypes and products. Research-in-progress
papers are published in separate proceedings.

We would like to thank all authors who submitted their papers to DESRIST 2017.
We trust that the readers will find them as interesting and informative as we did. We
would like to thank all members of the Program Committee as well as the many
additional reviewers who took the time to provide detailed and constructive critiques
for the authors. We are grateful for the support of many colleagues who took
responsibility in chair positions – such as the doctoral consortium chairs, the industry



track chairs, the product and prototype chairs, and the local arrangements chairs – as
well as for the great dedication of the many volunteers, whose efforts were instrumental
in bringing about another successful DESRIST conference. Our special thanks go to
Dr. Stefan Morana, who managed the operational review and publication process in his
role as proceedings chair. Furthermore, we thank the Karlsruhe Institute of Technology
(KIT) and the sponsoring organizations, in particular SAP, Bosch, IBM, Senacor, as
well as the Cyberforum/Digital Innovation Center, for their support. We believe the
papers in these proceedings provide many interesting and valuable insights into the
theory and practice of DSR. They open up new and exciting possibilities for future
research in the discipline.

May 2017 Alexander Maedche
Jan vom Brocke

Alan Hevner
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Abstract. To remain competitive, SMEs rely on technologies that automate
support for their operations. Although an increasing number of SMEs use ERP
systems, one of the major challenges is the selection of a software that fully
meets their business needs. ERP systems generally come as standardized soft-
ware packages. They are designed to fit generic rather than enterprise-specific
requirements. Thus, mutual alignments of business and IT are essential to ensure
an implementation project’s success. However, many organizational change
efforts involving the introduction of new technologies fail due to the work-
force’s resistance towards changes in their workflows, business processes, and
technology they use. These so-called technochange situations require appro-
priate solutions that are complete and implementable. Thus, changes to business
and IT must be complementary and organization-enterprise system misfits must
be minimized. Following the paradigm of design science research, this contri-
bution addresses technochange in ERP projects by assessing the organization-
enterprise system fit during ERP selection. Applying a process fit perspective,
organizational process models can be compared to ERP reference models using
measures of business process similarity. In an experiment, we illustrate how
ERP systems can be distinguished and ranked by their process features, posi-
tively influencing organizational fit and the likelihood of an ERP project’s
success.

Keywords: Organization-enterprise system fit � Business process similarity �
Enterprise resource planning system selection � Technochange

1 Introduction

To remain competitive in a rapidly changing environment, effective methods for pro-
cessing, storing, and analyzing data are highly relevant for organizations. Due to the
integration of business processes and information, enterprise resource planning
(ERP) systems enable enterprises to organize their resources more effectively [1]. ERP
systems generally come as standardized software packages and are designed to fit
generic rather than enterprise-specific requirements, resulting in the necessity for
mutual alignments of business and IT [2].

Although information systems positively affect the competitiveness of an enter-
prise, implementation projects often come with tremendous demands on time and
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financial resources. However, limited resources, such as a tight time schedule or a lack
of process knowledge and IT skills, as well as the highly differentiated market, can turn
the selection of an adequate ERP system into a highly complex task [3].

While business operations may increase in efficiency and effectiveness, the dis-
ruption of established workflows can result in users’ resistance towards change,
hampering the potential benefits of an ERP project [4]. Thus, ERP implementations are
subject to major risks, including users avoiding or misusing the system, or adopting it
in a way that fails to capture the project’s potential benefits. In line with that,
approximately 75% of organizational change efforts fail when they involve the intro-
duction of a new technology [4]. High-risk situations that are characterized by IT
triggering major organizational changes are referred to as technochange, simultane-
ously affecting an enterprise’s organizational and technological structures. Thus,
organizations face complex challenges that frequently place excessive demands on
traditional approaches of IT project management and organizational change manage-
ment causing organizational problems if not addressed appropriately. To tackle those
challenges, adequate IT solutions are characterized by the properties of completeness
and implementability. In terms of completeness, the alignment of business and IT must
be performed on a mutual basis, applying complementary change efforts within both
dimensions. Since the adaptability of an organization is limited, the property of
implementability suggests the selection of an ERP system with minimal misfits to the
existent organization [4]. However, the magnitude of organizational adaptations highly
depends on the initial degree of organization-enterprise system fit. We argue that
minimizing initial misfits can reduce technochange during ERP implementation and
increase the likelihood of project success. Thus, the present paper uses methods and
techniques of business process similarity (BPS) to manage process misfits during ERP
selection. Consequently, we summarize our research question as follows:

“How can we improve traditional ERP selection methodologies to ensure an appropriate
organization-enterprise system fit to reduce technochange during ERP implementation?”

To address this research question, Fig. 1 illustrates the applied design science
research (DSR) approach to develop our contribution. First, we provide an overview of
foundations on ERP selection and BPS methods and analyze the phenomenon of
technochange during ERP implementation for problem identification. Subsequently, we
derive objectives and recommendations for the artifact of our contribution. Initiating
the design and development phase, we design and introduce a methodology for ERP
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Fig. 1. Design science research approach [5]
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selection, which incorporates the predefined objectives to address the overall problem.
After its formalization and demonstration, we experimentally perform the artifact’s
evaluation in Sect. 4. We discuss the results and their limitations in Sect. 5, before
Sect. 6 concludes with a summary of findings and an overview of future research
potentials.

As our research progressed, we iteratively developed the configuration of the
artifact [6]. Following Gregor and Hevner’s [7] knowledge contribution framework, we
consider our DSR contribution an exaptation of BPS to the design of software selection
methods in the area of ERP research. It has explanatory power and provides design
practice theory for the design and improvement of further methods that aim to improve
the likelihood of success in ERP implementation projects.

2 Foundations

2.1 ERP Software Selection

Contributions regarding ERP implementation projects have been extensively discussed
and can be divided into the four categories: methodologies, case studies, micro-
sociological studies, and studies on critical success factors (CSF). Since we focus on
the improvement of current methodologies for ERP selection, we center our investi-
gation on existing methodologies and publications regarding CSF. So far however,
there has been little discussion about the ERP selection phase and its requirements.
Most studies solely reveal that organization-system fit is crucial for the success of an
implementation project and that the potentials of business process re-engineering
(BPR) should be considered, instead of making the best of non-competitive, i.e. sub-
standard, processes [8–10].

A great share of methodological approaches understand ERP selection as a
multi-stage process, generally including efforts in planning, requirements engineering,
and system selection [8]. According to Stefanou [11], current and future business needs
have to be balanced against various technological, work, and organizational con-
straints. Business processes are subject to radical adaptations when implementing an
ERP system and the associated best practices from an industry [12]. Therefore, the
organization’s commitment to the project and its desire to change are critical to the
success of the project. According to Verville and Halingten [13], external and internal
information are important for the acquisition process. Aiming to avoid overlooking
feasible systems, different information sources, such as the Internet, professional
journals, or vendor exhibitions should be screened carefully [14]. However, due to a
distinct information asymmetry, resulting from the complexity and number of available
systems, Verville and Halingten [13] suggest to evaluate the gathered information in
regard to its credibility and reliability. After the tasks of planning and requirements
engineering, the selection stage is initiated, including the selection and evaluation of
appropriate vendors, products, and supporting services. While each system provides
broad standardized functionalities, Stefanou [11] emphasizes, that individual specifi-
cations, such as specializations for certain industries, result in different degrees of
requirements fulfillment. Thus, Verville and Halingten [13] propose a three-staged
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approach to identify potential systems. To narrow down the diverse market for ERP
software, a collection of general criteria is developed first. Eventually, evaluation
criteria become more specific to generate an initial ranking. Potential aspects for a
general evaluation include the availability of implementation assistance, the financial
strength of the vendor, customer support, and the vendor’s reputation. For an in-depth
analysis, additional criteria such as estimated BPR efforts and system scalability are
taken into account [13]. However, to gather adequate information during each of the
evaluation stages, requests for proposals, information, and cost estimates are sent to
potential vendors [13]. In order to structure the wide range of selection criteria, Wei
et al. [14] suggest a classification into fundamental and mean objectives. After
receiving the requested information, the selection decision is initiated using an analytic
hierarchy process (AHP).

Although there is detailed methodological assistance, most approaches focus
exclusively on high-level recommendations. While the task of gathering information
appears to be important, most contributions focus on the conceptual why instead of
providing guidance regarding the conceptual how. However, given a formalization of
business needs, for example, in terms of an organizational process model, measures of
BPS can enable enterprises to identify suitable ERP vendors while saving business
resources. Thus, we propose that process misfits can be minimized and the magnitude
of technochange during ERP implementation projects can be influenced positively.

2.2 Technochange in ERP Implementation Projects

While fit is only one criterion for selecting and implementing an ERP system, it is
important because fixing misfits can be time-consuming and costly. When people’s
routines are shaken up by modifying organizational workflows and business processes,
risks may be encountered, such as the avoidance or misuse of the system [15]. To tackle
challenges associated with those so-called technochange situations, neither traditional
IT project management nor organizational change management offer adequate solutions
[4]. On the one hand, organizational change management puts a strong focus on the
people affected by the introduction of an ERP system. Thus, their technological adoption
decision is expected to be influenced by training offers, incentives, and redesigned jobs.
However, little attention is paid to the way in which an ERP system alters organizational
change [4]. On the other hand, most traditional IT projects aim to improve technical
performance or to reduce costs of IT ownership or system maintenance.

While both ideas promise to be successful in their specific fields of application,
technochange situations require a complementary approach that focuses on the fit
between IT and organizational structures. To accomplish the promised improvements
in organizational performance, tasks, jobs, and business processes need to change along
with the IT [4]. When implementing an ERP system, having a well-defined and well-
selected technological solution does not guarantee the overall success of the project. In
fact, technology needs to be accompanied by a process of designing and implementing
the solution into the organizational structure [4]. Thus, to manage technochange
effectively, enterprises need to focus on the three conditions illustrated in Table 1.
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First, the requirements for using an ERP system productively are summarized by
the concept of completeness. In the process of implementing new IT solutions, an
organization needs to reorganize itself to take advantage of new allocable capabilities.
To do so, enterprises rely heavily on complementary change management, including
adapting business processes and/or job designs, restructuring business units, and
implementing new metrics and incentives [4].

Second, implementability describes an organization’s ability to adopt and use a
selected ERP system. Thus, solutions that are characterized by extensive discrepancies
to the current or intended organizational structure, cultures, or procedures are more
likely to produce resistance among the future users than systems with a sufficient initial
fit [15]. Following Markus [4], multiple technochange solutions can accomplish
organizational objectives if they are adopted and used, but not all are rejected by their
users. However, the more features and characteristics of an ERP solution conflict with
organizational structures, the higher the likelihood of resistance.

Third, turning the potential benefits of an ERP implementation into measurable
results is defined as the appropriation of benefits. To achieve organizational goals such
as an increase in performance, potential benefits in terms of efficiency or productivity
need to be transformed into financial surpluses. While this does not happen automat-
ically, key users need to be offered incentives in order to actively capture benefits [4].

Since each concept occurs within a different phase of implementing an ERP system,
the introduced conditions are characterized by interdependencies, which are described
in Table 2. Implementability depends heavily on features and characteristics of an ERP
system and must be addressed by adequate decision-making before the actual imple-
mentation process is initiated. However, the degree to which a certain solution fits the
organizational structure of an enterprise influences the feasibility of accomplishing
completeness and the appropriation of benefits.

Since completeness is achieved by implementing complementary change man-
agement, corresponding efforts occur during the implementation phase. Thus, com-
pleteness has a limited range as it only unfolds its full benefits during the rollout of an
ERP solution and thus, does not influence implementability directly. However, effec-
tive change management can facilitate the realization of expected benefits.

Table 1. Conditions for managing technochange effectively

Completeness Implementability Appropriation of benefits

A workable solution A working solution A worked solution

Table 2. Interdependencies in technochange solutions

Completeness Implementability Appr. of benefits

Completeness / / +
Implementability + / +
Appr. of benefits + / /

/ does not affect, + affects positively
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As completeness describes the task of turning a working solution into a workable
solution, it becomes less complex if the number of existing misfits is limited by a
system that exhibits implementability. Furthermore, potential gains in productivity and
efficiency can be captured faster, positively influencing an organization’s performance
and the generation of financial surpluses.

Finally, the appropriation of benefits occurs mostly during post-implementation.
While implementability remains unaffected, offering the right incentives to the right
people can increase the organization’s willingness to adopt and use the ERP system,
facilitating the definition of a complete solution.

2.3 Measures of Business Process Similarity

Existing concepts of BPS are primarily used within the application domains of business
process management (BPM), inductive reference modeling, and business process
collection management [16, 17].

As a conceptual foundation, Dijkman et al. [18] summarize the concepts of label
matching, structural, and behavioral similarity and provide their practical evaluation. Li
et al. [19] measure similarity as the sum of the high-level operations insertion, elimi-
nation, substitution, and movement to transform one business process model into
another. Results guarantee the property of soundness, while transformation efforts are
minimized. Additionally, Dijkman et al. [18] evaluate algorithms for the automatic
computation of BPS metrics. Within the field of BPM, business process models are
used as an analytical representation of an organization’s structure [20–22]. While the
popularity of using process models has increased significantly in recent years,
ambiguity-induced issues between different models reduce their comparability and
therefore hamper optimization potentials [23]. Hence, Ehrig et al. [24] introduce an
ontology-based semantic modeling approach to support business process model
interconnectivity and interoperability. However, the presented methods focus on
establishing an exact matching of process models, resulting in high computation times
and the need for a pairwise process comparison [16]. As we aim to provide a quick
decision support when accessing the market for ERP software, exact (and computation
intensive) measures of process similarity are not necessary.

In the stream of inductive reference modeling, the similarity of business processes
can be used to derive a reference model from a variety of enterprise-specific process
models [17]. Thus, genetic algorithms and statistical factor analysis are used to generate
a process model with the minimum distance to the input models [17, 25]. Additionally,
La Rosa et al. [26] adapt the measure of graph-edit distance to introduce a method for
configurative reference modeling. However, the presented techniques are limited by a
high computation time as well and focus on the generation of new models from a set of
original process models. Thus, they are not suitable for the task of ERP selection.

In the field of collection management, techniques of BPM are used to identify
similar process models within process repositories [27]. To improve the search process,
Awad [28] defines the approach of BPMN-Q, which allows querying for a business
process with a binary match or no match result. Yan et al. [16] abstract business
process models to a set of constitutive features, which can be queried in a
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feature-repository. Thus, computation time can be reduced by the factor of 3.5 when
identifying similar process models [16].

With more than 600 different ERP vendors in Germany, Austria, and Switzerland,
companies face tremendous challenges when selecting an adequate system for their
business operations. Thus, we argue, that metrics of BPS can provide an in-depth
understanding on the organizational fit of an ERP system. Methods in the fields of
BPM and inductive reference modeling aim at establishing an exact matching and
exhibit a high computation time as well as the need for a pairwise comparison of the
input process models. However, our approach aims to provide a quick decision support
when accessing the complex ERP market. Thus, we focus our research on feature-based
measures of BPS.

3 ERP Selection Based on Business Process Similarity

3.1 Feature-Based ERP Selection Process Overview

As illustrated in Fig. 2, the proposed process of ERP selection comprises four phases:
objective definition, requirements engineering, market analysis and preselection, as
well as final decision-making [29]. We used established methodologies, which we
introduced in Sect. 2.1 to construct the procedure model.

In general, there are two major ways to use an ERP system advantageously. The
first is aligning an enterprise’s business processes to fit the software. The second is
aligning the software to support the existent business processes [31, 32]. There have
been numerous studies which discourage enterprises from extensive software cus-
tomization [33, 34]. Following the first option, implementation errors can be avoided
and software updates can be implemented smoothly, enabling enterprises to use the
software’s current releases without disruption. Consequently, highly specialized and
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Fig. 2. ERP selection based on BPS [30]
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successful processes must be modified, and therefore the enterprise might lose its
competitive advantage. However, identifying the ERP system that best fits with an
enterprise’s targeted organizational structure can reduce efforts on BPR and software
customization simultaneously while benefiting from industry best practices.

To achieve an adequate organization-system fit, ERP selection is initiated by
objective definition (1), for which a cross-functional ERP team should be appointed.
The team should consist of decision-makers, functional experts, and senior represen-
tatives of user departments. First, the ERP team should set the project’s scope, building
on the company’s policy, business attributes, the industrial environment, and general
strategic goals. Subsequently, objectives should be defined and classified into a
fundamental-objective hierarchy and a mean-objective network. While fundamental
objectives summarize a set of goals that are crucial for an enterprise to perform better,
mean-objectives focus on ways to accomplish them. Appropriate methods for objec-
tives classification can be found in [14].

Within the second phase, a careful assessment of business requirements must be
performed (2). To gain a comprehensive understanding of existing business needs, this
process should be performed top-down as well as bottom-up. Aiming to reduce the
occurrence of technochange in subsequent phases of ERP implementation, require-
ments engineering should involve the existing organizational structure and its inherent
characteristics. Since we aim to maximize the potential organization-enterprise system
fit by reducing process misfits, business operations should be comprehensively docu-
mented using process modeling languages, such as the event-driven process chain
(EPC) [35]. To avoid transferring sub-standard processes into a new ERP system, as-is
business processes should be transformed into a to-be concept [36]. However, besides
functional requirements, the ERP team should construct a detailed and structured
catalogue of additional needs, which can be evaluated towards a smaller amount of
relevant ERP systems afterwards.

In the third phase, the enterprise should acquire an adequate comprehension of
available systems, vendors, and corresponding services (3). Thus, existing information
sources for ERP software, such as magazines, exhibitions, yearbooks, or the Internet,
should be screened. Consequently, predefined requirements are evaluated towards
processes of ERP systems stored in a repository.

As also illustrated in Fig. 2, feature-based ERP selection consists of four sequen-
tially ordered steps S1 to S4. First, adequate features that represent the processes to be
compared are defined (S1). Based on those features, the similarity of an enterprise-
specific query process model and a collection of ERP-specific reference process models
is computed (S2). Third, relevant systems are identified according to their feature-
similarity score (S3). Finally, identified systems are ranked, aiming to provide enter-
prises with a convenient decision support for ERP selection (S4).

Based on a reduced set of suitable ERP systems, traditional AHP decision
methodologies can be applied more efficiently to reach a final decision (4). While basic
implementability has been ensured, the objectives from the predefined categories can
be evaluated subsequently. Thus, the ERP team must extract key qualitative and
quantitative attributes derived from the predefined project objectives. Simultaneously,
metrics should be defined to measure the effect of each attribute in terms of object
achievement. AHP, as a multi-attribute evaluation method, involves three phases:
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decomposition, comparative judgements and synthesis of priorities [14]. Eventually,
results from each phase are evaluated and a final selection decision is made.

Applying the proposed methodology, the diversified ERP market can be narrowed
down to a small number of ERP systems that fit best to the predominant process
structure. Thus, the selection of a highly-ranked system ensures the solution’s imple-
mentability, as misfits in workflows are reduced and the probability of resistance
towards change is minimized. As described in Table 2, organizations manage tech-
nochange most effectively by satisfying the condition of implementability. On the one
hand, working solutions require the management of a smaller number of initial misfits,
increasing the completeness of an ERP solution. On the other hand, time and effort for
a mutual alignment of the technological and organizational structure are reduced,
facilitating the adoption of an ERP solution and accelerating the realization of benefits.

3.2 Business Process Model Features

According to S1 in Fig. 2, appropriate features must be defined first. In the domain of
BPM, Yan et al. [16] investigate feature-based similarity by defining features as simple
but representative abstractions of business process models. Using feature-based
abstractions, relevant ERP systems can be identified by their major features, while
computation time is kept to a minimum. Consequently, it enables enterprises to query
large process repositories.

Business processes comprise activities executed in a certain order. Therefore, the
constitutive features of a business process can be deduced from its labels, which
represent the captured content, and its structure, uncovering interdependencies between
activities and their order of execution [36, 37]. As label comparison is based on single
process elements, using them as features is computationally insignificant [26, 38].

By contrast, structural characteristics must be extracted from a process’s underlying
process graph. To date, researchers have developed various methods for measuring
structural graph equivalence [19, 37]. However, most approaches are limited by the fact
that the problem of graph matching is NP-hard. To reduce computational complexity,
the present paper focuses on using abstractions instead of full-scale graph structures.
Thus, structural features are derived from an element’s corresponding input and output
context. Using the example of two functions of an EPC, their contextual information is
determined by their preceding and succeeding events or nodes [38].

3.3 Feature Similarity and Feature Matching

As illustrated in Fig. 2, we compute feature-based similarity based on different tech-
niques of BPS, which we introduce subsequently. Because similarity calculations
should be processed automatically, a mechanism needs to be defined that guarantees
the comparison of labels of the same type [16]. Definition 1 presents a formalism
ensuring that functions are compared with functions and events with events. Subse-
quently, using Type as a precondition for further similarity calculations, a matching of
different element types is avoided.
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Definition 1 (Type-based Similarity). Let EPC1 and EPC2 be two disjoint EPCs
described by functions, events and connectors. Additionally, let n 2 EPC1 and m 2
EPC2 be two nodes from the EPCs’ underlying process graph. Then ‘type’ is a binary
function that returns 1, if and only if the types of the compared nodes are identical and
0 otherwise.

type n;mð Þ ¼ 1 Type nð Þ ¼ TypeðmÞ
0 Type nð Þ 6¼ TypeðmÞ

�

Subsequently, label feature similarity can be computed based on syntactic and
semantic metrics [18]. Syntactic equivalence is obtained by adding the number of the
edit operations insertion, deletion, and substitution to transform one label into another.
To measure syntactic similarity, we use the Levenshtein Algorithm [39]. However, a
major weakness of syntactic similarity is that semantic information is not accounted for
if no standardized ontology exists. This can cause inconsistencies, especially in the case
of synonyms and homonyms [40]. We attempt to address these problems by incor-
porating semantic information using the lexical database GermaNet [41]. However, to
reduce noise within the investigated labels, Dijkman et al. [18] suggest several
preparatory steps. First, frequently occurring words such as ‘a’, ‘an’, and ‘for’ are
eliminated. Second, inflectional and derivationally related words are reduced to their
infinitive form by using the technique of word stemming [42]. Subsequently, the
equivalence score is computed by assigning weighting factors to exact matches and
synonyms. Dijkman et al. [18] have investigated the optimal value of these weights,
proposing a weight factor of 1 for identical words and 0.75 for synonyms, which is set
in our work accordingly.

Definition 2 (Label Similarity). Let l1(n) and l2(m) be two strings representing the
labels of two nodes from EPC1 and EPC2. Additionally, let l1(n) and l2(m) contain the
sets of words w1 = l1(n) and w2 = l2(m). Label similarity can be computed based on the
length of labels |ln(nn)| and by the number of words |wn(ln)| contained by those labels,
where the binary function ‘synonyms’ defines if two words are synonyms or not and
specifies the edit distance between two words.

lsim n;mð Þ ¼ type n;mð Þ

�
1:0 � w1 \w2j j þ 0:75 �P synonyms s; tð Þ þ 1:0� ed l1 nð Þ; l2 mð Þð Þ

maxðl1 nð Þj; l 2 mð Þj jÞ
� �

maxð w1j j; w2j jÞ

Although semantic information is considered, label-matching similarity can show
interpretational weaknesses. To increase the reliability of results, we consider structural
features by using the contextual information of process elements. Thus, an equivalence
mapping between its surrounding elements is necessary. However, the mapping itself is
based on the similarity of their corresponding nodes [38]. During this work, the
equivalence mapping is derived by using the formalism presented in Definition 3.

Definition 3 (Equivalence Mapping). Let EPC1 and EPC2 be two disjoint EPCs and
let Ln be their corresponding labels. Additionally, let lðsynþ semÞ : L1 � L2 ! 0. . .1½ �
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be a similarity function that guarantees for all l1 2 L1 and l2 2 L2: lsim(l1, l2) = lsim
(l2, l1). An optimal equivalence mapping Mopt

lsim : L1 9 L2 is an equivalence mapping
such that for all other equivalence mappings M holds that:

X
ðl1;l2Þ2Mopt

lsim

lsim l1; l2ð Þ�
X

ðl1;l2Þ2Mlsim
lsim l1; l2ð Þ:

Given an optimal equivalence mapping, contextual similarity between two process
elements can be computed. For example, to evaluate the input and output context of
two functions, an equivalence mapping between their surrounding events is required.

Definition 4 (Contextual similarity). Let EPC1 and EPC2 be two disjoint EPCs
described by EPCn = (En, Fn, Cn, ln, An) with nn 2 Fn [En and let l(syn + sem) be a
similarity function. Additionally, let Moptin

lsim : nin1 9 nin2 and Moptout
lsim : nout1 9 nout2 be two

optimal equivalence mappings between the preceding and succeeding nodes of n1
and n2.

con n;mð Þ ¼ type n;mð Þ �
Moptin

lðsynþ semÞ
��� ���

2 � ffiffiffiffiffiffiffiffi
ninj jp � minj j þ

Moptout
lðsynþ semÞ

��� ���
2 � ffiffiffiffiffiffiffiffiffiffi

noutj jp � moutj j

Since similarity scores range from 0 to 1, an appropriate threshold for similarity
declaration needs to be defined. In the case of label matching similarity, Dijkman et al.
[18] demonstrate sound results using a threshold of 0.5.

Definition 5 (Node feature match, structural feature match). Let EPC1 and EPC2

be two disjoint EPCs. Additionally, let n 2 EPC1 and m 2 EPC2 be two nodes from the
EPC´s underlying process graph. Two nodes features are matched if their similarity
exceeds a certain similarity threshold.

lsim n; mð Þ ¼ con n;mð Þ � threshold

To illustrate an application of the methodology we rank two ERP systems. We
compute the feature similarity score of two business processes based on the ratio of
features matched to the total number of features within a mapping between their
underlying process graphs.

4 Experimental Application and Evaluation

4.1 Use Case

As the methodological steps S2 to S4 comprise the approach’s practical application, an
evaluation use case is constructed that includes process data from two ERP systems.
We provide further details on evaluating the methodology in the discussion section.

In general, business processes are scheduled and contain a logical sequence of
activities, which is necessary to handle a relevant business object [36]. One class of
business processes are end-to-end processes, which are characterized by their
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customer-sided initiation and termination. The drop-shipping process defines one of the
main variants of the order-to-cash process, in which the retailer does not keep goods in
stock but instead transfers customer orders to either the manufacturer or another
wholesaler, who then ships the goods directly to the customer. Since it is integrated in
most ERP systems, we use the drop-shipping process to evaluate the proposed
methodology. For demonstration purposes, we have modeled a to-be drop-shipping
process extracted from the Handels-H (engl., Retail-H) reference model [43].

Process modeling was performed in two steps. Since process data on ERP systems
is hardly available, system processes were documented by a student research team.
Experts in the field of BPM supervised the team. As the process data was conducted
within a closed project, each modeler participated in the construction of a
domain-specific ontology and performed the modeling tasks using standardized
vocabulary. Thus, semantic ambiguities were eliminated before comparing the process
models to increase the quality of results. Although the technique of semantic similarity
remains unchallenged in this setup, it is of great importance when analyzing real-world
process data that is neither pre-processed nor standardized. A comprehensive evalua-
tion of semantic similarity measures can be found in [18, 24].

The second part, which included modelling the drop-shipping process extracted
from the Handels-H reference model, was based on the same ontology. The resulting
process model is illustrated in Fig. 3. After a customer order is received, potential
contractors for a third-party order fulfillment are analyzed and contacted. The order is
then transferred to a third party, which ships the ordered goods directly to the customer.
Simultaneously, a customer invoice is generated and a contractor invoice is received.
The process stops when incoming and outgoing payments are processed.

4.2 Implementation Setup and Evaluation

Gregor and Hevner [7] argue that a proof-of-concept is a suitable first step when
evaluating DSR. We aim at providing an additional experimental proof-of-concept, by
evaluating the drop-shipping process from Fig. 3 towards the corresponding processes
extracted from the ERP systems Microsoft Dynamics NAV 2016 and SAP Business
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ByDesign.1 These systems are each well-established, mature, all-sector solutions with a
large user base and are regarded as particularly well suited for SMEs. The introduced
similarity measures are used to establish an equivalence mapping between the
enterprise-specific process and the reference process using a similarity threshold of 0.6.
Although the threshold is rather high, it enables the generation of high-quality results
that meet the process requirements of the enterprise. We understand labels contained by
that mapping as label-matching features. A mapping based on contextual similarity is
computed to account for the processes’ structural characteristics using a threshold of
0.6 accordingly. Finally, we regard two features as matches if and only if they have
been determined as similar in both mappings.

Table 3 illustrates the results and the computed feature-based similarity score.
Matching features can be identified within both systems. Microsoft Dynamics NAV
generated noticeably better results for matching label features and structural features.
However, this could be due to more individual functionalities for the same business
procedures. Although the number of matches is limited, it allows us to draw the
conclusion that Microsoft Dynamics NAV better fits the targeted processes and
therefore should be further scrutinized. The low number of matches can be explained
by the high threshold of 0.6. The results entail that it is possible to reproduce the
enterprise’s third-party deal process precisely through the customizing of all systems,
but with lower efforts in Microsoft Dynamics NAV, because fewer steps must be
reconfigured. A final selection, however, can only be made after carefully reviewing
the configuration and customization options in the ERP systems, as this decision cannot
be made without considering situational implementation issues.

For a comprehensive evaluation, we suggest considering at least another 2–3 ERP
systems and use multiple processes to avoid a single case bias. Also, to assess the
relevance of the generated results, we suggest involving practitioners in the evaluation
who can provide reference process models and assist in the qualitative analysis and
interpretation of the results towards their processes.

Table 3. Feature-based similarity of ERP systems

Microsoft dynamics NAV SAP business by design

Overall features 22 25
Matching label features 15 16
Matching structural features 14 13
Combined matches 13 10
Feature-based similarity 0.49 0.37
Rank 1 2

1 http://www.sap.com/germany/product/enterprise-management/business-bydesign.html, https://www.
microsoft.com/de-de/dynamics365/nav-overview.
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5 Discussion and Limitations

Although results from an experimental evaluation support the applicability of our
approach when aiming to select an adequate ERP solution, various constraints limit the
explanatory power of the implications drawn. The proposed methodology focuses on
determining the organization-system fit by analyzing and comparing underlying pro-
cess structures. From this process perspective, changes to intended workflows and job
designs are limited and the likelihood of resistance towards the new system is reduced.
However, this approach assumes that the degree of organization-system fit depends
mainly on the equality of processes and functions. While process fit has been identified
as a relevant aspect when selecting an information system, Strong and Volkoff [2]
argue that potential sources of misfits between an ERP system and an organization can
be divided into six categories that are summarized in Table 4.

In line with that, Markus [4] refers to business processes, culture, and incentives as
the most relevant types of organization-system misfits. While each misfit can cause
ERP implementation projects to fail, the present paper argues that an insufficient
process fit hampers system adoption significantly and facilitates the occurrence of other
sources of misfits. Based on the re-engineering of business processes, user workflows
and operations can be subject to severe adaptations, resulting in resistance and system
avoidance. Thus, the probability of data misfits increases, since relevant data are not
stored and processed appropriately when users work around the system. Furthermore,
process misfits negatively affect the perceived usability of an ERP system and produce
conflicts with the existing organizational structure and corresponding roles. As users
avoid the system’s functionalities, control mechanisms are ineffective, providing only

Table 4. Categories of misfit between an ERP system and the organizational structure [2]

Misfit Definition

Functionality Occurs when executing business processes using an ERP system results in
less efficiency and/or effectiveness compared to the situation before
implementation

Data Occurs when data stored in or needed by the ERP system result in poor
quality in terms of inaccuracy, inconsistency, inaccessibility, lack of
timeliness, or inappropriateness for users’ contexts

Usability Occurs when user interactions with the ERP system are obstructive and/or
confusing

Role Occurs when roles in the ERP system do not match the available skills; this
creates imbalances in the workload or generates inconsistencies regarding
responsibility and authority

Control Occurs when control mechanisms in the ERP system are too strict and
productivity is thereby reduced or minimized, so performance cannot be
monitored appropriately

Culture Occurs when operating the ERP systems conflicts with organizational or
national norms
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limited insights into organizational performance measures. However, we do not argue
that ensuring a sufficient degree of process fit offers a standalone solution to guarantee
ERP implementation project success. In fact, each misfit must be addressed appro-
priately. Nevertheless, controlling for process fit within the system selection stage can
limit project risks and increase the probability of a successful ERP implementation
subsequently.

However, approaches of this kind have a variety of well-known limitations. The
presented evaluation focuses exclusively on the comparison of single business pro-
cesses instead of full-scale organizational structures. Thus, potential implications are
limited since ERP selection should be based on the similarity of business process
collections. Also, we did not yet perform an error analysis to determine why certain
features did not match. We are, however, not aware of a significant feature that should
have matched in our example.

Another major drawback results from the statistical noise produced by the similarity
metrics used themselves. First, as we focused on methodological aspects, we did not
control for the applicability of other configurations of the used similarity techniques
and how they influence the quality of results and implications. An in-depth evaluation
of different similarity computation methods should be performed to shed more light on
their effects on ERP selection (e.g. [44]). Second, to generate an equivalence mapping
between two business processes, a threshold needs to be defined that determines
whether two business process elements are equal. As current literature does not provide
comprehensive empirical validations, the mapping can be significantly biased by
individual perceptions. Furthermore, changing the threshold can manipulate the results,
negatively influencing validity and reliability. In line with that, the computation of
semantic similarity is based on heuristically determined weighting factors. According
to an experimental validation by Dijkman et al. [18], weight factors of 1 for equal
words and 0.75 for synonyms produce the best results. Nevertheless, outcomes depend
strongly on the experimental setup. Another major source of uncertainty lies in the use
of GermaNet as a lexical-semantic database. Although GermaNet contains more than
100.000 synsets, it does not sufficiently cover the domain of BPM. Thus, the results’
quality may suffer if no standardized ontology is available and processes are modeled
in German language.

Additionally, label features and structural features equally influence the degree of
feature-based similarity in the current setup. More evaluation of empirical data is
necessary to determine whether specific weighting factors can improve the quality of
results. Furthermore, the applicability of our approach depends highly on the avail-
ability of organizational process models, which especially for SMEs can be limited. In
line with that, enterprises may not be able to define their organizational requirements
with the accuracy necessary to use our methodology beneficially. In addition, process
data from ERP systems must be available to ensure the practical applicability of our
method. Thus, different procedures can be applied, including requesting reference
process models from vendors, analyzing the process execution from a user perspective,
or performing methods of process mining to extract and analyze data from change logs
of ERP systems. However, endeavors of this kind can be complex and time consuming,
hampering the potential benefits of our method. Finally, limitations result from the
experimental evaluation of our work. Although the introduced hypotheses are

Assessing Process Fit in ERP Implementation Projects 17



experimentally validated, the number of evaluated business processes is too small to
provide generalizable implications. Large randomized controlled trials could provide
more definitive evidence.

6 Conclusion

Using a DSR procedure, we aimed to provide a novel methodology for managing the
organization-enterprise system fit during the selection phase of an ERP implementation
project. As the users’ adoption is crucial for capturing the benefits expected from an
ERP implementation, we investigated the phenomenon of technochange to gain
valuable insights into the aspects that influence the process of technology adoption in
an organizational environment. Findings and requirements were then transformed into
an integrated methodology as the main artifact of this contribution. Future research will
focus on the derivation of universal design principles to strengthen the theoretical
soundness and instantiability of our findings.

Our results suggest that ERP solutions must cover a sufficient share of demanded
functionalities and enable users to increase their efficiency and effectiveness. Fur-
thermore, to reduce technochange, enterprises must ensure a mutual alignment of
business and IT and they can increase the likelihood of a project’s success by selecting
a system that is implementable with the fewest number of conflicts to the existent
organizational structure. Our contribution provides methodological guidance in the
selection of an ERP system that fits the demanded business needs, thus requiring
minimal efforts on BPR and less resistance towards change within the group of
intended users. Applying our approach, enterprises are provided with a quick decision
support for narrowing down the diversified market for ERP systems to a smaller
number of suitable ERP solutions. Thus, inaccurate selection decisions can be avoided,
users can adopt a system’s functionalities at a faster pace, and the likelihood of an ERP
project to be successful increases.
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Abstract. To automatically analyze and compare elements of process models,
investigating the natural language contained in the labels of the process models is
inevitable. Therefore, the adaption of well-established techniques from the field
of natural language processing to Business Process Management has recently
experienced a growth. Our work contributes to the field of natural language
processing in business process models by providing a word dependency-based
technique for the extraction of business objects and activities from German
labeled process models. Furthermore, we evaluate our approach by implementing
it in the RefMod-Miner toolset and measuring the quality of the information
extraction in business process models. In three different evaluation scenarios, we
show the strengths of the dependency-based approach and give an outlook on
how further research could benefit from the approach.

Keywords: Business process modeling � Information extraction � Language
processing � Business process management

1 Introduction

Beside the structure and process semantics contained in business process models, the
language contained in the labels represents an important factor when it comes to
describing the business activities. To automatically process these models in a way that
the underlying process semantics is considered, i.e. analyzing, comparing, matching or
even refactoring models, the contained natural language should be investigated. The
automatic processing of natural language in shape of textual representations is dedi-
cated to the field of computational linguistics. Over the past decade, a remarkable set of
processing techniques for natural language texts have been successfully applied to
various problems such as Optical Character Recognition (OCR), named entity recog-
nition and sentiment analysis [1]. However, recent BPM (Business Process Manage-
ment)-driven approaches have revealed shortcomings in the applicability of well-
established natural language processing (NLP) techniques in the context of automatic
language processing in business process models. These shortcomings are caused by the
different languages that are used to describe processes in terms of process models and
textual descriptions. While the latter contains what is known as natural language, the
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former can be considered a slightly controlled language, which is less complex
regarding the sentence structure. Due to the mismatch of the two languages, the
applicability of the techniques that are based on natural language models cannot be
ensured. Therefore, a variety of approaches faces the challenge of processing the
language contained in process model labels by successfully extending existing NLP
techniques to process model-specific language characteristics. Among these are tech-
niques dedicated to the detection of business objects and activities [2], which is fun-
damental regarding the comparison [3] and matching of process models [4]. While
most of the BPM NLP approaches focus on processing the English language, [5]
discusses characteristics of other natural languages. Since the language contained in the
process models usually depends on a company’s location, either a translation of the
models or an adaption of existing techniques must be considered to automatically
process these models.

Therefore, we aim at providing a German language-based approach for detecting
business objects and activities in business process models. Our approach answers the
following research question:

(RQ) How and to what extent can business objects and activities be extracted from
German process models applying state of the art NLP techniques?

We address the research question by developing and evaluating a detection
approach based on the insights from English extraction approaches and state-of-the-art
NLP techniques. We contribute to the field of natural language processing in business
process models by providing and assessing an approach for detecting business objects
and activities of German process models. Our work follows a design science-oriented
methodology. We aim at extending existing knowledge about the extraction of infor-
mation from business process models. Furthermore, we propose a novel artifact, which
will be beneficial for research fields relying on language processing in process models.
We evaluate the artifact by providing an implementation and empirical evaluation
using three different scenarios.

The remainder of the paper is structured as follows: In Sect. 2 we introduce
BPM NLP foundations, the problem statement and our methodological approach. In
Sect. 3 we present our approach for detecting business objects and activities. In Sect. 4
we present our evaluation, consisting of an implementation and an empirical investi-
gation in three different scenarios. Section 5 analyzes and discusses the evaluation
result. Finally, we conclude our work in Sect. 6 and outline impacts on future research.

2 Foundations

2.1 Natural Language Processing

To automatically detect business objects and activities in labels of process models, the
language contained in the labels needs to be investigated. There exists a variety of
modeling guidelines [6, 7] and artificial languages used for business process modeling,
which significantly influence the natural language used in business process models.
Moreover, there are fundamental methods and frameworks known to the field of NLP
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that are suitable for processing natural language contained in any process model. An
extensive overview of approaches to processing language in business process man-
agement is provided in [8].

These approaches are based on manifold linguistic techniques and resources.
Approaches investigating the language contained in labels of process models depend
on filtering, parsing and chunking the labels, to segment the contained language.
The segmentation [9] covers simple techniques, which obtain a list of words by
splitting labels at whitespace characters, but also sophisticated machine learning-based
approaches, which are trained on extensive linguistic datasets.

The segmentation of a label is crucial to automatically examine the semantic
relation between labels. Approaches investigating the similarity of labels require
information about semantic relations between single words. The synonym relation
between two words is a widely-used relation type and enables approaches to identify
similar labels, e.g. create invoice and generate bill [10]. However, looking up the
relation in a database requires the words contained in the label to be available in its
basic form known as lemma. Depending on the language and provided context, the
automatic derivation of a lemma remains a challenging task.

Moreover, there are approaches investigating the syntactic structure of labels.
Based on an identified word category, e.g. noun, verb, adjective, a category-based
comparison of labels is conducted [9]. The derivation of these word categories reaches
from simple techniques depending on dictionary lookups to complex heuristic tech-
niques using pre-trained language models. Determining the syntactic word-category of
the words contained in a sentence is called part-of-speech (POS) tagging.

In [11] the authors propose a framework for processing natural language in process
models. This framework also covers the techniques presented in [8]. The components
of this framework describe a toolchain of specific techniques and resources addressing
several mostly high-level challenges, e.g. Named-Entity Recognition. However, this
framework is not applicable to our approach since we use low-level NLP techniques,
which are omitted in the framework. Given a corpus of process models in a
machine-readable format, information extraction requires several chained NLP tech-
niques including parsing and tagging the labels, as well as analyzing the contained
words and their dependencies within the label. Each of the chained techniques influ-
ences the results of consecutive processing steps.

2.2 Information Extraction in Business Process Models

The goal of information extraction is to transform unstructured information contained
in natural language texts into structured data. Information extraction refers to manifold
linguistic problems such as named entity recognition, temporal analysis or relation
detection and classification [1]. The approach proposed in this work is considered as
classification and relation detection problem since we aim at extracting embedded
objects and activities and reveal their relation. While [12] relies on a manual processing
of labels to extract a business vocabulary, we focus on an automated information
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extraction approach. We denote a business object as a tangible or intangible artifact,
which is described in a node label of a process model. An activity describes the
manipulation, usage or generation of a business object within a label. An activity is
always associated with a business object and vice versa.

Before we introduce our novel approach, we will revisit an approach for detecting
process model labeling styles [8] since we rely on the same linguistic patterns identified
in German business process models. The approach was recently used to detect labeling
style violations in business process models and is also known for its applicability to
extracting information from English business process models. The approach investi-
gates the syntax of the labels. Based on the detected labeling style, segments of the
label can be declared as objects and related activities. Since they aimed at measuring
the style detection performance, the evaluation of the additionally provided techniques
for extracting business objects and activities were neglected. The proposed labeling
styles represent predefined syntactic patterns. Table 1 presents the patterns and the
respective labeling styles for German and English labels. Based on the patterns, the
authors propose a heuristic matching of labels to the proposed patterns. In case that a
label starts with a verb in infinitive form, the label is assigned to the verb object style.
The identification of the respective verb form is conducted via a lookup in a pre-tagged
corpus. Since the syntactic function of a word might be ambiguous, the authors propose
a disambiguation technique. Thus, the precision of the label style detection depends on
the syntactic disambiguation and on whether a word can be looked up. After matching
the label to a pattern, the business object and activities are determined. Given a label of
verb object style, the identified verb can be denoted as the label’s activity. The next
object that follows the identified verb is denoted as business object.

Table 1. Activity labeling styles [8].

Style Pattern Language Example

Verb object verb (imperative) + noun en, ger Create invoice
Erstelle Rechnung

Infinitive style verb (infinitive) + noun ger Erstellen Rechnung
Objective-infinitive noun + verb (infinitive) ger Rechnung erstellen
Action-noun (NP) noun + noun en Invoice creation
Action-noun (of) noun + ‘of’ + noun en Creation of invoice
Action-noun
(gerund)

verb (gerund/nominalization) +
[article] + noun

en, ger Creating invoice
Erstellung der
Rechnung

Action-noun
(irregular)

Anomalous en, ger –

–

Descriptive [noun] + verb (3P) + noun en, ger Mitarbeiter erstellt
Rechnung
Clerk creates invoice

No-action Anomalous en, ger –
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2.3 Problem Statement

The proposed derivation of business objects and activities in [13] is designed for the
English language and covers action-noun and descriptive labels, as long as they do not
contain a coordinate conjunction. We consider the evaluation of this derivation
approach implicit, since the authors explicitly measure the label refactoring quality,
which relies on the derivation results, but does not focus on the derivation results. In
the following, we will examine German language characteristics that influence the
adaption of the proposed conceptual considerations regarding an extraction of business
objects and activities.

Contrary to the English language, the German language does not suffer as much
from syntactic ambiguity. Capitalized nouns make it easier to determine the syntactic
function of a word within a label. However, investigating the techniques and resources
provided in [2, 8] reveals further challenges for the German language regarding the
determination of the syntactic function, and consequently, for the extraction of business
objects and activities:

(1) The resolution of verb forms to their respective infinitive form is based
on pre-tagged English and German corpora. While they allow a resolution of
English gerunds to their infinitive form (creating ! create), this relation is not
maintained for the German language (Erstellung ! erstellen) regarding
nominalizations.

(2) Furthermore, an investigation on the general applicability of lookup approaches
revealed that the used corpora are likely to miss domain-specific knowledge. For
instance, the widely-used TIGER corpus is based on texts published in the
newspaper Frankfurter Rundschau. Considering the German language, a lookup
approach highly depends on the maintained compound words within the corpus.
Therefore, providing a domain independent technique is necessary to ensure an
accurate detection of business objects and activities.

(3) Beside the German characteristics, the techniques introduced in [2] are not able to
determine multiple objects and activities in more complex sentence structures
such as conjunctive sentences. Furthermore, they rely on the part of speech
information of each single word but do not investigate the dependencies of the
words within the label.

Finally, the detection of business objects and activities has only been implicitly
evaluated regarding the action-noun and the descriptive labeling styles. Hence, we aim
at developing and evaluating an information extraction approach for German business
process models to identify business objects and activities.

3 Business Object and Activity Extraction

Our approach is based on the insights concerning the different linguistic patterns used
in German business process models [8]. The approach is subdivided into two pro-
cessing steps. The first step consists of state of the art language processing techniques
to investigate the syntactic structure of a label, i.e. the POS tags and the syntactic
dependencies.
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Based on the gathered syntactic information, we derive the business objects and
activities in the second step. Since the language models and techniques are trained on
natural language, the correct detection of the POS tag and the dependencies in short
labels (less than three words) are difficult. Therefore, we also apply a rule-based
detection for short labels using pre-tagged linguistic corpora.

3.1 Step 1: Language Processing Pipeline

Step 1 includes the extraction of POS information as well as the syntactic semantics
between the words. Figure 1 shows the information we obtain by applying the POS
tagger and dependency parser to the label Es liegt eine digitale Rechnung vor (A digital
invoice was received). We obtain a list of identified words called tokens, the respective
part-of-speech tags and the dependencies between these words. Using the derived POS
information, we know that the label contains a word tagged as noun (NN) Rechnung
and a finite verb (VVFIN) liegt. The directed edges depicted in Fig. 1 describe the
dependencies between the identified words. Additionally, we receive the type of
dependency, e.g. direct object or genitive object. Hence, we know that the noun
Rechnung is a direct object that depends on the finite verb liegt.

In order to achieve the necessary degree of efficiency and robustness, our label
analysis is based on DFKI’s (German Research Center for Artificial Intelligence)
multilingual statistical-based dependency analysis framework, called MDParser [14].
MDParser consists of a complete pipeline of tools for text segmentation, tokenization,
POS tagging, morphological tagging, named entity (NE) recognition, and syntactic
dependency analysis. There exist only a few other available similar complete NLP
pipelines, notably, the Stanford dependency parser, which has also been applied to the
detection of process model labeling styles [13]. In a recent comparison, MDParser was
shown to be more than 5-times faster than the latest version of the Stanford dependency
parser [15] and achieved a better performance on the tested universal dependency
treebanks [16]. MDParser is a lightweight easy to train and applicable system, e.g., the
POS tagger and parser component have been trained and tested on more than 52

digitale

ADJA

ROOT

vor

PTKVZ

Es

PPER

liegt

VVFIN
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ART

Rechnung

NN
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digitale 

Rechnung vor

part-of-speech

tokens

dependencies

Fig. 1. Derived tokens, dependencies and part-of-speech information
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languages (using the Universal Dependency treebanks v1.3.1 Therefore, the conceptual
considerations of our approach are transferable to an extensive number of languages.

The core of MDparser consists of a general name tagger (GNT) and the dependency
parser MDP. Both are based on the same statistical-based Machine Learning engine
(LIBLINEAR, [17]) and share a common data and annotation schema for training and
application, i.e. the CONLL data format.2 GNT is used for training and applying
models for POS tagging. In contrast to comparable NLP applications in BPM, which
also focus on an automated language processing, the applied parser is capable of
handling information in brackets, punctuations and other special characters. Due to the
observed difficulties using NLP parsers in [13], we employ the MDParser because of
the performance measured in several benchmarks. The MDparser achieved 97.30% on
the TIGER 2.2 test set (compared to 97.73% for the currently best result reported by
[18]). Similarly, we achieve an F1 score of 73.91% on the GermEval 2014 dataset,
which would have been the 3rd best result according to Metric3 [19].

The MDP dependency parser is currently one of the fastest statistical-based
dependency parsers available - more than 5,000 sentences/second [16], which also
enables a real-time application of our information extraction approach.

3.2 Step 2: Business Object and Activity Derivation

To derive the business objects and activities, we rely on the dependencies and the POS
tags gathered in the previous step. At first, we investigate the label regarding the
contained activity. Based on the activity, we determine the business object of a label.
Based on the introduced German labeling styles (Sect. 2.2), we assume that the activity
is contained as a verb prüfen (examine), a simple nominalization Prüfung (examina-
tion) or a compound nominalization Rechnungsprüfung (invoice verification). In case
that a label contains different types of activities, we define an order based on which we
apply the selection of the activity.

A verb dominates a simple nominalization and a simple nominalization dominates a
compound nominalization. Our approach extracts beenden (close) as activitiy in the label
Rechnungsprüfung beenden (close invoice verification), since the compound nominal-
ization Rechnungsprüfung is dominated by the verb beenden. If multiple activities of the
same type occur and they are not dominated by another activity type, they are denoted as
activities. In the label Rechnungsprüfung und Qualitätskontrolle (invoice verification
and quality check) both compound nominalizations are identified as activities.

Since simple nominalizations and compound nominalizations are tagged as nouns,
the distinction of nouns not describing an activity is difficult. A verb, however always
describes an activity and only a few ambiguities considering the syntactical function
exist, e.g.Pflege (care) as a noun and as an imperative form at the beginning of a sentence.

Therefore, we apply different dependency-based extraction approaches for both
activity cases. At first, we obtain the tokens, POS tags, word dependencies and

1 cf. http://universaldependencies.org/.
2 cf. http://ufal.mff.cuni.cz/conll2009-st/task-description.html.
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dependency types from the MDparser (Fig. 1). Then, we execute the dependency-based
label analysis (DLA). If no activity could be determined, we apply an additional heuristic
approach. Algorithm 1 describes the first dependency-based extraction.We determine the
verbs contained in the description using the POS tag information. Our analysis not only
covers the activity detection in verb object labels, but also the activities contained in
infinitive style, objective infinitive style as well as the descriptive style and irregular
labels. To identify a verb in the label, we use the function getNextVerbPos, which returns
the position of the next verb in the list of tokens. If a verb is identified, the verb is added to
the set of activities. Afterwards, we investigate the dependencies of the activity to nouns
contained in the label to derive the business objects. If the identified verb and a noun are
related regarding the derived dependencies, the noun is denoted as business object.
Before adding the obtained business object to the result set, we call getConj to extract
further related nouns based on a conjunction dependency.

Algorithm 1: DLA 
Input: tokens, tags, depends, depTypes 
Output: ({objects}, {activities})  
 
activities:={}; 
objects:={}; 
while verbExists(tags) 
 verbPos:=getNextVerbPos(tags); 
 conjA:=getConj(verbPos,depends,depTypes); 
 activities=activities U {tokens[verbPos]}; 
 while nounExists(tags) 
  nounPos:=getNextNounPos(tags); 
  object; 
  if rootChildren(verbPos,nounPos,depends) 
   object=tokens[nounPos]; 
  else if childParent(verbPos,nounPos,depends) 
   object=tokens[nounPos]; 
  else if childParent(nounPos,verbPos,depends) 
   object=tokens[nounPos]; 
  conjO:=getConj(nounPos,depends,depTypes,tokens,tags); 
  objects= objects U conj U {object}; 
while nounExists(tags) 
 nounPos:=getNextNounPos(tags); 
 if genitive(depTypes[nounPos]) 
  depPos:=depends[nounPos]; 
  conjA:=getConj(depPos,depends,depTypes,tokens,tags); 
  conjO:=getConj(nounPos,depends,depTypes,tokens,tags); 
  activities=activities U {tokens[depPos]}U conjA; 
  objects=objects U {tokens[nounPos]} U conjO; 
return ({objects},{activities}); 
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Hence, in the description Rechnung und Qualität prüfen (check invoice and quality)
not only Qualität but also Rechnung is identified as business object, as both words
exhibit a conjunction dependency. Our approach is also capable of identifying Rech-
nung and Ware in the label Rechnung/Ware auf Vollständigkeit prüfen.

Since German labels contain activities masked as nouns, we also examine the
contained nouns if no verbs could be identified. Analogously, in [13] a label is assigned
the action noun style if no verb could be identified. We then check the dependency of
each noun contained in the label. The genitive function checks whether the noun holds
a genitive relation to any other token in the label. If the genitive rule applies, the
respective noun is denoted as business object. The related token of the noun is declared
as business activity. Thus, in the label ‘Erstellung der Rechnung’ the activity ‘Erstel-
lung’ and the object ‘Rechnung’ are identified. Furthermore, using getConj, we identify
further objects and activities with a conjunction relation. If no activity is identified
using Algorithm 1, we apply the heuristic label analysis (HLA). This algorithm covers
the case that the linguistic processing does not identify a contained verb form. This
mainly applies for short labels containing only two words. Thus, the identification of
the business objects and activities requires lookups in a pre-tagged corpus. To mini-
mize errors due to missing entries in the corpus, we apply multiple investigations of the
label.

Given a label with two words, we assume that the second word either represents a
noun referring to an activity or object, or a verb representing an activity. The first word
is either an adverb, an adjective, an activity masked as verb or noun or an object
represented by a noun. Identifying the position of the verb is the best way to also
correctly identify the object. If the label contains two words, we look up the POS tags
of the second token in a corpus. The function isVerb checks whether the token appears
as a verb in the corpus. Using isAd we look up whether the first token is contained as
adjective or adverb in the corpus. If the first word is an adverb or an adjective, the
second token is denoted as activity. Otherwise, we additionally declare the first token
an object. If the first token of the label is a verb according to the corpus look-up, the
first word becomes the activity and the second word the object. If neither the first nor
the second token could be identified as a verb, we declare the first token as an object if
it is not contained as an adjective or adverb in the corpus and declare the second token
the corresponding activity. If the label contains more than 2 words, we consider the first
verb in the tokens as activity and the first noun as object. If still no verb is identified,
we pick the first noun as activity and the second noun as object.
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Algorithm 2: HLA 
Input: tokens, tags, depends, depTypes 
Output: ({objects}, {activities}) 
 
activities:={}; 
objects:={}; 
if length(tokens)==1 
  activities=activities U {tokens[0]}; 
else if length(tokens)==2 

 # check if second token is a verb 
 if isVerb(tokens[1])&&!isAd(tokens[0]) 
  activities=activities U {tokens[1]}; 
  objects=objects U {tokens[0]}; 
 else if isVerb(tokens[0]) 
  activities=activities U {tokens[0]}; 
  objects=objects U {tokens[1]}; 
 else 
  if isAd(tokens[0]) 
   activities=activities U {tokens[1]}; 
  else 
   activities=activities U {tokens[0]}; 
   objects=objects U {tokens[1]}; 
else 
  if hasNextVerbCorpus(tokens) 
   act:=getNextVerbCorpus(tokens); 
   activities=activities U {activity}; 
   if hasNextNounCorpus(tokens) 
    object:=getNextNounCorpus(tokens); 
    objects=objects U {object}; 
  else if hasNextNoun(tokens) 
   activity=getNextNounCorpus(tokens); 
   object=getNextNounCorpus(tokens); 
   activities=activities U {activity]}; 
   objects=objects U {object} 
return ({objects},{activities}); 

4 Evaluation

4.1 Evaluation Setup

We evaluate our information extraction approach for German business process models
using three different evaluation scenarios with different sets of German process models
and two different corpora containing natural language. To evaluate our approach, we
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implement the dependency-based and the heuristic extraction in the RefMod-Miner
toolset.3 We annotate each activity node of a process model, to provide a gold standard
for information extraction approaches. Therefore, we tag each word describing a
business object or business activity. The creation of the gold standard is an iterative
procedure and involves two process modeling experts. At first, the experts are provided
the definitions of business objects and activities as given in Sect. 2.2. Then, the experts
are told to independently tag the process model nodes and indicate the words repre-
senting business objects and activities. Afterwards, the experts discuss all labeling
decisions. If there is a consensus regarding the labeling decisions, the gold standard is
achieved. Otherwise, the next iteration starts and the experts relabel all the nodes based
on the insights acquired from the discussion.

We evaluate our approach, comparing the achieved results with the derived gold
standard. To measure the performance of our approach, we use Precision, Recall and
F-measure, which have already been applied in the field of process matching and label
style detection. Hence, we denote an extracted information, i.e. object or activity, from
a label as true positive if the respective information is contained in the gold standard of
this label. An extracted information of a label is denoted a false positive extraction, if
the respective gold standard does not contain the extracted information. In case the gold
standard of a label contains an information, which is not identified by our approach, the
neglected information is considered a false negative extraction.

Since we aim at measuring scenarios containing several models, we define TP the
number of true positive extractions, FP the number of false positive extractions and FN
the number of false negative extractions within a given set of process models. We
define Precision, Recall and F-measure as follows:

Precision ¼ TP= TPþFPð Þ ð1Þ

Recall ¼ TP= TPþFNð Þ ð2Þ

F�measure ¼ 2 � Precision � Recallð Þ= PrecisionþRecallð Þ ð3Þ

In our experimental evaluation, the processes are modeled as event-driven process
chains containing functions, events and connectors. We extract the business objects and
activities from the function nodes since events tend to describe states rather than
activities. Each model set describes domain-specific business knowledge. The first
scenario (S1) contains 56 models of the SAP R3 reference model [20]. The second
scenario (S2) consists of 60 models of the Retail-H reference model [21]. While S1 and
S2 represent real process models, the third set contains 25 artificial process models,
each representing the same business process. These models were derived by graduate
students in an exam.

Based on a provided textual description of the process, the students were told to
model the information contained in the text using the event-driven process chain.
Figure 2 shows the distribution of different label sizes. The label size is denoted as the
number of words which are acquired by splitting up the label at each whitespace. Since

3 http://refmod-miner.dfki.de.
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the scenarios do not contain labels of size 11 and 13, we omitted the respective bars due
to space constraints.

We give an overview of the label size distribution to analyze the influence of the
different label sizes on the performance of our approach. Across the three scenarios, we
observe a decreasing number of labels with four words and more. Moreover, in S1–S3
the number of labels of size two is higher than the number of labels of size one. While
in S2 and S3 labels of size one represent 1% and 8% of all function labels, in scenario
S3 16% of all function labels contain only one word. In S1 and S3 more than 50% of
the labels (56% and 54%) are of size one or two, while S3 contains 32% of labels of the
respective sizes. Table 2 shows the characteristics of the model sets as well as the
derived gold standards. We chose three different scenarios to cover different maturity
levels of process models as well as the specialization of the process.

We chose S1 and S2, since they represent reference models of two different
domains, i.e. industry and retail. Furthermore, they hold a high maturity level, which
also affects a consistent labeling style. The process of S3 describes the customer
handling in a mileage bonus program and is chosen because of its narrow domain of
application and low maturity level. Contrary to S1 and S2, the labeling does not follow
a consistent style and the models contain a rather specific vocabulary and spelling
errors. Therefore, we expect S3 to be the most challenging scenario, especially for our
heuristic analysis. We use GermaNet 11.0 [22] and the TIGER corpus (v 2.2) [23] to
derive POS information for the heuristic label analysis. Both have been successfully
applied to the derivation of syntactic functions in labeling style detection and process
matching.

GermaNet covers more than 140,000 lexical units. The TIGER corpus contains
50,000 distinct sentences consisting of approximately 900,000 tokens that are
pre-tagged. Both corpora were created and verified by humans. In contrast, the cor-
rectness of the gathered POS tags and dependencies of our approach cannot be ensured.
We evaluate the extraction of business objects and activities individually. Furthermore,
we also investigate the impact of the applied algorithms in our approach. We compare
the performance of the dependency-based label analysis (DLA) and the combination of
DLA and the heuristic label analysis (HLA), which we denote as +HLA.

Table 2. Evaluation of the scenarios S1, S2 and S3.

S1 (SAP R3) S2 (Handels H) S3

Domain Industry Retail Artificial
# models 56 60 25
# function labels 608 557 283
AVG words per label 2.79 3.87 2.77
SD words per label 1.45 1.85 1.25
# objects in gold standard 501 564 253
# max. objects per label 3 3 2
# activities in gold standard 619 643 289
# max. activities per label 2 3 3
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4.2 Results Analysis

In the following, we report the results of our experimental evaluation. The evaluation of
the extraction techniques of [13] applied to our scenario proves to be difficult, espe-
cially since they are not designed to handle verb-object style labels. By design, these
algorithms are only capable of processing action-noun and descriptive labels. More-
over, the described dictionary-based concepts [8] to process the labels are only
applicable for action-noun labels not containing nominalizations. This is not a con-
ceptual problem of the approach per se, but rather the lack of German linguistic
resources containing the relation between a nominalized verb and the verb itself. Only a
small portion of action-noun labels could be processed correctly. Thus, a fair com-
parison of both approaches is not possible.

Table 3 summarizes the results of the business object and activity extraction step
and shows the impact of our two configurations on the quality of the results. Across all
scenarios, the +HLA configuration of the approach achieves the best results regarding
the F-measure, ranging from 66% up to 92%. Table 3 also shows that DLA performs
well in scenarios S1 and S3, while it only achieves moderate results in scenario S2.

Fig. 2. Distribution of different label sizes across the scenarios.

Table 3. Results of the business object and activity extraction step.

Objects Activities
Algorithm P R F P R F

S1 DLA 0.91 0.90 0.91 0.91 0.74 0.82
+HLA 0.90 0.91 0.91 0.92 0.91 0.91

S2 DLA 0.42 0.23 0.30 0.19 0.08 0.12
+HLA 0.75 0.81 0.78 0.69 0.62 0.66

S3 DLA 0.94 0.89 0.91 0.88 0.84 0.86
+HLA 0.93 0.90 0.91 0.85 0.88 0.87

P = Precision, R = Recall, F = F-measure
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A significant gain in performance can be observed through the application of the
heuristic analysis in S2. The additional heuristic analysis increases the F-measure by
48% regarding the objects and 54% regarding the activities. In the other scenarios, a
gain of at most 9% can be observed. Scenario S2 appears to be the most challenging
scenario regarding the dependency-based extraction. Furthermore, we analyze the
increased F-measure of the +HLA configuration for the activity detection of S1 and S2,
as well as for the object detection of S2.

Applying the +HLA in scenario S1 increases the F-measure for labels of size one
from 0% to 98%. For labels of size three and five, we observe only minor improve-
ments of 2%. Investigating the false positives and false negatives revealed that these
improvements are mostly ascribed to the false negatives in the tagger’s verb identifi-
cation. Applying the DLA to labels of size two, even results in an F-measure of 96% in
the activity detection, which is one percentage point above the +HLA configuration.
This difference originates from additional false positive activities identified by the
heuristic algorithm. The performance within the other label sizes remains unchanged.
Therefore, the increased overall F-measure in the activity extraction of S1 is mainly
attributed to the handling of labels of size one.

Scenario S2, however exhibits a stronger deviation between the performance of
DLA and +HLA. Figure 3 describes the effect of +HLA on the activity detection in S2.
Contrary to S1, the quality of the DLA is considerably low, especially for small labels.
A further investigation of the false positives and false negatives revealed that our tagger
is not capable of identifying imperative verb forms. While prüfen is recognized as a
verb in the label Rechnung prüfen, Prüfe in Prüfe Rechnung is not classified as a verb.
However, most of the labels of size two exhibit this imperative object style. Since we
apply +HLA to avoid false negatives in the verb detection, the F-measure increases
significantly. Nevertheless, Fig. 3 also shows that this effect diminishes with increasing
label size. This is related to the characteristics of the labels contained in S2.

The usage of the German imperative might result in splitting up the verb into
components; e.g. durchführen is split up in führe and durch. Even though the heuristic

Fig. 3. Scenario S2: evaluation of the activity extraction using F-Measure.
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analysis recognizes führe as a verb form, it is not capable of linking durch to the verb.
The missing identification decreases the Recall and explains the drop of the F-measure
regarding labels of size three. Moreover, with increasing label size the probability of a
second verb occurring within the label grows. The tagger recognizes prüfen (check),
but not Entscheide (decide) in the label Entscheide, ob Qualität zu prüfen ist (decide if
the quality should be checked).

Figure 4 depicts the increase in performance by applying +HLA on the object
extraction in scenario S2. Since the object detection relies on correct verb detection, the
previously described label characteristics also affect the object extraction.

5 Discussion

The proposed dependency-based extraction achieves outstanding results in scenarios
S1 and S3. The additional heuristic analysis did not yield a significant increase of
quality in these scenarios. Moreover, the proposed technique does not rely on a lin-
guistic corpus or a dictionary as the heuristic approach does. Thus, the correctness and
completeness of a linguistic resource do not influence the quality of our approach. This
is especially beneficial for German process models as the language exhibits a frequent
usage of compounds, which often are not contained in dictionaries.

Furthermore, the dependency-based extraction can handle labels containing mul-
tiple activities and objects as well as conditional and conjunctive sentences. Up to a
certain degree, we are also able to handle labels containing spelling errors, since the
dependency parser not only relies on characteristics of the word itself but also on the
context contained in the label.

Our approach requires either a trained language model or a tagged language corpus
following the UD taxonomy, which enables us to automatically train a language model.

In contrast to scenarios S1 and S3, in scenario S2 DLA achieved only poor results
for both, the object (30% F-measure) and activity (12% F-measure) detection. Here

Fig. 4. Scenario S2: evaluation of the object extraction using F-Measure.
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+HLA led to a significant performance increase compared to DLA. The performance
was good for the object extraction (78% F-measure), but only moderate concerning the
activity extraction (66% F-Measure). Even though imperative verb forms rarely appear
in linguistic corpora, due to morphological ambiguities to other verb forms, a corpus
lookup could handle the imperative detection. Nonetheless, the missing dependency
information about a potential direct object makes it hard to identify the related business
object. Moreover, a lookup would not resolve the observed difficulties concerning split
up imperative verbs.

Our dependency-based concept is also transferable to other natural languages, since
we rely on the taxonomy of universal dependencies (UD) [24]. Independent from a
specific language, the taxonomy describes semantic dependencies between words. The
taxonomy consists of 37 dependencies and covers a plethora of languages.4 Thus,
employing our approach for other languages does not require redesigning the
dependency-based algorithm. However, scenario S2 also revealed shortcomings of the
dependency-based approach when imperative verb forms are involved. Other lan-
guages might also reveal further shortcomings, which require a different heuristic
approach to increase the extraction quality. Therefore, the overall performance of our
approach regarding manifold languages is hard to estimate and needs further evalua-
tion. The required linguistic resources to train a language model can be obtained from
[26]. Moreover, there are trained models available for popular languages, e.g. Arabic,
Chinese, French, German, English and Spanish.5

We are also aware that evaluating our approach in further scenarios might reveal
additional shortcomings of the dependency-based extraction. However, we carefully
selected the models to cover an extensive range of labeling styles. On the one hand, we
ensured to include the proposed labeling styles depicted in Table 1, on the other hand,
we increased the diversity of natural language contained in labels by investigating
models of high and low maturity levels.

6 Conclusion

We answered the research question by proposing, implementing and evaluating a novel
artifact. We presented and evaluated an approach for deriving business objects and
activities form node labels of business process models. Contrary to existing BPM
approaches, which investigate the language contained in the labels, we focus on
exploiting not only the POS tag of a word but also the syntactic dependencies between
the words. Moreover, by relying on the derived word dependencies, we laid the
foundations for the extraction of further information. Based on the dependencies,
related adverbs, adjectives and participles could be derived. This additional information
allows a precise disambiguation of business objects and activities. Therefore, our
information extraction approach is beneficial to manifold research fields. Process model
matching often relies on bag of word comparisons between two labels, which means

4 The available languages are maintained at http://universaldependencies.org.
5 cf. https://nlp.stanford.edu/software/lex-parser.shtml.
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each word of the first label is compared to each word of the second label. Using our
approach, a semantic and directed comparison of relevant information could be
achieved. Consequently, comparisons based on the extracted business objects and
activities would also support model comparisons [3]. Furthermore, an inductive mining
of reference models [25] could benefit from our approach, since it provides techniques
for extracting and relating essential linguistic components of business processes.
Nevertheless, this implies a high accuracy concerning the applied dependency detec-
tion. Since the current configuration of our approach uses models trained on natural
language texts, further research needs to investigate training language on process model
data. Considering the recent flowering of neural networks and deep learning, the
potential of these techniques should be investigated.
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Abstract. Domain-specific process modelling has gained increased attention,
since traditional modelling languages struggle to meet the demands of highly
specialized businesses. However, methodological support on the development of
such domain-specific languages is still scarce, which hampers the specification
of adequate modelling support. To this end, the paper applies a design-oriented
research approach to create an integrated framework that facilitates the devel-
opment of domain-specific process modeling languages. The framework is a
result of 23 consolidated requirements from relevant literature and contains
essential building blocks that need to be considered during the development
process. It is demonstrated that the framework satisfies the identified require-
ments by structuring and systematizing the development of domain-specific
languages, which increases language adequacy and quality.

Keywords: Business process management � Domain-specific process
modelling � Framework � Modelling language development

1 Introduction

Business Process Management (BPM) has become increasingly important in today’s
enterprise due to the high complexity of organizational operations. It is widely
acknowledged in research and practice that sophisticated BPM effort in organizations is
closely tied to increased operational performance [1]. Crucial prerequisite for any
successful BPM endeavor is the identification and documentation of business pro-
cesses, which represent one of the main success factors for companies [2]. For this
purpose, business process modelling languages (BPMLs) have emerged that provide a
variety of concepts and constructs to represent these organizational processes as
semi-formal process models.
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However, traditional BPMLs suffer from severe shortcomings: Nowadays, common
process modelling standards struggle to meet the requirements of highly diversified and
specialized businesses. Studies indicate that especially niche domains grow more and
more unsatisfied with generic languages, since they do not integrate domain knowledge
[3, 4], Naturally, this issue translates to the end-users, who continue to rely on common
visualization software (e.g. Microsoft PowerPoint) rather than on sophisticated mod-
elling suites and traditional languages for process modelling [5]. Recently, domain-
specific process modelling Languages (DSPMLs) have gained increased attention,
which are designed to address the outlined shortcoming by capturing the needs of
specific domains. By adapting, for instance, the level of abstraction, the terminology or
the available subset of modelling elements to the needs of a specific application domain,
DSPMLs significantly contribute a successful application of BPM. However, method-
ological support and guidance regarding the development of DSPMLs is still scarce.
Although the creation domain-specific languages (DSL) are an already matured topic in
computer science (e.g. [6]), insights have not yet been fully transferred to the BPM
domain, which is a crucial gap considering the growing importance of DSPMLs with
respect to the increasing specialization of business models and new emerging technol-
ogy [7]. In BPM literature, DSPMLs have primarily been addressed from an application
point of view, while neglecting conceptual design and development [8]. Hence, a
structural view on DSPML building blocks and development can be seen as a first step to
systematize modelling language development towards current and future demands.

To this end, the paper at hand aims at structuring and ultimately systematizing the
development process of future-proof DSPMLs. For this purpose, a design-centered
research methodology is applied in order to develop a DSPML framework as main IT
artifact of this contribution. The framework consists of major building blocks deducted
from insights of a literature review that need to be considered when designing or
modifying process modelling languages towards specific business demands. Addi-
tionally, the building blocks are aligned in a way that highlights the interdependencies
of the language constructs and concepts in order to shed light on the inner core of
modelling languages. The DSPML framework supports language designers in research
and practice by providing a comprehensive overview over a DSPMLs inner structure as
a starting point for language development.

This paper is structured as follows: Succeeding the introduction, a brief outline on
topic fundamentals is given in Sect. 2, followed by details on the applied research
methodology in Sect. 3. The IS artifact design of this paper is presented in Sect. 4.
First, the artifact’s design requirements are deducted from the results of a structured
literature review. Second, the DSPML framework is introduced as main outcome of
this paper. Third, the artifact is being evaluated against the identified requirements. The
paper concludes with a discussion and a summary of the findings in Sect. 5.

2 BPM and Domain-Specific Process Modelling

BPM is about “concepts, methods, and techniques to support the design, administra-
tion, configuration, enactment, and analysis of business processes” [9] (p. 5). One core
concept of BPM is the representation of business processes in form of semi-formal
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process models. While traditionally process models have primarily been used for mere
process documentation and knowledge sharing, models nowadays are being processed
by sophisticated algorithms for process intelligence or process mining. Due to their
semantic formalization, process models can also include several technical details and
thus be directly translated into executable workflows. The way a process model is
structurally created and visually notated is called business BPML. Due to the different
objectives and purposes that process models can be created for, there exist a large
variety of BPMLs. An overview can be found in [10] or [11]. In literature, BPMLs
have been heavily featured, resulting in numerous application scenarios across different
domains and multiple extensions to enrich their expressiveness towards new demands
and domains [12, 13]. Some of the most popular BPMLs are the Business Process
Model and Notation (BPMN), for which a full specification is available by [14], and the
Event-driven Process Chains (EPC). Typically, BPMLs come alongside with modeling
instructions, e.g. [15], modeling frameworks or reference architectures, such as SOM,
MEMO or icebricks, for which a comparison can be found in [16].

While traditional standardized languages such as BPMN are widely-used, they
provide rather generic constructs for process modelling, since those languages are
intended to be generally applicable, i.e., they can be used to create process models for
all kind of organizations independent of their domain. This purpose differs from
DSPMLs, which focus on particular application domains and, by introducing
domain-specific concepts, specifically integrate domain knowledge required to capture
the highly specialized business processes of that domain. Therefore, DSPMLs directly
contribute to model quality, model integrity and efficiency of process modelling [6, 17].
An example for a DSPML is PICTURE, which is used in BPM projects in the public
administration domain and provides 24 pre-defined process bricks. Each brick
describes an standard activity in public administration [18]. Hence, typical business
processes of that domain can be captured more closely than with traditional languages.
According to [18], PICTURE, on the one hand, is designed to represent complex
administration processes that involve several different departments, while on the other
hand, through its pre-defined process bricks, it is simple enough to be used by
non-experts. As the level of abstraction and the used terminology are already defined
with the available process bricks, models created with PICTURE are likely to be more
standardized and comparable to each other, even if many different users were involved
in creating the models. In contrast, modelling languages like BPMN or EPC are highly
flexible and, therefore, put higher demands towards the process modeler.

DSPMLs are subject of ongoing discussion in BPM literature. Exemplarily, [8]
provides guidelines for the conception of domain-specific modeling languages, while
[17] specifies generic and meta model-based requirements. In addition, a macro process
for designing a domain-specific language is provided. In [19], different guidelines are
proposed within the categories language purpose, language realization, language
content, concrete syntax and abstract syntax. A framework for deriving DSPML from a
generic BPML is provided by [6], however a software development point of view is
taken by providing model-to-model transformation rules. To the best of our knowledge,
a framework that integrates existing knowledge in terms of DSPML development by
highlighting required building blocks has not yet been proposed.
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3 Research Design

For the conceptualization and design of a DSPML framework as primary outcome of
this contribution, the paper at hand adheres closely to the design science (DS) research
paradigm that has been predominantly introduced in the IS domain as a research
framework by [20] and which is nowadays popularized and applied in the field of IS
[21, 22]. Originated from the lack of legitimate Information Systems (IS) research
methodologies that serve the need of IS as being an “‘applied’ research discipline” [22],
the design science research approach addresses this issue by adapting design-oriented
approaches taken from related disciplines such as natural sciences or engineering to the
field of IS and thus closing the gap between IS research and practice [22, 23]. In his
three cycle view on DS, [24] characterizes DS research as an interplay of relevance,
design and rigor. The design cycle is the main cycle of DS research and iterates
between the building artifacts and evaluating them against certain requirements [24].
These requirements are considered in the relevance cycle, which connects the artifact to
the desired environment and thus determines the organizational problem to be
addressed, the intended application domain and also defines the criteria for evaluation
of the research result [24]. The rigor cycle relates the research activities with the
knowledge base. This ensures that the artifact design is grounded established foun-
dations and previous work, while also add new insights to the knowledge base [24].
Main outcome of design-centered research is an IS artifact, which may be a prototype,
but also models, methods or instantiations [20].

In literature, multiple DS research conceptualizations have been proposed, for
example the Design Science Research Cycle [25], which differentiates six phases of DS
research in an iterative DS procedure model, or Wieringa’s [26] DS framework, which is
based on work by [20] and further specifies the relationship between environment,
knowledge base and actual IS design. However, common DS approaches ultimately
incorporate a standard build-evaluate pattern, which prescribes an ex post artifact
evaluation, leading to delayed insight about the artifact’s truth resp. validity. In their
work, [27] propose a design science research approach that is applied as the research
design of this paper. In particular, the proposed approach addresses the stated issues of
the traditional build-evaluate pattern an instead introduces a more agile way of DS
evaluation. Figure 1 visualizes the design science research cycle according to [27] and
highlights the phases covered in this contribution. Essentially, the DSR cycle is divided
into two main phases, namely ex ante evaluation and ex post evaluation. Besides the
baseline DS research activities problem identification, design, construct and use, the
novelty of this approach is a separate evaluation step after each activity. Subsequently,
this allows for a meaningful evaluation even in early design stages of the artifact [27]. In
addition, the proposed DS research procedure model comes with specific guidance on
methods and criteria for each evaluation step, which we will adhere to in the following.

Adapting the framework in Fig. 1, we focus on the ex-ante phase in this paper. In
doing so, we provide a problem statement, which is evaluated by conducting an
extensive literature review, thus fulfilling evaluation step 1. As a result of both problem
statement and design objectives deducted from the review, the DSPML framework is
developed. Concluding the design step, the artifact is evaluated against the proposed
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design objectives and requirements obtained through the literature review. Hereby, we
focus on the criteria internal consistency, completeness and clarity, as mentioned by
[27]. In accordance with [24], the contribution at hand makes heavy use of existing
work included the IS knowledge base, since a consolidation of previous research effort
is extracted via a systematic literature review. The review results do not only form the
basis of the artifact’s requirements, but are also integrated as building blocks into the
final result. The presented work contributes a novel IS artifact to the knowledge base by
providing a structured framework of essential DSPML building blocks, which may
serve as a blueprint for future language design.

4 A Framework for Domain-Specific Modelling Languages

4.1 Literature Review and Design Requirements

To gather design requirements for the DSPML framework and thus query the IS
knowledge base, a systematic literature review according to [28] has been conducted
using the databases SpringerLink, Google Scholar, ScienceDirect and EbscoHost. The
search terms “*model* *develop*”, “*process* *model* *develop*”, “*process*
*language*” and “*model* *language*” have been used, as well as their German
equivalents and brief abbreviations fit each search engine’s modus operandi.

The choice of search terms has been generic on purpose, since literature specifically
addressing crucial building blocks of process modelling language development is
wide-spread across the BPM and conceptual modelling domain. Furthermore, the
contribution at hand aims providing an overview over previous work existing in the IS
knowledge base with the ultimate objective to obtain a holistic integration of the

Fig. 1. Design science research cycle according to Sonnenberg and vom Brocke [27]
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widely-spread literature on modelling language development. For this reason, the lit-
erature review has not been restricted to a specific time interval or IS journals and
conferences.

After scanning titles and abstracts of the initial review results (564), an amount of
253 publications remained, of which 97 publications were considered to be relevant.
Each publication has been assessed regarding insights on (domain specific) modelling
language requirements and integral core components of conceptual modelling lan-
guages. After consolidating and clustering the findings, 23 meta requirements that
address structure and development of DSPMLs have been identified, which serve as
design requirements for the development of the framework in Sect. 4.2. The require-
ments are depicted in Table 1. Requirements 1–14 represent requirements that directly

Table 1. Meta requirements for DSPML framework design

No. Framework design requirement Reference
(ex.)

Requirements
analysis

1 The DSPML has a defined scope and purpose [8, 17, 29]
2 The language is based on requirement analysis [8, 17, 29]
3 Stakeholder groups are considered during development [17, 29, 30]

4 Language building blocks integrate domain relevance [8, 17, 19,
31]

Language
specification

5 The modelling language is specified by a language meta model [32, 33]
6 The DSPML adheres to concrete syntax [19, 32, 33]

7 The DSPML adheres to abstract syntax [19, 32–35]
8 The language provides (formal) language semantics [32, 33]
9 The language considers modelling pragmatics [17, 36]

Development
process

10 The DSPML is a result of a systematic development approach [19, 29, 37]

Concepts, constructs
and elements

11 The language development is based on existing concepts [8, 17, 19,
29]

12 The DSPML language contains (domain-specific) modelling
constructs to represent business processes:

[8, 17, 19,
31, 35, 38]

Process elements [34, 35,
39–41]

Control flow pattern [42–46]

Resources [34, 35, 40]
Modularization [35]

13 The DSPML provides a graphical notation [17, 47]
Evaluation 14 The language is assessable regarding its quality and correctness [17, 48]
Language quality 15 Uniqueness [37]

16 Consistency [37]
17 Scalability [37]

18 Supportability [17, 37]
19 Simplicity [37, 49–51]
20 Space economy [37]

21 Reversibility [37]
22 Reliability [37]

23 Seamlessness [37]
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refer to modelling language core components that have been stated in the relevant
literature and thus need to be considered for DSPML development. Requirements
15–23 concern the resulting language itself. However, since the framework aims at
supporting the development of such languages, we argue that these result-centric
requirements need to be reflected in the DSPML framework as well.

4.2 DSPML Framework Design

On the basis of the identified requirements, a framework for the development of
domain specific process modelling languages is featured as the main IT artifact of this
paper. Figure 2 shows the fully developed DSPML framework, which sheds light on
crucial building blocks to a (domain-specific) process modelling language. Each of the
building blocks is deducted from the framework design requirements presented in
Table 1 and substantiated by corresponding literature. The DSPML framework consists
of three succeeding main phases, which are aligned as iterating layers. The require-
ments layer lays ground for the subsequent language specification and evaluation.
Initially, the development of domain specific languages requires the definition of scope
and purpose of the language to be designed [17]. Essentially, this building block
represents an initial planning phase, which on the one side details the indented value
and long-term usage of the language, since any language component needs to be
tailored towards a determined purpose [19]. On the other side, this building block also
provides for first analyses regarding the feasibility and applicability. Succeeding scope
and purpose, the identification of requirements is the core task in the requirements
layer. The framework differentiates between two types of requirements: Generic
requirements of any domain specific modelling language are closely tied to language
pragmatics and encompass for instance abstraction level [17]. In the context of process
modelling, such generic requirements also reflect necessity of a well-defined language
specification. Hence, the specification of language syntax and semantics are treated as
generic requirements that transits from the requirements layer into the language
specification layer. Specific requirements however are set to shape the language
towards the intended application domain. Exemplarily, studies demonstrate that the
financial industry [4] has fundamental different demands regarding language concept
and constructs to reflect their business domain than businesses in the chemical domain
[3]. Accordingly, any modelling language needs to reflect the concepts and constructs
relevant to their particular domain [8, 17, 19, 31]. In this paper, emphasis is also put on
the technology involved in the intended modelling effort. Primarily, this building block
refers to technical devices on which the language is applied. While literature on this
matter is still scarce, it is undisputed that both mobile [52] and wearable [53] devices
impose different requirements (e.g. limited screen size and interaction space) on pro-
cess modelling languages than traditional modelling suites running on desktop com-
puters. Each process domain is connected to a certain set of stakeholders involved.
Gaining insight into stakeholder groups is considered a crucial task for language
development [17, 29]. Potential stakeholders encompass persons involved in the lan-
guage development process, hence domain experts or language designer [17, 29, 30].
Additionally, the target audience has to be kept in mind, since in practice process
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modelling is often conducted by employees who only possess limited modelling
knowledge [54]. Influenced by both the intended application purpose and process
domain, the profitability of the development process is embedded on the requirements
layer. [29] states that every language development is associated with monetary
investment, which is also reflected in the DSML development process of [17]. [8] also
attached a profitability criterion at the evaluation layer of a modeling language.

Fig. 2. The DSPML development framework
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Succeeding the requirements layer, the DSPML has to be designed and specified
according to the elaborated requirements. The language layer consists of the two
primary components language specification and design of process elements and per-
spectives. Core of the language specification is the meta-model of DSPML to be
developed. In this case, the meta-model based specification of a modelling language
subsumes the determination of the language’s abstract and concrete syntax as well as its
semantics [32]. The abstract syntax determines and details concepts, constructs and
elements that are being used within the language [19]. The concepts, constructs and
elements defined within the language specification are detailed using a glossary and
concept directory, which is directly influenced by the process domain. Primary purpose
of the directory is to ensure that the intended domain is correctly captured by applied
terms and constructs [17].

For abstract syntax specification, language designers can draw from insight gained
in [8, 17, 19, 31, 35, 38] to determine constructs essential to a modelling language,
while maintaining a domain-driven point of view. Ultimately, decisions regarding
potential language modularization, e.g. via sub processes, have to be made at this point
in the development process [19], as well as a determination of relevant control struc-
tures to be provided by the language [43]. The concrete syntax specifies the grammar of
the determined constructs, hence their interconnection and relationships. The concrete
syntax can be represented by both textual syntax rules and the language meta-model.
Lastly, (formal) semantics are essential to modelling languages in order to provide
additional meaning to the language’s elements and to prevent ambiguity in their def-
inition. Most importantly, formal semantics are required for model automatization and
execution, thus preventing deadlocks or livelocks in the resulting process model [55].
In accordance to [37], the language specification of this framework is divided into two
development approaches: The first approach, Design, refers to a design from scratch
approach in which a new DSPML is created bottom-up. As a second approach,
Modification subsumes applicable methods to tackle language development on the
basis of already existing languages. Unification refers to the integration of languages in
order to benefit from their combined advantages. Specialization is achieved by
restricting certain aspects of the language in order to specialize a given language
towards a given purpose or domain [29]. Extension reflects the enhancement of a
modelling language in order to obtain larger expressional capabilities (e.g. BPMN
extensions provided in [13]). Lastly, Selection requires a partial usage of only a small
subset of language constructs [29]. All aforementioned methods represent different
design entry points which may also skip the requirements layer. However, all methods
provide modifications on the language meta-model, hence the framework underlines
their interconnection. Subsequent to the language specification, the definition of pro-
cess elements and their graphical notation represents the last building block of the
language layer. According to [38], relevant elements are associated with the four
different perspectives functional, behavioral, informational and organizational when
considering process modelling. Within these perspectives, concrete modelling elements
need to be deducted from the abstract syntax [31]. Finally, each identified element
needs to be assigned to a distinct graphical notation in order to enable the creation of
semi-formal process models [17].
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Following the language and element specification, the Evaluation layer aims at
assessing the language against predefined criteria with the overall purpose to identify
potential need for refinement and optimization. The initial building block of the
evaluation layer refers to the requirements criterion. Here, the specified language needs
to be checked against the generic and specific requirements that have been elaborated in
the requirements layer. For DSPML analysis, we adhere to approaches proposed in
[48]: On the one hand, qualitative and quantitative analyses are applied in order to
gather intelligence about the language’s applicability and feasibility as well as its
profitability, for example via semi-structured interview or surveys [48]. For ontological
analysis, the Bunge-Wand-Weber ontology, e.g. [56], can be used to investigate
ontological deficits within a specified language grammar [48]. In [57], the capability of
process pattern for language evaluation purposes is discussed. Henceforth, a
pattern-based analysis, for example using the workflow patterns proposed in [58], is
included. Reference and domain models are integrated into a separate building block in
order to ensure adherence to domain-specific terms and constructs as well as best
practices [59]. Lastly, although not particularly designed towards evaluating process
modelling languages, common BPM standards, such as process model quality frame-
works and modelling guidelines, can be applied. Here, the core task is to determine
whether a process model resulting from the developed DSPML framework is able to
sufficiently fulfill these quality standards. Potential quality deficit in resulting models
can thus be treated as hint for wrongly specified language building blocks. Exemplarily
frameworks are, for example, the SEQUAL framework [60]. Modelling guidelines to
take into consideration encompass for example the7PMG [61]. The results of the
evaluation layer pass into the continuous improvement cycle, since all layers are
interconnected iteratively. Depending on the detected faults and gaps, improvement can
on the requirement as well as language layer.

As carried out in Sect. 2, the proposed DSPML framework is solely limited to the
modelling language, hence it does not provide for implementation, application or
algorithms. However, modelling tool integration and application are included as
potential interfaces for further framework enhancement, directly attached to the
deliverables of the language and evaluation layer, as their outputs are likely to be
applied, whether the requirements only concern the language specification.

4.3 Evaluation and Discussion

For framework evaluation, we specifically address the criteria internal consistency,
clarity and completeness as proposed in [27]. We argue that internal consistency is
provided through the DSPML framework being deeply anchored in literature, as a
structured literature review served as the foundation for the framework building blocks.
Furthermore, additional consistency is given by the framework’s alignment to related
work in the field of language development, especially to the work of [17], whose
development workflow is being closely reflected within the framework. In terms of
clarity, we argue that the clear structure and visualization of the framework, thus the
ordering of language building blocks and their interconnection, facilitates compre-
hensibility and understandability of the language development process. Therefore,
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clarity and transparency is provided. For completeness, we again refer to the extensive
literature review that has been conducted, which, to the best of our knowledge, pro-
vides an overview over the main components that need to be considered when
developing process modelling languages. To further strengthen the argument for
completeness, the alignment of the identified requirements from literature with the
buildings blocks of our DSPML framework follows.

Meta requirement 1 (Req. 1) is fulfilled by integrating building block Scope and
Purpose (1) into the framework as preliminary planning phase. REquation 2 has been
divided into multiple building blocks. Whereas building blocks (2) and (3) cover core
requirements engineering, (4), (5) and (6) are tailored towards particular, domain-
driven requirements. In terms of stakeholder (Req. 3), we decided to integrate a des-
ignated building block (6) to embrace the importance of stakeholders to the language
development side as well as on the application side. Req. 4 is incorporated in multiple
building blocks. First, domain specific relevance is ensured by conducting specific
requirements (3) and taking characteristics of the process domain (4) into considera-
tion. These characteristics are directly translated into a corresponding concept directory
(7), which is the basis for meta-model development (Req. 5) and process element
specification. Req. 6–8 are covered by the inner core of the DSPML meta-model,
abstract syntax, concrete syntax and semantics. Req. 9 is considered in building block
(2) in an early stage of language development, since pragmatics is closely tied to
generic and stakeholder-related requirements. Req. 10 is primarily covered by building
block (9), since the language designer can choose between different development
approaches. However, the differentiation between Design and Modification also cor-
responds to this requirement. Regarding Req. 11, specifically building blocks (7) and
(9) ensure that each developed languages is to a certain degree built on existing
concepts. For once, these concepts can be referred to when determining the concept
directory of the intended domain. Additionally, each method in (9) provides that at least
one existing language is used as a basis for development. Req. 12 with its corre-
sponding sub-requirements is particularly addressed within the concept directory (7),
the meta-model specification (8) and determination of process elements (10). Designing
the framework, we refrained from integrating element-specific building blocks
(“Process elements”, “Control flow Pattern”) into the framework to maintain a
coherent abstraction level. We argue that these requirements are covered nevertheless,
because the abstract syntax specifically address constructs, concepts and elements
relevant to the intended application purpose, which is domain-specific process mod-
elling. For Req. 13, building block (10) defines both determinations of process ele-
ments as well as their visualization. Regarding Req. 14, the evaluation layer of the
framework enables various forms of language assessment, for example via ontological
analyses or alignment with domain reference models and process quality standards.
While Req. 15–20, refer to actual modelling languages, we argue that the DSPML
framework lays the foundation to develop languages that adhere to these requirements:
Regarding Req. 15, domain-specific languages are unique per nature, since they are
limited to concepts relevant to their particular domain. Additionally, sophisticated
requirements analysis, existing work in the concept directory and syntactical and
semantical formalizations ensure that there is no language overload and ambiguity.
Consistency refers to “a purpose of the design of the language” in a way that this
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purpose translates through the whole development process [37]. The framework pro-
vides a consistent blueprint to language development, since its bottom-up approach
ensures the permeation of scope and purpose throughout the development process.
Req. 17 is covered by the frameworks abstraction level and domain focus. In terms of
Req. 18, requirement analyses with a specific focus on pragmatics as well as the
formalization of the language when specifying syntax and semantic ensures that the
resulting language is both usable for humans and tools. Similar to Req. 15, Req. 19 is
covered by strict adherence to requirements, pragmatics and existing constructs to be
used. In addition, the domain-orientation ensures the usage constructs limited to the
particular domain. While space economy (Req. 20) is hard to assess, we argue that the
consideration of general requirements and pragmatics at an early development stage
steer language designers to consider this requirement during their process. The
framework is conceptualized iteratively, so that evaluation results and new insights can
be integrated into language refinement, thus covering Req. 21. Req. 22 is fulfilled in
two ways: First, the modular structure of the framework facilitates its implementation,
for instance in a language meta-modelling tool. Second, the modeling language as a
result of the framework can be implemented into common process modelling tools,
since its meta-model is formalized and processable. For Req. 23, the argumentation of
Req. 16 holds. Essentially, the strict usage of concept included in the concept directory
as well as the suggested usage of already existing constructs for abstract syntax and
element specification ensures a congruent usage of abstractions throughout the
development process.

5 Discussion and Conclusion

The DSPML framework presented in this paper consolidates and integrates existing
work in the field, and can be applied to systematize and structuring the development of
modelling languages tailored towards specific domains or technology, which is an
emerging issue in BPM. Hereby, the framework supports language designers in both
research and practice, who can draw upon the identified building blocks when devel-
oping novel, domain and technology-specific modelling languages. However, limita-
tions have to be considered: First, the framework represents a rather high-level
overview over crucial components required for language development. For actual
framework application, each building block needs to be detailed with respect to
methods or tools (e.g. meta-modelling platform) and substantiated regarding its con-
tent. Second, at this point the framework is limited to the mere modelling language
without addressing application, modelling software integration or algorithms. How-
ever, the stated areas pose additional challenges and requirements to the development
of modelling languages that are not yet reflected in the model. Furthermore, only a
descriptive evaluation is proposed. Applying the framework in practice may reveal
different requirements that have not yet been considered. Subsequently, the artifact and
its evaluation as well as the outlined limitations open up new possibilities for further
research need: On the one hand, further work need to specify and substantiate each
building block in detail regarding processed input and output as well as applied
methodologies or tool support. On the other hand, the application of the framework in
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research and practice to develop domain-specific languages will reveal valuable
insights to be incorporated into a subsequent DS iteration. An elaborate ex-post
evaluation against DSPML quality or usability criteria as well as the degree of domain
coverage may reveal the framework’s applicability from both the language designer
and resulting modelling language perspective. Furthermore, future work may enhance
the framework by taking the structure and specific characteristics of existing modeling
languages into account. Lastly, tool support that implements all layers of the frame-
work with appropriate features and software components proves to be a fruitful
expansion of the research presented.

Adhering to the applied DS methodology, this paper motivates the topic and pro-
vides a problem statement. Following a brief introduction of fundamentals, the results
of an extensive literature review are condensed into 23 design requirements that lay
ground for DSPML framework design. The evaluation demonstrates that the frame-
work sufficiently addresses the needs expressed in relevant literature. Using the pro-
posed artifact, the engineering of domain-specific process modelling languages can be
methodologically grounded, which structures and systematizes the development pro-
cess. Ultimately, this leads to an increased adequacy and quality of resulting languages,
which need to be designed towards increasingly complex requirements driven by
domain, technology and end-user.
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Abstract. The massive expansion of mobile technologies is leading to a digital
revolution that is reshaping health education for improved population-level
health outcomes. This study investigated the analysis and design of a mobile
health (mHealth) intervention for community-wide education. Hence, we
employed a design science approach capable of translating health and community
activities into practical design guidelines for suitable interventions to improve
knowledge and skills among working adults. An mHealth artifact was developed
for a Coronary Heart Disease (CHD) prevention program on awareness,
knowledge, stress and lifestyle management. The effectiveness of the artifact was
demonstrated through a pilot randomized, controlled trial (RCT) with 80 par-
ticipants as an imperative empirical evidence. The study, therefore, contributed to
the cumulative theoretical development of HCI, mobile health, and public health
education. Moreover, our findings provided a number of insights for academic
bodies, health practitioners, and developers of mobile health in planning edu-
cational interventions for smartphone users.

Keywords: Mobile health (mHealth) � Community-based intervention � Health
education � Coronary Heart Diseases (CHD) � Randomized controlled trial (RCT)

1 Introduction

The increasing ubiquity of mobile health (mHealth) technologies is transforming
healthcare services for wider reach, improved health outcomes, and reduced financial
burdens of health systems worldwide. By 2018, mHealth promises to extend its cov-
erage to 1.7 billion people for mobile-based interventions [1]. Such interventions have
been extensively studied as viable for chronic disease management [2–4], and health
promotion [5–7].
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The current trends emphasize community-based interventions as the primary
approach for achieving community-wide changes in health and risk behaviors. In spite
of great efforts in community-based programs (e.g. Minnesota Heart Health Program,
Stanford Five-City Projects…), modest population-level impacts were previously dis-
cussed [8, 9]. There was the lack of tools with customizations to penetrate every corner
of the community for better outcomes [10]. Therefore, this research employed a design
science approach to developing an mHealth intervention for community-based edu-
cation to address such issue. By removing both geographical and temporal constraints,
the use of mobile applications (apps) is the next suitable wave of health education
support artifacts to extend social and technical boundaries towards personalized
interventions. Furthermore, the study established theoretical foundations capable of
translating health practices into practical design guidelines for community-based
interventions.

As an empirical evidence, a pilot randomized, controlled trial (RCT) was conducted
for a Coronary Heart Disease (CHD) Prevention Program. This community-based
program successfully demonstrated the effectiveness of an mHealth intervention for
improved CHD knowledge and stress levels among working adults.

Based on theoretical and practical groundwork, our study contributed to the
cumulative theoretical development of mobile health and community-based health
education. It provided a principled guideline to analysis and design of mHealth artifacts
for academic bodies, health practitioners, and developers of mHealth.

The structure of the paper is as follows. Firstly, we described the literature back-
ground of our study in the next section. Secondly, the analysis of an mHealth inter-
vention for community-based health education was discussed. And then, the paper
illustrated the design concepts of our mHealth intervention. Fourthly, an RCT, in which
80 working adults were randomized to either the control group (n = 40) or the inter-
vention group (n = 40), was presented with great details. Lastly, we concluded our
paper with findings and contributions of the research in the final section.

2 Literature Background

2.1 Mobile Health (mHealth)

The rapid advancement of mobile technologies has paved the path for new health
interventions, “mobile health” or “mHealth” [11]. It is broadly defined as “the use of
mobile computing and communication technologies in healthcare and public health”
[12] which is capable of delivering health services to a huge number of people as well
as large communities. With the prevalence of over 6 billion smartphone users [13],
mHealth has been introduced into a variety of activities such as disease management
and prevention [14–16], care surveillance [17–19] and instructional interventions [16,
20] anytime and anywhere. In 2015, 44% of patients worldwide had witnessed the use
of mobile devices by clinicians in healthcare processes [21].

With the significant advantages of usability and mobility [2, 22], mHealth apps are
promising to penetrate broad communities to achieve public health impacts.
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2.2 Community-Based Health Education

Community-based programs have been originally shaped in the 1980s when synergistic
interaction effects were observed with the cost-effective mass media and communica-
tion channels [23]. Since then, the development of community-based health education
has been gradually progressed beyond individual levels to provide population-wide
strategies for targeting entire communities including large cohorts at different levels of
risks [24]. Such programs were integrated and wide-ranging, not limited to geographic
areas (e.g., worksites, medical care settings, schools, or organizations), and are targeted
at diverse communities characterized by patterns of behavior (e.g., Internet chat rooms
or smartphone users), experience (e.g., heart attack survivors), or norms and values
(e.g., a culture of working population) [25]. Notably, the National Heart, Lung, and
Blood Institute (NHLBI) has demonstrated three community-wide health education
interventions: (i) the Minnesota Heart Health Program, (ii) the Stanford Five-City
Project and, (iii) the Pawtucket Heart Health Program. These projects were rigorously
designed to deliver community education sessions to promote healthy lifestyles and to
reduce risks of cardiovascular diseases at a population level [26]. Nevertheless, Merzel
and D’Afflitti [10] argued that the projects have several limiting factors such as
insufficient tailoring capability to reach sub-segments of communities and inadequate
community penetration to attain population-wide impacts. To bridge the gap between
health educators and the population, this study proposed the analysis and design of an
mHealth intervention for community-based health education.

Besides, using science-based materials, resources, and program structures of the
NHLBI projects, a logic model for community education strategy was suggested by
Hurtado et al. [27]. It described four main activities: (i) recruiting community members,
(ii) identifying participants for health education, (iii) assessing participant knowledge
and behaviors based on established instruments and measures, and (iv) conducting
education sessions using educational materials and teaching tools. In this research,
these activities are investigated to implement a community-wide intervention with
customizable education programs.

3 Analysis of an mHealth Intervention for Community-Based
Health Education

This study is a design science research (DSR) situated in the field of Human-Computer
Interaction (HCI) in which the ways that people interact with mobile technologies are
analyzed in order to design new artifacts [28]. It employed a theoretical framework as
described by Nguyen and Poo [29] in Fig. 1 to comprehend mHealth interventions for
community-based health education [27].

Grounded in Activity Theory [30] and Mobile Learning [31], such intervention is
scrutinized as a collective activity system in which mobile devices are interactive
agents capable of communicating with participants to deliver tailored health as well as
behavioral knowledge and resources. The following components are constructed from
the theoretical framework.
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(1) Subject. Two key roles are identified in community-based health education: par-
ticipants who undertake interventions, and facilitators who enable interventions.

(2) Object. The primary objective is to provide educational interventions to improve
knowledge and to develop behavior-change skills.

(3) Tool. It is a vital companion of community-based delivery via mobile devices.
Mobile apps have excellent capabilities to facilitate health education activities [32,
33].

(4) Control. Full control over community-based program structures and information
sharing are integrated into mHealth interventions.

(5) Context. Both locational and temporal constraints have been removed in the
environment of mobile health. Communities can be virtually defined based on
patterns of behavior or other factors.

(6) Communication. The use of mobile technologies empowers the participants with
different forms of communication such as e-mail, short message service (SMS),
and push notifications.

(7) Outcome. The outcome is a transformation of participants’ knowledge and skills
to modify behaviors and to reduce the individual risks at different levels.

Engagement between people and mobile technology develops meanings and
objectives of these activity sub-systems; therefore, analyzing the complexity of
community-based education entails operationalization of the dialectical relationship
between people and technology as semiotic and technological aspects. Both perspec-
tives are considered in details to improve participants’ knowledge and skills as shown
in Table 1.

Fig. 1. Analysis and design framework for mHealth interventions [29]
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Table 1. Analysis of mHealth interventions for community-based health education

Component Semiotic perspective Technological perspective

Subject Participants: individuals, families, and
social networks who undertake the
mHealth interventions
Facilitators: healthcare practitioners,
community volunteers, and training
agents who facilitate mHealth
interventions

• Mobile devices (e.g., iPhone,
iPad, Samsung Galaxy phones
and tablets…)

• Mobile applications for mHealth
interventions

Object Participants:
• Knowledge and skills to be learned by
health experts/facilitator

• Achievements of program objectives
• Applications and reinforcement of
knowledge and skills

Facilitators:
• Ability to impart knowledge and skills
to participants

• Setup of program objectives
• Assessment of participants’ progress and
achievements

• Mobile-enabled health
education programs

• Mobile-based subject-matter
contents

• High portability, availability and
accessibility to knowledge and
resources

Tool • Knowledge and skill development
resources

• Multimedia for health education (e.g.,
videos, audios, and interactive formats)

• Geographically agnostic program and
content delivery environment

• Alert and reminding mechanisms

• Device-independent capabilities
on mobile devices

• Mobile-based health artifacts
• Knowledge and skills
assessment tools

• Offline synchronization of
programs and contents

Control • Structured educational programs with
objectives and guided steps

• Enrolment and involvement in health
education programs.

• Control of intervention tools

• User-friendly and responsive
design for multiple display
resolutions

• Individual and community-based
access and privacy control

• Longitudinal and activity
tracking

Context • Locational and temporal independent
• Disease-specific communities
• Multi-community participation

• Role-based management
• Individual and community-based
coordination

• Geolocation services
Communication • Locational and temporal independent

• One-to-one communication between
facilitators and participants

• Community-based communications for
health education

• Information sharing and remote tracking

• Mobile communications (e.g.,
4G, 3G, GPRS…)

• Messaging via Short Message
Service (SMS), email, and push
notifications

• Robust content and message
delivery structure
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4 Designing an mHealth Artifact for Community-Based
Health Education

Based on the analysis of the mHealth intervention for health education, we proposed an
mHealth platform as an IT artifact. It aims to bring community-based health education
to the next level where programs and contents can be prepared for delivery via
smartphones.

4.1 System Architecture

We designed our mHealth artifact with two major sub-systems: (i) a cloud-based
service platform, (ii) mobile apps for health education. Figure 2 demonstrates the
overall architecture of the mHealth platform.

The cloud-based service platform leverages on an enterprise system architecture for
developing and deploying modular and extensible modules and applications. It com-
prises of multiple services: profile and personalization, program and content delivery,
assessment and tools, community management, communication and notifications, alerts
and reminders, and tracking. These services expose RESTful interfaces to provide
interoperability between cloud-based backbone framework and mobile apps.

4.2 Design Concepts of an mHealth Artifact for Community-Based
Education

Leveraged on the proposed system architecture, the key design concepts of our
mHealth artifact are highlighted as the following.

Profile Personalization. The mHealth intervention begins with facilitators inviting
participants to join their health education program. Once invited, the participants are
provided with the links in Apple AppStore and Google Play to download and to install
the mHealth app. Upon completion of a self-enrolment process, the participant is
automatically associated with a specific community and the health education program
based on essential profile data. Furthermore, user preferences are captured for cus-
tomization and tracking of program objectives and progress.

Fig. 2. Overall architecture of mHealth education platform
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Program and Content Delivery. The mobile apps have capabilities of receiving
dynamic community-specific programs and content packages during its loading pro-
cess. A community-based education program is designed as a hierarchical collection of
program objectives and sub-objectives; hence, participants’ achievements are reflected
in a detailed and structured manner during the intervention. Mobile-based subject-
matter contents and media are presented with intuitive navigations in various display
form factors and orientations. Offline synchronization features allow participants to
view these always-at-hand knowledge and skill building resources. Figure 3 shows the
screens of our mobile apps for the CHD prevention program with the multi-level
program structure and learning resources.

Health and Assessment Tools. Tools play a critical role to facilitate the subjects to
achieve objectives in mHealth interventions. The implementation of health and
assessment tools in mobile apps, therefore, is necessary for educational activities.
Community facilitators can employ such tool for knowledge assessment and
disease-specific instruments. For instance, BMI, risk prediction of heart attack or
coronary death, and calories consumption calculators are introduced in the CHD pre-
vention program to raise awareness and modify lifestyle behaviors of the participants as
illustrated in Fig. 4.

Activity Tracking. The mobile app is capable of tracking participants’ activities, even
in the absence of network connectivity. It employs view tracking technologies to
capture movements and reading patterns in mobile screens, as well as uploads the
de-identified data to the cloud-based service whenever the network is available. Such
data are useful for facilitators to keep track of participants’ progress and levels of
involvement within the programs.

Fig. 3. Program and content delivery screens for CHD prevention program
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Communication and Notifications. This feature enables various types of interactions
between facilitators and participants over in-app messaging, push notifications, and
SMS. One-to-one messaging allows facilitators to keep in touch with an individual for
direct and personalized intervention; while one-to-many messaging provides a neces-
sary mechanism to reach out to a community, or specific sub-community groups. It is
imperative to guarantee the delivery, and to monitor the reading status such message
for useful communications.

Alerts and Reminders. The mHealth intervention offers alerts and reminders as tools
for knowledge reinforcement and lifestyle modifications in community-wide health
education. These tools aid facilitators to schedule multiple reminders tailoring to
individuals and community members based on their profile data.

5 Coronary Heart Disease Prevention Program Among
Working Adults

Coronary Heart Disease (CHD) is the most common type of Cardiovascular Disease
(CVD), which has been long recognized as a major problem for public health [34]. It is
predicted to be responsible for a total of 11.1 million deaths worldwide in 2020, and to
remain as the top cause of death for next 20 years [35]. CHD is a result of lipid
accumulation in coronary arteries which narrows blood flow and increase the risks of
heart attacks and stroke [36]. Such risk causes detrimental impacts on the adult
workforces leading to lower work performance, reduced income, and job insecure due
to restricted work capacity [37]. With high rates of deaths and hospitalization found in
many countries [27, 38, 39], CHD has become a bulky burden on the economies of
working adults and existing healthcare systems.

Fig. 4. Health and assessment tools for CHD prevention program

64 H.D. Nguyen et al.



Our empirical study was designed to evaluate the effectiveness of the proposed
mHealth artifact for CHD prevention program in a community of working adults in
Singapore. A comprehensive 4-week program was developed comprising a multi-level
program structure, learning objectives, heart health assessment tools, and supporting
materials [40]. There are four learning stations: (i) the facts about CHD, its prevalence
in the community, and common signs and symptoms of CHD; (ii) the cardiac risks
factors: non-modifiable and modifiable; (iii) the healthy lifestyle including balancing
diet, physical exercise, regular health monitoring, and smoking cessation (for smokers);
and (iv) the techniques for stress management. In addition, two educational videos for
deep breathing exercise and progressive muscle relaxation were included in the
mHealth intervention. Moreover, self-assessment calculators such as body mass index
(BMI), daily calories, and CHD risk prediction for next 10 years were incorporated into
the mobile apps. Figure 5 demonstrates the structure of the CHD prevention program
and contents.

Facilitators of the CHD prevention program were cardio-trained practitioner nurses
and research assistants who remotely coordinated the participants throughout the
program. A 20-min briefing session was provided at the beginning of the mHealth
intervention.

Fig. 5. CHD prevention program and contents
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5.1 Empirical Settings

This study adopted a pilot randomized, controlled trial (RCT) in which participants
were recruited from the working population via poster advertisements. They were
full-time workers aged between 21 to 65 years old. As the mHealth artifact was
developed in English, using smartphones in daily activities and understanding the
language are compulsory criteria. The study excluded individuals who: (i) had a
clinical history of heart-related diseases, (ii) worked in health-relevant institutions,
(iii) had reading difficulties. The sample size of 80 was used in the RCT with 40
participants in a control group and 40 participants in an intervention group as suggested
in previous work [41]. The mHealth intervention was offered to the participants of the
intervention group; while, the control group was provided with web links to heart
education materials for self-exploratory learning.

There were 60 participants (77.5%) aged between 21 and 40 years old, and 61
participants are Chinese (76.3%). Majority of the participants were female (n = 52,
65.0%), had less than 10 years of professional experience (n = 46, 57.6%), and married
(n = 42, 52.5%). Table 2 reports the demographic characteristics of both the inter-
vention group and the control group.

Table 2. Demographic characteristics of the pilot randomized controlled trial

Demographic variable Intervention
group
(n = 40)

Control
group
(n = 40)

n (%) n (%)

Age (years)
21–30 20 (50%) 14 (35%)
31–40 15 (37.5%) 13 (32.5%)
41–50 2 (5%) 4 (10%)
51–65 3 (7.5%) 9 (22.5%)
Gender
Male 12 (30%) 16 (40%)
Female 28 (70%) 24 (60%)
Ethnicity
Chinese 33 (82.5%) 28 (70%)
Malay 5 (12.5%) 9 (22.5%)
Indian 1 (2.5%) 2 (5%)
Others 1 (2.5%) 1 (2.5%)
Marital status
Married 17 (42.5%) 25 (62.5%)
Single 23 (57.5%) 15 (37.5%)
Education
No formal education 1 (2.5%) 0

(continued)

66 H.D. Nguyen et al.



5.2 Instruments and Measures

Three questionnaires and outcome measures were employed in the study: (i) Social-
demographic information questionnaire, (ii) Heart Disease Fact Questionnaire-2
(HDFQ-2), and (iii) Perceived Stress Scale-10 item (PSS-10).

Social-Demographic Information Questionnaire. The demographic characteristics of
participants including gender, age group, marital status, ethnicity, occupation, and
education were collected.

Heart Disease Fact Questionnaire-2 (HDFQ-2). A 25-item questionnaire of yes/no
questions was utilized to assess the participants’ knowledge of CHD risk factors (e.g.,
gender, age, family history, and heart-related lifestyles). A maximum of 25 points for
each participant was calculated with 1-point for each correctly-answered question. The
HDFQ-2 has adequate readability [42] and good internal reliability with Cronbach’s
alpha of 0.84 [43].

Perceived Stress Scale-10 Item (PSS-10). A 10-item instrument for measuring par-
ticipants’ stress level. It uses a 5-point Likert scale with higher score hinting greater
stress level during the 4-week program. The PSS-10 score ranges between 10 to 50
self-reported by the participants. An acceptable internal consistency (Cronbach’s
alpha > 0.8) has been discussed in previous works [44, 45].

Table 2. (continued)

Demographic variable Intervention
group
(n = 40)

Control
group
(n = 40)

n (%) n (%)

Secondary School 7 (17.5%) 10 (25%)
ITE/Polytechnic/Junior College 16 (40%) 12 (30%)
University 16 (40%) 18 (45%)
Occupation
Admin/Clerical 6 15% 6 (15%)
IT/Engineering 19 47.5% 16 (40%)
Teaching 1 2.5% 2 (5%)
Others 14 35% 16 (40%)
Years of working
<5 17 (42.5%) 10 (25%)
5–10 9 (22.5%) 10 (25%)
11–20 11 (27.5%) 10 (25%)
21–30 1 (2.5%) 6 (15%)
31–50 2 (5.0%) 4 (10%)
Family history of CHD
Yes 1 (2.5%) 4 (10%)
No 39 (97.5%) 36 (90%)
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5.3 Evaluation and Discussion

The collected data of 80 working adults were analyzed using IBM Statistical Package
for the Social Sciences (SPSS) 21.0.

The pilot RCT encompassed two factors: the within-subjects factor is time with two
levels (baseline and 4-week intervention), and the between-subjects factor is an inter-
vention (yes for the intervention group, and no for the control group). Mixed ANOVA
models were employed to compare the mean differences of CHD knowledge between
the two groups based on these factors. Figure 6 illustrates the effects of these factors on
CHD knowledge and stress level.

In terms of CHD knowledge, a significant difference across the two time points was
identified where F(1,78) = 27.37, p < 0.05; but there was no significant differences
between the groups with F(1,78) = 0.94, p > 0.05. Importantly, there was a significant
interaction between time and intervention, F(1,78) = 17.26, p < 0.05 which was
observable in Fig. 6. The follow-up examination of the interaction effect corrected with
Bonferroni showed the following simple main effects: (i) for the intervention group, the
4-week mHealth intervention led to higher CHD knowledge than at the baseline (F
(1,78) = 44.04, p < 0,05); while (ii) for the control group, the 4-week exploratory
learning had no effect with F(1,78) = 0.58, p > 0.05.

For the PSS-10 score, the study utilized Chi-square tests to examine the effects of
nonparametric distributions. There was no significant difference between the two
groups at the baseline (p = 0.218 > 0.05); however, a significant difference between
the two groups was identified after the 4-week intervention (p = 0.038 < 0.05). Fig-
ure 6 demonstrated the lower stress level in the intervention group after the
intervention.

The study results provided empirical evidence on the effectiveness of the mHealth
artifact for CHD prevention program. This education program is associated with sig-
nificant improvements in CHD knowledge in the community of working adults for
those who used the proposed mHealth mobile apps. Moreover, a lower level of stress
was reported after the program which hints to the constructive effects of contents, tools
and supporting materials on stress management.

CHD Knowledge Perceived Stress Scale

E
st

im
at

ed
 M

ar
gi

na
l M

ea
ns

E
st

im
at

ed
 M

ar
gi

na
l M

ea
ns

baseline 4-week baseline 4-week

Fig. 6. Profile plots for HDFQ-2 score and PSS-10 scale

68 H.D. Nguyen et al.



6 Conclusion

The success of community-based health education greatly depends on educational
program planning and design, as well as, the coordination between facilitators and
participants which are being empowered by mHealth technologies. This study proposed
a DSR approach to developing an effective artifact for such education program via
mobile devices. A comprehensive set of design concepts for mHealth interventions was
introduced to facilitate the community-wide process of knowledge and skills building.
Moreover, the effectiveness of such mobile-based artifact was empirically demon-
strated through a pilot randomized, controlled trial of a 4-week CHD prevention pro-
gram. Improvements in CHD knowledge and stress management among working adults
in Singapore have been found as the evidence for feasible community-based mobile
health education.

This study contributed to the cumulative theoretical development of mobile health,
and community-based health education in three folds. First, the relationship between
mHealth innovations and health education was evidently highlighted to make clear the
requirements for a theoretical discourse. Second, the proposed approach was capable of
analyzing and designing health education programs for any types of communities in the
direction of social learning. Last but not least, the study took one step further in
advancing mHealth with an empirical evidence of effective mobile-enabled
community-based health education.

There are multiple implications for developers of mobile-based health interven-
tions. The study developed a holistic approach to system analysis and design of
mHealth apps of community-based health education. Furthermore, its findings on
semiotic and technological requirements are well-informed and practical for developing
mobile-based education programs and contents.

This paper is not without limitations. It adopted the sampling method for pilot
research which limits the external validity of the study. Besides, short-period effects
were detected; however, long-term effects of such mobile-based interventions should
be evaluated in future research. In this pilot RCT, monetary reimbursements were
provided to prevent dropouts; nevertheless, changes in initiatives, incentive structures,
regulations, and policies are required to establish effective community-based health
education in the long-run.

Acknowledgement. This study is funded by a grant from Singapore Heart Foundation (grant
number: RG2013/02).
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Abstract. Stroke is the second highest cause of death and disability worldwide.
While rehabilitation programs are intended to support stroke survivors, and
promote recovery after they leave the hospital, current rehabilitation programs
typically provide only static written instructions and lack the ability to keep
them engaged with the program. In this design science research paper, we
present an mHealth artifact that builds on behavior change theory to increase
stroke survivors’ engagement in rehabilitation programs. We employed a
co-design methodology to identify design requirements for the stroke rehabili-
tation mHealth artifact, addressing stroke survivors’ needs and incorporating
expertise of healthcare providers. Guided by these requirements, we developed
design principles for the artifact pertaining to visual assets that are essential in
immersing users in the design. We carried out a two-stage development process
by having workshops and interviews with experts. Following this, a prototype
was developed and evaluated in a series of workshops with multiple
stakeholders.

Keywords: Co-design � Empathic avatars � mHealth � Stroke rehabilitation

1 Introduction

Stroke is the second highest cause of death and disability worldwide [1], accounting for
nearly six million deaths per year and another five million left in permanent disabilities.
In a broader context, stroke is part of a global increase in non-communicable diseases
(NCDs), linked, among other factors, to preventable lifestyle behaviors such as
smoking, nutrition, alcohol over-consumption, and physical inactivity [2]. Stroke can
be a devastating event in a person’s life, leading to severe loss of mobility, cognitive
impairment, inability to participate in daily living activities, associated loss of inde-
pendence, curtailment of social life, isolation, and depression. A critical component for
the mid- and long-term effects of stroke on a person’s life is rehabilitation. Effective
rehabilitation can aid stroke survivors to reduce physical impairment, recover move-
ment, increase participation in everyday life, and improve the overall quality of life.
However, rehabilitation is often ineffective, as it requires a high level of physical
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participation and emotional engagement from the stroke survivor, both of which are
challenging for stroke patients to achieve [3].

In this paper, we follow a design science approach to explore how a mobile health
(mHealth) solution can support stroke survivors in effective rehabilitation. Existing
approaches for stroke rehabilitation are primarily about providing stroke survivors with
information on exercise and medication regimes, usually conveyed by means of simple
text documents with detailed instructions from their healthcare professional. In con-
trast, our study is rooted in behavior change theory [4, 5], and builds on the rationale
that engaging stroke survivors in an empathic and meaningful way can increase
compliance with exercise and medication regimes and improve overall health out-
comes. In particular, we designed, implemented, and evaluated an mHealth artifact we
refer to as Regain, which aims to support stroke survivors to stay engaged with their
rehabilitation program. To ensure that our approach adequately considers the various
perspectives in the complex landscape of stroke rehabilitation, we adopted a co-design
approach that included workshops with multiple stakeholders such as carers, clinicians,
health behavior psychologists, and actual stroke survivors.

The remainder of this paper is organized as follows. In Sect. 2, we identify the
problem of effective stroke rehabilitation and requirements for a potential solution. In
Sect. 3, we describe the employed co-design process and derive a set of design prin-
ciples for maintaining users’ motivation to use the device (e.g., animation, empathic
self-avatars, familiar context). In Sect. 4, we outline the implementation and evaluation
of the Regain app. In Sect. 5, the paper concludes with some general discussion of how
Regain may assist stroke rehabilitation and directions for future research.

2 Problem Identification and Requirement Elicitation

Over the past decade, costs associated with NCDs have increased so rapidly that they
threaten the healthcare systems of every developed nation [6]. As part of this devel-
opment, there is growing pressure on healthcare professionals to discharge stroke
survivors quickly from a hospital, creating a shift towards outpatient (i.e., out of
hospital) rehabilitation in their home care environments. This shift, however, comes at
the increased risk of non-compliance with medical advice in terms of exercise and
medical regime [7], as the time and resources for clinician-patient interaction are
scarce. In other words, current rehabilitation programs fail to effectively engage stroke
survivors to comply with medical advice in a home care environment, leading to worse
health outcomes because of non-compliance with medications and exercise programs
and, ultimately, even higher costs for the healthcare system [8]. While mHealth
technology offers important opportunities to increase patients’ engagement in reha-
bilitation activities, the effectiveness of existing mHealth artifacts is low [9].

Stroke rehabilitation can only be effective if stroke survivors actively engage in
targeted behaviors, and this almost always entails a change in behavior to align to the
rehabilitation goals. The development of effective rehabilitation programs therefore has
to take into account the psychology of behavior change. Current rehabilitation pro-
grams focus primarily on providing detailed verbal and written advice on exercise and
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medication regimes.1 However, there is a large body of psychological literature
showing that providing accurate information alone is necessary, but not sufficient for
achieving sustainable behavior change. Based on a systematic review of behavior
change literature, Michie et al. developed a comprehensive framework that integrates
the interacting components that make up and define human behavior, namely oppor-
tunity, capability, and motivation [4]. Engaging individuals in targeted behaviors
requires one to adequately address each of these components in the given context.
Building on behavior change theory, we derive the following set of requirements for
effective stroke rehabilitation.

The first requirement (R1) refers to the stroke survivors’ psychological capability,
that is, “the necessary knowledge and skills” (p. 4, [4]) to engage in rehabilitation
activities. Due to their medical condition, which usually involves some level of cog-
nitive impairment, stroke survivors often find it difficult to understand the verbal and
written instructions provided to them, limiting their psychological capacity to engage in
rehabilitation activities [10], as well as understanding their personal health benefits
from following the rehabilitation plan. However, without the psychological capacity to
engage in targeted behavior, it is impossible for stroke survivors to perform the
activities that are necessary for effective rehabilitation. Hence, recent research suggests
to focus on technological and methodological innovations to assist compliance by
exploring new ways of communicating medical advice [11].

R1: The design artifact has to communicate medical advice in a way that increases
stroke survivors’ psychologically capability to engage in rehabilitation activities,
addressing their understanding of how to perform the activities as well as the benefits
of these activities in terms of health outcomes.

The second requirement (R2) refers to the stroke survivors’ physical capability, that
is, the physical ability to perform the activities required by the rehabilitation plan. In
other words, stroke survivors should only be recommended activities that they are
physically able to perform. Ideally, these activities should be challenging to the
patients, yet not too challenging, as this can lead to increased stress, despair, or even
injury [12]. As the negative impacts of a stroke on the survivors’ mobility and the
improvements from rehabilitation vary strongly from person to person, the activities
have to reflect individual physical capabilities of the stroke survivors.

R2: The design artifact has to select rehabilitation activities that individual stroke
survivors are physically capable to perform, ensuring that the activities are sufficiently
challenging while at the same time avoiding activities that are too challenging.

The third requirement (R3) refers to the stroke survivors’ opportunity to engage in
rehabilitation activities, that is, “the factors that lie outside the individual that make the
behavior possible or prompt it” (p. 4, [4]), which may include restriction, environmental

1 It is important to highlight that recent research has successfully explored the application of virtual
reality for stroke rehabilitation (e.g., see [53, 54]). Yet, these approaches are used to a lesser extent
compared to traditional rehabilitation techniques.
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restructuring, and enablement. At present, limited Information Technology (IT)-medi-
ated approaches for directly changing the home care environments of stroke survivors
exist. However, there are several elements in the context of environmental restructuring
that can be addressed by IT (e.g., enabling to perceive their home care environment in a
different way by showing them how to engage in rehabilitation activities within that
given environment).

R3: The design artifact has to create opportunities for stroke rehabilitation by nudging
stroke survivors to engage in rehabilitation activities and showing them how these
activities can be performed in their home care environments.

The fourth requirement (R4) refers to increasing stroke survivors’ motivation for
sustained behavior change, that is, “all those brain processes that energize and direct
behavior” (p. 4, [4]). Even when individuals have the physical and psychological
capacity as well as the opportunity to engage in targeted behavior, behavior change will
not occur unless there is a sufficient level of motivation. Motivation can be directly
driven by increased levels of capability and opportunity [4], e.g., by understanding how
rehabilitation activities will lead to benefits in terms of better health outcomes. How-
ever, if the benefits have no meaning to an individual, particularly if they do not
translate into achievable, short-term milestones, behavior change will not occur. Hence,
addressing motivation needs to go beyond the mechanisms associated with capability
and opportunity, e.g., by leveraging the potential of social cues and short-term
feedback.

R4: The design artifact has to include elements that motivate stroke survivors to
engage in rehabilitation activities.

The fifth requirement (R5) refers to providing accessibility for healthcare profes-
sionals to monitor the progress of stroke survivors, and making adjustment to the
rehabilitation program based on the progress. In order to achieve this, it is necessary for
a healthcare professional to select a set of adequate rehabilitation activities (R2), then
measure progress against those goals. For instance, feedback from users, consisting of
physiological measures such as heart rate and skin conductance, has been shown to
permit the adjustment of difficulty in real-time during stroke rehabilitation in a study by
Cornforth et al. [12]. Such measures can be used to assess the mood of the user (see
p. xiv, [13] for some detailed discussion on content validity and construct validity in
the context of physiological measurements), and then adjust the difficulty of a video
game used in the context of stroke rehabilitation. IT systems can support R5 by
providing data that can be sent back to the healthcare professional, in order to assist in
assessment and to provide opportunities for intervention in the form of modification of
exercise programs and other aspects of a rehabilitation program.2

2 Although the technology for such interventions exists, it seems that this opportunity has been
overlooked: out of 29,000 medical apps in the US iTunes® store, 130 (16%) could be used in
rehabilitation, but less than 1% specifically assist the caregiver to better face the challenges of stroke
survivors [55]. Our artifact differs from these apps by building on the theory of behavior change, a
co-design process with multiple stakeholders, and empirical validation using clinical trials.
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R5: The design artifact has to enable healthcare professionals to have access to the
stroke survivors’ data remotely and in a secure way in order to assess the progress,
and make adjustment to the rehabilitation program.

3 Design

Recent reviews indicate that research into patient-centric mHealth IT systems is still at
an early stage, and a wide range of existing mHealth approaches have shown to yield
little or no effectiveness [9, 14]. Samhan et al. identified specific gaps in the literature,
including limited knowledge of the effects of mHealth IT systems on health outcomes,
and how these systems can be designed for patients with a particular disease [14].
Co-design, sometimes also referred to as participatory design, is a methodology in
which multiple stakeholders contribute to ensure that the design solution aligns with
users’ needs and experiences [15]. Typical elements of co-design include idea gener-
ation, problem understanding, prototyping, and storytelling. Empirical evidence has
shown that the best health outcomes are derived via models co-designed with users and
healthcare professionals’ inputs [16]. Co-design therefore goes beyond designing for a
given audience but directly involves the audience in the design.

In this study, we build on the co-design methodology, using workshops involving
stakeholders, to explore issues of communication, accessibility and motivation. These
issues were approached through storytelling and prototyping, in order to achieve
problem understanding, and to collaboratively design an artifact for stroke rehabilita-
tion. After this, the multidisciplinary research team iteratively built interactive visual
assets into compelling user interface elements, using empathic patient-centered sce-
narios and characters. The underlying paradigm of this approach is that the resulting
solutions will be more patient-centric and will meet the needs of stroke survivors, rather
than being designed by researchers and health practitioners who have not experienced
this illness themselves. Figure 1 illustrates the design process of the work described
here. It commences with informal workshops held with researchers from design, health,
and IT, to facilitate problem understanding through storytelling and explore the
boundaries of what is possible through idea generation from the viewpoints of users
and capabilities of the relevant technology. These workshops led to the production of
an early prototype that enabled the research team to co-design a full prototype with the
key stakeholders of stroke survivors and healthcare professionals.

Workshops with 
Design, Health, 
and IT Experts

An Early 
Prototype

Workshops with 
Stakeholders

The Full 
Prototype

Fig. 1. Illustration of the co-design process used in developing the artifact.
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3.1 Empathic Self-Avatars

An important design aspect in addressing requirements R1 and R4 is to build inter-
active visual assets into the Regain app, using empathic patient-centered scenarios and
characters. Instead of simply communicating information on healthcare advice to stroke
survivors, such empathic elements can be used to convey medical advice in a way that
they translate into the life of the user, increasing their psychological capacity (R1) and
motivation (R4) to engage in targeted rehabilitation behaviors. Recent research has
shown that the so-called self-avatars, i.e., avatars that “resemble users’ physical
appearances” [17], can be an effective way to convey social cues and encourage
targeted behaviors. From the theoretical perspective, instigating behavior change via
self-avatars can be achieved through the Proteus Effect [18]. This effect describes a
phenomenon in which the behavior of an individual is changed by the visual charac-
teristics of their avatar [18]. Wrzesien et al. argued that the appearance of self-avatars
can influence behavior, and this change in behavior can be utilized to encourage
desirable behaviors [19]. Importantly, empathic self-avatars may motivate users to
adopt new behaviors (desirable or undesirable) associated with digital representations
[20] (R4). Here, empathy is defined as the process of placing oneself in the place of
someone else, seeing matters from the other’s point of view, perceiving the other’s
emotion and thoughts, and conveying this awareness to that specific individual [21].3

Moreover, the expression of feeling from avatars will increase the likelihood of
behavioral change in the real world [22].

The use of empathic avatars in co-design requires the artifact to incorporate sce-
narios based on a user’s experience, in order to help make the avatar ‘real’ [23]. This
can be achieved through systematic action research, reviews, observations, and inter-
views [24]. In the context of technology-enhance learning, it has been shown that
empathic avatars can encourage learners to stay engaged with a learning program [25].
In addition, empathic avatars can demonstrate the usefulness of engaging in desirable
behaviors (R1), e.g., showing that the movement of the avatar gets better every time the
avatar finishes an exercise, to ensure that stroke survivors follow the instructions from
their rehabilitation program. Taken as a whole, the more empathic an avatar is, the
more likely it will influence user behavior towards targeted behaviors, and this emo-
tional link can be strengthened by making the avatar customizable [26]. In the context
of the Regain app, these behaviors refer to engaging in the rehabilitation program,
where self-avatars are able to respond to stroke survivors and address their mood [27].

Design Principle 1 (P1). Use empathic, customizable self-avatars to convey social
cues, increase stroke survivors’ psychological capabilities, and ensure that they have a
compelling experience to stay engaged with the rehabilitation program.

3 It appears that the notion of empathy is of particular importance in healthcare settings, as individuals
are experiencing a life-changing event with potentially devastating consequences on their everyday
lives. For instance, Javor et al. found that Parkinson’s disease patients exhibit significantly lower
trust levels towards other humans than healthy subjects do [56]. In a follow-up study, Javor et al.
showed that trust levels can be increased by using avatars [57].
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3.2 Animations in a Familiar Environment

The animation principle refers to illustrating the typical exercise that has to be per-
formed by stroke survivors, enabling them to better understand the activities that they
need to engage in (R1) and reshaping their perception of their home care environment
to create opportunities to engage in this behavior (R3). Animation allows a more
immersive illustration of exercise than textual descriptions or even line drawings, as the
user can see how the avatar completes the entire exercise, in contrast to a static image.
Including animation with an avatar conveys more compelling and enhanced commu-
nication [28, 29], which can provide an entertaining and hence motivating experience
(R4), and ensure that the user follows and stays engaged with a program. Dodds et al.
found that avatar animation can be used to simulate certain behavior, and to enable
users to move and perform better [30]. Therefore, animation can be useful in stroke
rehabilitation as a means to increasing the psychological capability of stroke survivors,
and to provide the necessary knowledge and motivation for them to stay engaged with
the program (R1). Such animation shows stroke survivors how to do a certain exercise,
which in turn can increase their understanding of its benefits. Avatars can provide
stroke survivors an animated, personal, and engaging interaction, which in turn can
influence patients’ behavior [31].

Importantly, the animation should be situated in a familiar context for stroke sur-
vivors, in a way that they feel more comfortable and relaxed [32]. Previous research has
shown that being in a familiar physical environment will help to motivate targeted
behaviors in patients and, overall, patients prefer home care (i.e., a familiar environ-
ment) over clinical-based therapy [33]. Hence, situating the animation in a familiar
environment, e.g., a home garden or a living room, would make stroke survivors feel
more relaxed and comfortable while performing the rehabilitation activities [34]. In
other words, illustrating the empathic self-avatar in a familiar environment for stroke
survivors will provide an opportunity to reduce their feeling of anxiety, and increase
their confidence because they will perform activities in their familiar context [32, 35].
In addition to the positive influence on stroke survivors’ emotional states, the approach
of using a familiar environment creates an opportunity for stroke survivors to engage in
rehabilitation activities (R3), as it reshapes users’ perceptions of their home care
environment, demonstrating how this environment can be used to engage in behaviors
while at the same time taking advantage of the relaxing influence of their home.

Design Principle 2 (P2). Use animations with the empathic self-avatar in a familiar
environment to convey information on how to perform the rehabilitation activities to
the stroke survivors in an effective and motivating way, creating an opportunity to
engage in such activities in their home care environment.

3.3 Shape and Color Aesthetics

The shape and color principles refer to the use of shapes and colors that can positively
influence stroke survivors’ perceptions and behaviors. As for shape aesthetics, the
artifact makes use of gestalt (i.e., shapes or forms) for shapes used in the self-avatar
design and animation. It has been shown that a more round face-like shape appears
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more friendly to users [36], hence designing self-avatars with a round face-like feature
would indicate friendliness of the character to stroke survivors. A study shows that
round shapes with face-like features can enforce positive emotion on learners [37].
Such shapes can be used in designing the empathic self-avatar to induce positive
emotion upon stroke survivors, which can keep them motivated (R4) and engaged (R4)
with the rehabilitation program. Therefore, the empathic self-avatar will be designed
using a round face-like characteristic to enforce friendliness in engaging animations.
Gestalt should have similar characteristics to humans’ features, but not too realistic to
avoid affecting stroke survivors with the uncanny valley effect. This uncanny valley
effect describes a phenomenon that arises when designing visual artifacts that are
intended to resemble human features (e.g., an avatar) in an overly realistic way, and it
can cause an aversive response in humans and make them feel uncomfortable [38, 39],
which in turn may disengage stroke survivors from the rehabilitation program.

Design Principle 3 (P3). Use gestalt (round face-like shapes) with an empathic self-
avatar to indicate friendliness of the self-avatar while avoiding photorealistic features.

The visual design of the user interface does not only have to consider the shape
aesthetics but also the colors used in combination with those shapes. Um et al. stated
that saturated warm colors and round face-like shapes can induce positive emotion in
users, and increase their learning capability [36]. Hence, warm colors and round
face-like shapes can be used to induce positive emotion, and increase users’ psycho-
logical capability and motivation (R1, R4). Color theory is the study of the effect colors
exert on the cognitive and affective processes of individuals [40]. According to this
theory, a color can be used to trigger a broad range of emotional responses, e.g., to
increase attention and deliver information (R1) [41]. More importantly, colors can have
beneficial but also detrimental effects on human behavior [42]. Particularly high hue
colors, that is, pure colors with high levels of brightness and saturation such as red,
blue, green and yellow, exhibit a strong influence on user perception, physiology and
behavior (R4) [43]. For example, Greene et al. found that warm colors (e.g., yellow,
red, and orange) can prevent boredom and maintain activities [44]. Such colors may
motivate stroke survivors (R4) and increase their psychological capability (R1).
Moreover, using the green color has the ability to reduce stress and make users more
calm and relax [42]. Applying high hue colors and rounded shapes to the empathic
self-avatars and background environment therefore is expected to provide a positive
impression and emotional appeal that will encourage use of the artifact.

Design Principle 4 (P4). Use high hue colors (e.g., yellow, red, blue, and green) with
the empathic self-avatar and the animations in order to draw stroke survivors’
attention to the empathic self-avatar and create an engaging user experience.

4 Implementation and Evaluation

4.1 Implementation

The design artifact presented in this paper was developed in a two-stage implemen-
tation process (see Fig. 1). In a pilot study that was undertaken in late 2014, a
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multi-disciplinary team of researchers with convergent interests, which include clini-
cians, health informatics specialists, programmers and designers, was assembled. The
output was an early prototype that demonstrates how empathic avatars can be created
for stroke rehabilitation using design of visual assets and animation. First, visual assets
were created by the multidisciplinary team using a co-design process. The result of this
stage was an early prototype as shown in Fig. 2.4 The left part shows an example of an
empathic avatar (P1) in the early prototype that was developed in order to provide
animated scenes illustrating typical rehabilitation exercises. The animation allows a
more immersive illustration of exercise than line drawings, as the avatar completes the
entire exercise, in contrast to a static image (P2). A male version and a female version
of the avatar were designed in consultation with experts in user experience design. The
color scheme was designed to avoid the dreary nature of illustrations commonly used in
written healthcare advice, making use of compelling gestalt features (P3) and bright
colors (P4). Once the appearance was designed, pivot points were created, as indicated
in the avatar on the left of Fig. 2 using circles.

The right part of Fig. 2 shows an animation created using the designed avatars. In
this case, the exercise is “lift and carry” and it encourages the stroke survivor to
improve balance and manipulation skills by grasping a small object and carrying it for a
few steps. The animated avatar is situated in a familiar environment (P2), i.e., a home
garden scene. This illustrates the possibilities for this technology, but also the implied
message, which in this case is one of escape and self-empowerment through increased
mobility in recovery following these exercises. Once the preliminary design was
realized, as can be seen in the left part of Fig. 2, it was shown to healthcare profes-
sionals and health behavior psychologists with an interest in stroke rehabilitation –

these people are important stakeholders for embedding the future product into a
rehabilitation program in practice. This early prototype was designed to explore the

Fig. 2. Left: empathic avatars developed for animation from the early prototype. Right: a
screenshot of the early prototype with the avatar animated into a sequence. (Color figure online)

4 The process is summarized in a short video: http://youtu.be/MV23MdmlfAg.
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characteristics of an avatar in the context of a mobile app on a tablet device. After
informal and formal workshops and interviews, design goals were developed to assist
in the production of an improved prototype. The full prototype was developed in
collaboration with professional user experience designers and software developers.

Figure 3 shows two screenshots from the full prototype. Based on comments
received from stakeholders in the co-design workshops, the amount of textual material
has been reduced to the minimum required for explanation. This can be seen in the brief
instructions for an individual exercise, coupled with an image representing the exercise,
shown in the left part of Fig. 3, and the small amount of text used in the exercise
description, shown in the right part of Fig. 3. Furthermore, following the advice of
professional designers and health behavior psychologists, the menu has been imple-
mented using images that represent the type of exercise (left part of Fig. 3).

4.2 Future Development

Building on the existing prototypes, the Regain app will be iteratively evaluated and
improved with users (stroke survivors) and carers. The future implementation will
follow the process shown in Fig. 4. The first step is to have focus groups with stroke
survivors and carers to introduce the full prototype of Regain, providing these
important stakeholders a platform to share their stories and have in-depth discussions
about the opportunities of mobile technology and the design of Regain, ensuring their
current and emerging requirements are documented and addressed. Through supervised
interaction with the designed visual assets based on mobile platforms, stroke survivors
will be invited into the design process to work in focus groups to explore their
experiences, collect feedback, and to continuously involve users in the design process.

Fig. 3. Left: selection of exercises in the full prototype. Right: instructions provided for a typical
rehabilitation exercise in the full prototype.

Focus Groups 
(Stroke Survivors 

and Carers)

Clinical Trials 
with the Full 

Prototype

Data Collection 
and Analysis

A Commercial 
App

Fig. 4. Illustration of the implementation process of the commercial app.
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Participants will be invited to take a tablet computer home, loaded with the full pro-
totype app, for an extended period of time. Then, data collection and analysis will take
place after the full prototype of the Regain app has been used in clinical trials or home
environments by users, to check their interactions with the app and gather their feed-
back. The Regain app will be refined based on the results from the data analysis and
user feedback, and that will assist in developing the (final) commercial app.

4.3 Evaluation

At this stage, evaluation of functionality was achieved by face to face interviews with
domain experts in the fields of user interface design, clinical care, health informatics,
software development, health behavior psychology, health insurance and health policy,
as well as with stroke survivors. The mHealth literature supports such a sample and an
interdisciplinary approach [45]. In addition, the co-design approach requires the
involvement of application-oriented practitioners who work in these mHealth contexts,
encompassing industry, government and technology viewpoints [46]. Existing net-
works within the University of Newcastle and Hunter New England Local Health
District were used to identify and recruit participants, who were invited via email.
Semi-structured interviews were used, of approximately one hour in duration. Ques-
tions revolved around details of the prototype design, as well as more general questions
about what elements or features were considered appropriate. Interviews were tran-
scribed and coded according to thematic recurring elements. The thematic elements
identified are: (1) provide user-created and customizable empathic avatars, as these can
assist user capability and motivation; (2) make avatar appearance similar enough to the
user so that a connection can be made; (3) make sure the avatar is not too similar in
appearance to make the user uneasy (as reflected in design principles P1–4).

These identified themes were taken into account in the iterative development of the
above stated design principles and the co-design process. In relation to the design
requirements, we note that requirement R1 was met by the ability of the prototype to
communicate medical advice. This directly addresses the psychological capability of
stroke survivors [4]. R3 was met by the technological innovation of presenting medical
advice in this new format. The prototype was able to demonstrate the possibility to
nudge stroke survivors to engage in rehabilitation activities and how these activities can
be performed in their home care environment. R4 was met by the manner of the avatar
based training, which can increase stroke survivors’ motivation for sustained behavior
change. On the other requirements, we note that at present the prototype does not meet
R2 by allowing medical practitioners to select the exercises. However, this is a trivial
addition to the Regain app and is planned to be included in the clinical trials. The
current prototype also does not address R5, that is, to provide feedback to a medical
practitioner. This is more of a challenge but is planned for the clinical trial. As for the
specific design principles, feedback from the face-to-face interviews showed a high
degree of convergence between the design principles and the operation of the
prototype.
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5 Discussion and Conclusion

5.1 Discussion of Results

Stroke has such a high prevalence in the modern society that if this phenomenon was
caused by an infection, it would be regarded as a pandemic [47]. Rehabilitation pro-
grams are employed to assist stroke survivors and promote recovery after leaving the
hospital. In order to harness the whole benefits of rehabilitation programs, it is
important that stroke survivors are informed not only with written texts, but also in a
way that is entertaining and engaging. This is particularly challenging as the general
trend of increases in NCDs will ultimately lead to a shift in responsibility from the
collective to the individual, as treatment costs are rising in an unsustainable manner [6].
In addition, there is pressure on clinical personnel to discharge stroke survivors quickly
from the hospital, increasing the risk of non-compliance with medical advice [7]. As a
consequence, there are issues with communicating information to stroke survivors as
well as issues with depression and social impairment [27]. In this paper, we used a
co-design approach to pursue the development of an mHealth artifact to support stroke
rehabilitation by increasing stroke survivors’ psychological and physiological capa-
bility, motivation, and opportunity based on behavior change theory [4, 5]. The overall
goal of this approach is that stroke survivors will receive improved communication of
health advice, become engaged with the rehabilitation program, and be motivated to
follow that advice leading to better health outcomes.

First, based on workshops with design, health and IT professionals, we identified
five specific design requirements for a solution artifact (R1–5). The artifact has to
provide and communicate the necessary skills and knowledge that will aid in increasing
the psychological capabilities of stroke survivors in order to enable them to understand
how rehabilitation activities should be performed and what their benefits are (R1). In
addition, the artifact has to suggest rehabilitation activities that are not too challenging
for stroke survivors, which in turn aids in increasing the physical capabilities of stroke
survivors (R2). The artifact has to create opportunities for stroke survivors to engage in
the rehabilitation activities by changing their perception of their home care environ-
ment (R3). Also, the artifact has to increase motivation (1) indirectly through increased
capability and opportunity and (2) directly through compelling user interface elements
(R4). Importantly, healthcare professionals should have access to the stroke survivors’
data to enable progress assessment and adjustment in the rehabilitation program (R5).

Second, we developed a set of specific design principles (P1–4) for the mHealth
artifact in order to meet the identified requirements related to the interaction of the
stroke survivor with the user interface (R1, R3, R4). We proposed a new approach to
the self-management of stroke rehabilitation, using a mobile device to assist with
carrying out a rehabilitation program in a home care environment. This approach,
which follows the co-design methodology, features frequent consultation with stake-
holders, including stroke survivors, carers, clinicians and IT specialists, to provide an
end result product that meets the needs of its intended audience. An empathic
self-avatar has been identified as a concept that will assist in creating a sense of
emotional connection (i.e., attachment) with stroke survivors as well as a powerful
medium to enable behavior change (P1). Animations in a familiar environment are used
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in combination with the empathic self-avatar to increase the psychological capabilities
of stroke survivors as well as provide entertaining experience in such an environment
(P2). One way to make the avatar more empathic in a future extension of the artifact
might be to capture the user’s facial expression with a camera and change the
appearance of the avatar accordingly [48]. Shape and color aesthetics are used to
deliver information to stroke survivors in friendly and engaging ways, designed to
reduce anxiety and increase attention to keep stroke survivors engaged with their
rehabilitation program (P3, P4). This proceeds not with static factual information, but
through the medium of some moving guide to the exercise, which the user can identify
with by use of an avatar.

Third, we evaluated the effectiveness of the design artifact in workshops with
multiple stakeholders such as carers, clinicians, health behavior psychologists, and
actual stroke survivors. To this end, a prototype has been developed based on feedback
from design, health and IT professionals. Building on the early prototype and the full
prototype, the future development and evaluation will include focus groups with stroke
survivors and their carers, as well as clinical studies. The former will provide feedback
on usability that will be used to improve the prototype to the point of a commercially
ready artifact, while the latter will provide clinical evidence of the efficacy of an
intervention using the employed design principles, when compared to the control group
that will receive only the conventionally used written instructions and line drawings.
This approach will provide a positive experience for stroke survivors that validates
their importance and gives them a voice in the design of the next wave of rehabilitation
assistance. In addition, this will provide knowledge to inform further research,
including how avatars can help to convey various health messages, what kind of impact
such technologies might have, and how the needs of stroke patients can be met.

5.2 Limitations and Future Research

Our study must be seen in view of several limitations. First, some functionality has not
been implemented yet, because the design process focused primarily on the user
interface for the stroke survivors rather than on data sharing, which requires consul-
tation with additional stakeholders. This functionality relates to enabling healthcare
professionals to select specific exercises and individually adjust the rehabilitation
program (R2), and to assess and monitor the progress of stroke survivors (R5).
However, these two functionalities are not crucial to the assessment of the empathic
avatars, and are planned for inclusion in the commercial app. Second, the current
design does not include serious games and gamification elements, which may offer
additional advantages to address user capability, opportunity and motivation to engage
in rehabilitation activities [5, 49]. Using game elements in the Regain app may add
entertainment aspects for stroke survivors, which in turn may motivate them to follow
the rehabilitation program and promote recovery. A five minute gaming experience
with certain avatars is sufficient to reverse behavioral patterns [50]. One likely
explanation is that immersion [51], derived from the gaming experience imbues people
with agency. Third, cultural aspects have not been included in the design of the visual
assets in the Regain app. For instance, previous research has shown that culture may

Empathic Avatars in Stroke Rehabilitation 85



affect the meaning of colors and their influence on user perception and behavior [52].
Hence, future research may explore how the color schemes in apps for stroke survivors
may need to be adapted for different cultures. The advantages and disadvantages of
including these elements will be explored in the focus groups with stroke survivors and
their carers. Finally, the overall effectiveness of the artifact in improving the health
outcomes of stroke survivors will have to be empirically established in clinical trials.
Participants in the clinical trials will be invited to take a tablet computer loaded with the
Regain app home for an extended period of time, after which the focus groups will be
held to gather feedback to be used for refining the software.

5.3 Concluding Remarks

This study explored how mobile technology may support stroke survivors in their
rehabilitation program, by providing an engaging experience for stroke survivors and
communicating information in an entertaining way rather than just written instructions.
Using a co-design methodology to include inputs from different disciplines has ensured
that stroke survivors have a say on the design of the Regain app, and their requirements
are addressed. Importantly, the use of animated empathic self-avatars in a familiar
environment with warm colors and round face-like shapes will help stroke survivors to
increase their psychological and physical capabilities, as defined by the model of
Michie et al. [4], thereby making sustained participation more likely. In addition, the
Regain app can help to create an opportunity to facilitate recovery in a home care
environment. Using mobile technology can provide the required information for
healthcare professionals about the stroke survivors and enable them to assess their
progress and make adjustments. Using such design principles will ensure that stroke
survivors are motivated and engaged with their rehabilitation program.
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Abstract. Voicing one’s opinion, especially when it is not in conjunction with
the opinion of the senior management, can be difficult in organizational contexts.
Thus, platform facilitators in organizational participation processes might want to
grant their users a way to communicate anonymously. However, this might have
adverse effects, such as hoax and foul language. In this study, we describe the
rigorous design process, evaluation and instantiation of an artifact that allows the
postings of opinions and issues concerning the strategic and operational decisions
in a public organization without revealing the identity of the author. Building on a
thorough literature review and the involvement of key stakeholder groups
allowed us to design and realize an artifact that mitigates the negative effects,
while supporting reticent employees and those in fear of their superiors to speak
their mind. We discuss both theoretical and practical implications.

Keywords: Design instantiation � Organizational participation � Anonymity �
Crowdsourcing

1 Introduction

Firms are restructuring their organizations to find new ways in building a more
meaningful and productive workplace [1]. Computer-supported collaborative work
(CSCW) becomes more important [2] – especially with the ascent of the social net-
working technology [3]. For instance, a recent survey by McKinsey & Company, a
management consultancy, found that almost 60% of corporations are currently using
enterprise social networks [4]. Besides enterprise social networks [2], employers also
use open innovation and internal crowdfunding platforms [5–7] as well as other forms
of computer-supported organizational participation [8] to engage their employees in the
decision-making processes at their organizations.

On these platforms, employees often demand means for anonymous communica-
tion. Research suggests that, by protecting the user’s privacy, anonymity might
encourage reticent as well as lower-level employees to voice their opinion, even if it is
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against their superior managers’ views [9–13]. Furthermore, anonymity reduces con-
formity as well as ownership biases [14, 15], which could lead to increased group
performance [13] and potentially more creative solutions in open innovation engage-
ments [7, 16, 17]. Yet, user anonymity might have both positive as well as negative
effects. For instance, a recent report by CareerBuilder argues that 18% of US com-
panies have already dismissed employees over inappropriate comments in social net-
works [18]. Anonymity in online discussions has repeatedly been shown to have
detrimental effects on discourse quality due to polarization, hate speech and foul lan-
guage [10, 13, 15, 19–21]. For instance, anonymous users might use swear words to
describe their colleagues or even senior management. In effect, participation and sat-
isfaction with the discussion might decrease [10, 22, 23]. In general, how anonymous
communication enfolds depends on a variety of factors, including group size, proximity
and group history [24]. For instance, anonymous posts might take other forms on broad
social networks (e.g., Facebook, Twitter, etc.) than in an enterprise social network of a
small firm with few offices. Nonetheless, when designing information systems for
organizational participation, developers have to leverage the potential benefits while
mitigating the downsides of user anonymity in discussions. The challenge is to include
and engage as many employees of an organization as possible, while simultaneously
keeping the discussion at a well-behaved, comfortable level [25].

In this study, we apply a design science research (DSR) approach [26–28] to explore
“Opt-in anonymity”, a feature of an information technology (IT) artifact that aims to
significantly improve current state-of-the-art information systems designed for partici-
pation in organizational contexts by reaping the positive effects of user anonymity. We
design and evaluate a participation platform that enables employees to contribute var-
ious proposals for the strategic planning of their organization. Therefore, the scope of
our study is anonymous participation in an organizational context, using CSCW. In an
effort to provide new opportunities for all staff members to participate in the
decision-making processes of the organization, we designed a digital platform where all
employees can propose, develop and vote on ideas, which the senior management takes
as a basis to discuss in their regular board meeting. The studied artifact is an instantiation
and part of a comprehensive socio-technical system for computer-supported organiza-
tional participation [8, 29, 30]. We evaluated it during a five-month prototype test at a
public organization. A survey among the users was conducted at the end of the testing
period to evaluate whether our artifact fulfills its requirements.

This study makes two main contributions to the DSR and wider Information
Systems (IS) literature. First, it presents a rigorous approach to design a feature that
mitigates the negative effects of user anonymity in discussions while leveraging the
positive sides. Second, we demonstrate that our solution entails a number of theoretical
as well as practical implications to the ongoing debate on organizational participation.

In terms of structuring this paper, we follow Gregor and Hevner’s proposition for
presenting DSR research [31]. Thus, the remainder of this study is organized as fol-
lows. In Sect. 2, we illustrate our theoretical background by briefly reviewing the
research on the topics at hand. Section 3 outlines our research method, while Sect. 4
describes our artifact. We present results of our evaluation in Sect. 5 and discuss both
theoretical as well as managerial implications in Sect. 6. Finally, we draw a conclusion
in Sect. 7.
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2 Literature Review

Research in Information Systems (IS), Communication Science and other disciplines
has extensively investigated the effects of anonymity in human interactions. In this
section, we briefly review some studies on anonymous communication in the context of
organizational participation and, more specifically, crowdsourcing. Following a DSR
approach, our study represents an exaptation [31]. Thus, our literature review focuses
on the known solutions to similar problems in the related fields.

2.1 Organizational Participation

Employees increasingly seek to be involved in the decision-making processes of their
employer in order to shape its strategy, processes and culture [32]. Initiatives that foster
employee participation are able to meet these demands [33]. The positive effects on job
satisfaction, employee motivation and productivity of organizational participation is
well recognized in work and organizational psychology [33, 34]. For instance, research
in this field found that organizational participation can increase employees’ commit-
ment, intrinsic motivation as well as feelings of self-efficacy [35, 36].

As companies often work in spatially and timely dispersed teams, computer-
supported organizational participation becomes all the more relevant as group decision
support systems (GDSS) are able to expand the benefits of organizational participation
across boundaries of the entire organization [8]. This is especially relevant because
GDSS are, if designed appropriately, able to improve key outcomes of collaborative tasks
[37]. In practice, organizations of different sizes implement various forms of social
software to facilitate participation and collaboration, including enterprise social networks
(ESNs), open innovation, prediction markets and crowdsourcing platforms [5, 6, 38–40].

2.2 Crowdsourcing

Pedersen et al. [41] define crowdsourcing as a collaboration model that uses
human-centric information systems to address organizational, individual and societal
problems by engaging on a crowd of interested people. Thus, crowdsourcing leverages
the expertise, skills and creativity of the general public or a specific target group [42].
While target groups might also be customers, several corporations have launched
crowdsourcing platforms only for their employees [5, 6, 43]. Instead of limiting
research and development to a dedicated unit, companies can tap into the wisdom of
their entire staff base via crowdsourcing. In effect, they are able to gain more knowl-
edge, make better informed decisions and generate more diverse and higher quality
ideas and solutions [8, 17, 41, 42, 44, 45].

Crowdsourcing engagements usually include phases of idea generation, collabo-
ration and evaluation [46], all of which have been analyzed extensively in IS research
in the past decade [7]. So by its nature, crowdsourcing regularly produces large
amounts of ideas and proposals [47–49]. Facilitators often ask users to collectively
evaluate and develop the suggestions of their peers further.
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One important finding is that, for a crowdsourcing engagement to be successful,
that the information systems needs to convey a motivational and trusted environment
[50]. However, it is difficult to create trust when (some) users are unidentifiable [51].

2.3 Anonymity in GDSS

Anonymity, as the inability of a user to identify another user [52], has been studied in
detail in Human Computer Interaction (HCI), computer-mediated communication
(CMC), other areas of IS and beyond. It has been shown to have various effects on
human perceptions and, eventually, decision-making processes [13]. While this can be
very beneficial in some areas – particularly related in the work environment, anonymity
has more recently been identified as a major deterrent in online discussions as it
provides a veil of protection for those using foul language, polarizing arguments and
hate speech [10, 19, 20]. However, anonymity and its effect are highly context specific.
Valacich et al. [24] propose a conceptual framework for anonymity in group support
systems that suggests that the size, proximity as well as the history and composition of
a group significantly influence anonymity. They also distinguish between process (i.e.,
“Who is contributing?”) and content (i.e., “What is contributed?”) anonymity.
Accordingly, group factors determine whether content or users can be de-anonymized
due to social and contextual clues [24].

In GDSS, user anonymity is usually achieved by omitting a profile name and
picture or using some form of placeholder (e.g., a grey avatar, pseudonyms, etc.). Yet,
anonymous users are often perceived as less trustworthy and having lower expertise
[53–55]. Research suggests that this effect may occur because profile pictures signif-
icantly contribute to establishing trust in human interactions, which is closely related to
the perception of social presence [51]. Social presence can be described as a feeling of
a personal, sociable, and sensitive human contact when using a communication med-
ium [56]. It depends on intimacy, established through physical proximity, shared
interests or conversation [57] and immediacy, which is invoked through verbal and
nonverbal cues [58, 59]. While it is arguably difficult to establish social presence in
CMC, IS research has repeatedly demonstrated that it can indeed be induced using
socially rich descriptions and images [15, 60–64]. However, the absence of personal
and social cues makes it more challenging for people to develop feelings of social
warmth [13, 65]. This might be one explanation for using hate speech and similar
language as concerns of hurting anyone are too abstract, which would be in line with
the deindividuation effect [58].

Considering the many negative outcomes that user anonymity produces, one could
ask why facilitators should not simply force every user to disclose her or his identity.
Especially in the work context, though, anonymity has considerable benefits. As people
often experience discrimination based on their age, gender, ethnicity and other
observable factors, anonymity was found to increase the subjective quality of debates
for some users [9, 10, 66].

Moreover, lower-level employees or staff new to the organization might be
reluctant to share their opinion. For instance, some hold their opinion back in order to
avoid any form of repression from senior management when opinions diverge. Without
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an option for anonymous communication, discussions might result in fewer expressed
arguments and, in turn, might lead to less informed decisions and lower employee
satisfaction [10, 14, 67]. For instance, Feldmann et al. [6] demonstrated in an evalu-
ation of an internal crowdfunding process at IBM that lower-level employees took
significantly longer to decide for a project to fund than senior managers. Even more
interestingly, projects suggested by lower-level employees were not as quickly funded
as those proposed by their more senior colleagues. While this might well be due to a
better understanding of the organization of the senior staff’s side, the researchers
suggest that “social pressure might urge users to back ideas by superiors instanta-
neously” (p. 7) [6]. Moreover, due to a long-standing group history and composition
(e.g., shared values, work processes, etc.), anonymity might have less detrimental
effects in organizational settings as colleagues operate in a trusted environment,
knowing each other [24]. Nonetheless, there is still a risk that anonymous users could
target senior management or regular colleagues with their hate speech.

To our best knowledge, there is no study investigating the effect of anonymity in
the context of enterprise social software. Thus, we claim that an extension of the body
of knowledge is required as research on anonymous communication in the context of
organizational participation is still scarce and suggested mixed effects.

3 Method

Based on the seminal work by Hevner et al. [26] and Peffers et al. [27], design science
research (DSR) can be understood as a means to address fundamental problems in the
productive application of information technology (IT). DSR aims to capture both the
practical side of relevant business environmental conditions (i.e., people, organizations
and technology) as well as the theoretical foundations and rigorous IS research
methodologies in order to develop artifacts and theories that can then be evaluated in
practice [26]. As a result, design theories are able to provide prescriptions for the
architecture of information systems by investigating the technological and social sys-
tems as well as the outcome of the interaction of both systems [28].

The present study has the purpose to design a crowdsourcing platform that can be
used for idea generation, development and evaluation [7, 46] as well as to allow for
anonymous communication in an organization. In our case, we designed the platform
for a public organization with three offices in rural Germany that serves a constituency
of more than 200,000 people and has more than 110 staff members, who are tasked
with placing and training people of various backgrounds for new jobs. Based on the
prior research on anonymous communication in CSCW, design principles of this
artifact employ the notion of usability, privacy protection and integration into the given
IT architecture. Thus, the phase of problem identification included an extensive liter-
ature review on the relevance of the subject at hand as well as on the prior research
results in the related fields with the focus on functionality requirements.

We designed the artifact under strong collaboration with external experts and project
partners as well as the future users. This research is part of a Government-funded joint
project with Liquid Democracy and partou, two software developers, and HRpepper, a
management consultancy. While the software developers were responsible for
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programming and implementation, both the authors as well as HRpepper were involved
in the design and development of the IT artifact. The public organization agreed to serve
as an associated partner for the implementation and evaluation of our software devel-
opment. Note that none of the entities involved received any funding from this public
organization, ensuring an impartial evaluation. We built on the prior developments of
our project partner Liquid Democracy, which developed a software based on an open
source project called “Adhocracy”. We collected user requirements starting with general
requirements for crowdsourcing platforms found in the literature, enriched them based
on our expert interviews, and consolidated them with the current software architecture.

In the setting of this study, two groups of actors were identified as future users.
First, the managerial group, which initiated and supported active participation of the
employees in the decision and strategic processes on one hand. We view this group as
the recipient of the possible performance effects of the designed software. Second, the
employees are the user group, which uses the designed software for the input and
voting. To assess the managerial requirements and pre-evaluate the problem relevance,
we conducted interviews with members of both groups and subsequently shared a first
deduction of system requirements with them during a series of workshops on premise
of the public organization. We began with a workshop that involved the managerial
group, which we asked for various participatory processes at the organization and in
which we gathered information on the organization’s organizational structure. There-
after, we created user stories that described the information system’s functions. In a
second workshop that addressed members of both user groups, we collaboratively
developed the artifact further using these easy-to-understand user stories.

During the workshops, it became clear that both the management as well as the
employees of the public organization considered anonymous posting an essential
feature for active participation. It is interesting to note, that the two stakeholder groups
had a different understanding of the posting options. While the senior management
exclusively wanted to use the anonymous posting option, the employees insisted on the
possibility of posting proposals and comments under their real names.

In the evaluation phase, we tested the entire system for its validity and usability.
A small group of employees began with a pre-test during a one- month-period. Being
young and tech-savvy, this small group can be considered a set of friendly users. After
incorporating some minor changes (e.g., changing some style sheets to better fit
Internet Explorer), we started a five-month test run (from August 2016 to January
2017) open to all employees of the public organization. Both regular employees as well
as senior managers were invited to register for the system. Thereafter, the users were
asked to complete a survey on the usability and utility of the designed system (within
two weeks in mid-January 2017). While, as system designers and IS researchers, we
were interested in asking questions on the specific usage of anonymous communica-
tion, the management and worker’s council of the public organization asked us to
exclude such items in order to strictly preserve every employee’s privacy. Therefore,
we included a control questions, checking whether users noticed that proposals and
comments could be submitted anonymously. Moreover, we assessed whether users are
reluctant to speak against the opinion of their superiors in general. Furthermore, we
analyzed user-generated data to enhance our evaluation.
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4 Artifact Description

We designed an artifact that closely interacts with its sociotechnical environment [31,
68]. At the public organization, a management board meets each month to discuss and
decide on important issues for the entire organization. From the beginning, all
employees were free to join these board meetings as listeners and contributors
(although decision-making was limited to three board members). However, attendance
by the staff was very low. Thus, in order to increase employee participation, senior
management decided to implement a software for computer-supported organizational
participation. Therefore, the expected main users of the constructed artifact were the
employees (i.e., non-board members) of the public organization.

The overall system is based on the Adhocracy platform, which is mainly coded in
Python. It allows users to propose ideas, comment on them, like or dislike them and,
after a previously set period of time, collectively vote on which proposal is selected as
the winner and should be discussed in the management meeting. The senior manage-
ment committed itself to include this winning proposal on its board meeting agenda and
to provide feedback about the discussion and potential actions shortly afterwards. Thus,
the software functions are largely in line with other information systems for crowd-
sourcing processes [7, 41, 46], along with a fixed commitment by the organization’s
leadership [8].

Our main contribution and key feature of the designed system is “opt-in anon-
ymity,” which is a feature that comprehensively addresses the use case by leveraging
user anonymity’s positive effects whilst mitigating the negative sides. The feature
functions as follows. In order to post a proposal, the user opens a dialog and types the
suggestion in a text field. In the current version, there are no special formatting or
attachment options, since only the brief description of the suggestion is expected. Users
simply have to tick a box next to the “Submit” button. Thereafter, the systems presents
the post without a profile picture and the name “Anonymous User.” The database stores
no link to the user profile, so that users are unable to edit their texts later on. However,
neither other users nor administrators are able to identify anonymous postings.
Nonetheless, administrators are still able to delete both proposals and comments in case
(anonymous) users make use of foul language.

Per default, the text field is designed for posting under the users’ real names. After
submission, the proposal becomes a visible item in the “proposal list” on the software
login page. Other users can discuss each of the suggestions in the discussion forum. In
order to do so, they open a proposal and contribute a comment, a “like” or a “dislike”
either by using their real name or posting anonymously in the same way as mentioned
above. Thus, users can contribute without switching the systems, making it very easy to
stay anonymous [69]. Furthermore, users can either up- or down-vote each proposal.
However, due to design considerations, voting is completely anonymous, but limited to
one vote per user. The proposal with the most positive votes after a previously fixed
period is labeled as a “winner” and is forwarded to the management board for dis-
cussion in their upcoming strategy meeting. Employees are still invited to join these
meetings in person in order to discuss the proposals (and comments) further. Figure 1
illustrates the posting process and highlights the “opt-in anonymity” feature.
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5 Evaluation

A public organization identified the need to and the desire from the employees to be a
part of the strategic decision processes. The project was initiated by the management
level of a public organization, who sought to increase employees’ participation in the
strategic decision process. Given the distributed working environment and the diffi-
culties to align the multiple time schedules involved, a digital solution for participation
was an obvious solution. Therefore, the development of the artifact was motivated and
promoted from the management but also by the employees (in the form of the worker’s
council). The evaluation of the artifact was aimed at the fulfilment of the functional as
well as discussion-related requirements.

During the problem identification and relevance evaluation phases of the DSR
process in Fig. 1, the requirements mentioned above were identified, converted into
software functions and implemented into the software solution.

We conducted the first phase of the validity testing after the requirements work-
shops. Here, the basic features of the framework for democratic decision making were
implemented and opened for tests with friendly users. Since idea management and
discussion possibilities were seen as the basic features of the instantiation, users were
enabled to include them in their daily processes providing (positive) feedback.

After the implementation phase, all employees (including non-users) were invited
to a survey asking for their early experience with the utility and usability of the artifact
and especially the anonymity feature.

User take-up of the system as a whole was moderate. Of the 110 employees at the
public organizations, 81 registered for the platform, using their real full names as
usernames. They contributed a total of 13 proposals and 20 comments as well as 77
likes. During the testing phase, we analyzed the users’ proposals and comments in
order to evaluate the application of the anonymity feature as well as the quality of the
content posted. During the entire phase, users did not post any form of post with
offensive or disinhibited content. It was also evident that the number of proposals and
comments posted under the username and the number of posts posted anonymously
were almost equal. However, we did not find a similar quantitative composition among
the suggestions marked as winners, where there was only one anonymous winner,
while the other six winners were posted by identified users.

Fig. 1. System illustration (feature functions highlighted in ovals)
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37 employees completed the survey, yet only 23 completed it and 20 reported that
they noticed that proposals and comments could be submitted anonymously. Thus, our
analysis is based on a small sample size. Most participants that did not complete the
survey reported that they did not use the system. Although we asked them to provide
some information on the reason for non-usage, there were no useful answers.
Nonetheless, the remaining data give important insights into the integration of the
design system into the daily processes and its perceived usefulness.

First, in terms of the relatively low number of proposals, 50% of participants
self-critically report that they did not think participation was at sufficient levels.
However, a majority still said that they liked the quality of the submissions (45% vs.
40%).

Second, we establish the relevance of the “Opt-in anonymity” feature. We find that
while 60% of participants report that they are not afraid to post something, which is not
in conjunction with what senior management thinks, a significant subset (30%) is
indeed worried or very worried. Thus, an option for anonymous communication might
meaningfully support them. Third, we evaluated the feature’s usability by asking for
whether users believe that the identity of users contributing proposals or comments
anonymously was completely untraceable. We find that the vast majority of users
(78%) thinks this is the case, while only few (9%) do or rather do not agree (see Fig. 2).

6 Discussion

We followed a rigorous research process that allowed us to detect the specific
requirements for the different stakeholder groups early in the system design. The
assessed requirements were implemented and their fit was evaluated in a survey.

The evaluation results show that the IT artifact feature at hand – “opt-in anon-
ymity” – was willingly included into the daily workflow by the employees. We were
able to address the concerns of reticent employees, who would otherwise not dare to
speak against their superiors. Moreover, as there was no disinhibited behavior in the
discussions, we were able to mitigate some of the negative effects of user anonymity
during our five-month test phase. This differs markedly from prior research as it would
have suggested polarizing arguments and hate speech [10, 19, 20]. However, consid-
ering that employees of the public organization know each other fairly well (i.e., having

Fig. 2. Users’ rate of agreement (n = 23)
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a long history together), these social norms might have contributed to the prevention of
foul language as well as the salience of individuals and social norms decreases the
influence of the deindividuation effect [58]. However, it is noteworthy that the number
of anonymous suggestions among the winner suggestions is not equal to the number of
suggestions made using a real username. This fact implies that there might still exist a
trust bias against anonymous posts. Note that this trust bias may have occurred
although users were not even represented with a profile picture, which could have only
increased the problem, making the difference between anonymous and identified users
even more salient [51]. Moreover, we experienced a relatively moderate up-take by
employees of the overall platform. Thus, we cannot fully dismiss the possibility that
user anonymity could have contributed to a decreasing participation. Moreover, this
might be a negative indication for the future adoption of the overall system.

One of the important factors for the success of the IT-artifact going forward is the
continuation of its usage by the management group. The discussion in, and more
importantly, the implementation of the suggestions made by the employees by the
management group is essential for the future acceptance of the tool [70]. If senior
management fails to communicate and implement proposals proposed on the platform,
employees will eventually lose interest [8]. Already now, employees’ opinion is divided
over the overall system’s usefulness for the organization. However, acknowledging that
the platform is embedded within a sociotechnical environment with many activities
happening offline, it is not clear whether the moderate rate of participation and perceived
usefulness is entirely due to the IT artifact.

We suggest that this setting as well as the open source foundation of the software at
hand grant a great generalizability to our study as both practitioners as well as
researchers are able to transfer our findings easily to other applications and the
designed artifact into other contexts.

7 Conclusion

In this study, we followed a rigorous DSR approach to investigate how an IT artifact
can be designed that aims to enable employee participation at a public organization,
granting users a possibility to submit proposals and comments anonymously. In this
context, we aimed to mitigate anonymity’s negative effects (e.g., hoax, foul language,
etc.) in order to profit from the positive sides (e.g., activating reticent employees,
reducing conformity biases). We developed “opt-in anonymity” as a key feature, which
allowed seamless switching between identified and anonymous posting. We were able
to show that users perceived the feature to be effective. Moreover, during the entire
testing phase, users did not submit any content with foul language or hoax. Users were
also satisfied with the quality of submissions and the overall system’s ease of use,
though its usefulness is up for debate. Nonetheless, a majority reported that they intend
to use the system in the near future.

Going forward, the functionality features and their fit to the requirements will be
additionally evaluated in a more in-depth analysis by way of a series of interviews with
heavy users and senior management in order to better understand under which cir-
cumstances users made use of “opt-in anonymity” and how this contributed to the
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organization. Moreover, it might be interesting to learn about how the board members
and other senior staff perceived the system’s usefulness. Future research could also
further investigate the effects of anonymity on participation, content and quality of
participatory processes with regard to the intention and background of the users. For
instance, their personal goals for promotion or recognition might have an influence.

This study needs to be considered against its limitations. First, despite our best
efforts, only 81 users registered for the test and only 37 participants filled out the
evaluation survey. Moreover, due to German privacy protection laws at the workplace,
senior management and worker’s council of the organization asked us to exclude
questions on the specific use of our “opt-in anonymity” feature. Thus, our results can
only be considered an approximation with further research to come.
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Abstract. Driving a car is a high cognitive-load task requiring full attention
behind the wheel. Intelligent navigation, transportation, and in-vehicle interfaces
have introduced a safer and less demanding driving experience. However, there
is still a gap for the existing interaction systems to satisfy the requirements of
actual user experience. Hand gesture as an interaction medium, is natural and
less visually demanding while driving. This paper aims to conduct a user-study
with 79 participants to validate mid-air gestures for 18 major in-vehicle sec-
ondary tasks. We have demonstrated a detailed analysis on 900 mid-air gestures
investigating preferences of gestures for in-vehicle tasks, their physical affor-
dance, and driving errors. The outcomes demonstrate that employment of
mid-air gestures reduces driving errors by up to 50% compared to traditional
air-conditioning control. Results can be used for the development of vision-
based in-vehicle gestural interfaces.

Keywords: Human computer interaction � Gesture recognition � In-vehicle
interface � Human-centred design � User evaluation

1 Introduction

Development of autonomous and intelligent vehicles has gained massive popularity
among the researchers and technologists recently [1]. Driving is considered as the
primary major task in a vehicle, which requires full attention, while performing a group
of concurrent tasks to safely reach the target destination. The required skills are
influenced by the drivers’ cognitive load that usually comes from the complexity of the
driving task. To automate those tasks properly, drivers’ behavior such as perceptual,
cognitive and physical skills need to be considered. Modern vehicles consists of
advanced technological tools and interfaces for phone calls, navigation, and controlling
the radio [2] that increase cognitive load of the driver. This is especially important,
since researchers have identified that high cognitive load could lead to more accidents
while driving [3].
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One way to decrease the occurrence of cognitive load is to develop an intelligent
in-vehicle User Interface (UI), to support the performance of a secondary task. Mid-air
gestures have been proven to be capable of providing a less cumbersome in-vehicle
interface for a safer driving experience [8]. Despite the recent developments in gesture-
driven technologies facilitating the multi-touch and mid-air gesture recognition [4],
in-vehicle interface systems have yet to provide a more efficient gesture vocabulary for
performing secondary tasks. User-defined gesture sets in interaction design require
analysis of characteristics and functions of the tasks, as well as user preferences to
outline user requirements. Task analysis is necessary to provide an efficient in-vehicle
gestural interface for specific secondary tasks.

The goal of this paper is to evaluate the appropriateness of a previously developed
gesture vocabulary [5] for in-vehicle secondary tasks. [5] conducted experiments with
22 participants in a driving simulator using two different driving scenarios (involving
high and low cognitive load situations). In their experiments, the participants were
required to perform mid-air hand gestures for six specific air-conditioning (A/C)
control tasks. In this paper, we conducted a survey for user-evaluation with 79 new
participants to validate the gesture vocabulary proposed in [5]. In our experiments, the
participants ranked gestures for 18 major in-vehicle secondary tasks. We conducted a
detailed analysis on the physical affordance of mid-air gestures and the relationships
between cognitive load and driving errors. Building upon this analysis, we propose a
more detailed gesture vocabulary (GestDrive) for in-vehicle gestural interface than the
one proposed by [5]. The main contribution of this paper can be highlighted as follows:

• User studies with 79 participants to define and validate mid-air gestures for 18
major in-vehicle tasks.

• Demonstration of a detailed analysis on in-vehicle mid-air gestures: Preferences of
gesture sets, driving errors, and the physical affordance of gestures.

2 Related Works

In this section, we review cognitive load, driving errors and driving safety, physical
affordance of gestures, and neuro-physiological performance in UI design.

2.1 Cognitive Load, Driving Errors and Driving Safety

Over-speeding, drunk driving, and driver’s distraction are three main reasons for major
car accidents [6]. Employment of intelligent vehicle systems (IVS) helps the driver in
handling hazardous situations [7]. A collaborative driving system [8] may serve as an
auxiliary instructor for the driver by providing information not only for navigation but
also an in-vehicle control system. An advanced driving assistance system (ADAS) [9]
may handle potential risky situations while driving. Using information provided by
ADAS in a collaborative driving system, it is possible to build a mutual understanding
for driver-vehicle communication which would guarantee a safer driving experience.
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Driver’s distraction is mainly originate from cognitive load which is usually caused
by moving the attention from the primary task to performing a secondary task in the
vehicle [10]. Most modern in-vehicle interface [2] systems such as media control
systems, phone calling and navigation engage user perception and increase cognitive
loading interaction. Normark et al. [10] determined that performing any in-vehicle
secondary tasks would take from the same perceptual and cognitive resources as the
driving task itself. A recent study by Metz et al. [11] found that performing secondary
tasks would cause 25% (without a passenger) to 40% (with a passenger) more visual
distraction that are more likely to occur in traffic standstills than during high-speed
driving. [12] suggests that continuous tracking of pupil diameter as well as blink rate is
an efficient technique to measure cognitive load. In terms of driving errors, a hypothesis
to investigate is that high cognitive load will cause high number of driving errors.

2.2 Physical Affordance in UI Design

Physical affordance has been defined as one of four main affordance categories by
Hartson [13] for the interaction design purpose. It is basically known as the potential
action derives from the physical shape of the object or the way of interface utilization.
Kaptelinin and Nardi [14] also suggests the instrumental affordances as a subclass for
physical affordances which arguably has the potential to describe different aspects of
interface design. Considering mid-air gestures for interaction, lack of adequate physical
affordance has been considered as a challenge to employ them for free-hand interface
design [15]. While, the visual affordance can easily be embedded into UIs, inability in
recognizing physical affordances by the users, may lead to false affordances and per-
forming the incorrect gestural action [16]. Moreover, when it comes to interface design,
gestures with similar physical affordances may cause difficulties such as confusion in
classification. Therefore, another hypothesis to investigate is that tasks with similar
physical affordance should employ same set of hand gestures.

2.3 Neuro-Physiological Performance in UI Design

Understanding the application of neuro-science theories as the way human brain works,
is an added value for designing any human-computer interaction platform [17].
Neuro-physiological measures such as EMG [18] and EEG [19] help improving the
process of user-centered interface design by monitoring the brain activity and cognitive
load. Boyali and Hashimoto [20] proposed a hybrid wheelchair empowered by using
both hand gestures and EMG signals from the amputees. Another study by Rodgers
[21], introduced monitoring cortisol levels as an efficient method to measure errors and
elapse time for training tasks, decreasing the errors by controlling the cortisol levels,
and as a result improving the overall acceptance of the developed health-care appli-
cation. In addition in [22], an adaptive interface design for rehabilitation has been
developed by employing users’ physical abilities from hand gestures (data gloves), eye
tracker, and brain activity signals from EEG.

106 H. Jahani et al.



2.4 Mid-Air Gestures for In-Vehicle Interfaces

Evolution of car technology demands a more efficient in-vehicle UI than the traditional
one. Considering UI design, a very first alternative is the touch-based UI system which
has been widely employed in modern vehicles [23]. However, Jaeger et al. [24]
determined that the touch-based UIs cause distraction for the driver behind the wheel.
Another study by Doring et al. [4] found that multi-touch UI system increases the
visual demands for the driver. Beside touch-based UI, speech is another obvious
alternative for in-vehicle UI design. However, it can increase the cognitive load for the
driving task, distract the driver and as a result reduce safety [25]. Jamson et al. [25]
proved that using speech for in-vehicle UI design can delay the driver’s reaction by
30%. Other research also suggested that using speech for in-vehicle secondary tasks
would make it hard for drivers to manage and prioritize different tasks [26].

Regarding in-vehicle gestural interface, Riener [23] suggest that mid-air gestures
can be an efficient alternative for touch-based interfaces which require permanent
observation and feedback. Riener et al. [27] asked 67 participants to list their performed
tasks, following by ranking the major secondary tasks extraction. The result was a list
of the most frequent control and media tasks that could be performed with gesture. The
previous research used specific pre-defined gesture codes and simple implementations
rather than natural user gestures. There is still a gap to explore users’ need, user
evaluation, and preference for designing a user-defined gestural interface for in-vehicle
purpose.

2.5 User-Elicitation for Interface Design

When it comes to gesture-based interface design, a common mistake is to prioritize
ease of implementation to the actual user requirements, preferences and also neglecting
interaction affordance [14]. User elicited-based approaches makes it possible to
understand users behaviour and preference to design a more efficient UI [28]. It has
been successfully applied for various gesture recognition applications, e.g., table-tops
[28], mobile phones [29], humanoid robots [30], gameplay [31] and 3D remote object
manipulation [32]. Gesture interfaces are often designed without fully consulting
end-users, or sacrifice usability for ease of implementation and practical reasons. As
defined by user elicitation studies, UI designers often do not share the same conceptual
models as the end-users that should be catered to [33]. User elicitation studies ideally
result in a common set of suitable gestures which were determined by the highest
number of agreed gestures among participants. User elicitation approach not only
makes it possible to understand users behaviour and preference to design a more
efficient UI, but also it is practically more desired as comes from a natural under-
standing [28].

Within this context, this paper aims at evaluating a user-elicited vocabulary [5] for
in-vehicle gestural interface using major secondary tasks from [27]. The major sec-
ondary task in [5] was controlling A/C system which comprised of 6 different
sub-tasks. Whole elicitation phase was performed using a driving simulator environ-
ment as due to their characteristics, such as safety and flexibility of designing driving
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scenarios [2], they are considered as a useful tool to study issues related to driving.
Following this, 79 new participants are asked to validate the appropriateness of the
gesture vocabulary. More analysis on gestures’ physical affordance, driving errors, and
cognitive loads while driving would be maintained. Also, we hypothesize that a
user-elicited vocabulary will provide a more efficient in-vehicle gestural A/C interface
compared to the traditional A/C interface.

3 Methods

The methodology in this paper consists of a comparative analysis and a user evaluation
study on the previously developed user-elicited gesture vocabulary (GestDrive) [5]. In
the previous work [5], we conducted experiments in a driving simulation to define an
initial gesture vocabulary called GestDrive for 6 A/C control tasks and 12 mid-air
gestures. In this study, we have conducted further experiments to validate the efficiency
of the gesture-based interface over the traditional in-vehicle interface (physical knobs
and panels), and evaluated the appropriateness of GestDrive for additional major
secondary tasks from [27]. In this section, we describe the entire methodology in detail.

3.1 Data Collection and Experimental Design

In this section, we present details of data collection, experimental illustration, and
manual classification of gestures. The overall procedure can be summarized in the
following temporal order:

• A user study in the driving simulation with 22 participants: comparison of gestural
A/C and Traditional A/C.

• To manually classify and modify GestDrive using the same method as [5].
• To perform an evaluation study for 12 gestures from GestDrive with 79 new par-

ticipants: examining the appropriateness of GestDrive for 18 major secondary tasks
(see Table 1).

Gestural Interface vs. Traditional Interface Experiment
In the previous study [5], the experiments were designed to develop a gesture taxon-
omy for an in-vehicle driver interface. The study population was comprised of 22
participants, 5 females and 17 males, aged 19–38 (average 25, SD: 2.5). All partici-
pants carried a driver’s license and 15 of them were right-handed. The setup was
composed of a driving simulator [28] running in a three-monitor configuration (see
Fig. 1). Each participant was asked to perform mid-air gestures for controlling the
air-conditioning system while driving in the simulated environment. They were
encouraged to use as many gestures as possible. The focus was on extracting natural
gestures for the designated tasks, to propose an efficient in-vehicle gestural interface.

Following from the previous user study, here we re-performed the same driving
setup but this time, asked the participants to use the traditional A/C panel and knobs.
The purpose of this stage was to examine how well mid-air gestures can be performed
in control tasks in comparison with the traditional A/C control system. We randomly
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Table 1. Major driving secondary tasks modified from [8].

Category Secondary tasks

A/C control tasks (1) Turn on/off A/C
(2) Adjust the temperature level
(3) Adjusting A/C middle panel: horizontally
(4) Adjust A/C middle panel: vertically
(5) Adjust A/C driver-side panel: horizontally
(6) Adjusting A/C driver-side panel: vertically

Car-control tasks (7) Turn on/off engine
(8) Indicate left/right
(9) Open/Close window
(10) Adjust high/low beam light
(11) Wipe windshield
(12) Turn on/off flasher

Media-control tasks (13) Turn on/off radio
(14) Accept a call
(15) Increase/decrease volume
(16) Change song title
(17) Switch radio source
(18) Mute radio

Fig. 1. Driving simulator (Forum 8) setup, camera views for recording middle/driver side
gestures.
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assigned participants to perform gestures in a given time (15 s for each gesture) for
either (1) a high-load-simulated driving task or (2) a low-load-simulated driving task.
Participants were recorded with two cameras (see Fig. 1). Two 5 min scenarios with
different levels of driving load (i.e. traffic, intersections and roundabouts). All
instructions regarding navigation and timing for each control task, were indicated on
the driver’s screen. Also, for the familiarization phase, all the participants were asked to
drive about 10 min in a simulated environment. Potential participants with the risk of
motion sickness, were recognized and excluded from the study. Finally, we asked
participants to repeat both scenarios—after a 10-min break to avoid fatigue—and
perform 6 A/C control tasks by actually using the traditional A/C panel and knobs.
Forum 8 (Fig. 1) provides a log file of the driving history which allowed to extract the
driving errors. A final analysis of driving errors would be performed for a gesture-based
A/C control system versus a traditional A/C system.

Manual Classification Approach for Defining GestDrive Vocabulary
The goal in the previous research [5] was to contribute to the domain with a more
detailed gesture vocabulary (GestDrive) based on the Wobbrock et al.’s [28]
form-based dimension taxonomy. The proposed GestDrive vocabulary provides a
better understanding of the whole interface design process using gestures only
(Table 2) as a communication medium. Wobbrock’s gesture codes showed potential to
be used in practical applications by Microsoft, as well as Kühnel et al. [34]. The idea is
to build upon Wobbrock’s gesture codes and through manual classification of
in-vehicle gestures. With a close look at the GestDrive vocabulary developed in [5], we
have found that with some slight modifications, the vocabulary can be easier to apply.
For instance, vertical and horizontal movement with the same gesture (such as FH3),
can be separated into two different gesture codes. Table 2 shows the modified
GestDrive gesture vocabulary comprised of 12 gesture codes and their definitions.

User-Evaluation Survey
To validate the user-elicited gesture vocabulary from the actual in-vehicle experiments,
a user evaluation study was performed. The evaluation surveys were designed based on
gestures from the user elicitation experiments. We demonstrated three online surveys
with 79 new participants, 24 females and 55 males, aged 18–68 (average: 28, SD: 3.5)
to examine the usability of user-elicited gestures. each participant was asked to rank the
appropriateness of gestures for a specific secondary task from Table 1. Survey 1 was
about A/C control tasks, Survey 2 about major car control tasks, and Survey 3 about
evaluating six media control tasks (As in Table 1). In each survey, the participant goes
through a short unlabeled video instruction for each gesture followed by a five-level
Likert test to rank the usefulness of the shown gesture for each secondary task. In fact,
the participants were asked to guess which gestures can perform which secondary tasks
(on the contrary to the user-elicitation study [5]). The results of this evaluation
determine how applicable the user-defined gestures are for new sets of participants and
new set of secondary tasks.
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Table 2. Gesture codes and functions for proposed vocabulary (GestDrive).

Gesture Code Gesture Function
Fu

ll-
ha

nd
 FH1

Static Pose
Hand pose is held in one location                

FH2
Dynamic pose with 

full hand Hand pose changes in one location              

FH3
Full hand static 
pose & move 

left/right Hand pose is held as hand moves to let/right

FH4
Full hand static 
pose & move 

up/down Hand pose is held as hand moves to up/down

FH5
Full hand static 
pose & path

Hand pose is held as hand turn around            

T
w

o-
fi

ng
er

 

TF6 
Dynamic pose with 

2 fingers
Two fingers’ pose changes as hand turns around

TF7 
Static pose & 

move left/right with 2 
fingers Two fingers’ pose is held as moves to left/right

TF8 
Static pose & 

move  up/down with 2 
fingers Two fingers’ pose is held as moves up/down

TF9 
Two-fingers hold 

Static pose with two fingers                              

O
ne

-f
in

ge
r 

OF10 
One-finger hold

Static pose with one finger                                

OF11 
One-finger move 

left/right 
Static pose & move left/right with one finger   

OF12 
One-finger move 

up/down 
Static pose & move up/down with one finger
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3.2 Analysis

Gesture Evaluation Approach for In-Vehicle Secondary Tasks
To validate the appropriateness of the gesture vocabulary, we designed three online
surveys. Each survey included unlabelled short videos of 12 gestures from GestDrive.
For each gesture, participants were asked to rank the gesture usability for a list of tasks
using a five-level Likert test from 1 (Very useful) to 5 (Not useful at all). Then, we
ranked gesture appropriateness for each task based on the mean score (1 to 5), pre-
sented the result of gesture evaluation, and preformed further affordance analysis.

Cognitive Load and Driving Error Analysis
Using a log file that was provided by Forum 8, we also considered the types and the
number of driving errors for each user-study scenario, to draw a comparison to see
whether there are any significant differences and in the preferences for high/low cog-
nitive load environments. Comparisons were drawn based on 3 different error types and
for both driving scenarios (high and low cognitive load). High and low cognitive load
driving scenarios have been designed technically inside the driving software consid-
ering parameters such as traffic loads, speed limits, and complex or simple road sce-
narios. Take an example, for high-cognitive load driving scenario the participants have
been asked to perform driving in a high traffic full of roundabouts and intersections
where they need to perform secondary tasks. Error types comprise duration of over-
speeding, number of lane-changing, and number of wrong enter/exit to/from round-
about and intersections. In regards to cognitive load and driving errors, the hypothesis
for this paper is that driving task with higher cognitive loads would cause more driving
errors.

Affordance Analysis
Following the user evaluation survey for gestures from GestDrive, we perform the
physical affordance analysis for 2 new sets of in-vehicle tasks from Reiner et al. [27] as
well as 6 A/C control tasks from the user-study. The main hypothesis for physical
affordance analysis is that in-vehicle secondary tasks with the similar physical affor-
dances, can be performed employing same sets of hand gesture. These new in-vehicle
tasks simply consist of: Set 1: 6 car-control tasks such as turn on/off the engine; and
Set 2: 6 media-control tasks such as turn on/off the radio (Table 1). First, we identify
the secondary tasks with similar physical affordance. We classified in-vehicle sec-
ondary tasks based on their potential demands into 4 main types of physical affordance:
(a) Turning on/off, (b) Level/Degree adjustment, (c) Horizontal adjustment, and
(d) Vertical adjustment (See Table 3). Take an example, task (6): Adjusting the A/C
panel vertically and task (9): Opening/Closing the window, both demand employment
of similar gestures, for vertical interaction. Then, we explore user preferred gestures,
from GestDrive vocabulary, for each of these tasks and compare them to the results of
evaluation surveys to check the validity of our initial hypothesis. A detailed compar-
ison will be discussed further in results, affordance analysis, and discussion sections.
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4 Results

In this section, further analysis on the complexity of gesture vocabulary, physical
affordances, and driving errors are discussed.

4.1 GestDrive: Analysis of Evaluation Surveys

In total 900 gestures have been acquired, classified into 12 gesture types from
GestDrive, and rated from 1 (Very useful) to 5 (Not useful at all) for each of 18
secondary tasks in the evaluation surveys. Figure 2 depicts the rating for each survey
separately. Also, Table 4 shows a list of 3 most preferred (Mean score closer to 1)
gestures for each task. In survey 1, we have investigated subjective preferences of using
12 different gesture types for six different secondary tasks related to in-vehicle A/C
control. We have asked participants to rate each gesture type for their usability in all
tasks. There were 26 participants. Accordingly, we have a total of 26 � 6 � 12 = 1872
data points. We ran a repeated measure ANOVA to analyze this data and recorded
significance level at p < .01. We found significant main effects of both Gesture type F
(11, 275) = 13.96, p < .001, partial η2 = .36 and Task F(5, 125) = 22.42, p < .001,
partial η2 = .47. Expectedly, we have also noticed an interaction effect of
Task � Gesture F(55, 1375) = 19.31, p < .001, partial η2 = .44, which indicates some
gestures were more suitable to a task than other gestures (see Fig. 2). Namely per
Fig. 2 and Table 4, for Turning on/off the A/C, FH5 (Full-hand static pose & path) has
the highest mean score (�1.5) and thus is the most preferred gesture for the task. TF6
(Two-finger dynamic pose) and FH1 (Full-hand static pose) are next most preferred
gestures for Turn on/off A/C task.

Considering Survey 2, we have investigated subjective preferences of using 12
different gesture types for six different secondary tasks related to general in-vehicle
controls such as turning the engine on or off. There were 28 participants. Accordingly,
we have a total of 28 � 6 � 12 = 2016 data points. We ran a repeated measure
ANOVA to analyze this data and recorded significance level at p < .01. We found
significant main effects of both Gesture type F(11, 297) = 5.6, p < .001, partial
η2 = .17 and Task F(5, 135) = 5.31, p < .001, partial η2 = .16. Expectedly, we have
also noticed an interaction effect of Task � Gesture F(55, 1485) = 12.27, p < .001,
partial η2 = .31, which indicates some gestures were more suitable to a task than other
gestures (see Fig. 2). Namely per Fig. 2 and Table 4, for Wiping the windshield, FH3
(Full hand static pose & move left/right) has the highest mean score (�2.3) and thus is

Table 3. Secondary tasks with the hypothetically similar gesture employment.

Type of physical affordance Tasks with hypothetically similar gesture employment

Turning on/off (1), (7), (12), (13), (14), (18)
Level/degree adjustment (2), (10), (15), (16), (17)
Horizontal adjustment (3), (5), (8), (11)
Vertical adjustment (4), (6), (9)
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the most preferred gesture for the task. TF7 (two-finger Static pose & move left/right)
and OF11 (One-finger move left/right) are next most preferred gestures for Wipe the
windshield task.

In Survey 3, there were 25 participants. Accordingly, we have a total of 25 � 6 �
12 = 1800 data points. We ran a repeated measure ANOVA to analyze this data and
recorded significance level at p < .01. We found significant main effects of both
Gesture type F(11, 264) = 8.19, p < .001, partial η2 = .25 and Task F(5, 120) = 14.77,
p < .001, partial η2 = .38. Expectedly, we have also noticed an interaction effect of

Fig. 2. Result of evaluation survey 1, ranking of 12 gestures for 6 A/C control tasks (from 1:
very useful to 5: not useful at all).
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Task � Gesture F(55, 1320) = 20.34, p < .001, partial η2 = .46, which indicates some
gestures were more suitable to a task than other gestures (see Fig. 2). Namely per
Fig. 2 and Table 4, for switching radio sources, TF7 (Two-finger Static pose & move
left/right) has the highest mean score (�1.6) and thus is the most preferred gesture for
the task. FH3 (Full hand static pose & move left/right) and OF11 (One-finger move
left/right) are next most preferred gestures for Switch radio source task. More detailed
analysis will be presented in affordance analysis as well as discussion section.

4.2 Affordance Analysis

As it has been discussed in the methodology section (See Analysis description), for
physical affordance analysis our hypothesis was that in-vehicle secondary tasks with
the similar physical affordances, can be performed employing the same sets of hand
gesture. We initially grouped in-vehicle secondary tasks into 4 types of affordance (See
Table 3). Following analysis of evaluation surveys, tasks with similar gesture
employments are grouped using colors. Besides 4 main types of physical affordance
hypothesized for secondary tasks, we identified 2 new sets of tasks with similar gesture
employments:

Table 4. Most preferred gestures (mean score closer to 1) for major in-vehicle secondary tasks.
Colors indicate tasks which employ similar gestures.).

Secondary tasks Gesture preferences (based on ranking from surveys)

(1) Turn on/off A/C FH5-TF6-FH1 

(2) Adjust the temperature level FH5-TF6-FH4 

(3) Adjusting A/C middle panel: Horizontally FH3-TF7-OF11 
(4) Adjust A/C middle panel: Vertically FH4-OF12-TF8 
(5) Adjust A/C driver-side panel: Horizontally FH3-TF7-OF11 

(6) Adjusting A/C driver-side panel: Vertically FH4-OF12-TF8 

(7) Turn on/off engine FH5-TF6-FH1 

(8) Indicate left/right OF11-TF7-FH3 

(9) Open/Close window TF8-OF12-FH4 

(10) Adjust high/low beam light FH2-TF6-TF9 

(11) Wipe windshield FH3-TF7-OF11 

(12) Turn on/off flasher FH2-TF6-TF9 

(13) Turn on/off radio TF6-FH1-FH5 

(14) Accept a call TF7-OF11-FH3 

(15) Increase/Decrease volume FH5-TF6-FH4 

(16) Change song title OF11-TF7-FH3 

(17) Switch radio source TF7-FH3-OF11 

(18) Mute radio FH1-OF10-TF9 
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• New physical affordance from survey 2 (general car control tasks): which consists
of task (10) adjusting high/low beam light and task (12) turning on/off the flasher.
Both tasks were performed using Full-hand dynamic pose (FH2), Two-finger
dynamic pose (TF6), and Two-finger hold (TF9) respectively.

• New physical affordance from survey 3 (media control tasks): which includes task
(14) accepting a call, (16) changing song titles, and (17) switching radio sources.
The most preferred gestures were Two-finger static pose and move left/right (TF7),
One-finger move left/right (OF11), and Full-hand static pose and move left/right
(FH3).

According to Table 4, task (18), muting the radio was the only secondary task that
does not fit in any group of gesture preferences. It demands its own set of most
preferred gestures namely, Full-hand static pose (FH1), One-finger hold (OF10), and
Two-finger hold (TF9). We will describe a more detailed interpretation of results as
well as implication for future interface design in the discussion.

4.3 Analysis of Driving Errors: Gesture-Based vs. Traditional A/C
Control System

In the last stage of the experiments, we asked participants to repeat both scenarios by
actually using the traditional A/C panel. After the analysis of recorded driving videos,
we compared driving errors between mid-air gestures and traditional A/C control panel.
Tables 5 and 6 depict driving errors of 22 participants, for traditional and gesture-based
A/C control systems, respectively. Comparisons were drawn based on 3 different error
types and for both driving scenarios (high load). Error types comprise duration of
over-speeding, number of lane-changing, and number of wrong enter/exit to/from
roundabout and intersection. Considering the differences of driving errors’ in driving
scenarios, for traditional A/C system (Table 5), the results show that driving errors
have slightly decreased in scenario 2 (which associated with low cognitive load). This
slight drop was predictable considering the cognitive load differences between the two
scenarios. Conducting a two-sample t-test for over-speeding errors showed no signif-
icant differences between two scenarios (a = 0.05, t(30) = 3.54, p = 0.25).

Table 5. Comparison of driving errors participants has made using standard A/C panel/knobs to
perform A/C control tasks.

Traditional
A/C control
system

Error type
Over-speeding
(seconds) (#total)
percentage

Lane-changing
(to left/middle
curb)

Wrong enter/exit (to/from
roundabout &
intersection)

Driving
scenario 1

681 (3504)
19.43%

110 50

Driving
scenario 2

513 (4256)
12.05%

97 43
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Likewise, for gesture-based A/C control system (Table 6), drop in over-speeding
was not significant in the 2nd low cognitive load scenario (a = 0.05, t(30) = 3.88,
p = 0.15). Comparing traditional A/C control system (Table 5) with mid-air gesture-
based A/C control system (Table 6), the error rates dropped dramatically in gesture-
based system. Over-speeding for scenario 1 in traditional A/C system (M = 0.88,
SD = 0.51), dropped down to less than half (from 19.43% to 8.31%) for scenario 1 in
gesture-based A/C system (M = 0.37, SD = 0.24). The result of two-pair t-test showed
significant different from traditional to gesture-based A/C system (a = 0.05, t
(30) = 4.19, p = 0.0001). Likewise, for scenario 2, there was a significant difference
for over-speeding errors in two A/C systems (a = 0.05, t(30) = 4.74, p = 0.0002).
Regarding lane-changing error rate, it has been decreased by 30% when the driver
employed mid-air gestures. In addition, participants performed approximately 50% less
errors when it comes to enter/exit roundabout and intersection in both scenarios. T-test
comparisons (on only scenario 1) for both Lane-changing (a = 0.05, t(40) = 5.21,
p = 0.0029) and enter/exit roundabout/intersection (a = 0.05, t(38) = 4.78,
p = 0.0001), depicted significantly less errors for gesture-based A/C control system.

5 Discussion

In this section, we discuss interpretation of gesture analysis as well as the implications
of our findings for in-vehicle gestural interface and limitations. Considering gesture
taxonomy break-down and analysis, findings can be summarized as follows.

5.1 The Effect of Cognitive Load on In-Vehicle Gesture Employments
and Driving Errors

According to GestDrive taxonomy breakdown and further statistical t-test analysis,
even though driving scenario 2 was designed with a lower cognitive load, but there are
no significant differences in the types of gesture employment between two scenarios
(a = 0.05, t(16) = 0.15, p = 0.44). Moreover, in regards to driving errors analysis (See
Tables 5 and 6) for both gesture-based and traditional A/C control system, increase in

Table 6. Comparison of driving errors participants has made using mid-air gestures to perform
A/C control tasks.

Gesture-based
A/C control
system

Error type
Over-speeding
(seconds) (#total)
Percentage

Lane-changing
(to left/middle
curb)

Wrong enter/exit (to/from
roundabout &
intersection)

Driving
scenario 1

289 (3475)
8.31%

76 23

Driving
scenario 2

207 (4213)
4.91%

65 17
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cognitive load has no significant effect on while-driving errors. Thus, driving cognitive
load has no significant effects on driver’s gesture employment and while-driving error
performance in the simulated environment.

5.2 Effectiveness of Mid-Air Gestures for In-Vehicle Gestural A/C
Interfaces

As the last step to the analysis of the gesture vocabulary, we designed a study on
controlling A/C system to test the efficiency of mid-air gestures in comparison to the
traditional A/C control panel. In terms of error decrement for the nominated secondary
task (A/C control), statistical analysis of the results showed that employment of mid-air
gestures caused significantly less driving errors (See Table 6). It should be considered
that higher error rates for the traditional A/C system, occurred in situations which
participants were already familiar with driving scenarios (as gesture-based experiments
have been performed prior to the traditional experiments and to avoid fatigue they had
a 10-min rest time). Thus, in terms of error decrement for the nominated secondary task
(such as A/C control), employment of mid-air gestures was significantly efficient. In
other words, if we interpret less driving errors as a sign of safety, mid-air hand gestures
for an A/C control system improve the safety in driving regardless of cognitive load
(both high and low cognitive load).

5.3 Physical Affordance Analysis

Comparing the results of evaluation surveys in regards to gesture employments in
Table 7, with secondary tasks initial physical affordance in Table 4, indicates that for
12 out of 18 tasks the affordance was as hypothesized. In other words, 12 tasks (66%)
were classified in the same group as the initial hypothesis (See Table 4), 5 tasks into
new types of physical affordances, and one task, muting the radio, which demanded its
own set of gestures. In total, for major in-vehicle secondary tasks and in regards to 900
mid-air gestures, we identified 6 main physical affordances, each one demands per-
forming a specific set of gestures. In total for in-vehicle secondary tasks, we identified 7

Table 7. Classification of in-vehicle secondary tasks based on types of physical affordances and
major corresponding gesture preferences.

Tasks with similar physical
affordance

Gesture preferences (3 highest-ranked gestures from
surveys)

(1), (7), (13) TF6 – FH1 – FH5
(2), (15) FH5 – TF6 – FH4
(3), (5), (8), (11) FH3 - TF7 – OF11
(4), (6), (9) FH4 – OF12 – TF8
(10), (12) FH2 – TF6 – TF9
(14), (16), (17) TF7 – OF11 – FH3
(18) FH1 – OF10 – TF9
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major gesture preferences (including gesture preferences for misfit task 18). These 7
major gesture patterns can be applied as patterns to develop an efficient gesture rec-
ognizer in the next step.

5.4 Implications for In-Vehicle Gestural Interface

Considering results of evaluation surveys with 79 participants, we derived several
factors in regards to an in-vehicle gestural interface design:

– In the evaluation study, we explored using 12 gestures from GestDrive to examine
wider range of in-vehicle secondary tasks, namely 18 major tasks from [27].
900 gestures were ranked through 5 level Likert usability surveys. Again, here
GestDrive showed significant results in capability to describe all 18 major sec-
ondary tasks. Moreover, physical affordance and gesture preference analysis con-
structed a more detailed taxonomy of GestDrive including identification of 6 types
of physical affordances and 7 major gesture preferences.

– As part of evaluation surveys, participants were asked to suggest any potential
gestures they would think of, beside 12 gestures from GestDrive. Comments from
79 online surveyors showed that 65 of them (82%) thought the proposed GestDrive
can describe major in-vehicle secondary tasks.

5.5 Limitations and Next Steps

The user evaluation study approach proposed mainly disregard the user’s feedback and
second chance to employ an alternative gesture for each task. As a drawback to this
approach, legacy bias [35] may have a significant effect on the user study as there is no
optimal way to determine the most proper gesture for each task. Also, the context of
secondary tasks as well as type of in-vehicle console (traditional or modern) may have
impact on users’ choice of employed gestures. One possible next step would be to
explore feasibility of GestDrive vocabulary for further user study with the real vehicle
environment rather than driving simulation. These issues are worth to investigate, but
are beyond the scope of the current study.

6 Conclusion and Future Work

Employing hand gestures for interface design has been shown promising results lately.
With the development of modern vehicle systems, there is a demand for an easy to use
and safe in-vehicle interface that decreases the driver distraction. In this paper, a
methodology to develop a user-defined gesture vocabulary for 18 major in-vehicle
tasks has been presented, after the evaluation study performed by 79 participants. We
analyzed 900 mid-air gestures, their physical affordances, preferences for each task,
driving errors, and their association with cognitive load. The analysis for each of 18
control tasks helped us modify and extend GestDrive that consists of 12 gesture pat-
terns, and 7 gesture preferences. Analysis of driving errors demonstrated superiority of
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mid-air gestures for in-vehicle A/C control where it caused error reduction from 30% to
50%, compared to a traditional A/C system. A potential extension to our study is to use
the developed user-defined GestDrive vocabulary, and 7 major gesture preferences to
implement a vision-based gesture recognizer for an in-vehicle interface and perform the
system efficiency analysis and measure the real-time recognition rates. Also, there is a
potential to conduct a separate research study on developing a mid-air gesture recog-
nition system with the optimal physical affordance regarding in-vehicle applications.
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Abstract. The business model has become an increasingly important concept
to facilitate competitive advantages. However, due to its complexity managers
face difficulties to evaluate how changes in the business model affect its per-
formance. Existing approaches fall short to facilitate sufficient understanding of
the influencing factors that drive the business models behavior. Drawing from
System Dynamics, we propose a multi-step evaluation method to effectively
support decision making in the context of complexity. Thereby we focus on the
integration of available knowledge and data to explicate and quantify the
essential cause-effect relationships inside the business model. The artifact is
evaluated through multiple use cases inside the BMW Group. It reveals that
System Dynamics enhances business model understanding not only for the
decision maker but also for the stakeholders which enhances subsequent
implementation of business model changes.

Keywords: Business model � System Dynamics � Evaluation

1 Introduction

Over the last decade and a half the business model concept has increasingly attracted
attention from both practitioners and academics alike [1]. As a management tool the
business model aims to facilitate higher profitability [2] and eventually competitive
advantage [3]. Their potential has been revealed in particular by a number of companies
that have transformed whole industries based on a holistic business model design. Uber
exemplifies this through its current valuation of 68 bn US$ that is higher than the one of
BMW, a long-established industry leader for premium cars. However, for such estab-
lished companies the innovation of a business model is an often lengthy, risky and costly
enterprise that implies significant organizational changes. That is due to the complexity
inherent to the business model [4]. Behind the success stories such as Uber often told [5]
the business model is a set of choices and consequences [6] that is far from trivial. As a
chain of factors that span across company boundaries the mechanics at work create
feedback loops and dynamics that the human mind is incapable of grasping holistically
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[7, 8]. External complexity manifested through increasing intensity and speed of
competition as well as rapid technological advancements further exacerbates decision
making for managers and the outcome of their choices typically contradict the intended
consequences [9]. This context holds particularly true for business model choices in the
automotive industry in which digitization, autonomous driving, electrification and
changing customer needs constitute a highly complex interplay of diverse
developments.

Understanding the business model behind the stories by understanding the set of
choices and consequences is a manager’s dream because it allows for the evaluation of
business model decisions before implementation [10]. Up to now evaluation approa-
ches typically undervalue the effect of dynamics for business model choices or lack of
oversimplification. Personal experience and further alternative substitutes typically
replace evidence in the light of complexity [11].

This paper presents the design and evaluation of a System Dynamics based method
for business model evaluation mutually developed between BMW and the Institute of
Technology Management at the University of St. Gallen.

In contrast to existing evaluation alternatives the method builds on System
Dynamics to make use of system thinking and computational processing power to deal
with the complexity inherent to business models. The method enables managers to
advance their understanding for decision making in the context of business model
change. It does so by facilitating the holistic modelling of business models as complex
systems that contain non-linear cause-effect relationships. This allows for simulation
and scenario building to better anticipate the outcome of external effects and alterna-
tives for action. While the method has been evaluated through a number of mostly
isolated models with varying contexts each model required significant modelling
resources. Therefore we aim to further optimize the method by modelling connections
between these models that would allow for increasing reusability in future business
models.

The paper is structured as follows: After the introduction, the applied research
approach is outlined. Section three specifies the problem of business model evaluation
and deduces requirements for a solution. Section four presents the knowledge base our
artifact is based on. Subsequently the artifact is presented (section five) and evaluated
(section six). Section seven concludes with limitations and implications for future
research.

2 Research Design

2.1 Research Methodology

The generated System Dynamic Models for the evaluation of choices each related to a
specific business model are materialized representations, instantiations, resulting out of
the developed method. Therefore the design artifact enables to extend boundaries of
human cognition to facilitate better understanding of the mechanics encompassing the
business model. The application of SD to the domain of business models is novel but
its innovativeness is revealed in respect to the advancing digitization that allows for
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unparalleled possibilities of data integration [12]. Hence, the research qualifies well for
a design science research approach [13, 14]. We therefore follow the design science
research process as described by Pfeffers et al. [15].

Table 1 provides an overview of how we applied the DSRM process model to
develop our artifact. The first column refers to the activities outlined in literature that
are - despite their sequential listing – of iterative nature. In the second column we

Table 1. Application of DSR for developing the business model evaluation artifact [15]

Activity and key
events

Method Outcome

Identify
problem &
motivate
E1

• Observation of evaluation of
alternative business model choices

• Discussion with managers
responsible for decision making on
the business model level in several
firms

• Literature review

• Analysis of key problems related to
business model evaluation:
justified problem statement

• Identification of problem
significance to advance the
knowledge base for decision
making

Define
objectives of
solution
E2, E3, E4

• Discussion with IS and
management scholars

• Literature review
• Initial prototype

• Definition of knowledge base &
requirements

Design &
development
E3, E4, E5

• Prototyping to test the applicability
for: 1. hypothetical business model
and 2. long-established business
model for which a lot of experience
was available

• Validated artifact in artificial and
semi-natural settings

Demonstration
E6, E7

• Demonstrating the usefulness for:
3. existing business model that
required a concrete business decision
4. hypothetical variation of existing
business model

• Validated artifact in natural settings

Evaluation
E7

• Interviews on varying management
levels (stakeholders affected by
business model decisions,
managers responsible for
evaluation of BM choice
alternatives, higher level
management)

• Analysis of concrete choices related
to BM on which method had been
applied

• Field tested artifact, ready to
systematic use

Communication
E5, E7

• Presentation at internal research
conference in front of several
potential internal customers and
executive board members

• Academic conference/journal
contribution

• Structured rollout of method for
BM evaluation

• Peer-reviewed publication
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describe the corresponding activities we conducted in our specific context. The third
column describes the result of these activities and the current state of progress. In
particular the design and evaluation of the artifact has been highly iterative and has
driven a continuous learning process.

2.2 Research Timeline

The design of the artifact took place as a collaborative research endeavor between May
2014 and December 2016. A number of selected key events, visualized in the timeline
below (Fig. 1) represents how each phase of the applied DSR approach (Table 1) was
carried out. An in-depth description of all events from E1 to E7 can be found in part 6.
It also reveals the iterative nature of the DSR process [15] in this specific case.

3 Problem Specification

The analysis of existing practices revealed a number of shortcomings that impede
informed decision making in the business model context. This was based on BMW
internal observations, interviews with internal decision makers as well as those from
various other organizations and a literature review on evaluation methods for business
models. The analyzed evaluation approaches ranged from mainly qualitative descrip-
tions such as the business model canvas [16] or the business model triangle [17] to
quantitative business case calculations and combinations of both.

Fig. 1. Key events in the design of the artifact
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The origins of the artifact development lie in the BMW top management awareness of a
discrepancy between increasing importance of new ways to do business and insufficient
understanding on how to describe those. This resulted in E1 “Target Business Models” an
official research program to advance the knowledge base for decision making in the business
model context. Inquiring into the problem one of the researchers identified the existing focus on
static descriptions for a phenomenon he noticed at that time to be significantly driven by
dynamic developments as the root cause behind it.

KP1: Insufficient Understanding
Policy design for business models commonly lacks in understanding about essential
details of the business model among decision makers (cfr. [1]). Qualitative approaches
tend to undervalue the importance of quantitative figures required for decision making
in a corporate environment and provide little help to secure holistic considerations of
the relationship (cfr. [18, 19]) among the different business model components. Instead
we observed a tendency to look into a small selection of isolated figures. The short-
coming of qualitative approaches has also been highlighted in management research.
Euchner and Ganguly (2014) state: “Strong business models cannot be generated by
brainstorming the elements of a business model using a tool like the Business Model
Canvas. The canvas may be useful in representing a business model, but it misses the
key dynamic elements of working business models—it does not represent coherence (or
the relationship among elements); it does not represent the competitive position (which
is off the canvas); and it does not quantify the economic” [20]. Quantitative approaches
in contrast typically appear to consider only a small set of business model components
and focus on operational data. All approaches share significant deficits regarding the
dynamics of the business model. We either found static evaluations for a specific
moment in time (cfr. [10]) or consideration of dynamics for a limited number of
selected variables such as market share, price, and investment sums each forecasted in
isolation. That is also because typical evaluation approaches, e.g. those utilizing Excel
do not allow for integration cyclical references and delays (cfr. [21, 22]).

RQ 1: Integrate (isolated) expert knowledge into a holistic business model logic
RQ 2: Consider all relevant dynamic cause-effect relations of a business model
RQ 3: Specify options for decisions and their impact on the business model

KP2: Opacity of Hypotheses and Data Validity
The situation often constitutes a risk because the majority of underlying hypotheses
behind the evaluations remain implicit. This is due to the nature of the applied
approaches that require little rigidness for the causal structure and its consistency (cfr.
[7]) and instead focus on isolated information and figures. Consequently, discussions on
the evaluation of choices reveal conflicting mental models that lead to distrust of certain
assumptions. The nature of the existing approaches provide little help to challenge the
respective underlying hypotheses in order to build common understanding. Therefore,
discussions tend to favor substitutes of evidence to base decisions on.

RQ 4: Support data-driven decision making
RQ 5: Support the explication of hypotheses
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RQ 6: Enhance cognitive limitations
RQ 7: Foster joint efforts to facilitate rational decision making

4 Knowledge Base

The construction of the artifact draws from work of two domains, the business model
concept and System Dynamics. The business model concept defines distinct compo-
nents that are required to take into consideration for the context of evaluation. System
Dynamics provides the methodological foundation to leverage the existing knowledge
about those components for evaluation purposes

The knowledge base was selected through discussions with academic scholars (E2:
Selection of Knowledge Base I) and a subsequent literature review. The former sup-
ported the assumption to choose the business model as a central concept to build the
artifact on. The literature review and the background of one of the researchers in
simulation directed us to System Dynamics as the second central concept the artifact is
built on.

Business Models
The business model concept has only found partially common understanding among
scholars [5, 23]. However, most definitions share a number of themes which help us for
subsequent artifact development, namely the existence of distinct business model
components and their interplay, the dynamic evolution of business models over time, a
system’s perspective, the usefulness of material artifacts and computational processing.

Business model research has acknowledged the existence of components that jointly
considered constitute the business model [24]. Most prominent are the notions of value
proposition, value creation and value capture, which is captured in the definition by
Teece (2010, p. 173): “In short, it’s about the benefit the enterprise will deliver to
customers, how it will organize to do so, and how it will capture a portion of the value
that it delivers” [25].

Over time dynamics emerge inside and between these components and drive the
development of the business model [26, 27]. The RCOV framework is an approach that
responds to this insight and depicts distinct interrelations between the components of a
business model: The RCOV framework falls into line with the emerging theme to
conceptualize the business model as a system that consists of different elements that
interrelate with each other whereas interrelations also exist to factors outside the
business model [28–30]. Instead of interrelated elements some scholars specify these as
sets of choices and consequences [6] or activity systems [31].

Specifically for the context business model design in established firms the role of
artifacts is considered as a necessity [32]. Physical representations of business models
allow for the collective construction of shared understanding and represent important
sensemaking resources [33, 34]. Hence, the value of artifacts is not limited to the
evaluation of business models but enhances the subsequent implementation into
operativional reality [32]. In this context the anticipated enhancement of simulation to
support management decision making has been emphasized [10].
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System Dynamics
System Dynamics is a computer-aided tool to enhance analysis and decision making
for dynamic systems in a variety of contexts [35]. ‘Dynamic system’ here refers to
systems that are characterized by interdependencies and mutual interaction of elements,
feedback and circular causality [8]. Developed by J.W. Forrester in the 1960s system
dynamic relies on a system’s approach, i.e. considering all interacting elements
influencing the behavior of the system [36]. It in particular aims to overcome bounded
rationality and mental models [8]. This is achieved through modelling and simulation
[37] and the ability to integrate various data sources [12]. System Dynamics has been
applied to various contexts, in particular also in the management domain and for
strategic decision making [38–40]. In contrast to many alternative tools, system
dynamics allows for the integration of feedback, delays and accumulation. Feedbacks
cause cyclical consequences inside a system: any intervention on a certain element
triggers effects that eventually refer back to and influence the original element. Two
types of feedback are distinguished: self-reinforcing loops that dominate the system
over time if not hampered and balancing loops that constitute this effect. Delay means
that such effects or more generally a consequence of a certain intervention may require

Table 2. Distinctive features of SD (adapted from [41]).

Focus on feedback-driven, mainly internally generated dynamics:
The model systems are networks of closed loops of information. However, they are not limited
to the representation of ‘closed systems’, in that (a) flows can originate from outside the
system’s boundaries, (b) exogenous factors or systems can be incorporated into any model as
parameters or special modules and (c) new information can be accommodated via changes to a
model. Neither are they deterministic; stochastic variables and relationships have been a
standard modelling feature since Forrester’s Industrial Dynamics (1961) was published
High degree of operationality:
SD relies on formal modelling. This fosters disciplined thinking; assumptions underlying
equations and quantifications must be clarified. Feedback loops and delays are visualized and
formalized; there- with the causal logic inherent in a model is made more transparent and better
discussable than in most other methodologies. Also, the achievable level of realism is higher
than, for example, in econometric models. Far-reaching possibilities for the combination of
qualitative and quantitative aspects of modelling and simulation: The focus is not on
point-precise prediction, but on the generation of insights into the patterns of behavior generated
by the systems under study
High level of generality and scale robustness:
The representation of dynamical systems in terms of stocks and flows is a generic form, which is
adequate for an enormous spectrum of potential applications. This spectrum is both broad as to
the potential subjects under study, and deep as to the possible degrees of resolution and detail
Availability of powerful application software:
The packages (Stella/Ithink, PowerSim, VENSIM and MyStrategy) are easy to handle and give
access to a high variety of mathematical functions. Part of this applications array offers
optimization procedures and validation tools. Also, some support for collaborative modelling
and the communication with databases is provided
Potential synergies: Combination with many other tools and methodologies is possible, both
conceptually and technically
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some time to arise. Accumulation implies that a state of any element can be a function
of its previous state. If feedback, delays and accumulation overlap intuition on system
behavior fails. For that reason system dynamics applies computational processing
power to overcome these cognitive limitations [8, 35].

System Dynamics features a number of distinctive features that cumulatively con-
tribute to its value for decision making in complex systems (Table 2).

5 Design and Features of the Artefact

In the following we describe our artifact, a method for business model evaluation. In
this regard a key feature of conducting the method is the construction of an artifact
itself an instantiation in form of a System Dynamics model. The method is divided into
six phases each featuring a number of sub-phases or ‘steps’ as we call them that will be
described separately. Table 3 provides an overview of the different phases from various
dimensions. However, it remains to consider that the phases and in particular the
sub-phases have an iterative character. In practice they are not followed strictly
sequentially. Hence, the proposed phases represent an ideal setting to enhance
understanding of the underlying conceptualization. The table also briefly depicts how
each requirement is addressed across the phases of the methodology.

Across the various phases we differentiate between three parties, the decision
maker, the (key) stakeholders and the evaluation team. The decision maker is the
person or small group of people responsible for strategic changes of the business
model. Typically they approach the evaluation team to ask for support. The decision
maker has a well-developed understanding of the main factors and mechanics that
influence the business model. She/he/they may be part of the (key) stakeholders but
may also be distinct from this group. The (key) stakeholders are the cross-department
group of people directly and significantly affected in their operative activities by
strategic changes in the business model. In contrast to the decision maker their
expertise is of high detail in their operative domain. The evaluation team is no primary
stakeholder of the business model to be evaluated. It is responsible for the preparation
of the decision template, however, acts mainly as a facilitator during the process to
access and structure the available knowledge. Therefore their expertise comprises the
following evaluation method, the business model and system dynamics domain.

Sense

Purpose: The first phase of the evaluation aims to assess the expected usefulness of the
method for a specific business model decision.

Key Steps: This assessment is contains one step that considers the formal suitability
and a further step directly related to the problem content. The Formal check is a formal
discussion between the key stakeholder of the business model and the evaluation team
that inquires into four distinct criteria related to the stakeholder and the problem. For
the key stakeholder it is critical to identify his or her motivation to advance the
understanding about the business model. Analyzing the decision maker’s motivation is
qualitative and largely subjective, however it aims to reveal three aspects that are
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essential preconditions for a successful application of the method: (a) is the decision
maker truly interested in external support by the evaluation team, (b) is he/she open to
the application of new tools and approaches, (c) is the decision maker interested in

Table 3. Six phase business model evaluation method including the respective format, sub steps
and reference to RQs

SENSE ANALYZE TRANSFER AGGREGA

TE 
SIMULAT

E  
DECIDE 

Assessing 
usefulness 
of method 
for context 

Under-
standing 
the funda-
mental 
mechanics 
of the 
business 
model 

Build an initial 
causal loop 
representation 

Develop a 
sophisticat-
ed model 
that allows 
for simula-
tion 

Run simu-
lations to 
develop 
scenarios 
for deci-
sion mak-
ing 

Extract the 
central insights 
from the simula-
tion to develop a 
lean decision 
template 

Discussion 
between 
decision 
maker and 
evaluation 
team 

Workshop 
with eval-
uation 
team and 
key stake-
holders 

Evaluation team driven model-
ling process with selected 
points of interaction with 
stakeholders to discuss and 
include all information re-
quired 

Discussion and workshop 
setting between selected key 
stakeholders and the evaluation 
team 

1. Formal 
check 

2. Initial 
problem 
specifica-

- 1. Holistic 
model devel-
opment, 

2. Lean model 
3. Ad-hoc 

1. Stock-
and-Flow 
model 
(qualita-
tive)  

1. Hy-
pothese
s for-
mulatio
n II 

1. Selection of 
viable alterna-
tives 

2. Development 
of action sets 

tion quantification 
4. Hypotheses 

formulation I  

2. Embed-
ding pre-
existing 
patterns.  

3. Pre-
quantifi-
cation  

4. Quantifi-
cation by 
experts  

5. Sensitivi-
ty analy-
sis I 

6. Valida-
tion 

2. Simula-
tion 

3. Preparation of 
decision tem-
plate 

RQ 1  RQ 3 
 RQ 2 RQ 6 
   RQ 4  

RQ 5 
RQ 7 
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rational decision making? Further the evaluation team checks for budgets the stake-
holder has gathered or approved for the evaluation. Available resources are considered
as additional indicators for the stakeholder’s motivation but serve as well to verify the
financial feasibility to apply the evaluation method. Finally, the key stakeholder is
required to be confronted with a distinct business model decision to make. Only a
precisely articulated evaluation problem facilitates the usefulness of the method.
Without it the approach most certainly produces unsatisfying results because the lack of
focus in the modelling process leads to a loose collection of cause effect relationships
that are in some way related to the business model. Regarding the business model at
hand it is required that the evaluation problem exists due to dynamics encompassing
the business model. In case the problem appears to be of static nature the approach is
still be suitable but also too sophisticated and evaluation based on static approaches and
tools (such as the business model canvas or Excel) is recommended for reasons of
resource efficiency.

In case the formal check is passed the subsequent initial problem specification
targets on the understanding of the problem roots. Based on the exchange with the
decision maker the evaluation team decomposes the problem into its main elements and
their relationships in order to reconstruct it applying a system’s perspective. In this
step, only the causal or logic relationships of elements is defined. During the simulation
step, all relationships between elements have to be quantified and therefore their impact
on the overall system is weighted. In the follow up meeting the decision maker is
supposed to find his train of thoughts represented in the basic model presented. Ideally
this draft may already enable him/her to see the main mechanisms more clearly.

Outcome: A rough description based on cause-effect relationships of the root causes
that provide a challenge for decision making in order to mutually confirm sufficient
understanding of the evaluation problem. Subsequently, an agreement for or against the
application of the evaluation method is reached.

Analyze

Purpose: The analyze phase targets to establish a common understanding between
parties involved, the evaluation team and the key stakeholders. This requires (a) the
evaluation team to understand the relevant mechanisms inside the business model and
(b) the stakeholders to gain a basic understanding of the knowledge base, business
models and system dynamics, applied.

Key Steps: This phase takes place in form of a workshop setting. The key insights
conveyed to the stakeholders are the main components any business model comprises
and a system’s perspective for complex constructs that is the description of phe-
nomenon as a network of elements that are linked by cause-effect relationships. The
evaluation team however needs to understand the main elements and interrelation
inside the business model. That often takes place by clarifying specific terms and
abbreviations used in the discussion with the stakeholders. Such a discussion is led by
the evaluation team and starts with the focus on the customer’s value proposition
because it is the aspect most stakeholders can sufficiently relate to.
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Outcome: A detailed and differentiated semantic description of the business model at
hand.

Transfer

Purpose: In the transfer phase the semantic description of the business model is
advanced into a model of cause-effect relationships.

Key Steps: Following the initial workshop the subsequent transfer phase is an interplay
between the evaluation team and selected stakeholder that provide additional infor-
mation. The holistic model development starts with a first model draft by the evaluation
team that results out of the knowledge gained in the Analyze phase. For this purpose
PowerSim, a simulation software, is used. Since the model focus lies on the value
proposition the business model stakeholders quickly can follow the idea of the eval-
uation approach. Interviews with individual stakeholders improve and complement the
initial draft into other business model components that can be derived. Over time the
different viewpoints create a holistic viewpoint of the relevant causal structure.
A subsequent workshop, with the participants of the first workshop confronts them
with the understanding derived from the interviews. It serves to demonstrate how the
different perspectives relate to each other and to put emphasis on elements some might
have not be aware of initially. However, eventually it initiates the process to mutually
eliminate the elements of little importance for the underlying decision. This lean model
is enriched by ad-hoc quantification integrating data and knowledge the stakeholder
have immediate access to. During hypotheses formulation I the model behavior is
tested against a number of hypothetical scenarios. This facilitates sensitivity for nec-
essary model improvement but also to derive a set of hypotheses which courses of
action may be promising for the business model decision at hand.

Outcome: A semi-quantified causal-loop model that has facilitated a refined formu-
lation of the decision problem and the derivation of a number of hypotheses how a
solution may look like.

Aggregate

Purpose: The purpose of the aggregate phase is to increase the quality of the model
until it is trusted by the stakeholders and allows to derive the hypotheses for subsequent
scenario testing.

Key Steps: The aggregate phase is conducted mainly by the evaluation team.
Exchange only follows in later stages when data validity is optimized and the final
hypotheses are developed. Those hypotheses represent a reformulation of the initial
need for decision support and the conditions that should be analyzed by the simulation.
An imaginative hypothesis for analysis would be formulated as follows: ‘Due to higher
sales volumes, profits will remain at 7 bn € even if selling prices are cut by 10%’.
Building on the causal loop model the step Stock-and-Flow model (qualitative) begins
by dividing the existing elements into stocks and flows. Translating a causal loop into a
stock-and-flow model is not trivial because these additional element features require to
add further ones to keep the model consistent. Rather often this step is considered to be
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‘more art than science’, involving iteration and a trial-and-error approach. Thereby the
most suitable approach has proven to develop the model by sequentially transforming
the main causal loops. The step is followed by embedding pre-existing patterns. Such
patterns are modules of recurring causal structures that have proven to exist across
different system dynamic models. Word-of-mouth, network effects and price elasticity
are some of the most common effects we detected. These patterns were identified based
on the actual problems that needed solution within the given business context.
Embedding these patterns typically enhances efficiency of the modelling process
through the reuse of complete sets of elements as well as model quality because the
patterns have been already validated in different models. Once the qualitative
Stock-and-Flow model has been developed the Pre-quantification by the evaluation
team enriches the model through the integration of publicly or internally available data.
The subsequent Quantification by experts adjusts or extends the data with particular
focus on the specific context. Thereby the necessary data validity depends on the
expected influence on the model behavior; the higher the influence is the higher is the
required quality level. We differentiate between three main levels ‘educated guess’,
‘expert knowledge’ and ‘data driven’. Educated guess refers to knowledge gathered by
publicly available sources. Expert knowledge is information provided by stakeholders
based on knowledge and experience in closely related domains. Data driven is the
highest validity level and refers to primary information typically taken from data bases
containing exactly the information required. In this step the evaluation team keeps track
of all necessary data and assigns tasks to different stakeholders to collect specific
information. For this purpose the evaluation team uses a MS Excel sheet tracking data
such as the list of data required, the used data source – which commonly is one of the
stakeholders, and data validity level. Following the quantification of the model sen-
sitivity analysis I reveals those elements that require higher levels of data validity based
on their real influence on the model. As such an upgrade sometimes is not directly
possible instead the element is further fragmented into its underlying sub-components
for which sufficient data can be gathered. Eventually the validation is a workshop to
present the final model and receive approval by all stakeholders.

Outcome: Quantified Stock-and-Flow model including sufficient data validity that
allows to refine the set of hypotheses.

Simulate

Purpose: The simulate phase serves to gain a precise and holistic understanding of all
relevant cause-effect relationships affecting the business model. Eventually, this
understanding facilitates the confirmation or rejection of the hypotheses on the actions
to be taken regarding the business model decision.

Key Steps: Once the model is approved the hypotheses formulation II refines or
extends the hypotheses ultimately tested. The refinement in particular concerns the
definition of variables/elements to be optimized, the so called ‘Key Business Metrics’
(KBMs) and desirable output values (Fig. 2). Further, the evaluation team and the
stakeholders define the possible parameter changes of predefined input or throughput
elements, however, those choices may also imply structural changes concerning the
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relationships between a number of elements (see [30]). In this stage, all relationships
between elements are quantified based on the input data and their maturity level. Given
the imaginative hypothesis presented in the aggregate step, the hypothesis would be
disproved or proved. This would imply that including all optimizations and possible
changes on the business model a profit level of 7 bn € would either be impossible
(disprove) to achieve or possible (prove). The subsequent simulation step generates
multiple scenarios thereby optimizing in respect to the KBMs. An important insights
for these scenarios are ‘high leverage elements’, those model entities that have decisive
influence on the system behavior. These elements mostly extend the causal loop ini-
tially identified and allow for more precise understanding based on the quantified
scenarios.

Outcome: A set of scenarios optimized to the defined KBMs

Decide

Purpose: The decide phase is aims to transform the deep understanding gained about
the business model into simple and precise decision recommendations in respect to the
specific context of each relevant stakeholder addressed.

Key Steps: Typically the previous simulation generates multiple scenarios that achieve
either some or all of the predefined values for the KBMs. The decide phase is initiated
by the selection of viable alternatives. This refers to the three to five scenarios that are
presented to the decision maker. The viability of a scenario refers to aspects such as
political or ethical correctness which are also correlated to the radicality of the change
implications in terms of assets, structures or processes. Assessing the viability of a
scenario requires close collaboration between the business model stakeholders and the
evaluation team because organizational inertia and business potential need to be bal-
anced against each other. Once the alternatives are selected the essential set of action

Fig. 2. Decision cockpit including ‘steering levers’ and ‘key business metrics (KBMs)’
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for each scenario is developed to facilitate their operationalization. Finally, the
preparation of the decision template includes all necessary information presented to the
decision maker. These particularly include the fundamental causal loops explaining the
business model mechanics featuring all identified ‘high leverage points’, the ‘key
business metrics’, the viable scenarios and all underlying hypotheses. To validate
different scenarios for business model implementation a set of quantitative metrics was
included. These metrics include numbers on earnings over time, cost and revenue
structure development over time as well as metrics that define the success of a specific
business model such as adoption over time etc. In some cases the scenarios hold
implications for other decision makers too. The template always contains the same
basic information with varying foci for each decision maker.

Outcome: Decision template facilitating informed decision making along a preselec-
tion of scenarios.

6 Artifact Evaluation

To evaluate the artifact we tested the usability in varying settings thereby moving from
purely artificial ones for early prototypes of the different phases to natural settings that
represented exactly the intended use context for the artifact. By now the artifact has
been field tested through a number of cases exposing it to varying evaluation and
business model contexts. We assessed the usefulness of the artifact based on three main
criteria. We consider the artefact to be useful if

• it receives extensive internal attention, i.e. from higher & top management as well
as across different divisions and regions. Usefulness is considered particularly high
if attention is converted into concrete evaluation requests

• the method is stated to be useful by the key stakeholders after the completed
evaluation

• one of the suggested decision alternatives is picked up by the decision maker and
leads to subsequent changes in the business model.

6.1 Artificial and Semi-natural Setting

E3, E4, E5: The evaluation of the artifact in an artificial and semi-natural setting took
part over the course of three distinct cases. Each of the cases helped to evaluate
isolated steps of the method. The cases either represented a hypothetical or existing
business model but no business model decision was pending. One of the use cases
represented a business model scenario for e-mobility. In particular in this context
themes related to ‘sharing economy’ and ‘on-demand services’ played a major role.
Regarding the methodological development, in one case a creative approach using
post-its on a big whiteboard concerning the four fields value proposition, value cre-
ation, costs and revenues was conducted to test for building common understanding
and to determine requirements for the subsequent transfer and aggregate steps. The
tests helped to adjust each phase. One of the most notable changes concerned the
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usage of an additional software besides PowerSim for visualizing the causal structure
of the business models as it was hard to digitize the post-its whiteboard results. This
software was also applied to enhance the discussion with key stakeholders but it turned
out that the additional value of better visualization was quite marginal and did not
justify the work for the manual transfer into PowerSim. We further noticed that the
stakeholders had trouble to grasp the business model concept and thus to identify the
necessary cause-effect relationships. For that reason the value proposition was iden-
tified as the central component to start the discussions out of which the other elements
and relationships are derived. Finally, the three distinct data validity levels were
introduced to weight resource efficiency in the modelling process against model
accuracy. This principle is in line with research on system dynamics [8].

6.2 Natural Setting and Field Test

E6, E7: For the evaluation of the usefulness or the artifact in a natural setting we
applied it to two different use cases. In the first case we specifically asked upper
management for a case in which a business model required a decision for adjustments
and for which existing evaluation approaches had failed to provide necessary insights.
The method quickly revealed inconsistencies in the mental models of the involved
stakeholder that resulted in conflicting positions. For example, division A had the idea
to offer a new service. However, the new service would only be profitable if division B
would subsidies their own offer for the sake of the new service. Taken division A’s and
division B’s profits together it was assumed that profits would increase even though
division B would earn less. At the end, it turned out that profits of the new service
would never compensate division B’s reduced profits from subsidies. The inconsistency
in mental models (new service is profitable vs. new service is not profitable) could be
resolved. Through the discussion with the stakeholders and subsequent the model
generation the views could be integrated and suggestions for business model changes
were challenged. This process clarified a number of wrong assumptions and achieved
to dissolve the conflicting views. The final suggestions for adjustments in the business
model were followed by the decision maker. Interviews with all involved parties further
confirmed the satisfaction with the applied method. Following the presentation of the
results the request for a further use case was raised. This time the evaluation con-
cerned the decision for or against the introduction of a not yet existing business model.
The business model can be characterized as an already existing industry scheme and
with little distance to other implemented ones of BMW. The presentation of the eval-
uation results raised internal attention reaching beyond BMW Financial Services lead
to a further presentation of the method and this use case in front of the business unit
directors of BMW Group. Essentially this lead to further evaluation requests from
different regions (Switzerland & India) as well as different business units were raised
of which seven were accepted. The highly heterogeneous nature of the seven cases
following the presentation in front of the business unit directors served as a field test
assessing the application potential of our artifact. Eventually the board of BU directors
ordered a plan for a structured internal rollout of the method. The rising interest in the
evaluation method lead to refinements of the decision criteria in the sense phase.
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7 Conclusion

In this paper we proposed a novel design for a business model evaluation method. In
respect to the increasing complexity of interrelations influencing the outcomes of
business model decisions our artifact supports decision makers to understand (a) the
essential mechanics of the business model and (b) how to make use of them to achieve
the desired results. Specifically our artifact meets all identified requirements. Thereby
the artifact intends to prevent managers from poor decision making due to limitations in
their cognitive models. We did so by incorporating System Dynamics into our artifact,
which has demonstrated its usefulness for policy making in complex systems of other
contexts. Highlighted by scholars as a promising endeavor [42, 43] our artifact rep-
resents the first evaluated method to apply System Dynamics for the evaluation of
business model decisions. The evaluation of our artifact passed through different stages
from pilots for artificial settings to the application in a wide range of natural settings.

Despite demonstrating the usefulness of our artifact in the course of its evaluation,
we identify limitations regarding the nature of the natural settings. So far the artifact
has only been applied to BMW internal cases. However, BMW operates already across
various industries, ranging from financial services (BMW leasing and financing
operations) to mobility services (from DriveNow, to ChargeNow or ParkNow). The
conducted use cases were conducted in this ‘multi-industry’ environment. Use cases
typically crossed the domain of a purely automotive focus. Hence, it is assumed that the
artefact will also be beneficial in other industry contexts. Additionally, since the
business model is an industry independent concept [5, 17] such as is System Dynamics
we expect general usefulness also outside the automotive sector. However, its use-
fulness may be particularly strong in the context of a multinational corporation oper-
ating in a long-established industry. Even greater attention requires the fact that the
applied use cases represent business models that are essentially aligned with the
business logic of this industry. The radicality of the suggested scenarios for business
model decisions can be considered as moderate. Our artifact has demonstrated its
usefulness to counteract limited rationality by cognitive limitations thereby serving the
calculative purposes of the business model [44]. It may however, be limited in its
usefulness to evaluate highly radical business model changes that imply competition
among dissimilar business models (see [45]). In such cases the possibilities to detect
and understand all essential cause-effects and to reach sufficient data quality may
decrease and thereby the insights extracted from the artifact (cfr. [8]). Still, the
explication of cause-effect relationship considerations and consecutive simulation have
revealed high value when decision systems at place have failed to support decisions
adequately. Hence, simulating more disruptive business models are nevertheless a
prime settings to unfold great potential of the method. Consequently we will extend our
field test for the evaluation of more radical change options of the business model. This
allows us to more precisely adjust the evaluation requirements in the sense phase.

As briefly noted earlier we consider this artifact as a distinctive evolutionary stage.
It allows to be transferred into different organizational contexts. However, each use
case we conducted to evaluate and further adjust our artifact revealed connections to
certain aspects of System Dynamics models that had been mutually developed earlier.
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Those for example could be certain databases or influencing factors that were inte-
grated into multiple models. We intend to further inquire into the implications of this
insight for our artifact. Potentially we may be able to increase efficiency and effec-
tiveness of our artifact through future adjustments that in turn may provide difficulties
for the transfer into different contexts.

Our research also contributes to recent inquiries on the role artifacts for business
model change. Changes of business model originate in cognitive operations. However,
they require changes in organizational constituents (structures, resources, etc.) to
become reality [32, 46]. Artifacts fundamentally contribute to this transformation. They
extend the verbal exchange as well as cognitive process capacity of individuals and
groups and facilitate the transition of understanding among individuals through the
externalization of cognitive work [47, 48]. Thereby new shared knowledge structures
are created together [33, 49]. Our research highlights two important aspects that
influence the quality of prospective sensemaking in this context, the ‘artifact type’ and
the ‘externalization process’. In our context, sensemaking specifically refers to the
process of understanding the mechanics of a particular business model and the sub-
sequent evaluation decision alternatives that eventually initiate organizational change
(cfr. [33, 47]). We found that our context required a sophisticated physical represen-
tation such as the System Dynamics model to achieve new understanding on the
individual and group level. Specifically the first use case applied for the evaluation of
the designed method in a natural setting revealed that ‘giving sense to one another’ and
‘making sense together’ [33] depend on the type of the artifact. We find that the
complexity of the situation therefore needs to be considered for the choice of the
artifact. In order to achieve the mutual construction of shared understanding an artifact
is required to explicate the fundamental logic that leads to a certain ‘sense’. But also the
externalization process itself requires management. The System Dynamics model, a
materialized output of our artifact, allows to ‘explicate the fundamental logic’ behind
the evaluation of business model choices. However, the design process revealed the
importance to focus the integration of the available knowledge. This ultimately leads to
the definition of distinctive phases of our method. In this regards future research may
inquire more deeply into these two aspects.

The design process of the artifact can itself be characterized as complex and
resource-intensive. From a time perspective it spanned so far over a period of 2.5 years
since the initialization of the design process. Thereby it required the involvement and
interaction of multiple internal as well as external stakeholders. Finally, it required an
extensive amount of human resources and capital. This required us to purposely pass
through the design science process only doing the minimum during the design &
development of the artifact as well as its demonstration in order to achieve early
communication. Communication in our case was mainly addressed to upper manage-
ment levels that hold the authority over resources but also to business model decision
makers to attract them for the evaluation of our artifact. Once these gates were passed
we iterated through the design & develop and demonstration phase to design the real
artifact. We consider this as a major idiosyncrasy of our research process, since we
would have otherwise not been able to reach this stage of the design. However, we
theorize that this kind of iteration can be observed in any design science research
process that relates to such ‘big’ artifacts in a similar way. Existing literature on the
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design science research process so far has barely inquired more deeply into this phe-
nomenon. For example Hevner et al. touch on the size and complexity of possible
design solutions for any problem and advocate for a satisfactory solution, artifacts, that
‘work’ well [13]. However, also here the authors do not directly refer to the stated
challenge. In regards to the real contexts in which artifact design takes place we
anticipate valuable insights from research analyzing different context idiosyncrasies.
Thereby research may build on insights from other fields such as entrepreneurship
literature (e.g. [50]).
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Abstract. The process of Datafication gives rise to ubiquitousness of
data. Data-driven approaches may create meaningful insights from the
vast volumes of data available to businesses. However, coping with the
great volume and variety of data requires improved data analysis meth-
ods. Many such methods are dependent on a user’s subjective domain
knowledge. This dependency leads to a barrier for the use of sophisti-
cated statistical methods, because a user would have to invest a signifi-
cant amount of labor into the customization of such methods in order to
incorporate domain knowledge into them. We argue that machines may
efficiently support researchers and analysts even with non-quantitative
data once they are equipped with the ability to develop their own subjec-
tive domain knowledge in a way that the amount of manual customiza-
tion is reduced. Our contribution is a design theory – called the Division-
of-Labor Framework – for generating and using Experts that can develop
domain knowledge.

Keywords: Machine learning · Domain knowledge · Distributed
computing · Real-time analytics · Deep learning

1 Introduction

Due to the growing ubiquitousness of data as a result of technological advances
in areas like mobile computing, social networking, and smart vehicles, businesses
have the opportunity to gain previously unobtainable information about their
customers and market position [4]. However, in order to gain business value from
these data, businesses require better data analytics architectures that can extract
relevant information from data [4]. With the growing attention paid to big data
analytics in information systems (IS) research, Abbasi et al. [1] outline a research
agenda and identify great opportunities for design science research for big data
and real-time analytics artifacts. Goes [12] describes how the knowledge of the IS
community and its research methods can positively impact big data research. He
argues that big data constitutes an interesting field of research for a community
traditionally engaged in interdisciplinary research. Similarly, Agarwal and Dhar
[2] state that the IS community possesses knowledge of data management as well
as value creation through data. They suggest that the IS community, therefore,
holds a comparative advantage for conducting research on big data.
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Abbasi et al. [1] call for new design theories aimed at gaining not only infor-
mation but insights through data analyses. Although methods for automated
data analyses exist, the process of gaining insights from data is often accompa-
nied with great amounts of human labor [7]. Despite these amounts of human
labor, the results obtained are, especially with unstructured data, not always
satisfactory, due to shallow learning algorithms [7]. In an attempt to get more
informative results from the analyses of unstructured data, researchers and prac-
titioners often incorporate more prior knowledge into algorithms, essentially relo-
cating human labor from the postprocessing step to the preprocessing step. While
this approach may indeed improve the results of the analysis step, a decrease in
human effort will not be observed, because the incorporation of prior knowledge
is usually not a trivial task, but has to be performed individually for each given
problem.

We suggest that an efficient solution to complex data analysis problems lies
in a modular design of the analysis process – that is, a design comprising inde-
pendent and possibly reusable data analysis modules. Our contribution is, thus,
a design theory for distributed expert systems. Our design theory, named “the
Division-of-Labor (DoL) Framework”, addresses the issue of solving complex
information extraction tasks from any combination of numerical, categorical and
unstructured data. The DoL Framework handles complex tasks by treating them
as compositions of less complex sub-tasks, which are distributed among several
processing units. Aside from reducing the complexity of tasks, task distribu-
tion also enables horizontal scalability of learning and data analysis algorithms,
making the framework suitable for analyses of big data [15].

2 Related Work

The presented design theory is a framework that employs multiple consecutive
layers of feature learning and information extraction to solve data analysis prob-
lems. As such, it can be considered a “deep learning” framework. As an emerging
field of research, deep learning does not have a clear, established definition [11].
However, deep learning methods are said to learn “feature hierarchies with fea-
tures from higher levels of the hierarchy formed by the composition of lower
level features” [5, p. 5]. Deng and Yu [11, p. 201] name two commonly identi-
fied aspects of deep learning: “(1) models consisting of multiple layers or stages
of nonlinear information processing; and (2) methods for supervised or unsu-
pervised learning of feature representation at successively higher, more abstract
layers”. We proceed by giving a short overview of contributions made to this
field.

Many deep learning methods have been developed in the recent past such as
Deep Feedforward Neural Networks and Deep Recurrent Neural Networks [13],
Convolutional Neural Networks [20], Deep Boltzmann Machines [26], and Deep
Belief Networks [17]. In addition to these methods, other machine learning (ML)
methods have been developed, which do not themselves constitute deep learn-
ing methods, but serve as important building blocks of deep learning architec-
tures. Examples for such methods are Autoencoders and representation learning
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methods [6], which extract important features from data that can be used in
subsequent processing steps to perform more meaningful analyses. Bengio [5]
describes principles for the implementation of deep learning algorithms.

In addition to deep learning, the DoL Framework draws on concepts of
“ensemble learning”. We describe these concepts in Sect. 2.1 and relate them
to our framework.

2.1 Relationship to Ensemble Learning

Ensemble learning describes a class of ML methods that combine a set of weak,
supervised learning models to obtain a single, ideally more accurate, model
[27]. One generally distinguishes ensemble methods in “bootstrap aggregating”
(bagging) [9] and “boosting” [27] methods. Bagging methods combine weak mod-
els by averaging or taking a majority vote of their individual predictions [9]. Ran-
dom Forests are a prominent example of bagging learning systems, making use
of Decision Trees as a base set of weak classifiers [9]. Boosting methods, in turn,
not only specify a way of combining the output of models, but also affect the
training procedure of these models. They train different models with emphases
on different subsets of the data such that individual models perform particu-
larly well on different subsets [31]. The output combination may be performed
through (weighted) averaging/voting [31].

Our DoL Framework builds on concepts used by ensemble learning and dis-
tributes data among multiple learning models. However, it applies less strict
conditions on the individual models and the way data are distributed. That is,
it not only allows a developer to employ bagging and boosting methods, but also
allows for the application of different kinds of ensemble methods. The principles
of data/task distribution in the DoL Framework are described in Sect. 3.4.

3 A Design Theory for Distributed Expert Systems

In response to the call for IS research in the context of data analytics by Abbasi
et al. [1], we propose a design theory – the Division-of-Labor Framework – fol-
lowing the steps developed by Gregor and Jones [14]. We adopt these steps to
develop our design theory, because they encourage and enable formalization of
knowledge of the artifact’s shape and configuration, rather than incorporation
of implicit knowledge in the artifact.

The goal of our design is a product, namely a distributed cognitive expert
system. We label this product as “cognitive”, because of its increased employ-
ment of self-governance and interaction with its environment (see Sect. 3.2).
We describe the purpose and scope of our framework in Sect. 3.1, our justifi-
catory knowledge – underlying knowledge giving an explanation for our design –
in Sect. 3.2, constructs of our theory in Sect. 3.3, principles of form and func-
tion – the framework’s architecture – in Sect. 3.4, principles of implementation
in Sect. 3.5, artifact mutability – anticipated changes of the artifact in future
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research – in Sect. 3.6, and testable propositions – predictions about the out-
come of artifact implementations – in Sect. 3.7. We omit the optional step of
presenting an expository instantiation for space reasons.

3.1 Purpose and Scope

The purpose of the proposed design theory is to provide guidelines for the devel-
opment of systems that deal with complex data analysis tasks – that is, analysis
tasks that aim to model non-shallow relationships between some attributes. In
contrast to traditional ML algorithms that are often equipped with rather high
amounts of prior knowledge and deep neural network architectures that require
relatively little prior knowledge but in turn much computational power [20],
our design deals with computational scalability by distributing the workload on
multiple processing units and requires a moderate amount of prior knowledge.
This prior knowledge typically assumes the form of specifications on how to dis-
tribute incoming data analysis tasks. For example, in the context of customer
churn prediction, a developer may incorporate prior knowledge into a system
developed according to the DoL Framework by specifying that customers are to
be segmented based on their age, income, and location.

Our design theory is applicable to supervised and unsupervised ML problems
based on structured and unstructured data. However, the design theory is partic-
ularly interesting in the context of unstructured data such as texts and images.
Analyses of such data often aim to unveil deep patterns, whereas quantitative
data are often analyzed using shallow methods, and, unlike quantitative data
analyses, typically leave room for interpretation. Unstructured data analyses
are, therefore, often enhanced through the incorporation of domain knowledge
[29] – a process that is automated in the DoL Framework.

3.2 Justificatory Knowledge

We provide justificatory knowledge for our design theory by motivating the need
for the DoL Framework from three different viewpoints, namely the viewpoints
of (mathematical) optimization theory, economics, and artificial intelligence.

The DoL Framework is based on the assumption that complex tasks can be
solved more efficiently by subdividing them into less complex sub-tasks solved
by Experts. We justify this assumption – from the viewpoint of optimization
theory – by using the fact that splitting an optimization problem (i.e., a task)
into a set of smaller optimization problems (i.e., sub-tasks) generally reduces
the search space of that problem. Although not necessarily the case for all opti-
mization scenarios, in practice, most of them are solved faster once the search
space is reduced [5]. For an illustration of search space reduction by splitting a
problem into sub-problems, consider the following formalization.
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Formalization: Search space reduction through task division

Let H be an optimization problem comprising N optimization problems
∀N
i=1 : H(i), all of which, for reasons of simplicity, have a search space of

size ∀N
i=1 : s H(i)

)
= d. Solving these optimization problems individually

yields a total search space of size

sindividual =
N∑
i=1

s
(
H(i)

)
= N · d. (1)

On the other hand, solving the whole optimization problem H corre-
sponds to jointly – rather than individually – solving the sub-problems and
yields a search space of size

sjoint =
N∏
i=1

s
(
H(i)

)
= dN . (2)

One may notice that sindividual < sjoint for ∀N > 2, d > 1. That is,
the search space of the overall optimization problem is in virtually all cases
larger than the sum of search spaces of the sub-problems.

From an economist’s viewpoint, the concept of “division of labor”1 states
that splitting a task into smaller, yet semantically coherent, sub-tasks allows
for a specialization of agents in their respective tasks [28]. Division of labor, as
proposed by Smith and Krueger [28], assumes an economy involving humans
and requires agents to be adaptive – that is, being capable of learning through
observations. The authors argue that specialization of individuals in different
tasks, enabled by the adaptability of these individuals, leads to a faster and
more effective processing of these task.

While adaptability has also been of interest in the data analysis and ML com-
munity, as evidenced by methods developed by Bengio et al., Bifet and Gavalda,
and Vaughan and Bohac [6,8,30], the majority of research is concerned with sta-
tic data analysis rather than dynamic, time-varying models [3,18,24]. Common
exceptions are embedding methods such as Word2Vec models [21], which map
data into different spaces and can be used in further building blocks of different
tasks, and deep learning methods that hierarchically process an input through
a number of processing layers [6].

Finally, we motivate our framework from the viewpoint of artificial intel-
ligence. Research in this area has been moving away from symbolic problem
representation as part of the so-called “good old-fashioned artificial intelligence”
[22]. Harnard [16, p. 1] defines the Symbol Grounding Problem as the problem
of making “semantic interpretation of a formal symbol system...intrinsic to the
system, rather than just parasitic on the meanings in our heads” (emphasis in
original). That is, symbolic representations are high-level and human-readable,

1 Not to be confused with our Division-of-Labor Framework.
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but they do not allow a system to attribute meaning to those representations
on their own. They are mainly used for problems that suffer from a low degree
of uncertainty. Non-symbolic computation allows an agent to self-govern and
interpret information, but at the same time makes it infeasible for outsiders
to interpret the computation steps [16]. Nowadays, parts of the ML community
move towards non-symbolic approaches, but the dependence on symbolic compu-
tation still largely remains. The DoL Framework encourages researchers to make
use of non-symbolic problem representations while maintaining a fair share of
symbolic computation steps to allow for domain knowledge incorporation.

3.3 Constructs

In this section, we name and describe the constructs, that is, the entities of
interest [14], of our theory (see Table 1). We use these constructs to structure
our framework’s form and function in Sect. 3.4.

3.4 Principles of Form and Function

The DoL Framework comprises two component types – the Expert and the
Central Executive (CE). Each class of tasks is processed by one CE and one or
more Experts. Experts are specialized in a certain class of sub-tasks, whereas
CEs are required to possess general knowledge of the task and be capable of
consulting the right Expert(s) for an incoming task and handling their responses
accordingly. The features of an Expert and a CE are described in the following
paragraphs.

Expert. An Expert is an agent that is specialized in a certain kind of tasks, for
which it possesses domain knowledge. It receives tasks from the CE, processes
them and transmits solutions back to the CE. An Expert can also simultaneously
play the role of the CE of a sub-task (see Fig. 1).

Specialization. An Expert is specialized in a certain domain and class of tasks.
Thus, the specialization area of an Expert is classified by these two properties.
With A and B each denoting an area of specialization consisting of k sets each
corresponding to the range of a dimension, we obtain the following implication
for the degree of specialization (dos):

dos(B) > dos(A) ⇐⇒ (∃1≤i≤k : |Ai \ Bi| > 0) ∧ (∀1≤i≤k : A ⊇ B) . (3)

That is, one dos is higher than another dos, only if the area of specialization
covers a narrower range in at least one dimension of inputs and goals and an
equally as broad range in the rest of the dimensions.

An Expert’s degree of specialization is always at least as high as that of its
superordinate CE.
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Table 1. Constructs of the Division-of-Labor Framework

Category Construct Description

Problem

specification

Task A task is an instance of a class of data analysis problems. It is

concerned with the application of learned models to unseen data

Sub-task A sub-task is a separable unit of one task. A sub-task’s solution

can be used to facilitate finding a solution to its super-task

Input Data Data enter the system as part of a task or for the purpose of

achieving specialization. Data contain relevant information

regarding a given or future task(s)

Data type Different kinds of data require different kinds of analysis

techniques. We distinguish between structured (numerical and

categorical) and unstructured data

Domain Data are associated with domains. A domain refers to a data set

describing the same class or related classes of objects

Cognitive

system

Intelligent

agent

An agent is any entity that perceives its environment through

sensors and acts upon it through actuators [25]. “Intelligent agents

are characterized on the one hand by the fact that they comply

with and exploit their ecological niche, and on the other that they

exhibit diverse behavior” [22, p. 67]

Specialization Specialization Specialization, as a concept of division of labor [28], refers to an

increased knowledge of a certain area. An agent’s area of

specialization is its domain and task of interest

Degree of

specialization

An agent’s degree of specialization is the narrowness of its area of

specialization. A degree of specialization can be quantified only in

a manner relative to another specialization, provided that one of

the areas of specialization is narrower or equal to the other area in

all of its dimensions

Expert The Expert is an agent and an intrinsic component of the DoL

Framework. One Expert is specialized on one or more domains and

processes one class of sub-tasks and data sets

Task

distribution

General

knowledge

General knowledge is knowledge of a variety of domains and/or

tasks. As the opposite of specialization, generality is a relative

property

Task

distribution

Tasks can be divided into sub-tasks and distributed among

Experts. Task distribution comprises dividing tasks into sub-tasks

and assigning them to the right Experts

Semantic

coherence

Semantic coherence is the connectedness of a set of entities on the

semantic level. That is, a semantically coherent set of entities

contains entities that are semantically similar

Combination

of partial

solutions

Tasks can be divided into sub-tasks that are treated individually.

The solutions to sub-tasks are partial solutions that have to be

combined to obtain a solution to the super-task

Central

executive

The Central Executive is an agent and an intrinsic component of

the DoL Framework. It possesses general knowledge, distributes

tasks, and combines partial solutions into an overall solution

Performance Feedback After a task is processed, outside feedback may be given to the

system to evaluate its performance

Adaptation Given some outside feedback, the system re-evaluates and

improves its analysis steps

Sustainability Sustainability refers to the ability of a system to theoretically

sustain itself indefinitely. That is, it is able to continuously learn

from new data without suffering a significant increase in

computation time

Interpretation Explanation For reasons of interpretability by outsiders, the system’s

components may provide explanations as to why a task was solved

in a particular way

Adaptation. Experts receive new data and feedback from their CEs and use
them to improve their performance. An Expert updates its statistics and learning
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Fig. 1. The Division-of-Labor Framework. Gray and black arrows indicate the trans-
mission of (sub-)tasks and their solutions, respectively. Hierarchical re-distribution of
tasks is enabled through agents that serve as both experts and central executives.

models as well as possible data repositories when new input is received. Effective
adaptation is achieved through a model-specific definition. That is, adaptation
should be specified not as a general-purpose process, but with regard to the base
models used in the data analysis system.

Sustainability (Optional). An Expert’s models have to be adapted when new
data are seen. For reasons of scalability, it is necessary for an Expert to update,
rather than recompute, its models. That is, with Mt being an Expert’s model
at time t and xt being the data point received at time t, the Expert has to apply
a function u(·) with a finite output size (i.e., independent of the number of data
points) to update its model according to (4).

Mt+1 = u(Mt, xt) (4)

However, for some models such as many non-parametric models and data
indexes, it is not possible to apply a function of finite output size, because those
models require storing all data points. For such models, it is necessary to prune
the data set when before the storage capacity or computational limit is exceeded.

We label sustainability an optional function, because, while scalability prob-
lems related to big data are becoming increasingly relevant, there are still many
practical scenarios, in which data sets are sufficiently small to neglect scalability
problems.
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Explanation (Optional). Data analysts are faced with the prediction-explanation
trade-off [1]. That is, sophisticated data analysis methods such as neural net-
works may perform well on data analysis tasks, but their solutions are hard
to interpret. An Expert processes tasks in depth and should communicate the
rationale behind its solutions (i.e., which particular circumstances led to these
particular solutions). The modular structure of the DoL framework facilitates
interpretability of results, because a researcher may examine solutions to sub-
tasks of a lower complexity rather than solutions to complex super-tasks.

We label explanation an optional function, because it does not directly con-
tribute to the performance of the system, but rather provides researchers with
insights that may be used to further improve the system or the design theory.

Central Executive. The Central Executive is an agent that processes an
incoming task by splitting it into semantically coherent and independent sub-
tasks. Semantic coherence and independence are important criteria for the indi-
vidual sub-tasks, because they will be processed independently by subordinate
Experts. From a set of available Experts, the CE then selects the best-suited
Expert for each sub-task. CEs possess fairly general knowledge regarding their
respective tasks such that they can categorize sub-tasks and assign them to
the right Expert units. After receiving the results for the sub-tasks from the
Experts, the CE combines them to obtain the result for its main task. A CE,
in turn, can be an Expert of a super-task, allowing for hierarchies of arbitrary
heights. The hierarchy may be either provided by a developer who specifies the
number of hierarchy levels and which tasks are solved on each level or automat-
ically inferred by the system by employing an algorithm with each Expert that
decides whether a task is to be further divided into sub-tasks. This decision may
be based on the heterogeneity of a given sub-set of the data.

General Knowledge. The CE possesses general knowledge of domains and/or
tasks. Each sub-task processed by an Expert is also known to its superordinate
CE. However, the CE processes tasks at a lower level of depth. That is, it models
the overall domain associated to a task using a single model, whereas Experts
use one model per sub-task, which are typically associated with much smaller
domains.

Task Distribution and Combination of Partial Solutions. A CE distributes an
incoming task according to either of the principles of “division of labor” and
“wisdom of the crowds”. Distribution according to the division of labor principle
occurs by splitting a task or a class of tasks into sub-tasks or classes of sub-tasks
that whose domains are disjoint or only partially overlapping. Individual Experts
then each process a class of sub-tasks and the results are combined by the CE
in an adequate manner. Distribution according to the wisdom of the crowds
principle occurs by forwarding each task without performing any splitting. The
Experts then solve that task using their respective models. A combination of
individual solutions in this case can often be achieved by computing a (weighted)
average or majority vote.
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Feedback. CEs may gather feedback from outside of the system. This feedback
may assume the shape of “the correct solution” to a task or a quality statement
for a solution developed by the system. Let x be a given data point and ŷ a
solution computed by the system. The feedback may then be the correct solution
y – typically available in supervised learning settings – or a real-valued rating
r(ŷ) associated with the solution – observed in unsupervised learning settings or
supervised settings, in which the outcomes are not directly observable.

Adaptation. In addition to the principles stated for Experts, the CE updates its
own models and redirects the feedback and the corresponding data to Experts
involved in the task. In addition to further models used, the CE updates its task
distribution and re-combination mechanisms.

Sustainability. The principles described for the sustainability of Experts also
hold for CEs.

3.5 Principles of Implementation

Having described the constructs of our design theory and their respective func-
tions in Sects. 3.3 and 3.4, we now proceed to formulate the principles of imple-
mentation. For this purpose, we refer to data analysis systems developed accord-
ing to the DoL Framework as “DoL systems”. Given a certain class of data analy-
sis tasks, described by the data specification and the desired information to be
extracted from the data, a DoL system is implemented by implementing the CEs
and according Experts. We describe the implementation steps for Experts and
CEs in the following paragraphs.

Training of Experts. An Expert is provided with data (i.e., training exam-
ples) over its life cycle. It autonomously processes and learns from these data in
accordance with the task(s) that it will solve. The specialization of an Expert in
a certain task and domain is achieved by the CE’s task distribution and does not
require additional effort by the Expert, other than learning to solve its task based
on the provided data. Nevertheless, there are issues that need to be considered.

As previously stated, tasks arrive in a one-at-a-time manner. Consequently,
in order to enable adaptability, an Expert’s learning models have to specify
an algorithm for incremental updates, as, for instance, provided by incremental
linear regression [19] and incremental neural networks [10].

Further constraints arise for an Expert, due to the DoL Framework’s aim
for sustainability. While incremental learning models address storage capacity
and computational limits, methods like clustering and indexing, which, in their
standard forms, require access to all previously seen data points, are not in line
with sustainability. In order to make these methods sustainable, the number
of stored data points has to be restricted and data points are to be removed
from the system once the storage capacity is reached. The order of removal is
determined by an importance measure, that is, the least important data points
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are removed first. The importance of a data point may be measured by the
recency of its last access.

Finally, an Expert may provide explanations for its solutions. Explanations
show which features in the data influenced the outcome the most. For models
like linear regression, these features can, for instance, be identified looking at
the largest products of pairs of weights and features. For multi-layered mod-
els such as neural networks, deriving explanations is less straightforward and
requires iterative explanations, with explanations of higher-level layers building
on explanations of preceding layers.

Identification and Assignment of Tasks. As Pfeifer and Bongard [22] stated
in the context of physical agents, it is important that all components of a system
are developed in accordance with each other to enable a high synergy. For this
reason, we propose that the CE is in charge of managing the training of Experts
and, thereby, enables their specialization. That is, it selects the data that are
used to train each of the Experts. For this purpose, the CE has to decide how
many Experts to create and how to distribute the data among these Experts. In
order to decide on this matter, the CE has to associate tasks with domains (i.e.,
perform a categorization of tasks). In the following paragraph, we describe how
this decision process can be implemented.

A CE starts without any knowledge of the kind of tasks it will solve. There-
fore, each task is initially processed by a single Expert. As the number of
processed tasks increases, the CE may introduce further Experts to cope with
the complexity of the data distribution. We consider three kinds of task distribu-
tion problems (from most simple to hardest case): (1) Tasks are pre-categorized
before entering the system. In this case, the CE simply forwards the task accord-
ing to its category. (2) Task categories are revealed after the task has been solved.
In this case, the CE is faced with a classification problem. A classifier is trained
to associate inputs with categories. (3) Task categories are never revealed. In
this case, there is no objective notion of categories and the CE has to decide
on a categorization without receiving any feedback. We elaborate on this case
in more detail: Unsupervised categorization, that is, the problem of dividing the
task space into sub-spaces that are each processed by a certain Expert, can be
treated as a clustering problem. So we refer to these sub-spaces as “clusters”.
Because tasks are processed one at a time, the CE has to employ an incremental
clustering algorithm without a fixed number of clusters. In order for the CE
to decide if further Experts and, therefore, clusters are needed, it maintains a
model of the expected performance of individual Experts. The performance can
be estimated either in terms of within-cluster homogeneity or, if labeled data
are available in the case of classification and regressions tasks, by directly mea-
suring the average accuracy of solutions for past tasks. Once the performance
of an Expert does not meet a certain requirement, the corresponding cluster is
split into two new clusters. This requirement may, for instance, be defined as a
function of the performance of the CE or a function of the performance of other
Experts. More formally, let k be the number of Experts and p(M) denote the
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performance of some model M. Then, cluster i, associated to Expert Ei, is split,
if the following condition is satisfied:

p(Ei) < f({∀j �=ip(Ej)}), (5)

where f(·) is a user-defined function such as the average function. Clusters are
merged, if storage limits are reached or if (6) is satisfied, with τ being a certain
threshold.

p(Ei) > f({∀j �=ip(Ej)}) + τ (6)

The sustainability of CEs is achieved through the same principles as used for
Experts.

3.6 Artifact Mutability

The DoL Framework offers some room for modifications. Due to the steady
development of novel methods in the ML community, the principles of imple-
mentations may be considered highly mutable. As new learning algorithms are
developed, the implementation steps may be incrementally refined. Moreover,
researchers may further develop the principles of form and function of our design,
consisting of two components – the CE and the Expert –, through minor and
major adaptations.

Minor adaptations are additions, removals, and modifications of component
properties. They will be required, if certain functions are deemed incomplete or
unnecessary or new functions are introduced that can be related to an existing
component in a meaningful way. The modification of the CE’s function “task
distribution and combination of partial solutions” by adding a third task distri-
bution principle is an example of a minor adaptation.

Major adaptations are additions and removals of entire components. Major
adaptations should be performed to improve the structure of the framework by
attributing related functions to the same component and separating indepen-
dent functions. An example for a major adaptation is the introduction of an
intermediate component between the CE and the Expert, which neither plays a
role in the task distribution part nor in the specialization part, but deals with
input/output transformations between the CE and Expert instead. Leveraging
the DoL Framework’s modularity, such a component may be particularly inter-
esting in the context of transfer learning [23].

3.7 Testable Propositions

In this section, we propose truth statements (i.e., hypotheses) about products
designed according to our theory. These statements may be verified or falsified
in future research.

The aim of data analysis algorithms is to automatically extract information
from a given data set with respect to a certain task. Algorithms are typically
evaluated based on the quality of their solutions to a task and the rapidness of
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their execution. Based on the property of specialization inherent to Experts and
the task distribution employed by CEs, we propose a higher accuracy of DoL
systems compared to a mere use of shallow ML algorithms. Further, we propose
that the adaptation property of Experts allows for processing tasks in real time.

(i) Data analysis systems developed according to the DoL Framework under
the use of shallow ML base models produce more accurate solutions than
using the same shallow ML models in a stand-alone manner.

(ii) Data analysis systems developed according to the DoL Framework process
tasks in real time.

Furthermore, solutions obtained through data analysis algorithms are pre-
ferred to be interpretable [1]. This interpretability is enabled by the optional
Expert property of explanation emerging from the modularity of the framework
and leads us to the following proposition:

(iii) Data analysis systems developed according to the DoL Framework are posi-
tioned at a high level of interpretability, compared to other deep learning
architectures, especially in comparison to deep neural networks.

Our final proposition is based on the optional property “sustainability” of
Experts and relates to scalability issues. We consider an algorithm scalable to
big data, if it is able to cope with more data by adding more computing units
and the number of required computing units to process the data in a certain time
is in linear proportion to the number of data points. We formulate proposition
(iv) as follows:

(iv) Data analysis systems developed according to the DoL Framework scale to
big data.

4 Conclusion

We developed a design theory – the Division-of-Labor Framework – for distrib-
uted data analysis. Based on a modular design, the theory leverages specializa-
tion of individual components to gain in-depth insights from data. It addresses
the need for both new design theories for sophisticated data analysis methods
and scalable solutions for the increasingly relevant phenomenon of big data.

Having described the design theory’s components in detail and presented
principles of its implementation, we made four propositions that can be tested
by implementing products according to our theory.
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Abstract. The high uncertainty of creating business models demands entre-
preneurs to re-evaluate and continuously adapt them. Therefore, incubators offer
validation services. However, systematic, and scalable information systems to
enable interaction with a crowd of potential customers, investors, or other
stakeholders and entrepreneurs do not exist. Our aim is thus to develop tentative
design principles for crowd-based business model validation (CBMV) systems.
Such systems should support entrepreneurs to reduce the uncertainty about the
validity of their business model. Thus, we apply a theory-driven design
approach based on knowledge drawn from literature and complemented by
empirical insights. For developing such information systems, we combine the
concept of crowdsourcing with findings from research on decision support
systems to propose theory-grounded design principles for a CBMV system. The
identified design principles describe a potential solution to a problem that pre-
vious research proved as viable.

Keywords: Service � Decision support � Crowdsourcing � Business model �
Entrepreneurship

1 Introduction

The rapid digital transformation of businesses and society creates tremendous possi-
bilities for novel business models to create and capture value. Many Internet startups
such as Hybris, Snapchat, and Facebook are achieving major successes and quickly
disrupting whole industries. Yet, many digital ventures fail. One reason for this is that
entrepreneurs face high uncertainties when creating their business models. Conse-
quently, entrepreneurs must constantly re-evaluate and continuously adapt their busi-
ness models to succeed [1].

One way to deal with uncertainty during the development of business models is the
validation of the entrepreneur’s assumptions by testing them in the market or with other
stakeholders such as suppliers or complementors [2]. Such a validation allows the
entrepreneur to gather feedback to test the viability of the current perception of a
business model and adapt it, if necessary, before potentially wasting money. For this
purpose crowdsourcing has proven to be a valuable mechanism [3] in other contexts.
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Literature on business models provides a rich body of knowledge about different
components or the initial design [4, 5], however, they do not provide any information
systems that support such processes and enable the integration of the diverse voices of
stakeholders [6]. Thus, service institutions that create a supportive environment for
startups, so-called incubators, function as intermediaries that connect different actors
such as consultants, business angels, or venture capitalists with entrepreneurs for the
exchange of services. Although business model validation services are a repetitive
activity of incubators, systematic and scalable solutions to enable interaction to validate
business models do not exist. In this context, IT creates opportunities to design systems
that support the entrepreneur in business model validation.

Therefore, the aim of this paper is to develop tentative design principles for
crowd-based business model validation (CBMV) systems. Such information systems
support entrepreneurs in learning and reducing the uncertainty about the validity of
their assumptions. With this aim in view, we develop design principles that guide the
design of prototypes for CBMV systems. We refer to design principles as the tentative
properties of a generic solution drawn from literature that address the potential solution
space of such artifacts. The purpose of this paper is thus to develop design principles
for information systems that feature crowd-based business model validation.

To derive our design principles, we follow a design science approach [7, 8] guided
by the process of Vaishnavi and Kuechler [9]. This paper follows a theory-driven design
approach based on knowledge drawn from literature and complemented by empirical
insights. For developing CBMV systems, we combine the concept of crowdsourcing
with findings from research on decision support systems to propose tentative design
principles. The identified design principles describe the core of a solution to a problem
that previous research proved as viable. We therefore ensure theoretical rigor while
developing a system to solve a real-world business problem.

Following a design science approach, this paper proceeds as follows: In Sect. 2, we
introduce related work. Section 3 provides a brief overview of our research method-
ology. We then give insights into the problem awareness and our identified design
requirements derived from our kernel theory and interviews in Sects. 4 and 5. Section 6
then reviews design-relevant knowledge to guide the development of design principles
that address these requirements. Concluding in Sect. 7, we close with a discussion of
our findings and contribution.

2 Related Work

2.1 Business Model Validation in Early-Stage Startups

To formulate the problem for our design research approach, we reviewed current
literature on business model development. The concept of business models has gath-
ered substantial attention from both academics and practitioners in recent years [6]. In
general, it describes the logic of a firm to create and capture value [4, 10]. Although
there is no commonly accepted definition of the term, this concept provides a com-
prehensive approach toward describing how value is created for all engaged stake-
holders, the allocation of activities among them, and the role of information technology
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[11, 12]. Following Teece [13], a business model reflects the assumptions of an
entrepreneur and can therefore be considered as a set of “hypotheses about what
customers want, and how an enterprise can best meet those needs, and get paid for
doing so”.

In the context of early-stage startups, business models become particularly relevant
as entrepreneurs define their ideas more precisely in terms of how market needs might
be served. In addition to that, it helps the entrepreneur to examine which kind of
resources have to be deployed to create value and how that value might be distributed
among the stakeholders [14]. Such early conceptualizations of a startup’s business
model represent an entrepreneur’s assumptions about what might be viable and feasible
but are mostly myopic in terms of the outcome as entrepreneurs are acting under high
levels of uncertainty [15]. Since entrepreneurs are operating under high levels of
uncertainty, they start a sense-making process in which they test their initial beliefs
about the market through iterative experimentations and learning from successful or
failed actions [16]. When the entrepreneurs’ assumptions contradict with the reaction of
the market, this might lead to a rejection of erroneous hypotheses. This will require a
reassessment of the business model to test the market perceptions again. Thus, the
business model evolves toward the needs of the market and changes the assumptions of
entrepreneurs [15, 17]. The success of startups thus heavily depends on the entrepre-
neurs’ ability to develop and continuously adapt their business models to the reactions
of the environment.

2.2 Previous Work on Crowd-Based Validation

Practitioner literature recognizes that many business models fail due to wasting
resources before validation [2]. Consequently, entrepreneurs should test the assump-
tions about their business model with customers, partners, complementors, and sup-
pliers to gather feedback and validate the current version before continuing and
possibly wasting money. The feedback from external actors enables entrepreneurs to
reflect on the current version. Thus, entrepreneurs may start thinking about the
drawbacks of their hypothesized business model and exert effort on resolving these by
reassessing, pivoting, or even abandoning elements [18, 19].

One mechanism that has proven to be valuable to gain access to such feedback is
crowdsourcing [18–21]. Research on crowdsourcing shows the value of integrating
customers and other stakeholders into the evaluation process to support decision
making during the development of new products. For instance, crowd voting provides
extensive evidence for the suitability of a crowd in evaluation tasks as it is equally
capable of identifying viable ideas [22–24]. Therefore, many companies have started to
use the collective intelligence of a heterogeneous crowd to evaluate ideas [19].
Thereby, a heterogeneous crowd, most commonly end users of a certain product, rates
certain product ideas. Crowd-based online validation of innovation is particular ben-
eficial compared to industry expert evaluation due to time and cost efficiency reasons
[21], the reduction of individual biases through averaging the results [18], and the
possibility to focus on the demand side perspective of innovation [23] including a much
higher number of raters compared to offline approaches. This assessment constitutes a
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proxy to distinguish between high- and low-quality ideas and the feedback of the crowd
is then used as decision support on how to proceed [25–27]. The appropriateness for
using a crowd has also been shown for business models [3, 28]. We thus argue that
crowd-based validation is also suitable for the highly uncertain context of startup
business models and provides a superior approach compared to consultancy feedback
or offline approaches such as design thinking, which might force the entrepreneur to
follow biased individual feedback or to draw conclusions from small samples.

3 Methodology

For developing design principles for a CBMV system, we conducted a design science
research project [7, 29] in the broader context of a research project that attempts to
provide crowd-based services for incubators to design a new and innovative artifact
grounded in theoretical rigor that helps to solve a real-world problem. Therefore, we
followed the design research cycle methodology as introduced by Vaishnavi and
Kuechler [9] (Fig. 1).

First, we conducted a literature analysis as well as exploratory qualitative inter-
views. We contacted executives of German business incubators (n = 17) that provide
business model validation services and decision makers in startups (n = 28) to analyze
the status quo of business model validation, the limitation of those, and requirements
for a solution. For this procedure, we used a semi-structured interview guideline, which
followed the theoretical concepts of opportunity creation theory. This theory-guided
approach provides two benefits. First, we could justify the design requirements derived
from theory. Second, we obtained a deeper understanding of the requirements from the
practical problem domain. The requirements identified through the interviews were
aggregated and coded. Thus, we could derive four additional design requirements. The

Fig. 1. Research approach
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interviews lasted between 30 and 45 min and were coded by two of the authors.
A cross case analysis was conducted to identify common themes. To develop sug-
gestions for a solution, we applied a theory-driven design approach and opportunity
creation theory [15–17], which explains how business models are co-created, as general
scientific knowledge base that provides theoretical abstraction of the cause and effect of
the problem space and informs our design [30, 31]. From this kernel theory, we derived
design requirements that were validated and complemented with findings from the
interviews. We then used previous work on crowdsourcing evaluation as well as
decision support systems as relevant knowledge base that provides us with guidance in
the development of the design principles for the CBMV system. Such design principles
drawn from literature are tentative properties that may inform the design of a first
prototype. Through an expert workshop (n = 7) we evaluated the validity of our
conceptual tentative design principles. These design principles will then be instantiated
into an IT artifact and finally evaluated in an experimental setting of a business model
competition. Applying this approach allows us to use theoretical rigorous knowledge
for developing an innovative IT artifact, which helps to solve a real-world problem,
thus ensuring practical relevance.

4 Awareness of the Problem

The design science research project is motivated by both a gap in IS research on
systems that support business model validation services and practical problems of
entrepreneurs and incubators. Therefore, we conducted exploratory interviews with
incubators (n = 17) as well as entrepreneurs (n = 28) to include a two-sided perspec-
tive on the problem and to create awareness. The interviews were guided by the central
question of how incubators as service providers typically conduct the validation of
entrepreneurs’ business models and the perceived limitations of these approaches. By
analyzing the interviews, we gained a deeper understanding of practical business model
validation for startups and discovered four key problems:

• Problem 1: Incubators do not use structured processes to conduct business model
validation services, which represent a repetitive task.

• Problem 2: Both incubators and entrepreneurs have only limited access to exper-
tise. Access to demand-side knowledge is especially scarce.

• Problem 3: The feedback of consultancy services is frequently perceived as sub-
jective, industry bound, and thus misleading.

• Problem 4: Resource constraints make scalable and iterative validations of business
models impossible.

Although the validation of business models is one of the most pivotal parts of business
model creation [21], to the best of our knowledge, there are no systems that support this
service.
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5 Theory-Driven Design for CBMV Systems

To define the objectives of the solution for our design science approach, we zoomed in
on the entrepreneurial process and identified opportunity creation theory (OCT) [15–
17] as a kernel theory [31] that informs us about the requirements of a CBMV. OCT is
a theoretical lens to examine business co-creation under uncertainty [32]. This per-
spective implies that opportunities emerge from the iterative actions undertaken with
the social environment [16, 17]. Entrepreneurs create business models based on their
individual beliefs and perceptions, imagination, and social interaction with the envi-
ronment [15, 33]. Entrepreneurial actors then wait for responses from testing their
models in the market to understand the perceptions of customers and other stakeholders
and then adjust their beliefs accordingly to adapt their business models [34, 35]. During
the validation of the entrepreneur’s assumptions, a mismatch between the entrepre-
neurial idea and the opinion of the social environment may become evident [15]. The
entrepreneur will therefore need to reassess his assumptions and adapt the business
model to the feedback of the market [35]. This integration of customers, suppliers, and
other stakeholders into the evolvement of a business model enables the entrepreneur to
learn and further develop the initial version of the business model; it also reduces
uncertainty about the validity of his assumptions [34].

5.1 Design Requirements from Opportunity Creation Theory

This entrepreneurship theory perfectly fits the context of our research as it explains how
entrepreneurs create their businesses under uncertainty and helps to understand the
problem domain of business model validation [34]. Using this kernel theory, we
developed the design requirements for our artifact.

During the process of business model creation, entrepreneurs should validate their
assumptions [35] to validate the initial form of the business model and reassess parts of
it if needed [34, 36]. To support this validation process, the CBMV system should
consequently be able to support the entrepreneur in engaging in social interaction with
potential customers or other stakeholders to validate the assumptions about the business
model with the broader environment and make sense of it.

DR1: Business model validation should be supported by systems that enable social
interaction with potential customers or other stakeholders to test an entrepreneur’s
assumptions and support the sense-making process.

To capitalize from social interaction, entrepreneurs gather external feedback on the
viability of their business model hypothesis to make sense of their assumptions [15].
Therefore, the feedback providers require suitable mechanisms to provide adequate
responses [18]. Following this argumentation, CBMV systems should support the
entrepreneur in gathering feedback through social interaction and, on the other hand,
enable the crowd to provide such.
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DR2: Business model validation should be supported by systems that enable providing
and receiving feedback to test an entrepreneur’s assumptions and support the
sense-making process.

The creation of an initial version of the business model represents an entrepreneur’s
individual assumptions and beliefs [37]. To start a sense-making process by interacting
with external actors who provide feedback, entrepreneurs must translate their mental
model of what is viable into a transferable format to communicate the imagined
business model to others [35]. Thus, entrepreneurs need to turn their assumptions
regarding their business model into a transferable format to create a shared under-
standing between themselves and the external environment, which should provide
feedback.

DR3: Business model validation should be supported by systems that enable the
entrepreneur to transfer their mental representation of a business model to the external
environment for creating a shared understanding.

Such mental representations of business models are not static but rather emergent
assumptions that evolve through the process of social interaction and feedback [15, 38].
Thus, the creation process of a business model is highly iterative as entrepreneurs
should start a sense-making process again when their assumptions about a desired
business model change [34, 39]. To reduce incongruities in the assumptions of the
business model, entrepreneurs incorporate the feedback from external actors [33].
Validating a business model might therefore need multiple iterations. Thus, systems
that support business model validation should provide two affordances to enhance the
iterative development of an entrepreneur’s business model. First, such systems should
easily allow for the adaption of the business model representation (see DR3); and
second, they should enable the entrepreneur to iterate the process of gathering feedback
and adapting the business model.

DR4: Business model validation should be supported by systems that enable the
iterative development and adaption of the business model representation during the
sense-making process.

Finally, entrepreneurs need to learn from the feedback and integrate the learning
into the reassessment of their business model [35]. The feedback that actors provide
will include specific knowledge or expertise [40] and thus change the information that
is available for the entrepreneur during this emergent process [16]. Such feedback
serves as a form of formative assessment that alters an entrepreneur’s assumptions and
accelerates learning [33, 36]. Thus, feedback-based learning might create a mental shift
that orients the entrepreneur toward a specific direction. However, to facilitate the
process of learning from the supply of extra knowledge through feedback from the
social environment, entrepreneurs need guidance on what to do and how to derive
actions based on this [41]. Systems for business model validation should therefore
support entrepreneurial learning through guidance on how to leverage feedback for the
interpretation and update of an entrepreneur’s assumptions and finally improve future
versions of the business model [34, 38].
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DR5: Business model validation should be supported by systems that enable the
entrepreneur to learn from the results of the sense-making process through guidance
that instructs future entrepreneurial actions.

5.2 Practical Requirements

To complement the theoretical design requirements, we gathered practical requirements
from the problem domain to balance the artifact’s grounding in both theoretical rigor as
well as practical relevance. We therefore derived additional design requirements from
the qualitative interviews with executives of incubators (n = 17) and entrepreneurs
(N = 28) following the data collection approach stated in Sect. 3.

As resource constraints are one of the major problems for early-stage startups, the
interviewees agreed on the theme of time and money as the crucial requirements for the
usefulness of a CBMV systems. The dynamic and fast-changing environment as well as
the limited time that entrepreneurs typically spend within incubators require the col-
lection of feedback as fast as possible. Such rapid feedback was identified as partic-
ularly important to reduce the amount of time for each validation iteration.

DR6: Business model validation should be supported by systems that enable the
entrepreneur to obtain rapid feedback.

Furthermore, limited financial resources are a main reason that hinders entrepre-
neurs to validate their assumptions as they are typically not able to afford multiple
rounds of consultancy, conducting workshops with potential customers, or building a
community around their business idea.

DR7: Business model validation should be supported by systems that enable the
entrepreneur to obtain cost-efficient feedback.

Apart from resource constraints, entrepreneurs are concerned about the competency
of their feedback providers. They demand to obtain feedback from multiple sources
(e.g., customers, investors, consultants) rather than from a single person who might be
biased due to subjective perceptions of the entrepreneur’s business model.

DR8: Business model validation should be supported by systems that enable access to
multiple feedback sources to enhance objectivity.

Finally, one additional requirement derived from the interviews is the heterogeneity
of knowledge among the feedback providers. The interviewees agreed that the con-
vergence of traditionally separated industries (e.g., manufacturing and IT) requires
novel types of business models that might blur traditional industry standards. CBMV
systems should therefore provide access to heterogeneous knowledge to obtain ade-
quate feedback.

DR9: Business model validation should be supported by systems that enable access to
heterogeneous knowledge to enhance the feedback quality (Fig. 2).
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6 Translating Design Requirements into Tentative Design
Principles

Based on the nine design requirements derived from opportunity creation theory and
the qualitative interviews, we continued our research by identifying tentative design
principles for a CBMV system (e.g., [42]). First, we identified design principles by
analyzing literature to identify design-relevant knowledge from previous work, which
helped us to address the identified design requirements. Second, to ground our artifact
in practical relevance, we conducted an expert workshop (n = 7) to justify the tentative
design principles derived from the literature. The participants in the workshop had both
expertise in software engineering to evaluate the usability of the design principles
(DPs) to be implemented in an IT artifact as well as knowledge of the problem domain
(i.e., business model validation) to assess the efficiency of the derived principles to
solve the practical problem (see Fig. 3).

To gain access to social resources that might be used to validate the entrepreneur’s
assumptions quickly and iteratively, using a crowdsourcing platform constitutes a
suitable approach [43]. This approach is based on the findings of previous studies,
which showed that a heterogeneous crowd can assess the value of creative solutions,
such as an entrepreneur’s business model, at a level comparable to that of experts, but
at substantially lower costs [19, 23]. As neither incubators nor entrepreneurs have so far
been able to build a community around their efforts, using existing crowd platforms can
be leveraged through APIs (e.g., Amazon Mechanical Turk) to gain access to hundreds
of thousands of problem solvers [43]. Thus, CBMV systems allow access to huge
crowds to validate an entrepreneur’s business model. This design principle is suitable
due to various reasons. First, it provides a scalable and cost-efficient way for tapping
social resources to obtain feedback. Second, it enables the entrepreneur to provide

Fig. 2. Deriving design requirements
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monetary incentives to ensure participation [22]. Third, creating tasks and retrieving
validation results from individual participators, whose previous ratings by other users
cannot be seen, avoids information cascades [18, 27]. Thus, we suggest:

DP1: Provide the CBMV systems with access to existing crowdsourcing platforms to
provide the entrepreneur access to social resources.

This procedure continues at least until the crowd has the necessary knowledge of
the context in which they validate a business model. Past literature shows that a judge
who is qualified for validating a business model is also an expert in the respective
context [44, 45]. Such appropriateness then results in a higher ability to provide
valuable feedback. This enables the prediction of the potential future success of a
business model even in highly dynamic contexts [46]. Therefore, a participant in the
crowd should have two types of expertise to be suitable as a judge and provide more
accurate predictions [45]: demand- and supply-side knowledge. While the first type is
necessary to understand users’ needs and wants explaining the desirability of a business
model, the latter one consists of knowledge on feasibility [47, 48]. Both are necessary
for the crowd to accurately validate an entrepreneur’s business model, which represents
the problem-solution fit. For this purpose, recommender systems that ensure to find a fit
between the expertise requirements for being suitable as a judge and the validation task
have proven to be a suitable approach in crowdsourcing [49]. In particular, expertise
retrieval, which suggests people with relevant expertise for the topic of interest, can be
leveraged to find suitable judges on existing crowd platforms [50].

DP2: Provide the CBMV systems with a recommender system in order that the
entrepreneur obtains access to expertise.

Fig. 3. Design requirements and design principles for a CBMV system
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To apply crowd-based business model validation, entrepreneurs must transfer their
implicit assumptions to the crowd participants for creating a shared understanding.
Business models are mental representations of an entrepreneur’s individual beliefs that
should be made explicit by transferring them into a digital object [51, 52]. In particular,
approaches to transfer such knowledge into a common syntax are required [53].
Therefore, ontologies can be used to leverage knowledge sharing through a system of
vocabularies, which is the gold standard in the context of business models [5]. Previous
work on human cognition showed that the representation of knowledge in such an
object (i.e., digital representation of the business model) should fit the corresponding
task (i.e., judging the business model) to enhance the quality of the crowd’s feedback
[54, 55]. Due to the fact that judging a business model is a complex task, a visual
representation is most suitable as it facilitates cognitive procedures to maximize the
decision quality [56].

DP3: Provide the CBMV systems with an ontology-based, visual business model
representation to transfer an entrepreneur’s assumptions and create a shared
understanding among the crowd and the entrepreneur.

To validate an entrepreneur’s business model, the crowd needs adequate feedback
mechanisms to evaluate the assumptions [18]. From the perspective of behavioral
decision-making, this feedback can be categorized as a judgment task in which a finite
set of alternatives (i.e., business models) is evaluated by applying a defined set of
criteria by which each alternative is individually assessed by using rating scales [57,
58]. In the context of crowd validation, individual ratings can be aggregated to group
decisions [59]. Using rating scales for judging and thus validating an entrepreneur’s
business model is therefore most suitable for improving the quality of crowd evalua-
tions [18, 26]. In particular, elaborated rating scales with multiple response criteria lead
to more consistent results of crowd-based validations [27]. These multi-criteria rating
scales should thus cover the viability and probability of success of a business model by
assessing dimensions, which are strong predictors for the future success, such as the
market, the business opportunity, the entrepreneurial team, and the resources [60].

DP4: Provide the CBMV systems with an elaborated feedback mechanism to enable
the crowd to provide adequate feedback.

As business model validation is an iterative process of adapting the current version
of the business model and validating it again, CBMV systems should aggregate the
results of each validation round to transient domain knowledge to show how the crowd
feedback changes an entrepreneur’s assumptions and how such changes are again
evaluated by the crowd [43]. The accumulation of such knowledge can trigger cog-
nitive processes that restructure the entrepreneur’s understanding of the domain [61].
Learning can occur when entrepreneurs add new information from the feedback to their
existing knowledge and cognitive schemas [62].

DP5: Provide the CBMV systems with an accumulation of domain knowledge by
aggregating the results of the iterative feedback rounds so that the entrepreneur can
learn.
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The feedback from the crowd provides extra knowledge about the validity of an
entrepreneur’s assumptions. To support entrepreneurs in reducing uncertainty and
executing their task of adapting and further developing their business model, the
CBMV systems should provide guidance to facilitate learning from the system [63].
Such decisional guidance, often studied in the context of decision support systems [64],
is a design principle that intends to reduce an entrepreneur’s uncertainty and directs an
entrepreneur’s future actions by structuring decision-making processes under uncer-
tainty [66]. Decisional guidance can either be suggestive (i.e., explicitly recommending
what to do) or informative, “providing pertinent information that enlightens the user’s
choice without suggesting or implying how to act” [64]. This type of guidance provides
information that supports the entrepreneur in reaching a conclusion of what to do. As
the aim of the guidance of a CBMV system is fostering entrepreneurial learning,
informative guidance is most suitable, especially for complex tasks such as adapting
business models [59, 67]. Informative guidance outputs are the result of the crowd’s
judgment and support the entrepreneurs in learning from this additional information by
enlightening the understanding of the social environment’s reaction to their assump-
tions, especially when this feedback adds new perspectives, and lead to more reflective
and deliberate thinking. Such learning may therefore increase the confidence of the
entrepreneurs and develop a greater understanding of the problem domain. The mode
of guidance is dynamic as the system should “learn” from the input of the judgment by
the crowd and provide the guidance on demand when the entrepreneur decides to
iterate the validation process. This mode is particularly effective for improving the
decision quality, the entrepreneurial learning, and the decision performance [68].

DP6: Provide the CBMV systems with dynamic informative guidance so that the
entrepreneur can guide the reactions to the provided feedback and learn.

7 Discussion and Conclusion

In this paper, we investigated tentative design principles for a CBMV systems that
supports business model validation services to provide concrete principles that may
guide the development of an IT artifact to solve a real-world problem. Therefore, we
identified OCT as kernel theory to explain business model creation under uncertainty
and derive five design requirements from this theory. These are complemented by four
additional requirements identified during interviews. Based on findings from literature,
we develop six design principles that match our derived requirements for a CBMV
systems and were validated within an expert workshop (see Fig. 4).

The tentative design principles drawn from literature manifest a potential solution
space of tentative properties that may inform the design of a first prototype.

Our findings provide several contributions. First, we contribute to the body of
knowledge on crowdsourcing and crowd evaluation [e.g. 18–27] by extending these
mechanisms from the evaluation of creative ideas to the uncertain and complex context
of startups business models, where we intend to show that the crowd is also able to
assess the desirability and feasibility of entrepreneurial opportunities. Second, we
provide a design for decision support systems based on collective intelligence. We
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show that using this approach enables academia and practice to extend decision support
services to the context of entrepreneurship and innovation. Finally, our tentative design
principles provide practical guidance for providers of business model validation ser-
vices, such as incubators, to develop information systems as well as a novel,
crowd-based approach to conduct such services.

Although our research approach of iteratively integrating theoretical insights from
literature and empirical evidence from interviews into the problem domain aims at
enhancing both theoretical rigor and practical relevance, our study has several limi-
tations. While each of our principles has proven in prior research to be valuable in
addressing the requirements, the instantiation into an IT artifact will reveal how the
configuration of these tentative design principles solves a real-world problem. Thus, the
selection of relevant theories for deriving our design principles is not conclusive. While
we believe that focusing on theories of crowd judgment and evaluation for decision
support is most suitable for developing design principles for a CBMV systems, the
consideration of other theoretical knowledge may have led to a different collection of
design principles. With further research, we will therefore leverage the outlined design
principles for instantiating them into an IT artifact. These design principles will then be
evaluated in a real-life setting of a business model competition in which we will focus
on quasi experimentally evaluating the validity of the crowds’ feedback, time and cost
efficiency as well as entrepreneurs' perceived learning effects.
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Abstract. Extant research gives rise to the notion of business-model-based
management that stresses the pivotal role of the business model concept in
organizational management. This role entails a shift in research from predom-
inantly examining business model representation to the use of the business
model concept in the design of management methods. In designing respective
management methods, managers need to not only account for the business
model concept, but also consider the characteristics of the emerging business
environments in which business models are devised. To this, our study guides
the design of business-model-based management methods through exploiting
service-dominant logic, a theoretical lens that conceptualizes the emerging
business environment. By means of design science research, this study develops
four design principles for business-model-based management methods namely,
ecosystem-, technology-, mobilization-, and co-creation-oriented management.
This study also articulates the principles’ rationale and implications and dis-
cusses their contribution in achieving business-model-based management.

Keywords: Design principles � Business model (BM) � Business-model-based
management (BMBM) � Service-dominant (S-D) logic � Design science research
(DSR)

1 Introduction

“The rise of globe-spanning service-based business models has transformed the way the world
works” [1, p. 665].

Seminal marketing studies [2–4] highlight a paradigmatic shift in economic exchange
from a goods-dominant (G-D) to a service-dominant (S-D) logic. S-D logic moves the
spotlight of economic exchange and value creation from a single organization to a
broader actor-to-actor network—comprising competitors, suppliers, partners, regula-
tors, and customers—in which an organization operates (network-centric focus).
Moreover, S-D logic stresses that tangible goods (products and services) are no longer
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the sole object of exchange, but also associated or stand-alone intangible offerings in
which the extent of information content is high (information-centric focus). In addition,
S-D logic emphasizes a shift in the outcome of economic exchange, from features and
attributes of goods to the value that is co-created (experience-centric focus) [5]. Pivotal
to S-D logic is that value is determined by the quality of a value-in-use experience and
not by the quality of goods’ value-in-exchange [6, 7]. For instance, Hilti, a global
market leader for professional drilling and mounting technologies, has initiated its shift
to S-D logic with a first step of selling drilling equipment utilization (value-in-use, S-D
logic) instead of selling drilling equipment (value-in-exchange, G-D logic).

The shift from G-D to S-D logic requires re-thinking the way economic exchange is
executed and eventually the way value for customers is co-created. Therefore, while
realizing such a shift, the most immediate and fundamental effect in organizational
practice is on an organization’s business model (BM). BMs conceptualize the core
business logic of an organization describing the rationale of how an organization
creates, proposes, delivers, and captures value [8]. For instance, Swiss Federal Rail-
ways has started re-arranging its BM to become a mobility service integrator instead of
a mere mobility service provider. As such, instead of providing station-to-station ser-
vice, it offers a door-to-door mobility service through orchestrating the mobility
ecosystem in a network of various mobility providers. This endeavour requires
understanding, designing, and managing actor-to-actor and service-based BMs, which
has become a strategic imperative and focal subject for managing organizations
[1, 9–11].

The study at hand investigates the design of business-model-based management
(BMBM) [12, 13] methods to achieve the above-discussed shift. These methods use the
BM concept to structure organizational units and actors, employ the boundary-
spanning aspects of the BM concept (i.e., provider and customer interfaces), and align
operations within and across organizations [12, 13]. Our study is in fact motivated by
the lack of guidance on designing BMBM methods. Our research hence seeks to
answer the following question: What are design principles guiding the design of
BMBM methods to eventually account for and realize an S-D logic?

Even though prevalent BM research lays emphasis on uncovering the BM
concept/terminology [14], BM structure [15], and BM management process [16],
guidance on the design of BMBM methods is lacking [17]. To this end and owing to
S-D logic’s distinctive conceptualization on value co-creation, we employ S-D logic as
a kernel theory [2–4] and derive a set of design principles for BMBM methods.

The remainder of this paper is structured as follows. Section 2 presents the
state-of-the-art of BM research and the theoretical background of S-D logic. Section 3
explicates the employed research methodology and its instantiated activities. Section 4
reports the four design principles offered to guide the design of BMBM methods.
Section 5 discusses the developed principles and provides concluding remarks.
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2 Research Background

In seeking for drawing on and integrating in the extant business model (BM) and
service-dominant (S-D) logic research, in this section we briefly synthesize existing
knowledge and position our study.

2.1 State-of-the-Art: The Business Model Concept

Management research and practice has witnessed an ever-growing interest in the BM
concept and perspective whose unique properties and effects are becoming fundamental
in understanding and guiding organizational management [17]. Even though definitions
still vary, extant research has adopted the notion of BM as a way of grasping the core
business logic of an organization and describing its rationale in creating, proposing,
delivering, and capturing value [8]. As such, management research theorizes the BM
concept as an emerging unit of analysis that emphasizes a system-level, holistic
approach to explain how organizations “do business” [14]. Prevalent BM research
mainly lays emphasis on the BM concept/terminology (i.e., definitions and scope) [14],
BM structure (i.e., forms, components, value system, actors and interaction, and
innovation) [15], and BM management process (i.e., design, implementation, operation,
change and evolution, performance and controlling) [16].

The BM concept/terminology has been predominantly investigated in IS research so
that IS scholars discuss the concept’s broad diversity as well as ambiguity of its
understandings, uses, and positions in the organization [18, 19]. More recently, IS
research has shed light on the BM concept in various IS phenomena such as BMs in IT
industries and IT-enabled or digital BMs [20]. Regarding BM structure, IS research
engages in the ongoing discourse on the BM’s ontological constituents [19, 21].
A prominent example is Osterwalder et al.’s [19] proposition for an ontology to
describe a BM. Peters et al. [21] also propose a morphological box for the analysis,
description, and classification of IT-enabled service BMs. Regarding BM management
process, IS research is particularly interested in frameworks for BM management [13],
IT support for BM design and management [22], and the design of IT platform
BMs [23].

Recently, management research has started underscoring the pivotal role of BM in
the management of organizations [14, 17, 24–26]. Such a role—underserved in extant
research [27]—goes beyond understanding, designing, or managing a single or mul-
tiple BMs, which is predominant in the existing research discourses. Instead, it
emphasizes the BM concept as a crucial perspective and a means to manage the entire
organization. This novel role has been recently reflected on the notion of business-
model-based management (BMBM) [12] as a way of developing management methods
that draw on the BM concept to holistically plan, organize, direct, and control the
structure and dynamics of an organization [13]. While organizations mainly leverage
BMs in an innovation context to ensure the economic viability of new products and
services [1, 22], the BM concept’s potential to manage organizations over their entire
life cycle [28] is widely ignored. As such, BMBM aims to adopt the BM concept in
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management methods to eventually guide practitioners in constructing and maintaining
their organizations’ business logic [12, 13].

We underscore the distinction between BM management and BMBM methods.
While the former refers to designing and managing one or multiple BMs, the latter
employs the BM concept as a means to manage an organization and to increase
organizational performance. As such, BMBM methods are different from BM man-
agement in that BMBM methods (i) facilitate strategy implementation; (ii) employ the
BM concept as a holistic, boundary-spanning management framework; (iii) structure
organizations and their units guided by a BM representation; (iv) facilitate a common
ground for communication; and (v) align different BMs vertically within organizations
and horizontally across cooperating organizations to increase business success [12, 27].
Notwithstanding the relevance of BMBM methods, practitioners still struggle with
designing such methods due to their novelty and ambiguity [12]. Therefore, the main
outcome of this study is a set of design principles guiding the design of BMBM
methods.

2.2 Theoretical Background: A Service-Dominant Logic Perspective

The notion of service is researched in both service science and S-D logic, both of which
developed in parallel but independent from each other [29, 30]. They have in common
the premise that value occurs when heterogeneous actors work together for mutual
benefit, the key being orchestration of these actors for effective service provision
[1, 30]. However, while service science seeks to understand and design innovative
services under abstract philosophical assumptions [31, 32], S-D logic seeks to establish
a unified theoretical foundation as a potential perspective on service science [30].
Owing to their relevance, both service science and S-D logic are present in IS research.
While service science has long been discussed and used in IS research [31, 33], IS
scholars have recently started to introduce and employ S-D logic in investigating IS
phenomena [5, 34]. We opt for S-D logic over service science since (i) it offers a
penetrative conceptualization of the emerging business environments in which BMBM
methods are devised; and (ii) it provides a well-defined and unified theoretical basis
through which the design of BMBM methods can be informed and guided.

S-D logic is rooted in marketing research, where it gained momentum since its
inception by the landmark study of Vargo and Lusch [2], followed by further
amendments [3, 4]. We synthesis knowledge on S-D logic on four levels, which reflect
its descriptive and prescriptive nature (see Fig. 1).

S-D logic has been introduced through descriptive theoretical assumptions, which
are formulated as meta-theoretical foundations of S-D logic (Level I) [5, 35]. Sub-
sequently, scholars captured these foundations in a set of S-D logic’s foundational
premises to explicate S-D logic’s worldview (Level II) [2–4]. Later, scholars captured
managerial implications of S-D logic’s theoretical foundations in real-world practices.
This endeavour resulted in a set of derivative propositions that inform practitioners on
how to compete in an S-D logic orientation (Level III) [36]. Levels I to III are offered
by seminal S-D logic literature. They provide descriptive knowledge to explicate S-D
logic with an increasing degree of applicability in practice. Drawing on these three
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levels, we position our study as one step further in translating S-D logic’s descriptive
basis into prescriptive means in our phenomenon of interest. The central outcome of
this design science research (DSR) is thus prescriptive knowledge in the form of design
principles for BMBM methods (Level IV). Emphasizing the move from descriptive to
prescriptive knowledge, Fig. 1 summarizes these levels; each of which is briefly
explained below. Further, building on the seminal S-D logic studies, Table 1 shows the
relation between constituents of Level I, II, and III.

Scope and Contribution of This Study
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Level

Level IV
Artefact

Level

S-D logic is grounded in and derived from four meta-
theoretical foundations namely, actor-to-actor 
networks, resource liquefaction, resource density, and 
resource integration.

S-D logic proposes a set of foundational premises to 
develop and formalize a comprehensive conceptual 
foundation of S-D logic. 

S-D logic proposes a set of derivative propositions that 
inform practitioners on how to compete through service.

S-D logic, as a kernel theory, and its derivative 
propositions, as a basis, inform design principles for 
business-model-based management methods.

Level Constituents Explanation

Fig. 1. Service-dominant logic: from descriptive to prescriptive knowledge

Table 1. Service-dominant logic: the relations between meta-theoretical foundations, founda-
tional premises, and derivative propositions (with relations in brackets)

Meta-theoretical foundations
(MFs) [5]

Foundational premises (FPs)
[2–4] in association to MFs [5]

Derivative propositions [36] in
association to FPs [2–4]

MF1 (Actor-to-Actor-
Networks). S-D logic draws on a
network-centric actor-to-actor
generalization

FP1. Service is the fundamental
basis of exchange (MF1)

DP1. Competitive advantage is a
function of how one firm applies
its operant resources to meet the
needs of the customer relative to
how another firm applies its
operant resources (FP1, FP4)

FP2. Indirect exchange masks the
fundamental basis of exchange
(MF1, MF3)

DP2. Collaborative competence is
a primary determinant of a firm’s
acquiring the knowledge for
competitive advantage (FP4,
FP9)

MF2 (Resource Liquefaction).
S-D logic draws on the

FP3. Goods are distribution
mechanisms for service provision
(MF3)

DP3. The continued ascendance
of IT with associated decrease in
communication and computation

(continued)
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Table 1. (continued)

Meta-theoretical foundations
(MFs) [5]

Foundational premises (FPs)
[2–4] in association to MFs [5]

Derivative propositions [36] in
association to FPs [2–4]

decoupling of information from
its related physical form or device

costs, provides firms opportunities
for increased competitive
advantage through innovative
collaboration (FP6, FP8)

FP4. Operant resources are the
fundamental source of strategic
benefit (MF2)

DP4. Firms gain competitive
advantage by engaging customers
and value network partners in
co-creation and co-production
activities (FP6, FP9)

MF3 (Resource Density). S-D
logic draws on an effective and
efficient mobilization of
contextually relevant knowledge

FP5. All economies are service
economies (MF1)

DP5. Understanding how the
customer uniquely integrates and
experiences service-related
resources (both private and
public) is a source of competitive
advantage through innovation
(FP6, FP8, FP9)

FP6. Value is co-created by
multiple actors, always including
the beneficiary (MF1, MF4)

DP6. Providing service
co-production opportunities and
resources consistent with the
customer’s desired level of
involvement leads to improved
competitive advantage through
enhanced customer experience
(FP6, FP8, FP9)

MF4 (Resource Integration).
S-D logic draws on the view that
all social and economic actors as
resource integrators

FP7. Actors cannot deliver value
but can participate in the creation
and offering of value propositions
(MF1)

DP7. Firms can compete more
effectively through the adoption
of collaboratively developed,
risk-based pricing value
propositions (FP6, FP7)

FP8. A service-centered view is
inherently beneficiary oriented
and relational (MF4)

DP8. The value network member
that is the prime integrator is in a
stronger competitive position. The
retailer is generally in the best
position to become the prime
integrator (FP1, FP4, FP9)

FP9. All social and economic
actors are resource integrators
(MF1, MF4)

DP9. Firms that treat their
employees as operant resources
will be able to develop more
innovative knowledge and skills
and thus gain competitive
advantage (FP4)

FP10. Value is always uniquely
and phenomenologically
determined by the beneficiary
(MF4)

FP11. Value co-creation is
coordinated through
actor-generated institutions and
institutional arrangements (MF1,
MF4)
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Meta-theoretical Foundations (Level I). On a meta-theoretical level, S-D logic is
grounded in four meta-theoretical foundations namely, actor-to-actor networks, re-
source liquefaction, resource density, and resource integration [5]. Actor-to-actor-
networks emphasizes a shift from one-way process of value exchange in traditional
supply chains (i.e., neoclassical industrial perspective) to a collaborative process of
value co-creation in service ecosystems (i.e., network-centric perspective). Resource
liquefaction describes the shift from information coupled to physical matter to digi-
tized, decoupled, and more useful information. Resource density emphasizes a shift
from ineffective /-efficient mobilization of resources for integration at a given time and
place to mobilization of an ideal combination of relevant resources in the most
effective/efficient way for a particular situation. Resource integration underscores a
shift from the production of fixed asset goods to the integration of specialized resources
into complex services.

Foundational Premises (Level II). On a theoretical level, Vargo and Lusch proposed
[2]—and further made amendments on [3, 4]—a set of foundational premises (FPs) for
S-D logic to distinguish it from G-D logic. This effort has culminated in eleven FPs [4],
which explicate the ontological basis of S-D logic and which are related to S-D logic’s
meta-theoretical foundations (see Table 1). Overall, in promoting foundational pre-
mises, S-D logic re-conceptualizes service (the process of applying specialized com-
petencies for the benefit of and in conjunction with another actor), exchange (not the
exchange of outputs but the exchange of the performance of specialized activities),
value (occurs when the offering is useful to service beneficiary), and resource (anything
an actor can draw on for support) [5].

Regarding resource, S-D logic distinguishes operand and operant resources.
Operand resources refer to tangible, static, and passive components of goods that actors
employ to obtain support [2]. In S-D logic, they are seen as “vehicles for service
provision, rather than primary to exchange and value creation” [37, p. 374]. Con-
versely, operant resources refer to intangible, dynamic, and active resources (e.g.,
human knowledge, skill, and experience) that act on other resources [2]. In S-D logic,
operant resources have a pivotal role since they are seen as “the fundamental source
of competitive advantage” [3, p. 7]. S-D logic perceives information technology
(IT) artefacts as both operand and operant resources as they not only facilitate service
exchange among actors, but also trigger value co-creation activities and processes [5].

Regarding value, recent literature [29, 38] extracts co-production and value-in-use
as the primary theoretical constructs of value. In co-production, value accrues through
mutually integrating the organization’s, partners’, and targeted customers’ resources
before the service usage time [39]. Conversely, in value-in-use, value accrues through a
process of consumption during the actual usage time by the customer [38].

Derivative Propositions (Level III). On a managerial level, building on foundational
premises (FPs) of S-D logic [4], Lusch et al. [36] derive nine propositions as the
practical implications of the FPs to inform practitioners on how to compete in the real
world with an S-D logic orientation (see Table 1). As a practical approach, the
derivative propositions’ overall theme is to more successfully innovate and compete
through service thinking. The derivative propositions start from the premise that in

Design Principles for BMBM Methods—An S-D Logic Perspective 185



order to “survive and prosper in a networked economy, the organization must learn
how to be a vital and sustaining part of the value network” [35, p. 21].

Artefact (Level IV). As a new level proposed by the study at hand, this level concerns
the development of artefacts that help practitioners exercising the promoted service
thinking by S-D logic. As one step in this level, we draw on Lusch et al.’s [36]
derivative propositions to derive design principles for our phenomenon of interest i.e.,
business-model-based management methods.

Extant research has already started incorporating network- and customer-oriented
views in BM research [17]. While some studies introduce networks and partnerships in
BM representation [40] or emphasize the importance of customers in BM design [6,
41], others lay emphasis on management tool to control the value distribution in joint
value creation [40, 42]. These endeavours demonstrate the ever-increasing importance
of S-D logic’s theoretical constituents in BM research. Nevertheless, the focus of our
study is on the design of management methods, which are informed by the BM concept
and can be applied to realize the shift to S-D logic.

3 Research Methodology

To systematically develop design principles, we opt for Sonnenberg and vom Brocke’s
[43, p. 392] cyclic DSR process, which is extended by Abraham et al. [44]. It represents
a step-by-step and well-structured DSR process to cyclically build and evaluate DSR
artefacts from scratch and independent of the domain of interest. The cyclic DSR
process (i) incorporates a design-evaluate-construct-evaluate pattern; and (ii) includes
the DSR activities namely, problem identification, design, construction, and use fol-
lowed by four distinct corresponding evaluation activities referred to as Eval1 to Eval4.
We employ the cyclic DSR process due to its continuous assessment of the progress
achieved in the DSR process [43, p. 390, 44]. That is, the employed methodology
ensures multiple evaluation episodes throughout a single iteration of a DSR process.
Table 2 summarizes the DSR activities that we conduct to develop our targeted prin-
ciples. In this section, we sequentially explicate how the instantiation of the four stages
has led to design principles for BMBM methods from the perspective of S-D logic.

I. Problem Identification and Eval1. This research has been conducted in adjacency
to an R&D project at SAP, a world leading business software provider [12]. This project
follows a co-innovation format with 20 senior executives of European multi-national
enterprises. It aims at iteratively designing consultancy services and software products
for BM design and innovation. Its application in consulting projects, workshops, and
trainings revealed that although managers are provided with the means to innovate and
develop BMs, they severely struggle in efficiently and effectively designing manage-
ment methods based on the BM concept (PROBLEM IDENTIFICATION). Consequently, we
reviewed extant BM literature, which uncovered a lack of understanding and guiding the
design of BMBM methods. To ensure that the stated problem is not only academically
relevant, but also meaningful for practitioners, we conducted a one-hour focus group
with BM experts and the senior executives. The semi-structured focus group discussion
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revealed that practitioners acknowledge the lack of design guidance for BMBM
methods in dealing with the contemporary business environment (EVAL1).

II. Design and Eval2. After EVAL1 we opted for S-D logic as a kernel theory. We
reviewed prevalent S-D logic literature1 to inform two major design decisions. First,
drawing on seminal S-D logic studies [2–5], we logically reason that S-D logic is an
appropriate perspective on BMBM methods because S-D logic explicates how an
organization ought to “do business” and compete [1]. Second, S-D logic has been
formulated on a meta-theoretical [5], theoretical [4], and managerial [36] level (see
Sect. 2). However, extant research underserves a prescriptive guidance in applying S-D
logic, in general, and in designing BMBM methods from an S-D logic perspective in
particular. Therefore, we opted for deriving design principles, as an appropriate DSR
artefact [47, 48], for BMBMmethods from S-D logic’s nine derivative propositions [36]
(DESIGN). These two design decisions, the derivative propositions (as kernel theory) and
design principles (as DSR artefacts), were evaluated in a 90-min demonstration with BM
experts and five executives of major European multi-national enterprises (EVAL2). EVAL2
revealed that linking S-D logic and the BM concept is timely, relevant, and useful. This

Table 2. The applied build and evaluation activities of the cyclic DSR process in our design
principles development [adapted from 43, 44]

Activity Purpose of Activity Applied Method Output
1.1. PROBLEM 
IDENTIFICATION

Selecting and formulating 
a problem

Review of a Practi-
tioner Initiative

Justified Problem Statement:
Practitioners lack guidance to efficiently and effec-
tively design business-model-based management 
methods.

1.2. EVAL1 Ensuring that the stated 
problem is meaningful

Literature Review,
Focus Group

2.1. DESIGN Constructing an artefact 
design for the stated prob-
lem

Literature Review,
Logical Reasoning Validated Design Specification:

Employing S-D logic and drawing on its nine deriva-
tive propositions to derive design principles for busi-
ness-model-based management methods.

2.2. EVAL2 Showing that an artefact 
design progresses to a so-
lution of the stated prob-
lem

Logical Reasoning, 
Demonstration

3.1. CONSTRUC-
TION

Constructing a prototypi-
cal artefact instance

Expert Workshop, 
Logical Reasoning Validated Artefact Instance in an Artificial Setting:

Validating the prototypically constructed design prin-
ciples against practitioners’ requirements as well as 
the BM concept.

3.2. EVAL3 Demonstrating if and how 
well the artefact is de-
signed 

BM Expert Interview

4.1. USE Constructing a complete 
artefact instance

Literature Review,
Logical Reasoning Validated Artefact Instance in a Partially Natural-

istic Setting:
Validating the fully-constructed design principles
with real users. 

4.2. EVAL4 Showing that the artefact 
is both applicable and use-
ful in practice

Focus Group

1 We include relevant studies on S-D logic that are published in world leading marketing journals.
Precisely, we include eleven marketing journals that are ranked (world) leading (tagged with *) by at
least one of the ratings included in the 57th Harzing Journal Quality List (2016). We search in the
Business Source Premier database employing the EBSCOhost search engine since S-D logic’s
inaugural year 2004 [2]. The 30 selected papers have the phrases “service-dominant”, “service
logic”, or “dominant logic” in title, abstract, or keywords. In addition, we include studies on and/or
using S-D logic that are published in the AIS basket-of-eight journals. This adds another 15 papers,
most of which are part of the MISQ special issues on “Service Innovation in the Digital Age” [45]
and on “Co-creating IT Value” [46].
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is because, first, the BM concept—alike S-D logic—is inherently focused beyond the
organization and concerns its network comprising suppliers, strategic partners, cus-
tomers, competitors, and regulators [14, 15]. Second, in designing and implementing
service-based business, the BM concept has been adopted as an immediate reflection
and realization of S-D logic in real-world organizational practices [1, 49, 50].

III. Construction and Eval3. The design principles were then prototypically con-
structed. This process was kicked-off by an expert workshop comprising three of the
software provider’s BM experts, two of which are co-authors of the study at hand. The
expert workshop participants discussed in-depth why, whether, and how design prin-
ciples can be derived from S-D logic’s nine derivative propositions [36] (CONSTRUC-

TION). To validate and improve the initial design principle instances in an artificial
setting, another 60 min semi-structured expert interview was conducted with BM
experts unfamiliar with S-D logic. It revealed that the prototypical formulation of the
four initial design principles was immature for the following reasons: (1) too abstract
and non-applicable by managers due to overemphasizing theoretical and abstract S-D
logic language; (2) insufficiently linked with and integrated into the BM concept, and
(3) too unstructured in their presentation. Shortcomings (1) and (2) were addressed by
specifically employing language that practitioners use in reasoning about service and
BMs, and tightly integrating this language to S-D logic and BM thinking. Shortcoming
(3) was addressed by employing a threefold structure for the systematic presentation of
design principles [51, 52] comprising the design principle’s statement, rationale, and
implications (EVAL3).

IV. Use and Eval4. The fourth step of fully constructing and using the final design
principles to evaluate their usefulness and applicability in a naturalistic setting is still in
the process of iterative refinement. To this, we accounted for the three realities (real
tasks, real systems, and real users) [43, p. 396] and conducted a one-hour semi-
structured focus group to discuss and evaluate the use of design principles in the early
stage of designing a BMBM method with potential real users. This discussion com-
prised two BM experts and four executives of major multi-national European enter-
prises. The first iteration of this phase revealed that the initially proposed four design
principles are basically useful, but require further reduction of abstractness and more
fine-granular explication of their implications. This shortcoming was addressed by
explicitly employing vocabulary that the focus group’s attendees deem useful for the
design principles’ purpose (EVAL4).

4 Design Principles for Business-Model-based Management

This section describes the derived design principles for BM-based management
(BMBM) methods, which are informed by the BM concept and can be applied to
realize the shift to S-D logic. Our intent here is not only to capture the general design
guidance for BMBM methods, but also to illustrate their implications in organizations.
Table 3 summarizes the four design principles. Each principle is discussed in detail
following a tripartite structure comprising the design principle’s statement, rationale,

188 M. Blaschke et al.



and implications [51, 52]. We use the notion Pn to refer to the nth derivative propo-
sition of S-D logic [36, p. 8] and present the respective proposition in italics.

4.1 Principle #1: Ecosystem-oriented Management

Statement. BMBM methods leverage the BM concept to facilitate an efficient and
effective orchestration of mostly loosely coupled social and economic actors in service
ecosystems regarding their specific actor roles.

Rationale. Per S-D logic, collaborative competence is a primary determinant of a
firm’s acquiring the knowledge for competitive advantage (P2). As a part of the BM
concept, an organization’s network model (i.e., suppliers, partners, customers, and
competitors) [17] helps understand the specific actor roles in a service ecosystem.

Moreover, P7 tells us that firms can compete more effectively through the adoption
of collaboratively developed, risk-based pricing value propositions. An organization’s
revenue model (i.e., revenue streams and pricing mechanisms) and financial model
(i.e., financing model, capital model, and cost structure model) [17] are essential
component of the BM concept. BMBM methods leverage these to ensure that eco-
nomic risks, costs, and revenues are fairly shared among the multitude of actor roles.
This is a precondition for a service ecosystem to run and evolve in a stable manner.

Table 3. Design principles for business-model-based management methods

Principle Description Association to S-D
logic’s derivative
propositions [36]

Principle 1:
Ecosystem-oriented
management

BMBM methods should account (i) for orchestration of
specific actor roles in a service ecosystem; (ii) for
positioning of an organization’s role as focal
orchestrator in a service ecosystem; as well as (iii) for
sharing of economic risks, costs, and revenues among a
multitude of various actor roles in a service ecosystem

P2, P7, P8

Principle 2:
Technology-oriented
management

BMBM methods should account (i) for the application
of digital infrastructures; (ii) for decoupling
informational assets from products and facilitate their
commercialization; as well as (iii) for driving value
creation through digital channels and digitally enhanced
customer relationships

P3

Principle 3:
Mobilization-oriented
management

BMBM methods should account (i) for the mobilization
of operant resources; (ii) for uncovering and utilizing
internal knowledge for new fields of business; as well as
(iii) for identifying and activating operant resources of
partners and customers in the service ecosystem

P1, P4, P9

Principle 4:
Co-creation-oriented
management

BMBM methods should account (i) for customer
involvement, enhancing value-in-use and sustaining
their engagement; (ii) for reflecting on value co-creation
through customer journeys as dynamic interaction; as
well as (iii) for recalibrating service bundles to optimize
customer experience

P4, P5, P6
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Finally, we learn from P8 that the value network member that is the prime inte-
grator is in a stronger competitive position. This proposition first and foremost points
to the leading role of the prime integrator in the service ecosystem. Beyond, it concerns
the roles of all its members as a function of the prime integrator’s BM. Consequently,
BMBM methods consider the distribution of power within a service ecosystem in the
organization’s BM to strengthen its position or become a prime integrator.

Generally, S-D logic underscores that economic exchange always takes place in
actor-to-actor networks [5]. Dynamic and co-evolving communities of diverse actors
jointly determine the BM to create and capture new value through both collaboration
and competition. While in G-D logic value creation is mainly understood as taking
place in the single organization, the very locus of value (co-)creation becomes
increasingly diverse and complex in S-D logic’s actor-to-actor network orientation.
G-D logic considers partners only as resource suppliers, while the central role of
customers as value co-creators is ignored. Zott and Amit [24] already pointed to the
fundamental role of the BM concept for orchestrating service ecosystems, and, more
recently, Leminen et al. [53] have emphasized the role of BMs as a unique means for
materializing the opportunities of digital service ecosystems. Prominent BM repre-
sentations consider service ecosystems implicitly so that the network character only
becomes apparent in the interfaces of the focal organization to its immediate partners
and customers. However, multi-sided BMs evident in the service economy require
more complex network representations. Such network-based BM representations are to
guide an ecosystem-oriented management to reflect S-D logic’s actor-to-actor network
orientation.

Implications. (1) Management methods make use of BM concept to extend their
management focus from processes, activities, resources, and practices within their own
organization to the coordination and governance of entire service ecosystems; (2) BMs
are employed to enable planning and facilitating value co-creation by establishing a
variety of roles associated to different actors in the network (e.g., service offeror,
service beneficiary, ideator, designer, and intermediary).

4.2 Principle #2: Technology-oriented Management

Statement. BMBM methods leverage IT to increase the efficiency and effectiveness of
BMs’ function by decoupling physical matter and informational assets, by capturing
and sharing data, and by facilitating economic and social interaction.

Rationale. S-D logic advises that the effective application of operant resources is “the
fundamental source of competitive advantage” [3, p. 7]. This is particularly true for
digital resources. S-D logic emphasizes that the continued ascendance of information
technology with associated decrease in communication and computation costs, pro-
vides firms opportunities for increased competitive advantage through innovative
collaboration (P3). This proposition reflects the growing importance of IT due to its
prominent role in digital innovation [54]. Through the ascendance of IT, information is
no longer embedded in physical matter or devices. Conversely, it can be decoupled and
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shared independent of the cost and time of physical transport. The BM concept is a
means for materializing such opportunities of digitalization [8] through comprising IT
in the design, commercialization, and monetarization of service [45]. Management
methods should assume such a growing entwinement of business and technology. This
is reflected in overhauled BMs, with technology-enabled value propositions at their
core, based on the opportunities of digital infrastructures [55–57]. The design principle
of technology-oriented management is consistent with service science, emphasizing the
fundamentally changed role of IT [5] that enables a multitude of novel and complex
service-based BMs [1] to utilize the opportunities of the networked service economy.

Implication. (1) Management methods incorporate IT and digital resources to design
innovative value propositions comprising operant resources (e.g., data, information,
knowledge, experience, skills); (2) they particularly focus on the decoupling of
information and matter, the de-linking of ownership and value creation, and the sys-
tematic use of IT as means to achieve collaborative competence; (3) they consider
digital infrastructure as means to co-create value in service ecosystems.

4.3 Principle #3: Mobilization-oriented Management

Statement. BMBM methods facilitate the access to relevant internal (e.g., employees)
and external (e.g., partner) resources and constantly question and renew the existing
BM. BMBM methods facilitate resources’ mobilization, and consider their combina-
tion in the most effective and efficient way for the particular service context.

Rationale. S-D logic states that competitive advantage is a function of how one firm
applies its operant resources to meet the needs of the customer relative to how another
firm applies its operant resources (P1). The access to particular operant resources
enables organizations to differentiate from competitors. Resources are an essential
component of the BM, which relates them to the organization’s core activities and
considers their contribution to the value proposition.

Moreover, P4 explains that firms gain competitive advantage by engaging cus-
tomers and value network partners in co-creation and co-production activities. Such
co-creation and co-production is mainly facilitated by the resources that partners and
customers contribute. The BM concept reflects the availability of resources and thus
enables the reflection on how they can be mobilized from and to pivotal actors. We
refer to resource mobilization as “extending the access to and the use of resources” [31,
p. 4]. There is also a relation to previous design principle because digital technologies
help mobilize slack resources of partners and customers’ resources.

Turning to internal resources, S-D logic asserts: Firms that treat their employees as
operant resources will be able to develop more innovative knowledge and skills and
thus gain competitive advantage (P9). BMs consider these internal resources but
mostly those that are actively used. Latent resources are often neglected despite their
potential for future business and provide a main target of internal resource mobiliza-
tion. In this vein, BMBM methods constantly revisit the existing BM in that they
employ partners’ and customers’ (external) as well as employees’ (internal) operant
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resources to create new business. Another major reservoir for new business lies in the
mobilization of operant resources that could not be used due to high transaction or
coordination costs in the past. S-D logic motivates to see operant resources as enabler
for new business. For instance, Airbnb and Uber make use of the partners’ unused
apartments, vehicles, and workforce. However, the potential is much larger than these
examples.

Implication. (1) Management methods aim at the identification of available but so far
mostly unused internal and external resources; (2) they reflect on the utilization of
digital technologies to make these resources accessible to be utilized for value
co-creation purposes; (3) they use this overview of available resources to analyse the
organization’s respective advantage in comparison to competitors.

4.4 Principle #4: Co-creation-oriented Management

Statement. BMBM methods leverage the BM concept to establish, extend, and
manage the partner and customer interactions rather than to produce goods which are
exchanged in a singular transaction. BMBM methods aim at encouraging co-creation
interactions by reconciling value propositions, customer relationships, and interaction
channels.

Rationale. This principle refers to the core insight of S-D logic that firms gain com-
petitive advantage by engaging customers and value network partners in co-creation
[…] activities (P4). Such value co-creation allows for longer and more intensive
interaction between actors (value-in-use) than via the traditional production and
delivery of goods (value-in-exchange). The idea of servitization, that is, the replace-
ment of offering of products by related but often more effective services, is the perfect
paragon in this respect. BMs consider the respective elements for interaction and can
therefore be used to systematize the interaction.

Turning particularly to the customer side, understanding how the customer uniquely
integrates and experiences service-related resources (both private and public) is a
source of competitive advantage through innovation (P5). BMs use value proposition
and customer journeys [58] to understand the way customers use services in an inte-
grated way, which helps better design combined services and better address the par-
ticular customer context.

A final aspect in this respect is that providing service co-production opportunities
and resources consistent with the customer’s desired level of involvement leads to
improved competitive advantage through enhanced customer experience (P6). In
addition to the previous two propositions, P6 points to the motivation of customers to
take part in value co-creation processes and activities. BMs consider such motivations
in customer journeys, in which they analyse the specific interaction with customers,
reflecting on their thoughts and motivations to engage in such interactions.

Whilst economic actors have always integrated their resources, most of this inte-
gration took place inside organizations. Recently pervasive digitalization of organi-
zational life has led to massive integration of resources beyond organizational
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boundaries, which expands the integration over the organizational boundaries [5, 34,
45]. One of the central advantages of such value co-creation is that it allows companies
to address customer needs in the most efficient way. For example, car sharing does not
only entail making a car available, but also requires to place the most suitable car at the
right time at the right place at the optimal disposal of customers. Services that provide
such information do not necessarily belong to the car provider. Management methods
that use the BM concept to improve the value-in-use can take advantage of the
opportunity of today’s service economy.

Implication. (1) Management methods analyse the customers’ objectives and their
available resources to facilitate the interaction in the business ecosystem with the goal
to enhance customers’ value-in-use; (2) to this end and in arranging the tripartite of
value propositions, customer relationships, and channels of interaction, management
methods aim at the optimal interaction with customers and partners to obtain the most
desirable combination of resources for a contextually required service; (3) based on
BM tools such as customer journeys, BMs move away from static value propositions to
dynamic interaction designs to elaborate how customers can be engaged in value
co-creation and what their motivation is to do so.

5 Discussion and Conclusion

The central outcome of this design science research is prescriptive knowledge in the
form of four design principles namely, ecosystem-, technology-, mobilization-, and co-
creation-oriented management. The offered design principles guide the design of
business-model-based management (BMBM) methods. The principles are built upon
service-dominant (S-D) logic’s derivative propositions [36]—representing managerial
implications of S-D logic—and grounded in the business model (BM) concept. As
such, the offered principles account for S-D logic and the BM concept to reflect the
most foundational aspects that contemporary organizations have to consider in their
management methods to compete and prosper in a networked, digital service economy
[59]. The underlying assumption is that organizations that abide by the offered prin-
ciples in designing their BMBM methods would effectively compete through service
BMs [36].

Contribution. The study’s theoretical contribution is twofold. First, it contributes to
BM research in using the BM concept to advance management methods. While extant
BM research predominantly lays emphasis on the BM’s concept [15], terminology [14],
structure [15], representation [60], and management process [16], we use the concept of
BM in designing management methods. Such BM-based management methods—
particularly those designed following the offered principles—spotlight (1) the logic of
business ecosystems beyond traditional supply and value chains; (2) the pivotal role of
information technology as facilitator of novel business logics; (3) operant resources as
the fundamental source of competitive BMs; and (4) the processes and activities
underpinning value co-creation among actors in the business ecosystem. Second, the
extant S-D logic research is dominated by theoretical discourses and lacks factual
implications in the real-world organizational practices [61–63]. This research
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contributes to S-D logic literature in going one step further in expanding S-D logic
beyond the realm of philosophy and theory (see Fig. 1). Thus, we employ S-D logic’s
descriptive knowledge base to derive principles as applicable knowledge to guide the
design of BMBM methods (i.e., prescriptive knowledge).

Implications. Researchers, through the proposed principles, are offered four key
themes to more precisely understand antecedents, manifestations, and consequences of
novel socio-technical phenomena, such as service-based BMs [1], digital infrastructure
[56], or service ecosystems [59, 64]. These novel phenomena emerge in the course of a
networked and digital service economy [59] and cause major business and technology
shifts. This research also provides guidance for managers in the design of a particular
class of management methods. Adapting to emergent service and networked economies
in current business environments is both relevant and complex for managers. Through
applying the offered principles, managers can thus more clearly analyse requirements
and design specifications of management methods that adhere to BM and service
thinking. This may be especially useful for organizations during early planning and
implementation phases of BMBM. Using the principles, managers might anticipate
areas of concerns and take appropriate measures in the instantiation of BMBM.

Limitations and Future Research. Interpreting and applying the design principles
should be done cautiously due to this research’s limitations. First, given the
socio-technical nature and the scope of BMBM methods, a naturalistic evaluation
comprising real tasks, real systems, and real users [43, p. 396] is resource consuming.
While a first iteration of such an evaluation has been conducted (see Sect. 3), the
principles’ usefulness can be further enhanced through applying the principles to a
concrete instantiation of a BMBM method in a naturalistic setting [43]. Second, since
the principles remain purposefully abstract for context-independent instantiations of
BMBM methods, they provide limited actionable advice. That is, we propose one step
further in translating S-D logic’s descriptive knowledge base into prescriptive means
for a novel class of management methods (i.e., BM-based). However, we do not
provide detailed guidance on how to exactly design BMBM methods or extend extant
management methods. Consequently, we encourage future research to shed further
light on (i) how to realize the principles’ implications (see Sect. 4) and (ii) the
dynamics and the process of a reorientation in extant management methods toward
BMBM methods. A first actionable step in BMBM can be representing to what extend
a customer co-determines the cost structure, revenue model, and revenue sharing [49,
50]. Moreover, BMBM methods need to represent how an organization’s resources and
processes are integrated into a customer’s resources and processes [49, 50]. Third, the
offered principles are not exhaustive. Given the highly aggregated problem class of
how to methodologically manage an organization, there are complementary theoretical
lenses that help advancing the principles. Drawing on S-D logic’s resource orientation,
resource-based view (RBV) and resource dependence theory (RDT) can be considered
as complementary theoretical bases. Therefore, in advancing the offered principles, we
encourage future research to employ RBV in, for instance, identifying and exploiting
valuable, rare, inimitable, and non-substitutable operant resources inside and outside
the organization [65]. Similarly, prospective research can employ RDT to shed light on,
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for instance, how BMBM methods can help organizations in reducing environmental
interdependence and uncertainty with appropriate BMs [66].

Conclusion. The rise of digital and ecosystemic business leads to new demands in
business management. BMs play an increasingly pivotal role in such business contexts,
which suggests that they are to be placed at the centre of new management methods.
The latter requires a concise set of design principles for designing such methods.
Relying on the descriptive insights by S-D logic on the requirements of a service
business, these design principles deal with the core area of future organizational
management such as orchestrating ecosystems, employing operant resources, novel
logics of mobilizing resources between actors, and re-bundling of resources for novel
value propositions through value co-creation.

Acknowledgements. This work has been supported by the Swiss National Science Foundation
(SNSF).
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Abstract. As the design science research (DSR) paradigm has evolved, several
frameworks and taxonomies have been proposed to aid researchers in under-
standing and applying DSR principles and practices to evaluate the knowledge
produced. This paper attempts to integrate two such efforts, the evaluation
methods taxonomy and the genres of inquiry framework, in an attempt to derive
a more complete evaluation standard. The integration is based on various
knowledge types, using mapping and merging techniques. Doing so results in
three artifacts. The first is the integrated framework which refines the genres of
inquiry framework with six recognized knowledge types (definitional, descrip-
tive, prescriptive, explanatory, predictive, and explanatory and predictive).
Evaluation criteria for each knowledge type emerge from the integration. The
second contribution is a guidance scheme that helps in determining relevant
evaluation criteria, based upon the type of DSR contribution and the role of the
evaluator (DSR researcher, author, reader, or reviewer). Finally, the approach to
the integration, including the integration algorithm, is adaptable to other con-
texts where criteria to evaluate different knowledge types need to be integrated.

Keywords: Design science research � Nomothetic design � Nomothetic
science � Evaluation criteria � Evaluation methods taxonomy � Genres of
inquiry framework � Knowledge types � Mappings � Artifacts � Integrated
evaluation framework

1 Introduction

Many efforts in design science research have focused on analyzing this research
approach to propose ways to effectively carry out meaningful research and to guide
research initiatives. An important aspect of design science research is the evaluation of
the results (e.g., [1]), although there is no generally-accepted, systematic way to do so.
Prat et al. [2], for example, develop a detailed Evaluation Methods Taxonomy for
information systems artifacts, including a hierarchy of criteria, derived from analysis of
existing studies on design science research. The Genres of Inquiry Framework [3] is
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comprised of two dimensions: knowledge goal (design or science), and knowledge
scope (idiographic or nomothetic), from which general evaluation criteria are derived
(based upon general scientific research) for each of the resulting four quadrants. These
two approaches share the common goal of providing specific criteria for evaluation in
design science research. The Genres of Inquiry Framework has a broad scope,
proposing general evaluation criteria for the four combinations of knowledge goal and
knowledge scope. The Evaluation Methods Taxonomy has a more specific scope as it
focuses on the evaluation of artifacts contributed by design science researchers. In other
words, the focus of the Evaluation Methods Taxonomy is on nomothetic design. The
criteria proposed in this taxonomy are at a finer level of granularity than those of the
Genres of Inquiry Framework and are only one among the six dimensions of evaluation
methods for information systems artifacts. Thus, the two approaches are complemen-
tary in the sense that both attempt to provide specific criteria for artifact or knowledge
evaluation in design science research, but differ in terms of scope and level of detail.

Since there is no generally accepted way to carry out the evaluation process in
design science research, integrating these two complementary approaches might lead to
insights on how a more general approach might be developed. The objective of this
research, then, is to explore and integrate these two approaches in an attempt to develop
a more complete set of evaluation criteria from which a set of actionable evaluation
guidelines in design science research could be proposed.

To conduct the research, the integration is carried out by first considering the set of
six types of design science research knowledge proposed by Johannesson and Perjons
[4], to which the criteria can be associated. Then, mapping and merging rules are
developed and applied to integrate the Evaluation Methods Taxonomy with the Genres
of Inquiry Framework. The results highlight missing criteria, which are needed to
develop a more complete set of evaluation criteria.

The mapping and merging results in an integrated evaluation framework, where the
criteria depend on the knowledge type. Some criteria are organized hierarchically and
decomposed into sub-criteria. This paper focuses on the results from the integration of
criteria for nomothetic knowledge. Criteria for evaluating idiographic knowledge could
be integrated following the same principles. Application of the integrated evaluation
framework is facilitated by a guiding scheme that helps to identify relevant evaluation
criteria, based on the type of design science research contribution and the role of the
evaluator. To illustrate, the guidance scheme is then applied to four types of DSR
contributions from articles published in journals from the AIS Senior Scholars’ basket
(www.aisnet.org).

The primary contribution of this research is the integrated evaluation framework. In
addition, the guidance scheme for the identification of relevant criteria is detailed as
well as the integration approach, which includes an integration algorithm.

The next section reviews work in design science research evaluation, the Evalua-
tion Methods Taxonomy, and the Genres of Inquiry Framework. The integration
approach is described in the following section, followed by the results of carrying out
the integration. Then, the insights gained are presented as a new guidance scheme that
considers the knowledge type and actor’s role. This is illustrated by four examples
where the role is that of a researcher. The conclusion summarizes the research and
suggests avenues for future work.
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2 Related Research

We briefly review previous work on evaluation in DSR, focusing specifically on
evaluation criteria. Then, the essence of the Evaluation Methods Taxonomy and the
Genres of Inquiry Framework are presented to identify their complementarities, which
provides the basis for performing the integration.

2.1 Evaluation in DSR

Evaluation is a critical part of design science research [2, 5]. According to Goes [6,
pp. v–vi], a major concern of design science research is to “create knowledge through
meaningful solutions that survive rigorous validations through proof of concept, proof
of use, and proof of value.” As a result, design science researchers need to understand
and apply acceptable criteria to evaluate the outcomes of their research [3].

Traditionally, DSR is decomposed into two activities: build and evaluate [7, 8].
However, artifact building and evaluation are intertwined, with several micro-
evaluations [9] carried out during design. Evaluation is central to the DSR process
presented by Hevner [10]. This process comprises three inter-related cycles: relevance,
design (build and evaluate), and rigor. The DSR methodology of Peffers et al. [11]
comprises an activity dedicated to evaluation. Sonnenberg and vom Brocke [12] dis-
tinguish four different evaluation activities. Each of these four activities has specific
goals, evaluation criteria, and evaluation methods. Some evaluations are carried out
early in the DSR process. The benefit of these early evaluation activities should be
outweighed by their cost [13]. Moreover, coherence should be ensured between the
evaluation activities [14]. In addition to evaluations carried out as part of the DSR
process, retrospective evaluation has been suggested to gain knowledge from both
successful and unsuccessful DSR projects [15].

A Framework for Evaluation in Design Science (FEDS) [1] has been proposed that
encompasses many aspects of evaluation in DSR. It comprises two dimensions: the
purpose of the evaluation (formative or summative) and the paradigm of the evaluation
(artificial or naturalistic). From this framework, evaluation strategies may be defined.
An evaluation strategy is a planned trajectory along the two dimensions of the
framework. There are also steps identified for the evaluation process, including the
choice of the evaluation strategy. However, FEDS is a high-level framework. March
and Smith [7] list some evaluation criteria for the four types of artifacts that they define:
constructs, models, methods, and instantiations. This list does not necessarily aim at
completeness, similarly for that proposed by Hevner et al. [5] and Sonnenberg and vom
Brocke [12]. The criteria by Aier and Fischer [16] draw on those defined by Kuhn [17]
for traditional science, but are specific to design theories. Thus, the literature lacks a
complete list of evaluation criteria for DSR, covering the different types of knowledge
and artifacts. Two systematic approaches to developing criteria for DSR have been
proposed [2, 3] and are reviewed below. These approaches are complementary, in that
one is based on the analysis of existing work on artifact development in design science
research and the other started from the general literature on scientific research. Com-
bining these approaches leads to the derivation of an integrated evaluation framework
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that systematically specifies applicable evaluation criteria for the different types of DSR
knowledge.

2.2 Evaluation Methods Taxonomy

The development of the Evaluation Methods Taxonomy [2] was motivated by the need
to investigate the “what” and the “how” of information systems artifact evaluation.
That is, what the artifacts are, and what the criteria of evaluation are, as well as the
relationship between the “what” and the “how.” By doing so, the research identifies
important relationships between different dimensions of design science research artifact
evaluation. The taxonomy of evaluation methods comprises six dimensions, including
criterion and evaluation technique. The dimension “criterion” proposes a complete
hierarchy of evaluation criteria for information systems artifacts. Based on a systems
view of artifacts, the first level of the hierarchy is formed by the five aspects consti-
tuting the canonical form of systems: goal, environment, structure, activity, and evo-
lution, each of which has criteria, sub-criteria, and sub-sub-criteria.

2.3 Genres of Inquiry Framework

The Genres of Inquiry Framework for design science research [3], recognizes four
modes of reasoning that can exist in design science research as derived from analyzing
the knowledge goals (design versus science) and knowledge scope (idiographic and
nomothetic) in knowledge production. The result is the four genres of idiographic
design (ID), idiographic science (IS), nomothetic design (ND), and nomothetic science
(NS), each of which has its own evaluation criteria.

3 Integration of Evaluation Approaches

The Evaluation Methods Taxonomy is intended to express evaluation methods,
including evaluation criteria, in a systematic way. The focus is on evaluating artifacts
contributed by design science researchers, primarily constructs, models or methods.
This corresponds to the quadrant of nomothetic design in the Genres of Inquiry
Framework. The latter framework has coarse categories. Thus, the Genres of Inquiry
Framework has a broader scope, in that it considers all types of DSR knowledge and
proposes general criteria to evaluate the four types of knowledge (ND, NS, ID and IS).
The Evaluation Methods Taxonomy has a more specific scope, presenting detailed
criteria, and more generally, evaluation methods, for artifacts that are typically con-
structs, models, or methods (ND). Given these complementarities, integrating the
Evaluation Methods Taxonomy with the Genres of Inquiry Framework should result in
a more complete approach to evaluation in DSR, at a finer level of granularity. The
process for integrating these two approaches involves mapping from one approach to
the other. This process requires the following steps: mapping between genres of inquiry
and knowledge types, artifact positioning, criteria mapping, and criteria integration.
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These four steps are detailed and applied below, resulting in an integrated framework of
evaluation criteria organized by knowledge type.

3.1 Step 1. Mapping Between Genres of Inquiry and Knowledge Types

The Evaluation Methods Taxonomy deals mainly with artifact evaluation. The Genres
of Inquiry Framework focuses on knowledge evaluation and characterizes knowledge
by its scope and goal. In order to integrate both evaluation mechanisms, we rely on a
pivot concept based on the knowledge types proposed by Johannesson and Perjons [4].
The authors distinguish six knowledge types: definitional, descriptive, prescriptive,
explanatory, predictive, and explanatory and predictive. These knowledge types are
closely related to the types of theories defined by Gregor [18]. We should note the
distinction between definitional and descriptive knowledge, refining Gregor’s notion of
“theories for analyzing.” For example, the terminological box in an ontology is defi-
nitional knowledge, and the assertion box is descriptive knowledge.

We position the six knowledge types into the four quadrants of the Genres of
Inquiry Framework. We justify this matching by the fact that both structures (quadrants
and Johannesson and Perjons’ [4] categories) represent different knowledge. The
resulting knowledge types are shown in bold characters in Fig. 1 (the rest of the figure

Fig. 1. Towards an integrated evaluation framework: mapping knowledge types and artifact
types to genres
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is explained in Sect. 3.2). Explanatory, predictive, and explanatory and predictive
knowledge pertain to the “science” dimension. The other types of knowledge are
related to design. Each knowledge type is defined at the nomothetic and idiographic
level. There is no definitional knowledge at the idiographic level. Descriptive knowl-
edge at the idiographic level may be considered outside the scope of research. Thus,
this integration results in ten knowledge types.

3.2 Step 2. Artifact Positioning

From the results of step 1, we identify the types of artifacts associated with each
knowledge type. Employing the typology of artifacts proposed by Sangupamba Mwilu
et al. [19], we enrich it to include models generated by quantitative or qualitative
research. We also extend the typology of artifacts by adding classification [20], as
distinguished from the concept of taxonomy. The result of this step is presented in
Fig. 1. The mapping and integration, described below, focuses on the integration of
criteria for knowledge types in the nomothetic quadrants, because the latter deal with
general theories or concepts that cover a set of classes.

3.3 Step 3. Criteria Mapping

First, for each knowledge type, we specify the applicable criteria from the Genres of
Inquiry Framework and from the Evaluation Methods Taxonomy. To decide what
criteria to apply from the Genres Framework, for each knowledge type, we consider the
criteria from the relevant quadrant (as identified by Baskerville et al. [3]) and select the
subset of those that are relevant depending on the knowledge type. To decide what
criteria to apply from the Evaluation Methods Taxonomy (as identified by Prat et al.
[2]), we consider those that are relevant for the artifact types associated to the
knowledge type.

Second, we define the mappings between criteria. When the criteria are the same or
similar (but represented differently), then they are mapped to each other. For example,
generalizability in the Genres Framework is equivalent to adaptability in the Evaluation
Methods Taxonomy. More generally, five types of mappings between concepts are
adopted to perform the mappings: more abstract, less abstract, equivalent, compatible,
and disjoint [21].

Mappings, in general, make explicit a relationship between elements, or set of
elements, of different conceptualizations and/or instantiations [22]. Mappings have
been used in the past to support integration. Choi et al. [23], for example, identify three
broad categories of mappings to support ontology integration. Noy [24] proposes the
use of ontologies and mapping to a common ontology to deal with issues of hetero-
geneity in structured data. A discussion of mapping-based merging, as required in this
research, is found in [25]. The methods focus on the scalability issue when defining
mappings requires a combinatory explosion of two-by-two concept comparison. In our
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context, scalability is not an issue. Thus, we manually completed the mapping matrices
(one per knowledge type). The mapping matrix for predictive knowledge in the
nomothetic science quadrant is shown in Table 1. The applicable criteria from the
Genres Framework are shown in the columns. Those from the Evaluation Methods
Taxonomy appear in the rows.

3.4 Step 4. Criteria Integration

This step is dedicated to the integration of criteria based upon mapping matrices. Based
upon these mappings, the criteria are integrated using the algorithm shown in Fig. 2.
This algorithm enables the integration of the criteria for each mapping matrix in a
systematic and replicable way, defined specifically for this research. The main prin-
ciples underlying the algorithm are: (i) order the five mapping types as follows:
equivalent, more abstract, less abstract, compatible, disjoint; (ii) examine, step by step,
all the mapping types; (iii) merge the equivalent criteria; (iv) transform more abstract or
less abstract mappings into generalization links between criteria; (v) create a common
criterion for compatible criteria; and (vi) remove disjoint links and potential multiple
inheritance cases. Thus, we obtain a unique hierarchy of criteria for each knowledge
type.

Table 1. Mapping matrix for NS predictive knowledge
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Fig. 2. Integration algorithm
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Fig. 2. (continued)
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To further enrich the hierarchies of criteria, we used two other sets of criteria,
complementing those of the Evaluation Methods Taxonomy and the Genres of Inquiry
Framework: the criteria proposed by Weber [26] for evaluating theories in information
systems, and those proposed by Kuhn for general scientific research [17]. Thus, for
each knowledge type, we applied steps 3 and 4 in three successive iterations:

• Iteration 1: map and integrate the applicable criteria from the Genres Framework
and the Evaluation Methods Taxonomy.

• Iteration 2: map and integrate the criteria resulting from iteration 1 and the appli-
cable criteria from Weber [26].

• Iteration 3: map and integrate the criteria resulting from iteration 2 and the appli-
cable criteria from Kuhn [17].

The six resulting hierarchies for the nomothetic quadrants are depicted in Figs. 3
and 4.

Fig. 3. Criteria for knowledge types in the nomothetic science quadrant
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Fig. 4. Criteria for knowledge types in the nomothetic design quadrant
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4 Application of the Integrated Evaluation Framework

We have defined integrated evaluation criteria for nomothetic knowledge in DSR.
From the results of integrating the two approaches, we derive a criteria selection
scheme, the purpose of which is to provide guidance for selecting applicable evaluation
criteria for DSR projects. The overall goal of the guidance scheme is to facilitate,
enrich, and transform the evaluation process. The guidance scheme and its application
to four types of DSR contribution are each illustrated using a published DSR paper.

4.1 Guidance Scheme

Applying the integrated framework requires characterizing the type of DSR contribu-
tion which means placing the research in a quadrant of the framework (at least at a
given moment). Since a quadrant may contain several knowledge types, placement
within a quadrant leads to the selection of a specific knowledge type from among those
in that quadrant.

The framework may be used in different ways, depending upon the roles of the
actors in DSR. We consider the following four roles (stakeholders):

• Researcher: framework helps define a research path for evaluation.
• Author: framework provides a set of criteria to apply in the evaluation.
• Reader: framework facilitates understanding of the research activities.
• Reviewer: framework suggests appropriate criteria for evaluation.

An author is a subtype of researcher and a reviewer is a subtype of reader.
DSR contributions can now be defined as chronological ordered sets of knowledge

types where the evaluation should focus on certain knowledge types in the ordered set.
Summarizing, we provide a guidance scheme for aiding in the definition of an

evaluation. It consists of: (i) defining the knowledge path as illustrated below;
(ii) choosing the focus of the evaluation; (iii) deriving the sets of criteria that may be
evaluated; and (iv) building the corresponding evaluation methods. The detailed
description of the last step is beyond the scope of this paper.

In the next section, we derive four types of DSR contributions, illustrating each
with a published DSR paper. We take the point of view of the DSR researcher. For the
fourth type of DSR contribution, we also illustrate examples of criteria from the point
of view of the reviewer. The proof of concept consists of comparing the criteria
evaluated in the paper with the criteria suggested by our framework. Recall that the
suggested criteria are deduced directly from the knowledge type.

4.2 Application to Four Types of DSR Contributions

Type 1: ND definitional ! ND prescriptive ! ID prescriptive, where the focus of
evaluation is on ND prescriptive.

This path occurs when the researcher: (i) proposes an artifact among (language, con-
cept, meta-model, ontology, taxonomy, framework, classification), belonging to
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definitional knowledge, (ii) proposes an artifact among (methodology, algorithm,
method fragment, guideline, etc.) based on this artifact, generating prescriptive
knowledge, (iii) applies the artifact, generating idiographic prescriptive knowledge.
Moreover, this type is related to the case where the focus of evaluation is on the second
artifact (ND prescriptive).

Arnott [27] perfectly exemplifies this type. He proposes a taxonomy of cognitive
biases (ND definitional) with an evolutionary DSS development methodology that uses
cognitive bias theory as a focusing construct (ND prescriptive). The methodology is
applied to a strategic DSS project (ID prescriptive). The focus of the contribution and
evaluation is the DSS development methodology that uses the taxonomy of cognitive
biases. Arnott [27] evaluated the effectiveness (degree to which the artifact achieves its
goal in a real situation) and the operational feasibility (integration of the artifact in the
daily practice of users) of the methodology. He could also have evaluated the simplicity
and the understandability of the methodology by conducting another case study in
which the analyst would have been different.

Type 2: ND definitional ! ND prescriptive ! ID prescriptive, where the focus of
evaluation is on ND definitional.

Adomavicius et al. [28] develop the REQUEST query language and associated RA
algebra (ND definitional), a mapping algorithm from REQUEST to RA (ND pre-
scriptive), with an application to examples (ID prescriptive). The focus of the research
is on the evaluation of the query language and associated algebra. The researchers
evaluate the efficacy of REQUEST by applying it to example queries. They also
evaluate the expressive power (completeness) of REQUEST and RA. They could also
have applied other criteria relevant for ND definitional knowledge, as suggested in
Fig. 4. For example, they could also have evaluated the simplicity of REQUEST and
RA, or the understandability of REQUEST by conducting a laboratory experiment.
Note that in this type of DSR contribution, the ordered set of knowledge types is the
same as that for Type 1. However, for Type 2, the evaluation focuses on ND defini-
tional, as opposed to ND prescriptive for Type 1.

Type 3: ND prescriptive ! ID prescriptive ! ND definitional, where the focus of
evaluation is on ND prescriptive and ND definitional.

Nickerson et al. [29] present a methodology for taxonomy development (ND pre-
scriptive) and application of the methodology (ID prescriptive). The application of the
methodology results in a taxonomy of mobile applications (ND definitional). The
authors evaluate the usefulness of the taxonomy using a laboratory experiment. They
could also have applied other criteria, such as completeness or modifiability, as well as
the other ND definitional criteria. By building this taxonomy, they validated opera-
tional feasibility of the methodology (evaluation of the ND prescriptive knowledge).
The authors listed a set of desirable properties for such methodologies that they
evaluated using an informed argument. These properties correspond to performance,
simplicity, and utility in our ND prescriptive quadrant. Note that the authors mention
two properties very specific to taxonomy building, namely the possibility of taking into
consideration alternative approaches and the reduction of arbitrariness.
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Type 4: NS explanatory and predictive ! ND prescriptive ! NS predictive ! IS
prescriptive, where the focus of evaluation is on NS explanatory and predictive
and ND prescriptive.

Arazy et al. [30] propose elements for a design theory of social recommender systems,
based on the components of information system design theories [31]. The researchers
introduce the concept of “applied behavioral theory,” making the link between Walls
et al.’s [31] kernel theories and meta requirements. In their case, the applied behavioral
theory is a theory that explains and predicts willingness to accept advice. The applied
behavioral theory (NS explanatory and predictive) leads to the meta requirements and
meta design of social recommender systems (ND prescriptive), followed by testable
product hypotheses (NS predictive), and then, a system implementation (IS prescrip-
tive). The applied behavioral theory is carefully tested for reliability and validity (e.g.,
discriminant validity). It is also judged too complex (simplicity) for practical use, and is
simplified from a PLS model (explanatory and predictive) into a regression model
(essentially predictive). Our criteria for NS explanatory and predictive knowledge
suggest other possible criteria for evaluating the applied behavioral theory, e.g.
importance (this criterion may be evaluated ex-post, e.g. based on use of the applied
behavioral theory in other DSR projects). With respect to the evaluation of the meta
design, the authors focus on technical feasibility (through the implementation of a
system) and accuracy. Our criteria for ND prescriptive knowledge suggest other pos-
sible criteria, e.g., utility or innovativeness.

Other paths, highlighting DSR contributions, can be defined. However, whatever
the path, the integrated evaluation framework can potentially help in the evaluation
process for all stakeholders. The framework offers the possibility of providing the
researcher with a more complete set of relevant criteria, including three parameters: the
scope of knowledge (nomothetic or idiographic), the goal of knowledge (science or
design), and the type of knowledge (definitional, prescriptive, etc.). For each triple of
parameter values, a hierarchy of criteria is derived.

5 Conclusion and Future Research

Despite the fact that design science research evaluation of artifacts has been addressed
from different aspects (e.g., tactical and operational [2] versus strategic [1]), there is
still a need for a comprehensive approach to artifact and knowledge evaluation. This
research has attempted to integrate two complementary approaches, the Evaluation
Methods Taxonomy and the Genres of Inquiry Framework, to derive a more complete
set of integrated evaluation criteria. The result is an integrated evaluation framework.
This framework:

1. refines the Genre of Inquiry Framework with the six types of design science
research knowledge proposed by Johannesson and Perjons [4], as illustrated in
Fig. 1; and

2. proposes a hierarchy of criteria for each knowledge type in the nomothetic quad-
rants, by mapping and integrating the criteria from the Genres of Inquiry Frame-
work and the Evaluation Methods Taxonomy (Figs. 3 and 4).
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To guide the choice of applicable evaluation criteria in the integrated evaluation
framework, a guidance scheme is proposed. This scheme considers: (1) the type of
DSR contribution, defined as a chronological ordered set of knowledge types where the
evaluation should focus on certain knowledge types in an ordered set; and (2) the role
of the actor (researcher, author, reader, or reviewer). To evaluate the efficacy and utility
of the integrated evaluation framework and associated guidance scheme, they are
applied to four studies (DSR papers published in the AIS basket of journals).

The benefit of the approach can be realized by a researcher, author, reader or
reviewer. If they can identify where a DSR project or paper fits in terms of knowledge
types, then they can use the identified criteria, depending on their role. One limitation
of the approach is that different research paradigms (e.g., positivist versus interpretivist)
have different views on criteria for evaluating knowledge, and on whether it is possible
to objectively evaluate scientific knowledge. Consequently, the epistemological chal-
lenges of combining different criteria in a single evaluation framework deserve further
consideration. Moreover, even if we contend that DSR should benefit from compre-
hensive hierarchies of evaluation criteria, some criteria may not be defined a priori and
are specific to particular research endeavors.

Future research can proceed in several directions. The guidance scheme can be
extended by identifying other types of DSR contributions, in addition to the four types
illustrated. Our approach needs to be evaluated more extensively and expanded to deal
with the idiographic quadrants [3]. Although the guidance scheme supports the iden-
tification of relevant evaluation criteria, it does not suggest when these criteria should
be evaluated (e.g., formative versus summative evaluation). To assist in the definition
of an overall evaluation agenda, we may combine our approach with evaluation
strategies [1]. Another possibility is to adapt and extend the evaluation methods
identified by Prat et al. [2].
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Abstract. Even though many types of Design Science Research (DSR) frame-
works and methods exist, little effort has been made to examine and little
attention has been paid to investigate objectives identification in DSR. We
believe that it is worthwhile to draw attention to the role that DSR objectives
play in building and evaluating designed artifacts. Thus, this study developed a
framework to answer two research questions: (1) What kinds of objective
dimensions can be identified and used for different information technology
(IT) artifacts? (2) How can these objectives be linked to the process of building
and evaluating IT artifacts? The framework was demonstrated and evaluated by
a case study and expert interviews. Our aim was to assist current and future
Design Science researchers in the information systems (IS) discipline in iden-
tifying research/project objectives.

Keywords: Design science � Framework � IT artifacts � Objectives

1 Introduction

The intention of Design Science Research (DSR) in information systems (IS) is to
build/design artifacts to solve real, and practical problems. Since DSR was introduced
to the IS community in the early 1990s, great effort has been invested in validating and
legitimizing Design Science (DS) as an IS research paradigm. Several researchers have
proposed valuable frameworks and methods for DSR.

Many methods for DSR exist [1, 2]; however, the authors in [3], have explicitly
emphasized the “objectives” as one element in the DSR process. In addition, based on
our knowledge only [4–6] have explicitly included transforming problems into system
objectives (meta-requirements/requirements), which is similar to Peffers et al.’s [3]
notion of objectives. However, little effort has been made to examine and little attention
has been paid to investigate the role of objectives in DSR. Thus, we believe that it is
worthwhile to study the role of objectives in building and evaluating designed infor-
mation technology (IT) artifacts. It is important to note that objectives are different
from goals. Even though both terms are purpose-oriented and ideally consist of
clearly-defined terminologies, [7] stated that a “Project goal provides the rationale
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behind the project and describes its long-term objective” (p. 26), so a set of objectives
are specific statements within a general goal [8].

This paper aims to present a new framework for DSR objectives that embodies our
insights and understanding of how to clearly identify the objectives for a DS research/
project. Therefore, this research seeks to answer the following questions: What kinds of
objective dimensions can be identified and used for different IT artifacts? How can
these objectives be linked to the process of building and evaluating IT artifacts?

The paper is structured as follows. The first section describes the problem. In the
next section, the objectives of a solution to satisfy the research question and, ultimately,
solve the identified problem are defined. Then, the design and descriptions of the
proposed artifact are provided. A use case is, then, presented to demonstrate the
application of the proposed framework. Finally, we conclude by providing a summary
of the findings and a discussion of the work, including the limitation of the current
work and recommendations for future work.

2 Problem Identification

It is commonly accepted that artifacts should be at the core of IS research, and the core
of DSR is building and evaluating novel artifacts to solve an interesting real-world
problem. A problem can be expressed as the outcome of the differences between “a
goal state” and the actual system state [1]. Moreover, [4] pointed out that goal ori-
entation is a core element of a design theory.

Simon [9] defined an objective of design activity as providing the description of an
artifact, taking into consideration both the artifact’s organization and its functions. The
purpose and the scope of the designed/developed artifact should be specified in the
problem definition and research objectives. Peffers et al. [3] defined the activity of
defining the objectives for a solution as inferring “the objectives of a solution from the
problem definition and knowledge of what is possible and feasible…the objectives
should be inferred rationally from the problem specification” (p. 55). In this paper, we
use the word “objectives” to refer to the specification of what should be accomplished
in terms of the requirements or properties of an artifact that are needed to ultimately
satisfy the problem.

Researchers need to define and identify suitable and relevant objectives in terms of
a problem’s characteristics and its context. According to [10], the definitions of the
problem and the objectives are used to indicate the goal and scope of the developed/
designed artifact in DSR [10]. According to [11], this activity assists in the process of
outlining the IT artifact in order to address the “explicated problem and to elicit
requirements on that artefact” (p. 103) [11]. It seeks to identify what type of artifact can
be selected for solving a real-world problem. As noted in the methodology proposed in
[3], the designed IT artifacts are built and evaluated based on the identified objectives.
More specifically, at the minimum, part of the evaluation activity helps determine
whether or not the IT artifacts meet the objectives, which is a process that has been
neglected by some researchers.
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Although several attempts have been made to provide guidelines and frameworks
for DSR activities, there is no comprehensive guideline for identifying DSR objectives
to assist DS researchers in building and evaluating IT artifacts. In DSR, the objectives
are presented in a fragmented, ambiguous and/or incomplete manner, which might be
the reason why the evaluation of IT artifacts is inefficient and insufficient.

3 Defining the Objectives of the Solution

This paper aims to design a framework for identifying research/project objectives in
DSR. Therefore, the proposed framework seeks to meet the following objectives: (1) be
consistent with the findings reported in previous DS literature; (2) determine the key
dimensions for identifying DSR objectives; and (3) provide general guidelines that
DSR researchers/practitioners can use to build and evaluate IT artifacts.

3.1 Consistent with Existing Research

In essence, the method for developing a framework for objectives that is presented in
this paper is, itself, a DSR approach. Our proposed framework should be consistent
with the existing literature.

3.2 Key Dimensions for Identifying the DSR Objectives

The second objective of the proposed framework is to describe and identify which
dimensions should be considered in order to identify DSR objectives for the purpose of
solving a real-world problem. Moreover, identifying the key dimensions might assist
researchers/practitioners in prioritizing and elaborating upon their DSR objectives.

3.3 General Guidelines for DSR Researchers for the Two Most
Important DSR Activities

The last objective is to provide a tool to assist DSR researchers/practitioners in the
process of designing, building, and evaluating proposed artifacts to solve a
real-practical problem in terms of identifying the objectives. This may allow us to
understand how to bridge the gap that exists in current studies regarding identifying
objectives in DS research/projects.

4 Design: Development of the Framework

Setting and identifying objectives could be seen as a way to create a bridge between
defining problem statements and designing and evaluating artifacts. Identifying the
objectives for solutions has the ability to transform a problem into requirements for the
proposed artifact in order to guide researchers/practitioners in addressing and
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examining the problem. More specifically, after a problem has been defined, the goal
and purpose can be set, and then the objectives can be defined to assist researchers/
practitioners in the process of building, designing, and evaluating an artifact that sat-
isfies the requirements (objectives). In other words, satisfying the objectives will lead to
accomplishing the desired goal, and, ultimately, to solving the identified problem.

Figure 1 describes where the objectives fit within the scope of two major DSR
activities. It is important to note that there is a debate regarding the structure of the
problem, in which [12] noted that Simon indicated that certain problems “may be
ill-structured and not immediately solvable” (p. 35). Therefore, the scope of our study
is limited to cases in which the problem is well-structured. In addition, in any DS
research/project, the problem should be important and relevant [13].

We believe that the problem is the consequence of what we observe from the
real-world that we inhabit, and due to the limitation of the scope, it is possible to
describe the problem. Afterwards, the process of searching and surveying can occur,
and this assists in uncovering the requirements. It also indicates that a DSR research/
project is always conducted using an iterative approach, moving back and forth
between several DSR activities. Thus, the objectives could be changeable since the
design and evaluation process could be iterative.

In addition, the design and evaluation activities involve the hyper-cycle and
micro-cycle proposed by [14]. According to [14], a combination of the “macro model
(analysis, projection, synthesis)” and “the learning phases in the micro model (research,
analysis, synthesis, realization)” (p. 94) is used to design the hyper-cycle. Moreover,
[14] stated that “for each phase of the macro cycle (analysis, projection, and synthesis),
four steps are undertaken in the micro-cycle (research, analysis, synthesis, and real-
ization)” (p. 96).

We can view the design process as a series functioning steps within two overlap-
ping spaces (design problem space and solution space) as shown in Fig. 1. It is

Fig. 1. Link between the objectives and two major DSR activities
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important to highlight that the objectives of the solutions play a significant role in both
spaces. For the purpose of the present article, we define the two spaces as follows:

• Design Problem Space: The collection of the problem representations, rules,
associated solution requirements, and mapping between the attributes and the
artifacts. In this paper, we adopt the approach recommended by [6] of combining
problem space and design space.

• Solution Space: The design artifact moves from the solution requirements to
real-world applications.

One remarkable aspect of Fig. 1 is the artifact evaluation, which, ideally, would be
conducted not only within the problem design space, but also after the artifact has been
deployed in the real-world (solution space). For that reason, the boundaries of the
problem design space intersect with the evaluation activity, as shown in Fig. 1. Thus,
ideally, the evaluation activity is done within the two spaces. However, in seldom
cases, this evaluation cannot be conducted as in the case of radical innovation artifacts.

Since setting the DSR objectives could be a way to build a bridge between the
problem statement and the design and evaluation of the artifact, the objectives should
have some properties to transform the problem into a design specification and outcome.
Thus, in identifying the DSR objectives, researchers/practitioners should consider the
artifact type that is proposed to address the problem, and the success of the require-
ments, which is used to guide the design, build, and evaluate the artifact. Also, the
researchers/practitioners need to identify the logical reasoning method(s) in which the
rational and systematic steps are applied throughout the process.

Figure 2 presents a 5 * 3 table, which includes two dimensions, and the associated
details of the DSR objectives. The first dimension of the framework is based on the
different types of artifacts that researchers/practitioners plan to design. In the past,

Fig. 2. Dimensions of the DSR objectives
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numerous DSR artifact classifications have been proposed. This paper follows the
widely-recognized classification contributed by [13, 15], including constructs/concepts,
models, methods, and instantiations. Afterwards, [10] added design theories as a fifth
“upper-level” form of an artifact.

These dimensions are defined as follows:

• Construct: provides a conceptual vocabulary and syntax for a domain to describe
the problem and/or solution (e.g., classification systems, language standards, or
ontologies).

• Model: a set of propositions or statements that can be explicated and that can
describe the relationships between the constructs (e.g., mental model or reference
model).

• Method: a set of steps or a process used to solve a specific problem or classes of
problems (e.g., DSR method for conducting DS research, algorithms).

• Instantiation: the concrete realizations and operationalization of the constructs,
models, or methods.

• Theories: there is no universal agreed upon definition of theory. However, [16]
defined theories as a set of “statements of relationships among constructs… that
aims to describe, explain, enhance understanding of the world and, in some cases, to
provide predictions” regarding the future (pp. 613, 616).

The success of the requirement dimension includes three sub-dimensions, which
present the different perspectives needed to generate desirable outcomes:

• Problem Level and Stakeholders: DSR aims to solve a real-world problem; as such,
it may focus on the technical, organizational, and/or strategic level [17]. In addition,
DSR also aims to improve human well-being. Researchers also need to identify the
potential stakeholders of the designed solution. Habermas [18] indicated that the
failure of considering and including potential stakeholders in design science
research/project leads to a mismatch between the artifact under development and the
potential stakeholders’ perceptions. The perceptions, to some extent, encompass a
research direction’s viability of the design problem space. In this paper, we ignore
potential disagreement in the perceptions of multiple stakeholders. This sub-
dimension can influence a researcher’s selection of different criteria, and this can
have a direct impact on the evaluation activity.

• Goal Achievement: this indicates the degree to which the artifact accomplishes its
goal, including, but not limited to, efficiency, effectiveness, and validity.
– Efficiency: the degree to which an artifact effectively generates the desired effect

without wasting resources (e.g., achieving the goal) [11].
– Effectiveness: the degree to which an artifact generates the desired effect in

practice [11].
– Validity: the artifact works or functions as it is supposed to [10].

• Artifact trait: the artifact needs to have utility, be novel, and be feasible in order to
contribute to the problem environment and knowledge base.
– Utility: under the usefulness model, this indicates the degree to which the artifact

is useful in measuring the quality of its application in practice [19]. On the other
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hand, [6] defined utility as “the choice mechanisms guiding artifact design”
(p. 18) in the fitness-utility model (more information will be presented later in
the paper).

– Novelty: describes the degree to which the artifact is novel, i.e., whether it is an
improvement or if it is totally brand new.

– Feasibility: describes whether an artifact will work in a consistent manner.

Logical reasoning method refers to the different types of logic that researchers/
practitioners plan to deploy to guide the design and development of the artifact. The
objectives represent their vision on how addressing the problem from one or more
perspectives in an existing situation could lead to the realization of the desired, satisfied
outcome. Thus, for each outlined artifact, researchers/practitioners need to identify one
form of logical reasoning, or a combination of forms, to solve the problem. However,
some situations require one form of reasoning more than another (further explanations
provided below). Three approaches are discussed by [20–22]:

• Deductive: This scientific method is more appropriate in situations where certain
aspects of an artifact are needed to be evaluated by logical reasoning in which prior
knowledge is used to build/design and evaluate the artifact. The main function here
is to state what should be [22].

• Inductive: A researcher proposes a specific solution to solve a real-world problem,
and then generalizes it into a general solution. The main function here is to states
from what is [20, 22].

• Abductive: Through the abductive process, creativity plays a significant role in the
building and, perhaps, in the evaluation process in which suggestions for a solution
to a real-world problem are drawn from the previous knowledge/theory “to propose
robust solutions that can be used to improve the current situation by solving the
problem under study” (p. 121) [22, 23]. “It is the only scientific method that enables
the introduction of a new idea” (p. 61). It is the process of generating explanatory
hypotheses for a certain phenomenon in which the main function is to states from
what is. It is important to note that if abduction method is used this does not mean
that other scientific methods are not used. Yet, this method is more suitable and
appropriate in situations where activities and creative reasoning is needed [22].

As seen in Fig. 3, attention needs to be drawn to the artifact trait sub-dimension in
the Success Requirement dimension. There are two evaluation models: usefulness
model and fitness-utility model in which the word “utility” has different meaning.
Figure 3 presents how the “utility” varies within the two approaches.

The two evaluation models are complementary [6]. Therefore, the assessment of the
elements in the artifact trait varies in the two models. To illustrate the differences, the
elements are demonstrated individually in the usefulness model. On the other hand, a
broader scope of elements will be considered as a set of variables involved in the
fitness-utility model. The usefulness model emphasizes the usefulness of the artifact, in
which “utility” typically refers to usefulness, while the fitness-utility model focuses on
improving the estimate of the artifact fitness. In the fitness-utility model, “utility” has a
broader scope, and, according to [6], it is used as a utility function in which “it serves
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as the basis of ranking decision alternatives” (p. 2). The characteristics are not limited
to feasibility, utility, and novelty; rather, they can also include other artifact charac-
teristics that impact the goal achievement.

Gill and Hevner [24] summarized the differences between the two models in “A
Fitness-Utility Model for Design Science Research.” The planning horizons is one
distinct characteristic that we would like to highlight. That is, if the researchers/
practitioners are focusing on short-term and medium-term planning horizons, then they
will be employing the usefulness evaluation model. On the other hand, the fitness-
utility model is more compatible if they are focusing on a long-term planning horizons.
The eight exploratory characteristics of fitness proposed by [6] contribute to aiding the
sustainable development of designs over time. For instance, if the problem to be
addressed has a several interrelated attributes that leads “to a larger possible solution
space with many local peaks” (p. 2) [25], researchers and practitioners should consider
adopting the “utility” meaning under the fitness-utility evaluation model.

5 Evaluation

We demonstrate and evaluate the proposed framework by a case study and expert
interviews. The socio-technical evaluation was used to determine the designed
framework’s value with evidence of its utility to estimate the fitness.

Following the authors in [3], the proposed framework will be evaluated against the
pre-identified objectives as follows:

5.1 Consistent with Prior DS Research

First, based on the existing literature, the developed framework for identifying DSR
objectives for building and evaluating IT artifacts is consistent with the findings

Fig. 3. Utility function in two complementary DSR evaluation models
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reported in prior research. For instance, [3] offered a useful commonly accepted
framework for DS researchers to assist them in conducting DSR. Aligned with the
proposed design science research methodology, our proposed framework took a closer
look at the second activity, which is to define the objectives for a solution. As an
illustration, our framework can be a step that is taken prior to this second activity.
Researchers can use the proposed framework as a tool to assist in identifying the
objectives, which is a necessary step to take before defining the objectives.

Moreover, [24] aimed to extend as well as complement the existing DSR thinking
by proposing the idea of using the fitness-utility model for developing more sustainable
DSR output. This present paper adapts the idea presented in [24] in which the artifact
trait considers the planning horizons where the utility definition differs among two
complementary evaluation models.

5.2 Determine the Key Dimensions for Identifying DSR Objectives

The proposed framework satisfies the second objective, which is to determine the key
dimensions used to identify the DSR objectives. These dimensions, the artifact type,
and successful requirements including three sub-dimensions (problem level, goal
achievement, and artifact trait), were evaluated through expert interviews.

We obtained DSR experts’ opinions about our framework in terms of its value and
utility. We used the experts’ feedback to generate ideas for improving and enhancing
the proposed framework, and to suggest ideas for future work. We used purposeful
sampling to select five recognized DSR experts. Moreover, as a data collection tech-
nique, we conducted 20-to-30-min qualitative semi-structured interviews, either via
telephone or face-to-face. Follow-up emails were also used as a secondary data source.
Appendix A contains a list of the pre-formulated questions used in the interviews.

In an iterative manner, we sought to improve the framework based on the experts’
opinions and feedback. In the initial version of the framework, Hevner [26] indicated
that the representation of the framework dimensions was confusing. Hence, we
transformed the dimensions’ representation into a 5 * 3 table, as shown in Fig. 2.
Afterwards, we incorporated the fitness-utility model with the usefulness model to
define “utility” based on the planning horizons. In a personal communication, Gregor
[27] expressed her approval and mentioned “that is a good idea having both the
long-term and short-term” planning horizons. Hevner [26] agreed with the update, and
indicated that we are on “the right track to an interesting research contribution.”

The definitions of the terms in the framework underwent several revisions. For
instance, we renamed “Logical Reasoning” based on Gregor’s [27] inquires. Moreover,
in a personal communication, Vaishnavi [28] indicated that our definitions for
deductive, inductive, and abductive were too narrow. Thus, we provided a broader
definition of each form of reasoning.

Overall, the result of the evaluation indicated that we addressed an interesting gap,
consistent with Henver’s [26] vision of the problem space. As Henver [26] noted, there
is a “need to understand what you are solving, how are you measuring it, and evalu-
ating these ideas of goodness.”Moreover, Vaishnavi [28] recommend that the nature of
the problem and the contribution are linked to the state-of-the-art in the problem area.
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5.3 General Guidelines for DSR Researchers in the Two DSR Major
Activities

In order to meet the third objective, providing general guidelines for DSR researchers/
practitioners in the building and evaluating IT artifacts, a use case was employed to
demonstrate how to use the proposed framework. We applied the framework retroac-
tively to a published IS DS research/project. We showed the process of how the case
identifies its solution objectives, and the relationship between the solution objectives
and other DSR major activities.

Use Case: Extending the Enterprise Evolution Contextualization Model.

Problem Identification and Motivation. de Vries et al. [29] say that a number of studies
have evaluated different kinds of approaches, such as incorporating various subsystems
and aspects of the enterprise and aligning the enterprise system and the environment
system, but the predominant research limit is that this fragmentation only aligns
enterprise design within the business-IT scope. Thus, there is a need for a compre-
hensive view of the enterprise from different approaches.

Objective of the Solution. In this case, the authors present a clear statement regarding
the DSR objectives:

1. To provide the setting in terms of a descriptive model to serve as a common
reference model to fully understand and encapsulate the Enterprise Engineering
(EE) knowledge base;

2. To contextualize a broader set of enterprise design/alignment/governance approa-
ches; and

3. To enable an EE/ Enterprise Architect (EA) practitioner to describe, understand, and
compare different enterprise design/alignment/governance approaches used to
evolve/change the enterprise.

The objectives presented above can be mapped into our framework as shown below
(Table 1):

Demonstration and Discussion. The problem presented and addressed in this case was
the lack of a comprehensive view from different approach to understand enterprise
design. Despite the fact that enterprise engineering is an emerging discipline, some
good models already exist but with some drawbacks and limitations. By digging into

Table 1. Dimensions of objectives
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the problem, the authors outline the solution. The possible approaches included solving
this problem by extending the existing scope and aligning the enterprise with a sub-
system other than the business-IT scope, which indicated that it was necessary to
establish a relationship between different views. In addition, to assess their project’s
success it was necessary to evaluate the design product to determine if it could help
practitioners better understand, describe, and compare the different views. In other
words, the design artifact emphasized the “long-term usefulness”. Since the model
represented the “sets of propositions or statements expressing relationships between
constructs” [22], it was assumed to be a good candidate. Meanwhile, the problem and
project goals were reached as a consensus, which meant that we started from the local
problem.

Following this idea, the researchers launched their design and development jour-
ney. They started developing the artifact inductively by extending an existing
business-IT alignment model (BIAM). The result of the design effort was a model that
can be used to contextualize existing enterprise design/alignment/governance approa-
ches, called EECM version 1.

Once the EECM version 1 was developed, the researchers started a thorough
evaluation process. The EECM version 1 was evaluated against its objectives by using
a participative approach, where 38 mentored research participants were interviewed to
contextualize the existing seven approaches with the proposed model. The result of the
evaluation indicated that the proposed design model (EECM version 1) did not satisfy
the objectives. Thus, the researchers refined the problem scope, re-identified the
objectives by limiting scope to “developing guiding indicators/prerequisites”, rede-
signed their artifacts, and developed EECM version 2. Demonstration and elaboration
were adopted as the evaluation method, which was built on the basis of previous results
and by focusing, especially, on the parts that were modified. The evaluation result
showed that EECM version 2 was as useful to the practitioner as the proposed design
model was expected to be. It is important to note that the EECM was proposed to fit
into a long-term timeframe and its evaluation should be aimed at improving the
model’s ability to estimate artifact fitness, which refers to the fitness-utility model.

From this case, our proposed model (DSR Objectives framework) could identify
the objectives dimensions in a design science research/project, which successfully
facilitates the process of building and evaluating artifacts.

6 Discussion and Conclusion

This paper presents a novel artifact framework, since there is no pre-existing frame-
work for identifying objectives in DSR. Although [3] explicitly highlighted the need to
define the objectives for a solution as an activity in the DSRM, there are no com-
prehensive guidelines for identifying DS research/project objectives. Therefore, we
believe that taking a closer look at the role of objectives and proposing a framework to
identify DSR objectives in the process of building and evaluating designed artifacts
will assist DS researchers/practitioners. This paper identified two essential dimensions
for identifying DSR objectives, including artifact type, and success requirements, with
three sub-dimensions (problem level and stakeholders, goal achievement, and artifact
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trait), which should be considered in the process of identifying the objectives. Yet, for
each outlined artifact, researchers/practitioners need to identify one form of logical
reasoning, or a combination of forms, to guide the design and development of the
artifact. Additionally, the “utility” definition in the artifact trait differs based on the
planning horizons.

Several of the interviewed experts indicated the need to apply the proposed
framework to a couple of real-life examples to see if they fit. As a utility demonstration,
we applied one study to our framework as discussed above. We believe that there is still
space for improvements in coming up with criteria that assist and enable design science
researcher/practitioners in differentiating between short/medium planning horizons and
the long-term ones.

The proposed framework was tested against one use case, and the experts’ eval-
uations were obtained. However, to overcome this limitation, future research is needed
to extend the number of cases with the assistance of empirical studies that use the
proposed framework to identify objectives and to assist in further evaluating the utility
and effectiveness of the framework.
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Mia Plachkinova for the time and effort they spent on evaluating the proposed framework.

Appendix A: Semi-structured Interview Questions

• Is the proposed framework clear and easy to understand?
• Is the proposed framework unnecessarily complex?
• What changes to the proposed artifact would you recommend?

– How can we improve the proposed framework?
• Did we miss any dimensions or are there some dimensions that we did not take into

consideration?
• Based on your experience and knowledge, what fallacies, consistencies, and

inconsistencies appear?
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Abstract. Reading literature is important, but problematic. In Quora and other
PhD forums, students moan about their frustrating reading and literature review
experiences. Strategic reading might help. This term is coined to conceive of
reading as a process of constructing meaning by interacting with text in a
targeted way. The fact that strategic reading is purpose-driven suggests that the
purpose might qualify the reading. If this purpose is Design Science Research
(DSR), what would be the strategy for reading? Traditionally, students are
encouraged to annotate while reading. Digital annotations are expected to be
useful for supporting comprehension and interpretation. Our belief is that
strategic reading can be more effective if annotation is conducted in direct
relationship to a main DS activity: root-cause analysis (RCA). RCA can provide
the questions whose answers should be sought in the literature. Unfortunately,
this process is not supported by current tools. When reading papers, researchers
might not be all aware of the issues being raised during RCA. And the other way
around, when it comes to RCA, evidences found in the literature might not be
promptly accessible. This paper reports on research to develop a technical
solution to this problem: a plug-in for Google Chrome that provides seamless
integration between the RCA platform (i.e. MindMeister) and the reading
platforms (i.e. Mendeley). The aim: improving RCA awareness while reading so
that annotations can be traced back to the RCA issues. First evaluations are
positive as for improving reading focus and facilitating reference recoverability.

Keywords: Strategic reading � Root cause analysis � Mind mapping

1 Introduction

“Strategic reading” is a term coined to conceive reading as a process of constructing
meaning by interacting with text [1]. While reading, individuals use their prior
knowledge along with clues from the text to construct meaning, and place the new
knowledge within this frame. Research indicates that effective or expert readers are
strategic [2]. This means that they have purposes for their reading and adjust their
reading to each purpose and for each reading task. The fact that strategic reading is
purpose-driven suggests that the purpose might qualify the reading. If this purpose is
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Design Science Research (DSR), different questions arise: is there a DSR way of
reading, are DSR researchers following it, how could DSR researchers be assisted to
excel at strategic reading?

DSR has been defined as “research that invents a new purposeful artefact to address
a generalised type of problem and evaluates its utility for solving problems of that type”
[3]. Being problem-driven, DSR endows a preponderant role to root-cause analysis
(RCA). DSR requires a profound understanding of the problem to be solved, the
consequences to be alleviated, and the causes to be prevented. This in turn usually
implies extracting evidence from the literature that warrants the project’s RCA. We can
then rephrase a key part of strategic reading (in DSR) as the process of extracting
evidence from the literature that sustains the project’s RCA. If a pivotal skill for
researchers is that of asking the right questions then, we can conjecture that RCA could
be the means to find these questions. We then conceive of RCA and reading as two
inter-related processes which re-adjust and feed off each other: RCA progresses as new
insights are obtained from the literature while the literature is scrutinised along the
concerns that arise during RCA. This is not very far from linguistic theory, where
writing and reading are regarded as partners in constructing meaning [4]. Here, we do
not address writing but RCA can be regarded as the prelude to writing.

Unfortunately, this interdependency lacks appropriate support in current reading
tools (e.g. Acrobat Reader) or reference managers (e.g. Mendeley, NVivo, or End-
Note). What is needed is a way to bridge the gap between conceptualizing tools –

where ideas are shaped and framed–, and reading tools –where ideas are sustained
and opposed. We believe the challenge is not on leveraging existing tools, but on
coupling tools with minimal interference with existing practices. What is needed is
for tools to keep their autonomy, but interact with a double aim: (1) to guide reading
(where reading purposes are to be sought in RCA), and (2), to draw on and document
supporting evidence for RCA issues (where evidences are obtained from reading but
used during RCA). These two flows are in overlapping motion: RCA concerns guide
the reading while the reading comes up with new insights that confirm or refute the
RCA issues. This work then addresses the following problem-based research
question.

How can we provide seamless integration between RCA tools and reading tools to improve
strategic reading for novice DSR researchers?

If DSR is defined as “research that invents a new purposeful artefact” [3], this work
resorts to a Chrome plug-in, DScaffolding, which bridges the gap between
MindMeister (as the RCA tool) and Mendeley (as the reference manager). During
reading, DScaffolding makes practitioners aware of the evidences being looked for
(“the purpose pipe”). During RCA, DScaffolding makes researchers aware of the
evidences that sustain/refute the causes/consequences in the RCA (“the annotation
pipe”). DScaffolding is available for download at the Chrome Web Store (see later).
Evaluation is being conducted with five PhD students.
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2 Literature Review

2.1 Problem: Causes and Consequences

One of the most important skills for researchers to acquire is that of asking the right
questions when accessing the literature [5]. The answers you get much depend on the
questions you ask. This skill is especially important for PhD students, who struggle
with an increasing number of papers and stringent PhD deadlines. Based on Mendeley
data from 2008, PhD students were the main readers of articles [6]. This puts PhD
students at the forefront of scientific literature consumption, even ahead of their
supervisors! However, in Quora and other PhD forums, it is not rare to come across
students moaning about their frustrating reading experiences (refer to [7] and its 54
comments). Causes can be multi-fold: lack of time (with increasing reading loads), lack
of motivation (no prompt feedback from supervisors), reading considered to be an
ancillary activity (as opposed to actually conducting the research), or lack of knowl-
edge (not clear what to look for). If we focus on the latter, forums give some advice:

• “Before you start reading, have a clear idea of what information you are looking for
in these papers. This by itself is about 60% of psyching yourself up for reading
papers” [8].

• “Make notes of how the research in the paper you’re reading connects with your
own” [9].

• “Reading a scientific paper should not be done in a linear way (from beginning to
end); instead, it should be done strategically and with a critical mindset, questioning
your understanding and the findings” [10].

• “As you read, look for the author’s main points. Generate questions before, during,
and after reading. Draw inferences based on your own experiences and knowledge.
And to really improve understanding and recall, take notes as you read” [11].

• “If you want to make it a productive exercise, you need to have a clear idea of
which kind of information you need to get in the first place, and then focus on that
aspect” [12].

• “When reading papers, it helps me to have a writing task so that I am being an
active reader instead of letting my eyes glaze over mountains of text only to forget
everything I just read. So for example, when I read for background information, I
will save informative sentences from each article about a specific topic in a Word
document” [12].

• “At the beginning, new academic readers find it slow because they have no frame
of reference for what they are reading. But there are ways to use reading as a
system of creating a mental library, and after a few years, it becomes easy to slot
papers onto your mental shelves. Then you can quickly skim a paper to know its
contribution” [12].

The underpinning assumption seems to be the existence of a “frame of reference”.
This frame serves to guide the reading, helping to provide “a clear idea of which kind
of information you need to get in the first place”. Strategic reading is then a distinctive
feature of scientific reading, as opposed to let’s say, playful reading, where the aim is
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not to know the outcome, but instead to enjoy the poetic narrative and thrilling plot. To
get the best of scientific reading, a frame of reference needs to be present.

This work addresses the case for Design Science Research (DSR). The first
question is then how will a “DSR’s frame of reference” look like. This paper’s main
assumption is that most of the readings during DS projects have (at least) five main
foci, namely, (1) finding evidence for the importance of the problem, (2) ascertaining
causal relationships in the problem, (3) becoming acquainted with works addressing
similar problems, (4) becoming acquainted with work that can serve as a kernel theory
or other inspiration, or (5) becoming acquainted with work relevant to research
(method) design for the DSR project. RCA relates to the first two of these. We can then
state the problem as:

PhD students not bearing “the RCA frame” in mind when reading
This might have a manyfold impact:

• Important facts might be overlooked when reading. This in turn, might involve a
loss of opportunity for DSR projects. If not properly documented in the RCA,
reading insights might be forgotten by the time they could impact the project’s
design, leading to overconfident problem analysis.

• Unfocused reading might result in boredom, lack of engagement and research effort
discontinuity among PhD students.

• Literature references might not be traced back to their RCA rationales. This might
cause poor reference recoverability when it comes to writing the paper, and hence,
forcing re-reads.

So far, we can only hypothesise those consequences. Some studies exist on the
impact of reading comprehension [13–15] but this is for settings other that scientific
reading. We are unaware of any study that looks into those symptoms for PhD students.
That said, the frequent recurrence of this issue in the so-called grey literature (e.g. Q&A
forums), provides substantial evidence of the existence of this problem. As a case in
point, refer to this Quora entry [9] with 774 followers. Causes include:

• No RCA frame available (yet). The importance of RCA in DSR projects cannot be
stressed enough. This paper underlines its role as a reading guideline.

• A RCA frame is available but not easy accessible. Reading and RCA are conducted
through different tools. So far, the coupling falls on the shoulders of the students
through the use of book-notes and copying & pasting between the tools.

This work tackles the second cause. It is not uncommon for researchers to struggle
with switching back and forth between e.g. Endnote and Word, to add notes. These
approaches tend to be highly manual and error prone, even if conducted through
state-of-the-art reference managers. In the end, keeping track of readings represents a
considerable burden for students. We then refine the research question as follows:

How can we bridge reading tools and RCA tools to ensure the presence of both
RCA concerns when reading, and of reading evidences when conducting RCA?

234 O. Díaz et al.



2.2 Meta-Requirements

Meta-requirements are generalised requirements for solving a general problem, in this
case, bridging between reading tools and RCA tools (generally, regardless of which
reading and RCA tools we’re talking about). This section draws six meta-requirements
for this bridging. For our purposes, “tool bridging” is not limited to piping data among the
platforms but also includes extending participant platforms to collect/access this data.

MR1: Provide support for setting reading purposes based on RCA issues
For our aims, a “reading purpose” (hereafter, just “purpose”) is an issue that has arisen
during RCA (or other research concern, as described above) that needs to be tracked
down during reading. This includes: finding evidence of the problem’s consequences,
ascertaining the causes (used to identify potential ways to solve the problem), looking
into someone else’s work to avoid re-inventing the wheel, and better assessing the
distinctive contributions of the DSR project at hand. However, not all issues arising
during RCA become a “purpose”. RCA is a moving target. RCA is a gradual endeavour
that builds up as better problem comprehension develops. RCA issues come up, dis-
appear and receive different attention as the research progresses. Hence, not all issues
should be addressed right away. Prioritisation is needed so that the most important
problems are addressed first. Those issues that are not going to be the subject of the
current investigation are left outside the reading radar and postponed to a later occa-
sion. Researchers should be able to tick off which RCA issues become the current
“purposes”.

MR2: Provide support for annotating literature resources as relevant to RCA
issues (“the purpose pipe”)
The previous paragraph defines what a “purpose” is. Now, we tackle “resource” and
“annotation”. First, resources. The main resources are papers coming from the tradi-
tional research literature, particularly those available through reference managers. In
addition, interesting insights might also be gained through the so-called “grey litera-
ture”: blogs, product reviews, stakeholder comments, or Q&A forums might also
sustain RCA. Most software practitioners do not publish in academic forums, which
means that their voice is limited. Hence, the notion of “resource” refers not only to
traditional papers but also extends to other Web resources.

As for annotations, they are typically used to convey information about a resource.
Examples include a comment or a tag on a single web page, or a highlight upon a
passage in a document. Traditionally, students are encouraged to annotate while
reading. Digital annotations are expected to be useful for supporting comprehension
and interpretation [16, 17]. But, how is annotation conducted? Our belief is that
comprehension and meaning construction can be more effective if RCA reading pur-
poses somehow “pop up” when annotating.

MR3: Provide support for framing and incorporating annotations during RCA
(“the annotation pipe”)
With current technology, annotations tend to be locked within a resource (e.g., a paper)
itself or, at best, managed by a proprietary annotation repository (e.g. Mendeley). This
hampers tracing annotations back to the purpose that triggered the annotation, which
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hinders researchers from having a global view, not only of what they read, but also
about the purpose of these readings. Meta-requirement MR3 mandates integrating
annotations into RCA. Doing so should assist identifying which RCA issues have been
overlooked (i.e. no annotations for these issues) and (thus far) lack appropriate liter-
ature evidence. Linking annotations to issues turns RCA diagrams into a kind of index
to literature references.

MR4: Interoperability: The exchange of annotations between reference managers
and RCA tools should be facilitated
The previous requirements introduce two pipes, i.e. “the purpose pipe” (from RCA
tools to reading tools) and “the annotation pipe” (from reading tools to RCA tools).
This moves interoperability to the forefront. The ability of the artefact to work together
with distinct platforms for exchanging data, requires embracing standards, intensive
usage of APIs, and open architectures.

MR5: GUI Seamlessness: GUIs of the coupled tools should be preserved as much
as possible
We should capitalise on whatever aspect the target audience is familiar with so that
users can re-apply what they already know (transfer of learning). Basically, this
involves sticking with the tools’ GUI gestures. Existing mechanisms might be revised
and repurposed, but the addition of new buttons or other kind of widgets should be
avoided.

MR6: Process Seamlessness: Interference with either the reading flow or the RCA
should be minimized
Coupling between annotation repositories and RCA tools should not be achieved at the
cost of losing flexibility during either RCA or reading. The reading flow should not
suffer as the result of the coupling. Likewise, new causes can arise during the RCA
while others might need to be rephrased or re-arranged along the causal net as
researchers delve into the literature. The coupling should not hinder this dynamicity.

So far, we have presented a nascent Design Theory whereby an artefact design that
fulfils the aforementioned meta-requirements would have utility to reduce some of the
causes of poor strategic reading, through providing coupling between annotation
repositories and RCA tools. The next two sections describe the general features of a
meta-design fleshing out this Design Theory, and an example instantiation: DScaf-
folding. DScaffolding is implemented as a Chrome plug-in that bridges MindMeister
(as the RCA tool) and Mendeley (as the reference manager).

2.3 The Tools Coupled in DScaffolding

The RCA Tool: MindMeister
MindMeister is a web-based collaborative mind mapping application, which allows its
users to visualise their thoughts in terms of mind maps [18]. A mind map is a diagram
used to visually organise information. This can be pre-set in terms of a map template,
i.e. a set of labelled nodes which can be later expanded by the user by adding new child
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nodes. This provides a guide to gather information, especially interesting when this
information is abundant and multi-sourced. This ductility together with the popularity
mind maps enjoy, make mind mapping an interesting approach when it comes to
explicate the problem, i.e. “to formulate the initial problem precisely, justify its
importance, investigate its underlying causes, provide evidences and acknowledge
related work” [19].

Figure 1 depicts the ExplicateProblem template at the onset. The template provides
a head-start as for the information to be collected. Specifically, we resort to Coloured
Cognitive Maps (CCM) [20]. The template supports the two types of CCM introduced
in [20]:

– the “Problem as Difficulties” node, which focuses on the problem, what is unde-
sirable about it (i.e. consequences), and what causes the problem and allows it to
persist, and,

– the “Problem as Solutions” node, which focuses on the solution of the problem,
what benefits would accrue from solving the problem or what causes of the problem
might be reduced or eliminated to solve the problem.

Figure 2 instantiates the RCA template for the problem “PhD students not bearing
the RCA frame in mind when reading”, i.e. our very problem!

The Reading Tool: Mendeley
Mendeley is an Elsevier-owned desktop and web program helping to manage and share
research papers [21]. Papers can be arranged into folders, and tagged for easy retrieval.
It includes a PDF viewer with sticky notes, text highlighting and full-screen reading.
Quote annotation is achieved through highlighting where different colours are
available.

Fig. 1. Conducting RCA through MindMeister: the ExplicateProblem template.
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3 Method

This research follows the DSR paradigm, in that it develops a new purposeful artefact to
address a significant general problem – the lack of support for strategic reading in
existing research tools. The work follows the five-step DSR Process Model of Vaishnavi
and Kuechler [22, 23]: (1) Awareness of Problem, (2) Suggestion, (3) Development,
(4) Evaluation, and (5) Conclusion. The next subsections describe each of these
activities as conducted or planned during the research reported in this paper.

Awareness of Problem came from supervision of PhD students by the authors
together with awareness of literature on recommended practices of strategic reading.
Analysis of the problem identified causes of the problem as described earlier in this
paper.

Suggestion came from awareness and availability of potential tools, interest by the
first two co-authors in integrating different web-based tools, and researching the
application programming interfaces (APIs) of available web-based tools. Suggestion
was also drawn from understanding of different DSR methods and techniques what
might be supported by a new artefact. The suggestion phase also involved development
of functional requirements and non-functional requirements, as described above.
Suggestion was also accomplished multiple times as different prototypes were tried out
and new features were needed to make further improvements.

Development was undertaken in an iterative approach of prototyping different
aspects of DScaffolding. Multiple versions were developed and reviewed and experi-
mented with by the authors. Different versions of user interfaces were developed, tried
out, and features deleted, modified, and added. Early versions focussed on integrating
MindMeister and Mendeley. Prototypes were also evaluated by PhD students and DSR
researchers at four different universities and formal and informal feedback gathered
each time.

Fig. 2. RCA for our problem “PhD students not bearing the RCA frame in mind when reading”.
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Evaluation thus far has been formative in nature. The research has undergone
multiple cycles of suggestion, development, and formative evaluations. While version
1 of the purposeful artefact (the DScaffolding plug-in) has been released at the Chrome
Web Store, DScaffolding is still under revision and we plan to make some more
improvements (and also develop more documentation and learning materials) before
conducting a formal evaluation of DScaffolding.

4 Artefact Description: Strategic Reading with DScaffolding

This section describes the features that make up the purposeful artefact developed to
address the meta-requirements for a solution to the problem of “Strategic Reading in
DSR”. The outcome is a Chrome plug-in that realizes “the purpose pipe” and “the
annotation pipe” for the specific case of MindMeister and Mendeley: DScaffolding.
This plug-in is available at the Chrome’s Web Store: https://chrome.google.com/
webstore/detail/hkgmnnjalpmapogadekngkgbbgdjlnne.

Videos are provided for:

• Installation: https://youtu.be/hl6pnJGbVXY
• The Strategic Reading Process: https://youtu.be/jHP1MiqjVBM

Strategic reading is about targeted constructing of meaning by interacting with text
[1]. By qualifying strategic reading as “RCA-driven”, we stress that “the meaning” to
be constructed is that of a (or should serve) RCA. This in turn requires a seamless
integration between RCA tools and reading tools. The requirements with which this
integration should comply were identified in Sect. 3, including three functional (MR1,
MR2, MR3) and three non-functional (MR4, MR5, MR6) requirements. Table 1
highlights the functional requirements and the features within DScaffolding that realise
those requirements.

This section elaborates on a Design Theory for this scenario. A Design Theory
includes “a relationship between requirements and design that prescribes instantiating
the design to achieve the requirements or simply indicates that there is utility to be had
in instantiating the design for achieving the requirements” [20]. DScaffolding instan-
tiates this theory for MindMeister and Mendeley. Next, we elaborate on DScaffolding’s
support for each functional requirement.

Table 1. Features addressing functional meta-requirement in DScaffolding.

Functional meta-requirements DScaffolding features

MR1: Identify RCA concerns “Supporting Evidences?” node
“Who else addresses it?” node

MR2: Annotate resources according to current
RCA concerns (the purpose pipe)

Concern cheat sheet
Right mouse context menu for concerns

MR3: Incorporate annotations as part of RCA
(the annotation pipe)

“Annotation” node
Background colour & icons used to capture
“the quality of the annotation”
Tracking of annotation repositories
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4.1 MR1: Provide Support for Setting Reading Purposes Based on RCA
Issues

MindMeister supports RCA through mind mapping. MR1, i.e. identifying RCA issues,
is then re-phrased as pinpointing those map nodes that will play the role of “reading
purposes”. In line with the non-functional requirements, this is realized as follows:

– GUI seamlessness. RCA nodes are turned into “Purpose nodes” through adding two
possible children: the “Supporting Evidences?” node and the “Who else addresses
it?” node. Introducing such nodes turns the father into a Purpose node. DScaffolding
decorates Purpose nodes with one of up to eight different background colours (see
Fig. 3).

– Process seamlessness. “Supporting Evidences?” and “Who else addresses it?” are
created as any other node. However, DScaffolding constraints these nodes to hang
from the appropriate fathers, i.e. cause/consequence nodes and means nodes,
respectively (see Fig. 3).

The example in Fig. 3 shows three current RCA reading concerns: the problem
statement (in green), “Poor reference recoverability” (in pink), and “Uncoupled RCA
and reading tools” (in purple). Some evidence has already been collected for these
concerns drawn from the literature. Note that the automatically generated background
colours will later be mapped to Mendeley annotation background colours.

In accordance with the dynamic nature of RCA, researchers can alter which nodes
play the role of “purpose” throughout the DS project. This is achieved by using the
standard mechanism for node creation and deletion, i.e. by removing or adding
“Supporting Evidences?” and “Who else addresses it?” nodes. No new interaction to be
learnt by MindMeister users.

Fig. 3. DScaffolding RCA map with three purpose nodes. Available at https://www.
mindmeister.com/830267652. (Color figure online)
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4.2 MR2: Provide Support for Annotating Literature Resources
as Relevant to RCA Issues (“the Purpose Pipe”)

Annotating is the act of creating associations between a reading resource (e.g. a PDF
document or a Web page) and metadata in terms of a comment, ranking stars, or a
highlight that qualifies the resource. Here, we are constrained to the annotating
mechanism provided by the reading platform, specifically, those for annotating excerpt
rather than the whole resource. For Mendeley, this is restricted to highlighting since
tags are used to characterize the whole resource.

No matter the approach, the important point is that now annotating is not conducted
in a vacuum, but framed by the current concerns within RCA. RCA issues provide
researchers with the questions to be answered when reading. Annotation mechanisms
(tags & highlighting colours) now convey RCA meaning. DScaffolding captures these
issues through Purpose nodes. As discussed earlier, Purpose nodes are those that have
“Supporting Evidences?” and “Who else addresses it?” as a child. Purpose nodes hold a
label and a background colour. Labels become tags while background colours equate to
those used for highlighting in Mendeley. This sets the mapping between RCA concerns
(in MindMeister) and annotations (in Mendeley). But this is not enough.

Even if a mapping is set, it is very unlikely that researchers will remember it (i.e.
what colour matches which purpose). We need to make Mendeley “purpose-aware”.
However, annotation mechanisms (e.g. highlighting) are wired-in, only accessible to
tool owners. Hence, we have to resort to external means: a cheat sheet to be placed by
the Mendeley desktop (see Fig. 4).

Mendeley provides eight different colours for annotation highlighting. Yellow is
left for “structural” highlighting (i.e. attributing different levels of importance). The
remaining seven are mapped to RCA issues’ background colours. A cheat sheet about
what these colours stand for can be obtained from MindMeister. Researchers can then
place this cheat sheet by their Mendeley desktop application (see Fig. 4).

Fig. 4. Cheat sheet used for RCA awareness in Mendeley (left side). The CheatSheet is obtained
as a screenshot from MindMeister. In the screenshot, the velvet highlight colour corresponds to
the “RCA & reading tool coupling” issue whose rationales should be found in the RCA. (Color
figure online)
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4.3 MR3: Provide Support for Framing and Incorporating Annotations
as Part of RCA (“the Annotation Pipe”)

In our vision, annotations do not exist in a vacuum, but are contextualised by RCA.
DScaffolding fleshes this out by naming Mendeley folders and MindMeister maps
alike. Once this link is set, DScaffolding tracks annotations made in resources held in
these folders, to later enrich the namesake MindMeister map. In so doing, DScaffolding
realizes the annotation pipe. But what is meant by “enrich”? Enrich refers to DScaf-
folding automatically creating Annotation nodes out of annotations coming from
Mendeley repositories.

An Annotation node addresses an RCA issue, and as such, it hangs from the
corresponding RCA node (see Fig. 3). Node properties include: a label, an attached
comment and a background colour. For Annotation nodes:

• the label holds the text being highlighted in the annotated resource,
• the comment keeps a link to the resource URL (if available). Researchers can click

on the link icon to move straight to the manuscript in Mendeley,
• the background colour reflects the nature of the source: “white” for annotations

coming from journals and conferences, and “grey” if coming from the grey liter-
ature (not discussed here).

In addition, annotations inherit the reputation of their sources. Annotations coming
for reputable sources add a “star” icon to their labels. So far, the reputation is set by
users. For instance, Mendeley allows users to tick a “star” to mark sources as
favourites. Although “favourite” is quite an elusive notion (no clear rationale for
ticking this off), DScaffolding interprets the star as a sign of the source’s reputation and
soundness. This reputation travels together with the reference.

4.4 Features Implementing the Non-functional Meta-Requirements

This section addresses the impact on interoperability (MR4), and whether the inter-
action narrative of MindMeister/Mendeley has been affected by the introduction of the
means for strategic reading (MR5 & MR6).

MR4 – Interoperability
DScaffolding uses intensively APIs, and attempts to adhere to W3C standards for
annotation description. Architecture wise, we follow the “Tool Integration via Process
Flows” pattern [24]. This facilitates bringing in new “reading tools” by developing the
appropriate components.

MR5 – GUI seamlessness
To what extent have existing GUIs being altered by the introduction of DScaffolding?
Answers follow:

• MindMeister. Its GUI is being extended with a “CheatSheet” button that permits to
obtain a screenshot of the current “reading purposes”.

• Mendeley. No change in its GUI.
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MR6 – Process seamlessness
To what extent have traditional practices being altered by the introduction of DScaf-
folding? Answers follow:

• practice: node creation. We stick to MindMeister practices. For traditional
MindMeister users, the only difference stems from some nodes (e.g. Annotation
nodes) being automatically generated. Once created, Annotation nodes are handle
as any other node: they can be reshaped or moving around at users’ wish

• practice: annotation. Mendeley users need now to look at the CheatSheet to select
the appropriate background highlighting colour (see Fig. 4).

5 Evaluation

Evaluation followed a naturalistic approach: 5 PhD students were free to use DScaf-
folding for three months, and next enquired about their experience. This sample size
is certainly not enough, but might be sufficient for understanding initial reactions.
Figure 5 displays the questionnaire along the results. Next, results are commented
along the two aims of the evaluation: assessing usability and effectiveness.

Usability has to do with seamlessly integrating DScaffolding with existing pro-
cesses (MR5 & MR6) so that the existing flows are minimally disturbed. Questions 1
and 2 check the eventual disturbance brought about by DScaffolding. For MindMeister,
this involves the need to create “Supporting nodes?”. For Mendeley, this involves the
use of a CheatSheet. Except subject S2, DScaffolding did not seem to involve a main
disruption from previous habits. Specifically, the requirement of having the CheatSheet
by the Mendeley desktop does not seem to imply a main hassle.

Effectiveness has to do with RCA issues serving as appropriate focal points during
reading (question 3). As a by-product, we also assessed the interest of including
annotations as part of RCA diagrams (question 4, 5 & 6). Questions 7 and 8 provide a
general sentiment about the tool. In general, subjects were “mild” about the effec-
tiveness of DScaffolding to keep them focus. However, an unexpected outcome was the
help that indexing annotations along RCA concerns brings to reference recoverability
(the highest ranked assertion). This seems to suggest that using RCA issues for
strategic reading, might not only facilitate focus but also help root-cause analysis. The
question is whether this impact on RCA can be regarded as an evidence of strategic
reading?

If we go back to the definition of strategic reading, i.e. conceiving reading as a
process of constructing meaning by interacting with text [1], the notion of “con-
structing meaning” can certainly be equated to developing the RCA map. By framing
Mendeley annotations into the RCA map, researchers are seamlessly “constructing
meaning”: making sense of their cause analysis.

One main thread to validity is that of subjects belonging to the same research group
that the DScaffolding authors. Though this risk was explicitly warned about, existing
relationships could have biased the outcome.
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6 Conclusions

Strategic reading is a main skill for researchers. Our Design Theory is that RCA may
provide main drivers of attention when reading. The theory states that this can be
achieved by sustaining both “RCA awareness” while reading (i.e. the purpose pipe that
channels RCA issues to reading platforms) and “literature awareness” while conducting
RCA (i.e. the annotation pipe that channels literature evidences towards RCA plat-
forms). DScaffolding is used to assess the extent to which this theory holds. First
evaluations indicate that not only reading but also RCA might benefit from a tight
coupling between these two processes.

The insights for this theory can be of interest to:

• RCA tool developers, as for the importance of evidence gathering within the tool
itself to spot analysis weaknesses and improving reference recoverability,

• reading tool developers, as for the use of RCA issues to anchor focus, and hence,
enabling strategic reading,

• the DSR community, as for stressing even further the importance of RCA, now as a
strategic reading enabler.

Acknowledgments. First author is in debt with Antoni Olivé for introducing him to DSR. This
work is co-supported by the Spanish Ministry of Education, and the European Social Fund under
contract TIN2014-58131-R. Contell has a doctoral grant from the University of the Basque
Country.

Fig. 5. Diverging stacked bar chart for the satisfaction questionnaire using likert scales. The “5”
on the left means the five subjects, i.e. S1, S2, etc., Strongly Disagree, while “5” on the right
corresponds to all Strongly Agree. Gradients in colour indicate the strength of their (dis)
agreement. (Color figure online)
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Abstract. The identification of a problem, its causes and its consequences are
integral parts of designing useful solutions in Design Science Research (DSR).
Many problems addressed in DSR are of a socio-technical nature, and they are
collaboratively solved in multidisciplinary teams. Accordingly, analysis tech-
niques are needed which integrate diverse perspectives of problem analysis.
Colored Cognitive Mapping for DSR (CCM4DSR) is such a technique. By
applying CCM4DSR to an exemplary socio-technical problem, this paper
reports on observed challenges and offers four extensions to CCM4DSR. These
extensions provide guidance in adequately stating the problem, considering path
dependencies, explicating different stakeholder perspectives, and integrating
different perspectives through a comprehensive process.

Keywords: Colored Cognitive Mapping for Design Science Research
(CCM4DSR) � Collaborative problem analysis � Enterprise Architecture (EA)

1 Introduction

Design Science Research (DSR) in Information Systems (IS) aims to find
“technology-based solutions to important and relevant business problems” [1, p. 83].
Therefore, most authors recommend to start DSR projects with the systematic “iden-
tification of the important and relevant problem that is going to be addressed”
[2, p. 97]. Beyond the identification of the problem, actually understanding the problem
and its inherent causes and consequences is considered to be a major step in the process
of designing useful solutions [3].

The multi-stakeholder engagement in problem solving for artefact-oriented IS
research implies that a close collaboration among diverse stakeholder groups such as
users, software developers, or software architects is required [4]. However, it is par-
ticularly challenging to reach a shared understanding of the problem since each of the
stakeholders may perceive the problem, its causes, and its consequences differently due
to an individual information filtering process (i.e., cognition). Consequently, a tech-
nique to collaboratively explicate and integrate the potentially deviating perspectives,
and to eventually obtain a comprehensive understanding of the problem is desirable. In
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tackling these challenges, cognitive mapping has recently gained attention within the
field of DSR [5].

Cognitive mapping techniques aim to transfer hidden structures, which we shape in
our brains about the relationships among different concepts, into a graphical depiction,
i.e., a cognitive map [6]. Such a visualization is supportive for gaining a comprehensive
problem understanding. Venable [5, 7, 8] has further developed cognitive mapping and
introduced colored cognitive mapping for DSR (CCM4DSR), a technique “for ana-
lyzing problems to understand their causes and consequences and for identifying
potential ways to solve the problem(s)” [5, p. 345].

Despite its initial evaluation by the technique’s propagator the CCM4DSR technique
has not yet been further evaluated and its application has only been demonstrated in a
limited number of cases [e.g., 9]. We have evaluated the first phase of CCM4DSR—
problem diagnosis—through applying it for understanding a socio-technical problem in
our own DSR project. In fact, problems to be addressed in DSR are often socio-technical
in nature and wicked, i.e., they are “poorly formulated, confusing, and permeated with
conflicting values of many decisions makers or other stakeholders” [10, p. 731].

In the paper at hand, we thus seek to (1) evaluate the applicability of CCM4DSR
for collaborative problem diagnosis of socio-technical problems and to (2) identify
potential extensions that improve the applicability of the technique. This endeavor
contributes to the existing body of knowledge on CCM4DSR by proposing conceptual
as well as procedural extensions.

In Sect. 2, we discuss the particularities of problem formulation in DSR and pro-
vide a theoretical introduction to cognitive mapping techniques. In Sect. 3, the research
approach, in general, and the problem definition and the solution objectives, in par-
ticular, are explained. In the subsequent section, four extensions of the problem
diagnosis phase of CCM4DSR are proposed. Finally, we discuss the resulted insights
and outline further research opportunities.

2 Related Work

An important discourse in DSR deals with the question of how to capture, formulate,
and communicate design solutions. According to Gregor [11], what distinguishes DSR
is the focus on “how to do something”. Nevertheless, any formulation of a solution
starts with understanding the problem [2].

Extant DSR literature has long been propagating the necessity to understand and
represent problems for designing prospective solutions. For instance, Hevner et al. [1]
stress the means of simplification and decomposition of a problem into its sub-problems.
They suggest that a problem representation, through for instance constructs and models,
contributes to a shared understanding and allows to further communicate the given
problem. In this vein, Peffers et al. [12] suggest to atomize a problem into a subset of
means and ends. The inherent contribution of such an entanglement is to gain mutual
understandability and to systematically develop solution components for specific
problem aspects.
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The four traditionally distinguished artefacts types in DSR (i.e., constructs, models,
methods, and instantiations) are used to form the abstract foundation to understand,
represent, and connect the problem space and the solution space [13]. Where prior
research propagates abductive or inductive strategies with rather rigid structures to
derive solutions [14], recent research in DSR has urged on a coevolution of the
problem and the solution space. It is argued that every solution also contributes to
better understanding the respective problem [15]. While acknowledging that proper
techniques are required to define the two spaces, most publications focus on the pre-
sentation of the solution space due to the solution-oriented paradigm of DSR. However,
in order to build artefacts that build a bridge between the problem space and the
solution space, techniques which allow us to understand complex socio-technical
problems, are highly relevant. Soft systems methodology (SSM), a system develop-
ment methodology which emerged from action research and system science, for
example provides guidance in understanding and solving a particular socio-technical
problem of a particular client [16]. While SSM is an established system development
method and thus rather practice-oriented [16], cognitive mapping has been proposed to
understand complex socio-technical problems of general validity.

2.1 Cognitive Mapping

The term cognitive map originates from psychology where it was first introduced by
Tolman [17]. Contrary to former research, Tolman showed that rats do not follow a
simple stimulus-response pattern. Instead, based on selected stimuli they build
cognitive-like maps of the environment, offering alternative responses to certain stimuli
(i.e., indicating routes towards the hidden food in a maze) [17]. Cognition is thereby
described as an individual’s filtering of information through clusters of acquired
concepts and beliefs. Cognitive research has proven that people use map-like structures
to make sense of information available in their environment and derive corresponding
actions [18, 19]. In essence, cognitive maps are “internally represented schemas or
mental models for particular problem-solving domains that are learned and encoded as
a result of an individual’s interaction with their environment” [20, p. 188]. Cognitive
maps particularly comprise information about the relationships (e.g., proximity, simi-
larity, cause-effect, category, contiguity) among concepts (or constructs) that support a
faster decision making process in complex environments [20].

Whereas cognitive maps in psychology refer to information processing within an
individual’s brain, the term cognitive mapping is used for creating graphical repre-
sentations of such cognitive maps [6]. Research on cognitive mapping aims to make the
taken-for-granted assumptions, connections, and interdependencies visible to both the
individual as well as the outside world. In this way they describe how individuals view
a particular domain (i.e., what is known and believed) and may explain the reasoning
behind certain actions or problems [21]. Due to the complexity and interrelatedness of
an individual’s view, graphical representations (e.g., maps, networks) often appear to
be more suitable than verbal descriptions. Going further, we use the term cognitive map
to refer to such kind of graphical representations.
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In order to create cognitive maps (i.e., transferring the hidden structures into a
graphical representation), several cognitive mapping techniques have been proposed
[21]. Generally, they all strive to first extract the individual concepts and their relations
and then build graphical representations of the same [20]. It is beyond the scope of this
paper to provide an exhaustive overview on the proposed techniques. Following, we
provide two examples of such techniques, a more detailed description of proposed
cognitive mapping techniques in the context of business management can be found in
[22]. A frequently used technique is causal mapping, where the directional (cause and
effect) relationships between constructs of a problem space are graphically represented
in a network view [23]. If the problem space was for example to understand why
people do extra hours, a possible relationship could be: “additional working hours” lead
to “more work done” and eventually lead to “appraisal for good work performance”.
A second cognitive mapping technique is semantic mapping or mind mapping. In this
technique, a central problem statement is extended by clusters of arguments. The
problem statement “people do extra hours” could for example be extended by the
clusters “motivation”, “reasons”, and “consequences”. These clusters would then be
further extended.

Cognitive mapping techniques have been applied in various disciplines such as
political science [24, 25], management science [20, 22, 26–28], and—more recently—
IS research [3, 21]. The motivation for creating cognitive maps in these disciplines is
often the same: To make diverse ideas accessible, sorted, transferrable, and to initiate
debates among the involved individuals [6]. This detailed depiction of an individual’s—
or group of individuals’—view on a given problem space is said to improve the problem
definition and decision making. This is also why Venable [5] has proposed CCM4DSR
as a cognitive mapping technique for DSR.

2.2 Colored Cognitive Mapping in DSR

According to Venable [5], earlier methodological contributions in DSR provide very
limited guidance on how a problem can be defined and represented. Furthermore, the
processes for breaking down a problem and derive design requirements to ultimately
derive creative ideas for potential solutions are—despite their widely-discussed
importance—ill-defined in existing literature and mostly left out to the individual
researcher. Venable [5, 7, 8] designed the CCM4DSR technique to not only overcome
the above-mentioned challenges but also to improve the way of collaboration and
communication within research teams.

CCM4DSR is an extension of earlier cognitive mapping techniques (i.e., causal
mapping) that is purposefully designed to be applied in DSR projects. Compared to
traditional causal mapping techniques, CCM4DSR is more explicit about the desir-
ability of causes and consequences (in CCM4DSR reflected as colored nodes) and
follows a detailed procedure in designing a cognitive map. The creation of a
CCM4DSR is proposed to be conducted as a group activity. CCM4DSR can be con-
sidered to be more than combining cognitive models of different stakeholders in a
unified graphical representation. It further aims to integrate stakeholders’ potentially
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deviating world views. It also aims to be a creativity technique to derive potential
solutions, which extends the original scope of cognitive maps.

A CCM4DSR is created in three steps (see Fig. 1). Step 1 Problem Diagnosis
explores the consequences and causes of a problem statement. In this step, we put the
problem statement in the middle and note down negative and positive consequences
(and consequences of consequences) above the problem statement and, in turn, note
down causes (and causes of causes) below the problem statement. The result is a
graphical representation of a cognitive map in its traditional design (e.g., causal
mapping). In step 2 CCM Conversion the so-called problem-space is converted into a
solution-space. Therefore, all consequences and causes identified in step 1 are trans-
ferred from a negative connotation into a positive one (and vice versa). By doing so, a
positive view on how things should be is derived. Earlier negative causes and conse-
quences become positive and thus desirable. In step 3 Solution Derivation, ideas on
how this desirable state may be achieved are derived by having a close look at the
causes of positive consequences.

3 Research Approach

The reported insights in the paper at hand resulted from applying CCM4DSR in the
problem identification phase [29], the very first phase, of a larger project. In that
project, we aim to investigate the means affecting the consideration of Enterprise
Architecture (EA) goals and principles in IS design decisions by local decision makers
in organizations (see Fig. 2). Extant EA research often proposes centralized,
governance-based approaches to EA management (EAM) in order to align local
business needs with enterprise-wide and global perspectives on IS [30]. However, the
sustained growth of IS complexity of many organizations raise questions about the
effectiveness of such centralized and governance-based approaches. In this EA project,
we are therefore interested in understanding why decision makers do not sufficiently
consider EA goals and principles in their IS design decisions. The ultimate goal is to
develop new or improved artefacts, e.g., management methods, in achieving the pro-
mised objectives of EA. The EA project is a suitable context to apply CCM4DSR as it
requires engagement of diverse perspectives (i.e., IT and business perspectives) and it
also comprises both technical (e.g., application integration) and social (e.g., decision
making) aspects of a typical socio-technical phenomenon. Nevertheless, during the
process of applying CCM4DSR, several methodological challenges occurred. With the
aim to provide solutions to these challenges, we initiated a separate research project for
extending CCM4DSR so that the paper at hand reports the results of this CCM4DSR

Fig. 1. Process steps of CCM4DSR [7]
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extension project. To ensure a systematic solution identification, we decided to follow a
DSR process as proposed by Peffers et al. [29]. Figure 2 illustrates the relation between
the larger EA project and the CCM4DSR extension project.

A total of six researchers participated in the research process. The participants had
an average of 10 years of experience in the field of EA research. They have been
introduced to CCM4DSR by John Venable, the technique’s propagator.1 Afterwards,
all team members felt comfortable to apply, evaluate, and potentially further develop
the technique. The procedure of applying CCM4DSR in problem identification was
prepared and led by one of the team members.

In the following section, we briefly introduce the identified problems in applying
CCM4DSR, and provide information on the defined solution objectives and how we
developed and evaluated solutions for the identified problems.

Problem Identification. After developing a CCM4DSR for our EA problem, a ret-
rospective session was held to evaluate this technique. We focused on the problem
diagnosis step of CCM4DSR (see Fig. 1) due to the challenges we faced in this
step. We identified a total of four issues, which will be described in more detail as part
of the results section (Detailed Problem Identification). They all emerged out of our
endeavor to collaboratively create a CCM4DSR for our EA problem:

• We struggled to define a common problem statement;
• We realized that path dependencies heavily influence the relation of the concepts in

the CCM4DSR;
• We missed guidance on how to consider different stakeholder perspectives;
• We perceived it challenging to integrate these different perspectives into a common

CCM4DSR.
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Fig. 2. Overview of the research approach (referring to the proposal of Peffers et al. [29])

1 The introduction to CCM4DSR was an essential part of a DSR course hold by John Venable at the
University of St.Gallen, Switzerland, between September and October 2016. The corresponding
PowerPoint slides are not published but shared on request (j.venable@curtin.edu.au).
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Since these issues are not problem specific (i.e., relate to the consideration of EA
goals problem), we consider them to be of general relevance.

Objectives of a Solution. Our initial goal was to find solutions to the above-
mentioned issues for our own purpose. We looked for extensions of the technique that
are of practical use, i.e., effective and easy to implement. Since we opted to commu-
nicate our research result within the community, the extensions needed to be of general
validity, described in detail, and suitable to be integrated into the existing CCM4DSR
process flow.

Design and Development. Our extensions are based on earlier publications in related
research fields such as collaborative cognitive mapping [e.g., 23] or problem formu-
lation in strategic management [e.g., 31]. It is this justificatory knowledge [32] that
informed our design. In an iterative process, we discussed ideas from the team
members to extend CCM4DSR.

Demonstration. We have applied the proposed extensions in the context of research
project I, “consideration of EA goals”. In particular, we created a new CCM4DSR
following our newly proposed extensions. In addition to that, the written descriptions
of the extensions were provided to two colleagues who were interested in creating a
CCM4DSR for their own research project but were not part of the team designing the
extensions.

Evaluation. Our extensions were evaluated through a qualitative approach. In order to
ensure effectiveness and ease of implementation, each of the authors had to evaluate the
proposed extensions individually. The criterion for evaluation were not aligned
beforehand but defined by each individual. Applied criteria were, besides others, the
personal perception whether the extension would be supportive to overcome the
problem(s) identified, be applicable in other contexts, and understandable for persons
who were not part of the creation process. The results of these individual evaluations
were then discussed and the extensions were only accepted if all team members agreed
that they improved the CCM4DSR creation process.

Communication. Assuming our extensions would be of general interest, we decided
to present our findings to the DSR community. Given that our evaluation is based on a
rather limited scope in terms of persons involved and research topics covered, we also
aim to trigger a further evaluation and improvement cycle.

4 Results

In the following section, we present four extensions to CCM4DSR for collaborative
problem diagnosis of socio-technical problems. The four extensions provide guidance
in (I) adequately stating the problem, (II) understanding path dependencies, (III) con-
sidering different stakeholder perspectives, and (IV) integrating different perspectives
through a comprehensive process. These extensions target the first process step in
CCM4DSR (i.e., problem diagnosis, see Fig. 1), and support the collaborative creation
process of a CCM4DSR. It is noteworthy that, while extensions I, II, and III should be
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applied in an iterative fashion, extension IV is a procedural guideline. We introduce
each extension by first describing the faced challenge (Detailed Problem Identifica-
tion). We then present the actual extension with regard to existing research (Design &
Development). The presentation of the extension is followed by giving an example of
how supportive it was in our EA project (Demonstration & Evaluation).

4.1 Extension I: Problem Statement Definition

Detailed Problem Identification. Even though defining a proper problem statement is
the primary step and at the core of CCM4DSR, existing literature does not offer any
guidance on how it should be carried out. When applying CCM4DSR, we struggled to
achieve an agreement on the problem statement because we came up with a number of
different statements, some including cause-effect relations, some providing different
descriptions of the same situation, or some providing evaluations of their own obser-
vations. According to the literature on building conventional cognitive maps, a precise
understanding of the purpose of the cognitive map is key: “If the purpose is not well
defined, the search for relevant variables (factors) is likely to lack direction and the
model can easily grow to an unmanageable size” [3, p. 47]. Given the fact that, in
conventional cognitive maps, the purpose of the map is not even part of the graphical
representation, the central problem statement based on which the CCM4DSR is built
has a high impact on the result. By stating that the “Problem Diagnosis begins with one
or more statement(s) of the problem (or problems if there are several)” [5, p. 351], it is
assumed that all participants have already agreed on the boundaries of the topic of
discussion. This is, to our experience, not always the case in larger and/or diverse
teams. Thus, guidance on how the problem statement should be defined is beneficial in
order to save time and to give the initial discussions a clear direction.

Design and Development. Our proposal is based on strategic management research,
where the differentiation between the activities of problem definition and problem
solving has a long tradition. Despite the acknowledged importance of the problem
definition, research has been vague about this process and did not offer precise guid-
ance on how a problem should be stated [31]. Baer et al. [31] have recently proposed a
process for comprehensive problem definition, which we find to be relevant for
CCM4DSR. This process aims to compensate for situations where teams are “com-
prising individuals with different information sets and cognitive structures” [31, p. 201]
and incentive mechanisms do not hinder objective problem definition (e.g., actors could
be negatively affected through loss of decision power by potential solutions).
According to Baer et al. [31], any problem definition needs to start with the identifi-
cation of symptoms and only in a second phase consider causes. Since the derivation of
causes is already an integral part of CCM4DSR, we conclude that the problem state-
ment should only reflect the main symptoms of the problem and leave out any indi-
cation of potential causes. In order to provide a clear direction to the solution derivation
in the later steps, we learned that it is beneficial to express the symptoms of the problem
through an action performed by a particular actor. This gives a clear indication on who
would behave differently once the solution has been implemented. We therefore
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propose to structure the problem statement in the following way: [ACTOR] +
[ATTRIBUTE] + [ACTION], e.g., “Management Information Systems are slow in
predicting changing customer needs” or “Data shared by our partners are often not
meeting the agreed data quality level”. The actor represents the person or object of
main concern—they might be negatively affected by the problem or not acting as
desired. The attribute describes the way in which a certain action is performed by the
actor. In the problem statement, the attribute has most likely a negative connotation,
while in the solution space, this attribute is likely to turn into a positive connotation. By
describing the action in the problem space, a certain behavior is described. Depending
on the attribute, the solution will target to either enforce or reduce such behavior.

Demonstration and Evaluation. We defined our problem statement according to the
first extension:

“Decision makers within organizations do not sufficiently take EA goals into account for their
daily IS design decisions.”

The proposed structure along actor, attribute, and action was helpful to define the
perspective from which the CCM4DSR should be designed. We opted to take decision
makers such as project managers as actors. By using the attribute “not sufficiently”, we
could express that decision makers consider EA goals in certain cases, indicating the
fact that there is also a desirable behavior which is observable. The inclusion of a
particular action enables us to focus on a certain behavior (i.e., daily IS design deci-
sions). Our discussions would have gone in a different direction if we stated “EA
guidelines are ignored”.

4.2 Extension II: Consideration of Path Dependencies

Detailed Problem Identification. The available solutions to a problem (or a problem
statement) are dependent on certain decisions/actions taken in the past and will thus
impact the available options for prospective solutions. For example, organizations react
differently to changes in their environment due to organizational rigidities and struc-
tural inertia, which are associated with the existence of patterns such as “awkward
routines, groupthink or fixed cognitive maps” [33, p. 689]. Such patterns are a product
of the taken actions in the past (e.g., definition of processes, selection criteria for new
employees, design of IS landscape). They lead to situations where the number of
options for solutions gets limited: organizations are path dependent. Another often used
example of path dependency is the QWRTY keyboard. Even though it has been proven
that other keyboard designs could increase typing efficiency, a design decision taken in
the past makes it nearly impossible to change the design today due to the typing
routines of most people.

Assumption surfacing techniques, of which cognitive mapping is one instantiation,
have been proposed to “make hidden patterns in organizational settings accessible, to
open them up for critical reflection, and to put them on the organizational discourse
agenda” [33, p. 702]. This implies that a CCM4DSR will look differently depending on
the organization it is created in. Path dependencies, as shown in Fig. 3 for our EA
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project, need to be considered. Even though the same problem has been analyzed, both
the consequence as well as the potential causes differ depending on actions/decisions
taken in the past.

Path dependencies are not visible within a single CCM4DSR, but may become
identifiable when multiple CCM4DSR are created. If participants involved in the
creation process of the CCM4DSR do not have a common understanding on the
historic context (i.e., relevant decisions/actions taken in the past), they may struggle to
define a common solution. Further, if the participants have a common understanding of
the historic context and on the possible solutions, then the derived solution would most
likely not be of general applicability (i.e., not being valid for different historic
contexts).

Design and Development. Information about relevant decisions/actions taken in the
past needs to be made explicit in CCM4DSR. This should be conducted right after the
initial problem definition and continuously extended during the process of CCM4DSR
creation. Depending on the targeted generalizability level of the derived solution,
several CCM4DSR should be created (one for each possible alternative of relevant
actions/decisions taken in the past). If the goal of applying CCM4DSR is to derive
solutions that are applicable independent of the path dependency, only those solutions
that have been derived from all created CCM4DSR should be considered. Alterna-
tively, organizations could be clustered along their path dependencies and situational
design methods derived [34].

Demonstration and Evaluation. As shown in Fig. 3, the derived consequences and
causes of the problem are dependent on the organization’s past decisions concerning
EA. In our EA project we therefore had to clarify if we were interested in finding
solutions for situations, where EA guidelines had always been ignored (path I) or where

Path II
 EAM guidelines have been only considered in the 

beginning but not anymore.

Path II
 EAM guidelines have been only considered in the 

beginning but not anymore.

Path I 
EAM guidelines have been ignored from the 

beginning.

Path I 
EAM guidelines have been ignored from the 

beginning.

Problem Consequnece:
The complexity of IS landscape becomes 

uncontrollable.

Problem Consequnece:
Project managers have deviating views on the 

necesity to comply with EAM guidelines.

Problem Cause:
 Actors consider EAM in general to be unfeasible 

given the complexity of the IS landscape. 

Problem Cause:
Procedures to enforce EAM guidelines were not 

effective enough.

Problem Statement:
Decision makers within organizations do not 

(sufficiently) take EA goals into account for their 
daily IS design decisions.

Problem Statement:
Decision makers within organizations do not 

(sufficiently) take EA goals into account for their 
daily IS design decisions.

Fig. 3. Impact of past actions/decisions (path dependency) on CCM4DSR (Example)
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they had been considered at the beginning but not anymore (path II). We opted to work
on path I and wrote the corresponding decision next to the problem statement. After
having clarified these path dependencies, we felt much more comfortable in identifying
both causes and consequences to the problem statement.

4.3 Extension III: Explication of Different Stakeholder Perspectives

Detailed Problem Identification. Cognitive maps were originally developed to derive
and to make explicit the hidden relationships among concepts that are inherent in the
individual’s mind. By their nature, these cognitive maps differ from one individual to
the other. The challenge of creating a cognitive map as a group activity is therefore
twofold: On the one hand, team members themselves need to explicate their own
cognitive maps. On the other hand, these possibly deviating maps need to be under-
stood within the group [23].

The deviation in individuals’ cognitive maps might be caused by two different
factors. First, it can be due to the perspective from which the problem is perceived (e.g.,
different job roles). When applying CCM4DSR, we experienced that what might be
desirable from one perspective might be undesirable from another perspective. For
instance, a project manager might argue, that the ignorance of EAM guidelines has a
positive impact on the project’s success because multiple functionalities can be
implemented within one single application. At the same time, having multiple func-
tionalities within one application is not desirable from an enterprise architects’ per-
spective since this role is more in favor of a modular structure of the IS landscape.

Second, this deviation can be due to differences among the individual’s values and
beliefs. When applying CCM4DSR, we observed participants’ distinctive assumptions
on the expected behavior of the actors. While some believed that extensive docu-
mentation would lead to a better understanding (as more information is accessible),
others argued that this would decrease the shared understanding because the docu-
mentation would become too time consuming to read.

Design and Development. We suggest to explicitly indicate the perspective from
which the problem is perceived. To do so, we suggest to include actors’ roles in the
problem statement (see extension I). This could ultimately mean that several cognitive
maps need to be created, each representing a particular perspective (e.g., one from the
enterprise architect perspective and one from the project manager’s perspective).
Nevertheless, next to actors’ roles, different values and beliefs is another factor in the
resulting cognitive maps (as discussed earlier). Langfield-Smith [23] have thoroughly
analyzed the process of creating cognitive maps in groups and conclude that collective
cognitions are a “product of negotiation, argument and interaction” [23, p. 361]. Within
the creation process of CCM4DSR, such a discussion should be encouraged and the
result should be graphically depicted. In order to support this process, Langfield-Smith
propose to make commonly shared values and beliefs more explicit. Transferred to the
context of CCM4DSR, this means that the consequences and causes should be cate-
gorized based on actors’ roles.
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Demonstration and Evaluation. We have extended the graphical result of phase 1 of
our EA project (i.e., problem diagnosis) with information about team members who
supported a certain argument (see Fig. 4 for a shortened version of the same). By doing
so, we were able to better identify the commonalities, which allow us to find arguments
that are supported by all team members. However, this extension makes it complicated
to design a CCM4DSR, if the team size was very large. In this case, we propose to only
mark arguments that are not supported by all team members.

4.4 Extension IV: Procedure to Integrate Different Stakeholder
Perspectives

Detailed Problem Identification. By making heterogeneous perspectives explicit
(extension III), the goal to create one single CCM4DSR has not yet been reached. The
main challenge in creating collective cognitive maps is to overcome the integration
problem as well as the time required for this process [35]. Therefore, clear procedural
guidance is required to integrate individual cognitive maps without favoring the view
of certain actors. Tegarden and Sheetz [35] have analyzed earlier proposed approaches
to create collective cognitive maps [23, 28, 36] and proposed a software supported
approach. While the use of such a software supported approach may lead to better
results, in the paper at hand we aim to understand the foundational mechanism and
translate this into a respective CCM4DSR extension. Nonetheless, the procedure
implemented by the software can be used to derive our targeted procedural guidelines.

Decision makers within organizations do
not sufficiently take EA goals into account 

for their daily IS design decisions.

No clear overview 

Transparent system 
landscape

Low

High  
coordination 
efforts for IS 

projects 
Flexibility to 

respond to specific 
customer / 

business needs

Inflexibility

High overall IS 
complexity 

Manageability of 
decoupled autonomous 

solutions

Belief of 
Person A

Solution redundancies 

Solution re-use realized

Belief of
Person B

Belief of 
Person C

… 

… 

… 

… 

… 

Fig. 4. CCM4DSR extended with information about personal beliefs
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Tegarden and Sheetz [35] suggest to define the problem statement prior to the session
during which the collective cognitive map will be created. The session then starts with
an individual creation of concepts related to the problem statement. These concepts are
anonymously shared with the other participants. During a next round, but in the same
manner as for concepts, categories of the proposed concepts are created. During the
following discussion round, the participants agree on categories and assign the avail-
able concepts to the categories. Each participant then identifies causal relationships
between the categories. The software finally creates a map depicting the relationships
identified by all participants. Different views allow the individuals to compare their
conceptualization and agree on a common version.

Design and Development. Based on the procedure described by Tegarden and Sheetz
[35], we propose a more detailed guidance on the problem diagnosis phase of
CCM4DSR with a clear differentiation between tasks performed by the team lead, the
individual team members, and the team as a whole (see Table 1).

The process should be initiated by the team lead, proposing an initial version of the
problem statement to the team (task 1). Depending on the familiarity of the team
members with the problem to be solved and the degree of deviating views regarding the
relevance of the problem, the initial problem statement should be presented during a
team meeting. Each team member then has time to provide a written feedback (task 2).
It can thus be ensured that all concerns are treated equally during the following dis-
cussion in the first team meeting (task 3). During the same meeting, relevant path
dependencies are identified and clarified (task 4). Each team member then individually
creates consequences (and consequences of consequences etc.) (task 5). The team then

Table 1. Procedure for integrating different perspectives

Task Phase in
venable [7]

Relevant
extension

Task performed by
Team
lead

Individual Team
(meeting)

1 Propose initial problem
statement

1 Problem
diagnosis

I X optional

2 Provide written feedback I X
3 Review feedbacks & agree on

the problem statement
I X

4 Identify path dependencies II X
5 Identify consequences X
6 Group consequences X
7 Build relationships between

consequences
X

8 Build CCM showing personal
beliefs

III X

9 Agree on a shared map X
10 Repeat tasks 5–9 for causes
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meets again to group the identified consequences (task 6). During a next step, everyone
builds a relationship model between the consequences and shares the same with the
team lead (task 7), who prepares an integrated view (task 8). Based on this integrated
view, the team agrees on a common map (task 9). Tasks 5–9 are then repeated for
causes (and causes of causes, etc.) (task 10). This also marks the end of the problem
diagnosis phase as described by Venable [7].

Demonstration and Evaluation. We applied and evaluated the proposed guideline in
our EA project. One team member offered to guide through the process and proposed a
problem statement to the team. After having discussed the problem statement via email,
the team gathered to identify consequences of this problem statement. During this
discussion, we realized that we need to be more explicit on path dependencies and
made the same explicit. We agreed on certain assumptions about the past. Each indi-
vidual wrote down consequences, which then were grouped by the team. We then built
relations among these groups. Since the discussion of the consequences took much
more time than initially planned, we scheduled a second meeting in order to identify
causes. According to the feedback of the team members, the efficiency of the
CCM4DSR creation was increased by differentiating between process steps where team
members worked individually and other steps where collaboration was in place.

5 Discussion and Conclusion

In DSR projects, researchers target problem classes that are mainly of socio-technical
nature and need to be collaboratively dealt with in order to eventually produce plausible
and generalizable solutions. Relying on practical promises of cognitive mapping
techniques in problem identification and since CCM4DSR is purposefully developed
for cognitive mapping in DSR projects, we applied CCM4DSR in an enterprise
architecture project (as a socio-technical IS phenomenon). By applying CCM4DSR, we
tried to collaboratively achieve a common understanding of the problem of interest
(i.e., why decision makers do not sufficiently consider enterprise architecture goals in
their IS design decisions).

With the aim of improving the CCM4DSR technique in collaboratively dealing
with socio-technical problems, the paper at hands reports the faced challenges in the
first step of applying CCM4DSR (i.e., problem diagnosis) and proposes four extensions
to the technique. These extensions provide guidance in (I) defining the problem
statement, (II) dealing with path dependencies, and (III) considering different stake-
holder perspectives. Furthermore, we proposed (IV) a procedure to consolidate dif-
ferent stakeholder perspectives. We further applied the proposed extensions in the
context of our EA project to demonstrate their practical use and to validate their impact
on achieving improved results. Therefore, our study contributes to the limited collec-
tion of techniques in DSR that allow us better understand the problem and align
distinctive perceptions of the same problem. It goes beyond the extant use of cognitive
mapping techniques, which have mostly been used to support decision making pro-
cesses. It also provides additional guidelines and insights into how CCM4DSR can
successfully be applied in better understanding socio-technical problems.
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Persons interested in applying the extended CCM4DSR technique, should famil-
iarize themselves with the CCM4DSR creation process. The articles of Venable [5, 7, 8]
provide a detailed guidance and further examples on how to create a CCM4DSR.

Our proposed extensions are limited to the “problem diagnosis” step of the
CCM4DSR technique. These extensions are informed by extant research (e.g., col-
lective cognitive mapping and problem definition in strategic management) and helped
us overcome certain challenges.

The evaluation of the proposed extensions is currently limited to the team of
authors. This implies, that it could not yet be verified in how far the proposed exten-
sions would also be valuable in a different context. We thus encourage other
researchers and practitioners to apply CCM4DSR and the proposed extensions to
facilitate a further evolution of the technique. Going further, the proposed extensions
could be evaluated in a more rigid, quantitative manner. We propose to take the six
evaluation criteria of progress for design theories by Aier and Fischer [37] as a ref-
erence for such an endeavor. The assessment of utility (1) would first require a veri-
fication of the relevance of the problems addressed. This could be done by asking
individuals who have applied CCM4DSR in its original form to list down the chal-
lenges they faced. If the extensions address relevant problems, the challenges listed by
the individuals will be at least similar to the problems solved by the extensions.
Individuals who have been introduced to the extensions, could rate the likelihood of
applying them in the future, which may serve as an indicator of their efficiency. If
relevance and efficiency are given, a proposed extension is util. The evaluation of the
internal consistency (2) should verify whether the single extensions do not contradict
each other and whether terms are used consistently. One could do so by drawing
relations between extensions (e.g., the formulation of the problem statement in
extension I influences the identification of path dependencies in extension II) and
creating a list of expressions applied. Given that the proposed extensions are based on
justificatory knowledge, external consistency (3) could be evaluated by positioning the
corresponding articles: Have they been criticized by other authors? How established are
they in their domain? Further, the extensions should to be evaluated regarding their
purpose and scope (4). Proposed artefacts such as the extensions need to be of general
validity and applicable in different contexts for different purposes [37]. A possible
approach could be to take the problem definitions of a larger number of (DSR) publi-
cations and creating CCM4DSRs in order to evaluate the general validity of the pro-
posed extensions. Reviews of individuals applying our extensions will also be an
indicator for simplicity (5). If they manage to describe the relevant content in a simpler
way, the original extensions should be adjusted. Lastly, the fruitfulness of new research
findings (6)—in particular of our extensions—should be discussed. Given that we have
extended an existing technique, one could analyze the impact on the use of the
CCM4DSR approach (e.g., novelty of the results, satisfaction of the team members,
number of research projects where CCM4DSR is applied).

In addition, future research could also consider additional extensions in the CCM
Conversion and Solution Derivation steps of CCM4DSR. For example, the impact of
including additional creativity techniques to facilitate solution derivation could be
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analyzed. As the problem identification is an underserved topic in the existing DSR
literature, we encourage prospective research to investigate or propose other techniques
and methods.
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Abstract. Significant recent developments in the domain of big data analytics
provide the basis for leveraging predictive procurement insights in the pro-
curement process. Following the path of other business domains, B2B business
networks now have the potential to fill the gap of providing sufficient data for
predictive technologies to be applied to the procurement domain, opening the
door for significant efficiency gains. Based on the conceptual framework of the
procurement process the methodology of design science research is applied to
analyze prototype dashboards that leverage available data from B2B business
networks.

Keywords: Predictive analytics � E-procurement � Electronic marketplace �
Design science research

1 Introduction

Recent developments in the domain of big data predictive analytics have not yet arrived
in the domain of procurement, presumably due to the lack of relevant and sufficient
data. The focus of this paper is to analyze how predictive analytics could be applied in
procurement and supply chain management by leveraging data from B2B business
networks. In accordance with existing research, we define B2B business networks as
electronic commerce business networking systems connecting multiple corporate
customers and suppliers in order to facilitate purchasing activities across various spend
categories [17]. In the context of this study, the B2B business network acts as a neutral
and public collaboration platform, a setup in which an electronic intermediary is
established as a digital trading platform facilitating the procurement process between
companies [1, 27]. The main goal of B2B business networks is to streamline business
processes and foster collaboration beyond the four walls of an individual firm. They
serve to better discover, connect, understand and collaborate between customers,
suppliers, banks, transportation providers, and other trading partners along the main
three phases of a transaction: information, agreement and settlement [5].
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In contrast to existing research, this study analyses potential areas where B2B
business networks can extend and build on their core function towards providing
market information transparency and future prognosis capabilities. In an environment
in which new digitalization technologies enable greater visibility, it becomes a com-
petitive necessity for firms to better understand the demand signals coming through the
supply chain. The hypothesis is that B2B business networks can help market partici-
pants anticipating, understanding, and acting on the signals in a collaborative network.
Therefore, the paper describes the functions that provide predictive market insights to
the participants based on the data collected in the network. Predictive analytic examples
from neighboring fields show the potential these technologies provide: For example, in
the domain of healthcare Google is able to predict influenza trends by analyzing online
search data [32]. Examples from marketing show how companies leverage predictive
insights to sell high-tech products [14], how machine learning is applied at a cable
company [26], or how predictive analytics is used for measuring marketing perfor-
mance [23]. Examples from the area of predictive maintenance suggest that predictive
models can be used to determine the optimal replacement period for a rail track [20] or
describe how predictive insights from machines running at clients sites are used at
Heidelberger Druckmachinen [2]. Finally, there seem predictive analytics potentials in
farming, where data from humidity sensors is combined with weather forecasts to
optimize irrigation equipment and reduce water use [29].

2 Conceptual Background

In order to analyze the potential of B2B business networks to provide predictive
insights, we start by revisiting the body of literature in the area of predictive analytics.
Predictive analytics is not new, especially when abstracting the concept to the question if
formal rules could be used to draw valid conclusions. Already Aristotle (384–322 B.C.)
formulated a precise set of laws governing the rational part of the mind and for example
Thomas Hobbes (1588–1679) built on that paradigm by arguing that reasoning was like
numerical computation [21]. A core requirement of data science in this context is its
predictive power, not just its ability to explain the past [6]. Predictive learning and
descriptive learning needs to be separated: In the concept of predictive learning, training
data is provided to learn the mapping of inputs and outputs from a set of data to create a
formula which can then be applied to the entire data set to identify similar patterns. In
contrast, descriptive learning is a process to find interesting patterns in the data as such,
without the goal to formulate predictive statements [22]. Predictive business analytics is
the technique to conduct future prognosis as compared to descriptive business analytics
as the mean to visualize and package up historic data for consumption [18]. The concept
of predictive learning includes setting a predictive framework in a process where data is
analyzed for certain patterns, leveraging machine learning technologies, in order to
formulate predictive statements, concluding in predictive models. These models and
statements can then be applied to a specific set of data to make predictions along the
identified patterns. Probabilities of predictive statements can be included in order to
produce the most probable outcome based on the given data set [22]. Figure 1 shows

268 J. Gruenen et al.



how predictive statements are first tested to create a predictive model that can then be
applied to further data sets in order to provide predictions [32].

Looking at the input data used for the analysis or prediction, big data promises
actionable knowledge creation and superior predictive models [6]. Big data is char-
acterized by the volume of data as well as by the variety in terms of unstructured
information and the velocity (speed and dynamics) in which the data occurs [31]. This
research follows the concept of predictive as forward looking analytics and calls the
application to the procurement process as predictive procurement insights.

3 Predictive Procurement Insights in the Domain of B2B
Business Networks

3.1 General Considerations on Predictive Procurement Insights
from B2B Business Networks

The application of predictive analytics to the field of procurement and B2B business
networks requires separation of information gathered from B2B business networks as
compared to general available market research information. Williamson [36] outlines in
his transaction cost framework that a reduction in transaction costs will facilitate
trading and create an economic benefit. In contrast to aggregated bucket analysis, B2B
business networks allow real-time dynamic data analytics directly from the network,
providing real-time insights into actual commerce activities. To improve data inte-
gration of the data elements from various B2B business networks into the transactional

Data Learning Predictive
Model

Predictive
Model

Data Set Prediction

Fig. 1. Predictive learning and application based on Siegel [32].
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client systems standards are emerging [8]. A B2B business network gathers significant
data along the procurement process from information phase, agreement phase and
settlement phase, including master data, transactional data as well as external data as
visualized in Fig. 2 [16].

“Master data” captured in a B2B business network covers the following aspects:
Business partner master data of vendors as well as suppliers along with the necessary
details for completing the transactions such as name of business partner, address and
bank account. Accounting data includes company codes and account categories in the
general ledger, such as projects or assets. The master data of the participants allows
analysis of the company size, industry and geography, of which elements such as
financial health, payment information and other compliance aspects could be derived
by passing risk parameters down from region and industry. Data privacy compliance
requires that all participants agree to share their master data with the participants of the
network for the dedicated usage, including predictive procurement insights [25]. Fur-
thermore, customers always have to have a clear opt-in into the usage of their data [3].

Transactional data could be made anonymous and then aggregated in order to be
leveraged to provide insights in macro-level information on commercial activities in
industries, geographies, and markets. The dynamic predictive models could then be
applied to the dedicated information derived from the individual participant in order to
provide predictions, following the predictive modeling approach from supervised
learning. Further usage of the general transactional data, including prices, volumes, and
timing of purchase units, is strictly limited and subject to aggregation and
anonymization, since it is not owned by the B2B business network itself but belongs to
the participants. Research elaborating on this crucial area of data privacy and com-
mercial usage – outlining the problems of privacy issues with a focus on private persons
which can possibly be applied to B2B environments – already exists [9, 34]. To con-
clude, the assumption is that transactional data could anonymously be derived from the
underlying transactions such as quotes, sales respectively purchase orders, contracts,
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Fig. 2. Available data in B2B business networks based on Lindemann and Schmid [16].
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shipping documents including goods receipts, and invoice as well as payment docu-
ments with the following attributes: buyer, vendor, item, price, volume, and time
stamp. This information could be leveraged to dynamically build predictive models
which could then be applied on demand by the client on its’ own individual data set as
part of the prediction process as outlined in the conceptual background section. Table 1
illustrates the main documents and their attributes part of the procurement process.

Finally, external data is captured during the procurement process and covers the
following areas: market studies and other advisory services including benchmarks and
legislative advisories, mostly occurring during the information and agreement phase of
the procurement process. During the settlement phase, exchange rates become relevant
and can be derived from external sources for international payments.

3.2 Application of Predictive Procurement Insights in B2B Business
Networks

As discussed above, predictive analytics in sales and marketing is a well-researched
domain. Although sellers and buyers play an evenly important role on two-sided B2B

Table 1. Transactional data documents and attributes.

Document Description

Quote Document describing the requested
product/material or service from vendor and
buyer side in conjunction with a request for price
proposals

Sales order Offer by a supplier to the customer to deliver a
quantity of materials or perform a specified
service within a specified time

Purchase order (including PO change
revisions)

Request from a buyer to an external supplier to
deliver a quantity of materials or perform a
specified service within a specified time

Contract Document outlining the scope of the traded
object as well as the terms of usage

Scheduling agreement Document informing the vendor which quantities
of a product are to be delivered on which
date/time

Advanced shipping notification Document containing all data necessary for
triggering and monitoring the delivery process

Goods receipts Statement of physical acceptance of goods or
materials into stock at customer side

Invoice Document that states the invoice recipient’s
obligations to the company that sold the products

Payment (including payment proposals,
payment schedules, remittance advice, etc.)

Notification that a payment is triggered in the
payment run at client side
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business networks [7], the further analysis of potential predictive procurement insights
will focus on the buyer and procurement perspective. The concept assumes that
business data is derivable from B2B business networks, as a facilitator of procurement
transactions and provider of the relevant data. The goal is to get more clarity on the
potential application of predictive procurement insights, as this topic is not well cov-
ered in existing research. This subsection therefore elaborates on specific examples
how predictive procurement insights could be operationalized and provide a basis for
B2B business networks to enter that space.

Description of Methodological Approach. In order to visualize and illustrate the
potentials of predictive analytics in the procurement domain the design science
approach is chosen for this research. This approach seems ideal because according to
Hevner et al. [11] the design-science paradigm seeks to extend the boundaries of
human and organizational capabilities by creating new and innovative artifacts. In
addition, according to March and Storey [19], the problem-focused approach to bridge
the challenges between research and practitioners is ideal to describe desired organi-
zational information processing capabilities and their relationship with present and
desired organizational situations, and develop actions that enable the implementation of
information processing capabilities that move the organization toward desired situa-
tions. Gregor and Hevner [10] further elaborate that the design science methodology is
well suited to outline and design process elements as conducted below. In order to
illustrate the potentials of predictive procurement insights, we selected the design
science research process suggested by Peffers et al. [28]. Each prototype comprises a
design illustrated in prototypes of a schematic management dashboard, which con-
sumes the predictive procurement insights from a user perspective. The business
motivation of each prototype is set before the actual artifact and evaluation metrics are
given directly after each dashboard, with the goal to “observe and measure how well
the artifact supports a solution to the problem.” [28, p. 56]. This analysis is done in line
with the argumentation from Vaishnavi and Keuchler [35], who point out that design
and evaluation of an artifact typically require different skills and are therefore often
conducted separately. They elaborate that although the initial presentation of a research
model provides some evaluation of the artifacts, the primary evaluation is usually
completed as other researchers analyze the artifacts and put them into other settings.
Thus, a complete design and evaluation is rarely completed in the same paper [35].
Therefore the business value segment discusses potential benefits arising from the
processes outlined, each highlighting a number of economic means to measure the
benefits. This approach is applying what Hevner et al. [28] referred to as the “informed
argument” method. Therefore, those metrics provide a measurement framework for
further research evaluating the assumptions in real world scenarios or in lab environ-
ments that will then as well provide the basis to isolate training data records and
approaches to concrete predictive models. This is a future research topic on the
researchers’ agenda and not part of the present study.

Problem Identification and Objectives of the Solution. In order to identify specific
applications how predictive procurement insights can be provided based on the
information available on B2B business networks, a simplified view of the procurement
process is required. Figure 3 below shows strategic as well as operational procurement
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activities and supporting overarching functions from finance and reporting, high-
lighting areas where predictive procurement insights could be leveraged [12].

In the strategic procurement process the areas of “market research and evaluation”
and “supplier search and selection” are candidates for prototyping predictive pro-
curement insight potentials. Predictive procurement insight 1 is located in the infor-
mation phase of the procurement process whereas predictive procurement insight 2 is
embedded in the supplier selection process part of the agreement phase. In the context
of operational procurement, that deals with the procurement execution inside frame
contracts and selective spot-buy activities of non-catalog items, predictive procurement
insight 3 can be envisioned in the activity of purchasing and goods receive as part of
the settlement phase. Finally supporting functions to the end-to-end procurement
process from finance and reporting provide a good opportunity for predictive pro-
curement insights 4 and 5. All predictive insights as described here represent an early
warning system, helping the various procurement functions to control the risks of their
tasks and to enable them to act based on the best available real-time knowledge [16].

Prototypes. The following prototypes highlight potential areas where predictive pro-
curement insights can be injected into existing processes and applications. The sce-
narios are simplified for the purpose of visualizing the potential applications and
benefits for the different stages in the procurement process. They are not meant as a
specification of how a solution could look like. The ultimate design depends on how
these functions are realized in the individual existing procurement solution.

Predictive Procurement Prototype 1. Uncertainty and missing transparency on price
trends, globally, regionally, or category related, is one of the main challenges in pro-
curement and this application tries to predict the future prices of selected procurement
objects. An ideal solution includes simulation capabilities along quantities and

Contract

Strategic
Procurement

Process

Operational
Procurement

Process

Reporting and Finance

Manage existing relationshipsSearch & Evaluate Market

Search & Select Supplier Negotiate Contract

Select from Catalog / Contract Purchase order creation

Goods receiptInvoice

1

2 3

4 5

= potential predictive procurement insight

Fig. 3. Simplified view on procurement processes highlighting potential predictive procurement
insight areas based on Johnson and Flynn [12].
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timelines. Furthermore, the application needs to be real time in order to reflect short
term incidents such as risks in supply of a certain trade object category that change the
price prediction of a product. In some categories, such as raw materials or high tech
components, these prices are quite volatile per nature and short term demand/supply
disruptions injected by natural disasters or similar incidents apply to nearly all cate-
gories. In addition, general economic indicators such as growth or slowdown of the
global or regional economy including certain publically available metrics on interest
rates, unemployment figures and from related and divergent markets need to be con-
sidered for the price prediction. Finally, insights on how competitors and other buyers
are expected to behave influence the forecast the market price of the tradable object.

In this scenario the user in strategic procurement is able to analyze the market
situation of the specified product on the upper right corner (Market as input area) of
Fig. 4. Parameters include specifications of the product as well as expected spend
volumes and locations. Based on this, information vendors of the required product and
corresponding demands and supplies are identified. The market price prediction is
provided as extrapolation of the historic demand and supply patterns on the bottom left
(marked as prediction area), here presented on a yearly time scale, but potentially a
monthly, weekly or daily time horizon could be as valid, depending on the price
volatility in the market.

Valid predictions of future prices are undoubtedly very beneficial for procurement
functions. Simulation capabilities along existing inventories and future requirements
can provide guidance on the ideal time to buy, relevant especially in volatile markets
with strong price fluctuations. The potentials derive from a now possible strategy where
predictive insights are leveraged to decide on the right time to buy a certain product as
compared to a periodic or purely demand driven procurement plan, benchmarking own

Predictive Procurement Insights Search & Evaluate Market

Input Area
Product Details:
• Item Specification
• Product ID (if applicable)

Requirements:
• Total Spend Volume
• Spend locations (share)

Supply View: main suppliers of specified item
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Supplier 2

Supplier 5

Supplier 4

Supplier 3

Consumption View: consumption location of specified item
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Fig. 4. Predictive procurement insight 1: price prediction in search and evaluate market phase.
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purchase conditions to general trends and enabling the procurement function to
leverage price predictions to trigger procurement at times of relative low prices. Sellers
on the network that offer more attractive prices and conditions are made transparent.
Interesting for the participants will be the impact on the price of a certain trading object
from global or regional trends as well as from related and divergent markets. For the
predictive model this means that not only historic purchasing patterns from within one
company are relevant for training the predictive model, but the data is enriched with
purchasing behavior of competitors as well. As a side note, for sellers it will be
interesting to analyze the industry usage patterns of their trading object and identify
changing trends of usage of their products in order to identify new markets, as outlined
by Kim and Mauborgne [13]. For increasing the sellers’ performance additional ana-
lytics such as providing insights into their respective customer base as elaborated by
Lee et al. [15] might be of interest.

Predictive Procurement Prototype 2. Transparency of risk patterns of the trading
partners are essential for procurement and most beneficial if these are not only based on
historic figures but include a risk prediction component. This application is designed to
predict the risk of the selected suppliers and provide transparency of the risk-price ratio.
Parameters defining the risk score are inventory and production locations of the sup-
plier in comparison with the specified item required location. The risk score is then a
result of the existing network of vendor relationships of the selected supplier and a
combination of the risk of the suppliers of the supplier. The actual risk patterns are
derived from historic figures on the individual suppliers along delivery accuracy,
product quality and inventories as well as transportation distances and times and
financial aspects of the supplier. These insights are most valuable if they include
regulatory and market risks of the trading partner due to the specific political, economic
or geographical market environment. Finally sustainability and environmental aspects
can be included in the risk patterns, helping purchasing organizations to understand the
sustainability aspects of their suppliers and leverage these in the supplier selection
phase.

In this scenario, visualized in Fig. 5, the user in strategic procurement is drilling
down into a specific supplier from the list (marked as input area) to learn more on the
environment of the vendor, resulting in the predicted risk patterns (as shown in the
prediction area).

Based on this, predictive information suppliers are evaluated by risk price ratio.
More comprehensive scenarios could even allow for drill down into 2nd and 3rd tier
suppliers of the supplier along the product bill of material and produce a combined risk
score including these elements. This enables the procurement organization to evaluate
suppliers of the required item from a risk point of view, to ultimately identify the
supplier offering at the best price with the lowest possible risk. An example shows how
such functionality could be leveraged to automatically and systematically detect fraud in
ecommerce [4], despite the focus on private individuals as market participants allows
only a partial application to B2B environments. Finally, predictive procurement insights
that allow drilling-down into components and ingredients along product pedigrees and
bill of materials, create additional value along quicker and more sophisticated product
compliance and risks analysis, proactively as well as exception based.
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Predictive Procurement Prototype 3. Operational procurement functions lack predic-
tive procurement insights in lead times and expected arrival dates outside of the agreed
terms and conditions with the supplier. This application should predict the estimated
arrival time from the supplier and add a risk premium to the lead times. The risk
predictions can be derived from historical lead times from own purchase orders as well
as delivery performance information from other deliveries from the same supplier, as
available on the network [30]. This predictive information can further be enriched with
information from weather forecasts or bottlenecks for example resulting from natural
disasters, which could impact the delivery performance of suppliers from certain
geographies.

In the scenario displayed in Fig. 6 the user in operational procurement is selecting a
specific supplier from the list of certified suppliers for a specific purchase item based on
the required delivery time and standard lead times as well as potential expedition
charges (input areas). The output of agreed timelines is enhanced with predicted delivery
forecasts on standard and express delivery options (prediction area).

Predictive procurement insight 3 covers a prediction of the logistics performance of
the supplier, improving the on-time delivery ratios. Based on this prognosis buyers can
leverage the data for operational procurement planning and logistics activities, reducing
inventory levels via reduced re-order points made possible by the insights from lead
times estimations as part of the goods receipt forecast process. Ultimately this leads to
reduced tied-up capital in working assets.

Predictive Procurement Prototype 4. Transparency on contract spending, including
prediction and forecast, often is a challenge and requires a lot of effort, especially when
looking at the predicted usage of agreed volume discounts in contracts, and providing
guidance for operational procurement behavior. Therefor this application predicts the
spend behavior within a given frame contract. This information can be derived from

Predictive Procurement Insights Search & Select Supplier

Input AreaProduct Details:
• Item Specification
• Product ID (if applicable)

Requirements:
• Total Spend Volume
• Spend locations (share)

Supply View: main suppliers of specified item

Selected Supplier: Contact Information Risk Score Price Point

Alternative Supplier:
Supplier 1 Contact Information Risk Score Price Point
Supplier 3 Contact Information Risk Score Price Point
Supplier 4 Contact Information Risk Score Price Point
Supplier 5 Contact Information Risk Score Price Point

Customer distribution of selected supplier Prediction

= location of supplier

Fig. 5. Predictive procurement insight 2: risk prediction in supplier search and select phase.
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multiple sources, such as forecasts on planned spending from inside the organization as
well as historical own spend patterns with the supplier as well as supplier spend
patterns from other buyers on the network, as well as general economic trends.

Figure 7 visualizes the reporting scenario on contract spend predictions, where the
user in the procurement reporting function selects a specific contract from the list of
suppliers (input area). The table shows the timelines of the contracts and the actual
spend volumes year to date as well as potentially agreed thresholds for spend volumes.
From here the user can drill into contractual details and departments leveraging the

Predictive Procurement Insights Goods receipt forecast

Input AreasPurchase Requisition:
• Item Specification
• Product ID (if applicable)
• Amount
• Location
• Required Date

Overview: supplier location of specified item

Supply View: certified suppliers and commercials

Selected Supplier: Lead time + delivery charges Expedition Charge

Alternative Supplier:
Supplier 1  Lead time + delivery charges Expedition Charge
Supplier 3 Lead time + delivery charges Expedition Charge
Supplier 4  Lead time + delivery charges Expedition Charge
Supplier 5 Lead time + delivery charges Expedition Charge

1
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3

Lead time in days Required Date: DD.MM.YYYY

Criteria
Standard 
Delivery

Risk 
Premium

Express 
Delivery

Risk 
Premium

Supplier 2 (selected) 10 Days -5 Days 5 Days -2 Days

Supplier 1 30 Days -2 Days 10 Days 0 Days

Supplier 3 25 Days 15 Days 10 Days 5 Days

Supplier 4 15 Days 5 Days 5 Days 3 Days

Supplier 5 35 Days 15 Days 15 Days 5 Days

Predictions

Fig. 6. Predictive procurement insight 3: risk premium prediction on delivery lead times.

Contracts

Criteria
Contract 
Volume

Contract 
Timeline

Threshold 
1

Threshold 
2

Supplier 1 1.289.000 31.12. 1.500.000 3.000.000

Supplier 2 234.000 1.3. 2.500.000 5.000.000

Supplier 3 2.756.000 31.12. 1.500.000 3.000.000

Supplier 4 57.000 31.12. 250.000 500.000

Supplier 5 3.789.000 31.10. 5.000.000 10.000.000
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Fig. 7. Predictive procurement insight 4: contract spending predictions for reporting.
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supplier. The hierarchy view displays the products provided by the supplier. The
bottom left (prediction area) shows the prediction on the annual spend.

From this information the procurement department is able to drive the procurement
behavior of the organization with an enhanced operational spend guidance. The
resulting improved spend volumes, as agreed with the supplier, enable volume dis-
counts or prevent overspend outside of agreed contract volumes. The operational
guidance can for example be executed by cutting consumption short by removing items
from the buying catalogues and steering consumption towards preferred suppliers. The
later can be achieved by promoting purchases from the specific supplier or by disabling
alternative products from the catalogues. This target here is to meet certain spend
thresholds or at least enable early plan adjustments, which will then entitle the orga-
nization to agreed volume discounts or prevent costly overspend outside of agreed
volumes.

Predictive Procurement Prototype 5. For the benefit of the financial department pre-
dictive procurement insights can be derived from invoices and foreign currency pay-
ment streams in conjunction with business forecasts. This application therefore predicts
the liquidity requirements from a procurement perspective. This prediction will allow
for insights required to plan for cash flow liquidity in order to optimize on early
payment discounts and currency hedging preventing risks from currency fluctuations
incurred by cross border multi-currency transactions.

In this context, as shown in Fig. 8, the finance department has the option to choose
either minimum total spend, optimizing on early payment discounts, or minimum
liquidity requirements, paying the bills as late as possible (input area). The selection
depends on multiple aspects, including the liquidity situation of the company but as
well general interest rates and conditions on the financial markets. The predictions on
cash and foreign currency requirements can in addition be based on internal
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information on planned spending volumes from the reporting scenario above, enhanced
with external information on general market and financial market predictions which
have the potential to strongly influence interest rates as well as foreign currency
exchange rates.

From a financial aspect this predictive procurement insight enables the finance
department to optimize the payment runs based on the terms of payment without
incurring default charges with minimum liquidity requirements. Currency hedging
requirements from cross border multi-currency transactions are another aspect that can
be optimized with this function. Ultimately this enables the finance department to lower
the cash liquidity reserves while optimizing the usage of liquidity to benefit from early
payment discounts.

4 Discussion

The results of this study suggest there are numerous areas where predictive procure-
ment insights, potentially harvested from B2B business networks, are interesting and
relevant for managers. However, several prerequisites and environmental aspects have
to be carefully analyzed and addressed in order for these examples to become reality.
For valuable and significant predictive procurement insights, the data basis of the B2B
business network must be sufficiently large in order to provide meaningful insights, not
only on a global level but also when drilling down into certain aspects of the business
along dedicated categories and geographies. Thus, predictive procurement insights
require an extensive usage of the trading platform for operational procurement activ-
ities, a prerequisite which most probably can only be attained by a few operators in that
field and only from operators covering a broad spectrum of spend categories across a
broad customer community. Alternatively, the procurement organization could build
their own predictive application to harvest the data from multiple sources and conduct
their own predictive procurement insights – an undertaking which takes significant
effort and still depends on accurate data provisioning from the outside. Furthermore,
the topic of privacy is a crucial one for the data providers to solve. While Solove [33],
in his taxonomy of privacy, limits the scope to outline possible problem areas of
privacy, Ohm [25] differentiates collection, use, and disclosure of data and highlights
the “Fair Information Practice Principles” as well as the OECD guidelines on the
protection of privacy and trans-border flows of personal data. These standards will need
to be obeyed strictly by any B2B business network provider of predictive procurement
insights. In addition, these operators will need to make sure that the terms of condition
are known by their customers and do actually allow them to use the data in those
manners outlined above.

5 Conclusion

Can B2B business networks contribute to the procurement process by providing pre-
dictive procurement insights? As suggested by the results of this paper, this is the case,
if certain parameters are fulfilled: Firstly, the data collected in the network must be
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large and sufficiently rich in order to provide meaningful insights on micro-levels of the
business; secondly, the legal and ethical aspects of data privacy must be addressed
appropriately, including updated and agreed terms of usage of the network by the
participants, in order for the B2B business network operator to use the data obtained in
the process. These two issues are not easy to tackle and it might take more years of
consolidation and experience in the field, until the potential of B2B business networks
as sources for predictive procurement insights can be fully exploited. It might be a
sensible approach to leverage the data in a step-wise manner and to introduce the
concept incrementally. In a first step, the data could be analyzed in internal pilot
projects in research collaboration with firms experienced in the field of data analytics
and predictions, without monetization and only with a limited focus. Experience from
those pilots could then be used to convince participants from the benefits and be shared
jointly with the updated usage term contracts, convincing participants to opt-in. The
field of predictive analytics is broad and there is much to learn along the journey.
Further research should therefore select a promising field of predictive procurement
insights of B2B business networks and develop an example based on data available to
showcase the potentials in a real world or lab environment. Privacy concerns will be
there along the way and it will be crucial to address them in every pilot and with every
iterative approach in this domain.
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Abstract. The purpose of this study was to develop a method to seek infor-
mation for organization of civilian society to monitor public budgeting. To this
end, a methodological approach based on Design Science Research through the
building of artifacts was used, making theoretical and practical contributions to
the field. The research question that guided the study was: how can a civil
society organization monitor the achievement of public policy goals using
information available on transparency websites? The objects of the study were
the National Education Plan (NEP), which sets the goals for the development of
education in Brazil, and the public budget of the federal government. By con-
structing the method, it was possible to deduce some aspects regarding the
implications of transparency for the monitoring and projection of public poli-
cies. In the context in question, budget transparency was scarce on the websites.
When monitoring is possible, society is interested in using budget transparency
to project the enactment of a public policy rather than only monitor the past.
A generalized method was proposed for monitoring public policies that enables
this projection in the Brazilian context.

Keywords: Transparency � Design Science Research � Public budget � Public
policy

1 Introduction

Transparency is the process of making state actions public. Governments can promote
transparency to improve the acceptance and legitimacy of political processes. Citizens,
non-governmental organizations and other groups can demand transparency to promote
their own interests and monitor state actions. In this context, there is an element which,
according to Grönlund [1] and Macintosh [2], is a tool for transparency, Information
and Communications Technology (ICT), especially the websites. Websites can enable
citizens to interact with their representatives, stating their needs, voicing their opinions
on public policies and monitoring the actions of the state.

In this study, a method was developed to seek information on government budget
execution, for the purpose of monitoring and control of the goals of federal public
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policy for basic education as expressed in the National Education Plan (NEP). The
method was drawn up at the request of an organization in civilian society, the Marista
Solidariedade Foundation, which promotes programs, projects and actions to support
and help children and young people. In Brazil, it operates through 21 education and
social centers, one of which is the Marista Center for the Aid and Support of Children
(CEDIN), where the present study was conducted.

In Brazil, the public budget is controlled by a set of laws and regulations that oblige
the state to plan and account for expenditure and investments. The budget is connected
to public policies for the development of the nation, such as education, for which there
are long-term plans. In the case of education, the NEP is a public policy with directives,
strategies and goals to promote schooling in the country. However, the budgeting and
financial tools of the government are cumbersome. As a result, it is difficult for society
to monitor public policies.

To research this theme, the Design Science Research is used in this study. Design
science seeks solutions through the production of artifacts, transforming the existing
situation into a desired one [3]. The study was guided by the following question: how
can a civil society organization monitor the achievement of public policy goals using
information available on transparency websites? The construction of the method
enabled a response to the question and reach conclusions regarding the implications of
budget transparency to monitor and project public policies in the Brazilian context.

From a theoretical viewpoint, this study seeks to complement studies on the
implications of the social use of ICT, especially the websites, in developing countries
such as Brazil. These studies have resulted in innovative reflections due to the fact that
they take social and cultural aspects into account, which has been a scarce feature in the
literature [4]. It also helps to identify elements regarding the different views pessimist,
optimist and pragmatic of the use of websites in transparency actions. From a practical
viewpoint, the study aids the search for a solution to a specific problem of an orga-
nization: the need for a method for monitoring public policies.

In this Sect. 1, we present the theme of our work. In the Sect. 2, we detail public
budget, public policy for education in Brazil and some transparency concepts and the
website role for transparency. Section 3 give a short presentation about Design Science
Research and our research argument. The methodological procedures used for data
collection and analysis is presented in Sects. 4 and 5 presents the discussion of the
results. In Sect. 6 we conclude this work with our considerations.

2 Public Budget, Public Policy for Education in Brazil
and Transparency

There are two views on the concept of public budget: the traditional and the modern. In
the traditional view, the main function of a budget is political control, a disciplinary
instrument of public finance. In the modern view, a budget has the added function of
being an instrument of administration, helping the executive branch in the adminis-
trative process of programing, executing and monitoring finances and government
work [5]. More recently, the public budget has had another added characteristic, as a
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document for divulging government actions to the public, returning to its function as an
instrument for the social monitoring and control of public money [6].

In Brazil, the public budget is formed using three instruments: the annual budget,
also known as the Annual Budget Law (LOA), which is the budget per se, lasting for
one year. The Law of Budgetary Directives (LDO) is an instrument that operationalizes
programs for sectors and regions in the medium term, also lasting for one year. The
Law for the Multi-year Plan (PPA) is the framework for national plans in which large
objectives and goals are set, together with strategic projects and basic policies, lasting
for four years.

The budget contains the financial information on revenue and expenditure.
Expenditure is listed in different ways in the budget. One way is the functional clas-
sification, made up of functions and sub-functions. A function is the highest level of
expenditure. A sub-function is immediately below the function and explains the nature
of a government action. Combining functions and sub-functions basically means asking
‘in which areas of expenditure will government action be taken’.

Responsibility for public education in Brazil is shared by the federal, state and
municipal governments. Education is divided into basic and higher learning. Basic
education includes elementary school, junior high and high school. Part of the
resources earmarked for basic education comes from the federal government budget
and the remainder is divided between the states and municipalities.

The federal government, together with the states and municipalities, has a specific
law for public education policies, the National Education Plan (NEP). The law in force
from 2014 to 2024 contains ten objective directives and twenty goals and specific
strategies for their implementation. Social movements and organized groups have
worked to establish a dialogue with the government to discuss the current problem of
insufficient funds for education and monitoring it. These groups propose bolder goals,
and for this there is a need to analyze their technical and budgetary feasibility. This is
one of the more controversial points [7], as is monitoring budget execution to achieve
these goals. ICTs resources like websites are one of the tools that can be used for this
purpose. ICT can help to gain access to certain information and present it more clearly.
This would affect people’s ability to share and understand decision making [1]. Access
to ICT could also enable people to work as partners and promote social benefits, such
as transparency [8]. On the one hand, technology can become an instrument of rhetoric
in the hands of politicians, and on the other a tool for democratic explanations and an
opportunity for citizens to influence decision making processes [1].

When it comes to transparency there is a paradox. If on the one hand there are
authors who believe that ICT will empower citizens in the democratic process [9–12],
there are others that believe that governments will use ICT to increase their control over
people and those in power will only publicize the information that they deem to be
convenient [13–15]. There are also those with a more pragmatic view, recognizing in
ICT a potential for a more participative form of democracy [16–18], enabling citizens
to participate more directly in government decision making.

Public information is a social right, explicitly guaranteed in the legislation of most
democratic countries. In the case of Brazil, it is included in the Federal Constitution of
1988 and in Law 12.527/2011, known as the Freedom of Information Act [10]. It can
also be found in Complementary Law 131/2009 and Complementary Law 101/2000.
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These laws regulate access to information and compel all branches of governments to
publish their data [18]. In many countries, the effectiveness of these laws is directly
linked to the implementation of initiatives based on ICT [19], especially on the website
[18], which offers a new approach to the creation of transparency and the promotion of
social control [8].

From an optimistic viewpoint, access to government information, accounts and
publications as means for the public to obtain data [1] would facilitate the monitoring
[20] and vigilance of representatives and institutions [11, 12]. By having access to
these data, the public can be better informed regarding the political process, which
would lead citizens to make informed choices and communicate their representatives
and government agencies [21]. Although it is too early to measure the impact of
initiatives based on websites concerning transparency and social monitoring, there are
some signs that websites can promote transparency and fight corruption [22]. It can
provide information on government rules and citizen’s rights, information on gov-
ernment decisions and actions, enable monitoring of government actions and expen-
diture and the divulging of information on government performance.

The discussion on the transparency of government actions has become particularly
relevant given the rapid growth and evolution of website. Around the world and in
Brazil tools have been created to make information available from many government
spheres. People can access this information on the websites. The websites by allowing
access to information made available by public agencies from anywhere in the world,
24 h a day [23], may be one instrument for building a more effective democracy.

Other studies do not have such optimistic results. Initiatives founded on websites as
a tool for transparency and social control of public policies are not guaranteed success
in every country that implements them and they do not always lead to advances in
transparency [8]. Sometimes, the use of website creates new behaviors that are con-
sidered corrupt [24], favoring those who know how to operate websites [25]. The use of
websites can produce very different results in different countries and cultures [24]. The
success of initiatives based on websites as a strategy for social control will depend on
issues of implementation, education and acceptance of websites by citizens and local
culture [8]. Transparency tools based on websites are often limited by problems of
ability, research capacity, language, legal and political context, technological literacy,
sufficient technological infrastructure and trust in social institutions [26–28].

3 Design Science Research

Design Science can be understood as the set of researches in the several areas of
knowledge, in which the objective is the investigation of artificial, man-made artifacts.
In Design Science Research, the objective is to investigate the artificial and its
behavior, both from the academic point of view and from the organization [29]. Thus,
Design Science Research is a rigorous process of designing artifacts to solve problems,
evaluate what has been designed or is in operation and communicate the results
obtained.

In this paper, we use the definition of March and Smith [30] and Hevner et al. [31]
for artifact: it can be a construct, a model, a method or an instantiation. In this
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definition, ‘methods’ are the ways to accomplish the activities directed to the objec-
tives, are the necessary steps to carry out a certain task. They can be represented
graphically or in specific heuristics and algorithms.

Hevner et al. [31] proposed seven practical rules for conducting research using the
Design Science approach. Such guidelines describe the characteristics for conducting
good research, the most important of which is that research must produce an artifact for
a specific problem: (1) the object of study is an artifact: in this work the artifact is the
method of searching for information of the governmental budget; (2) relevance of the
problem: the artifact is relevant to the solution of a problem faced by one civil society
organization, CEDIN, how can monitor the achievement of NEP goals using budget
information available on the websites; (3) project evaluation: their usefulness, quality
and effectiveness must be rigorously evaluated. In this study we perform a black box
test, executing the method; (4) research contributions: the research should represent a
verifiable contribution, this study contributed for a solution to a specific problem of an
organization an give reflections about budget transparency on the websites; (5) rigor of
the research: rigor should be applied in the development of the artifact and its evalu-
ation; this is demonstrated in the methodological procedures (6) design as a research
process: the development of the artifact was a research process that draws from existing
problem and proposal a solution; (7) research communication: finally, the research
must be communicated effectively to the interested public, like in this article. Con-
sidering that education is a relevant topic for the Brazilian context and that a civil
society organization has an interest in monitoring the achievement of the NEP goals,
this study proposes to develop a method of monitoring the public budget of education
based in information available on the websites and for this was used the Design Science
Research approach.

4 Methodological Procedures

The artifacts are potentially constructs, models, methods or instances [31] and thus the
study was dedicated to the development of a method. The methodology used in this
study for elaborate the method was that of Peffers et al. [32] developed for research in
design science which include five stages described below. In the execution of these five
stages a qualitative approach was used. Three meetings with a mean duration of 1.5 h
each were held with three managers and five CEDIN employees, which allowed for a
deeper understanding of the problem and motivation for the elaboration of the method.
Three semi-structured interviews were also carried out with two managers and one
CEDIN employee with an average duration of 1 h to identify the objectives of the
method to be developed. The researcher’s field notes and interviews were transcribed
and analyzed using a qualitative analysis software. To aid the development of the
artifact, construction, justification of relevance and later evaluation of the results, the
seven directives proposed by Hevner et al. [31] were followed. However, their
description falls outside the scope of this study. The stages of constructing the method
were executed over a period of 15 months in 2013 and 2014. We will present the main
point of each stage [32]:
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1. Identification of problem and motivation. To define the specific research problem
and justify the value of a solution.
Application: Three meetings were held with the technical team and board of
directors of CEDIN. All observations made by the team were noted in the
researcher’s diary. The federal government and basic education were defined as the
levels of application. Four goals of the NEP, out of a total of 20, were selected for
monitoring (Table 1).

2. Definition of the aims of the method. To deduce the objectives through a definition
of the problem and knowledge of what is possible and feasible.
Application: Semi-structured interviews were conducted with the person responsi-
ble for monitoring budgets, with the manager and one of the representatives from
CEDIN. The purpose of the interviews was to define the objectives of the method
and the views of the interviewees on e-transparency. The interviews were recorded,
transcribed and analyzed using Atlas.ti software. The main indicators identified by
the interviewees were: (i) efficiency in the search for information; (ii) that the
method should be easy to understand and (iii) the reliability of the data collected
using the method.

3. Project and development of the method. The creation of the method for monitoring
the NEP.
Application: The method was developed as follows:
(a) A study of Brazilian public budgets: the three instruments that make up the

public budget were analyzed (LOA, LDO and PPA) and the complementary
budgeting laws and manuals1. We identified the expenses linked to Education
in the public budget. We identified some legal changes that compromise the
transparency of information.

(b) Establishment of a link between the budget and the selected goals of the NEP:
we analyzed the budgeting instruments and identified the items of budget
expenditure that would be earmarked to meet the goals of the NEP. This was
the subject of a careful but subjective analysis, as a more adequate way was not
found.

(c) A study of the website to collect information: we analyzed the most important
websites2 where the federal government publishes information regarding the
financial execution of the budget (see footnote 2). This was done to become
familiar with the websites and to identify the clearest and most objective way of
publishing information. Not all the websites have adequate data. We selected
the Siga Brasil website.

(d) Design of the method: The method consists of a succession of steps that have
been described and illustrated in the form of a flowchart. The end product was
the design of the flowchart for executing the monitoring of the NEP.

1 We refer to the complementary budget laws that guide the preparation of the public budget in Brazil.
These include Law 4320/1964, Law 101/2000, the Federal Constitution of 1988, Bulletin 42/1999
and other forms of legislation.

2 https://www1.siop.planejamento.gov.br/acessopublico/?pp=acessopublico&rvn=1, http://www12.
senado.gov.br/orcamento/sigabrasil, http://www.portaltransparencia.gov.br/downloads/, http://
simec.mec.gov.br/.
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4. Demonstration of the method. To demonstrate the use of the artifact to solve one or
more problems.
Application: After the flowchart, had been designed, it was presented to the CEDIN
team. The team was shown how to use it. Following the presentation, the team made
some suggestions like an evaluation of the PPA to compare the percentage of
expenditure forecast for each with the values executed in the budget. We also
identified a limitation of the method, the non-identification of eventual expenditure
applied by other public departments that are not subscribe in the education sub
functions.

5. Evaluation of the method. To observe and measure how well the artifact handles a
solution to the problem.
Application: Based on the indicators from Stage 2, the effectiveness of the method
was evaluated. Following the recommendations of Hevner et al. [31] we conducted
functional test (Black Box) to execute the method. The method proved to be quick
and efficient at obtaining information, without the need for time to search for data,
although there were some limitations due to the problems of transparency identified
in Stages 3 and 4.

CEDIN operates in state councils and in partnership with other agencies in making
investment decisions for public resources earmarked for education. However, to pro-
vide better support for its decisions, CEDIN needs to collect information on the budget
execution for education and on this point it has encountered difficulties. To obtain data
on budget execution, the technicians need to consult a number of websites and visit
public agencies to request information in the form of printed reports. This means
unnecessary costs and time wasting. For this reason, it was necessary to develop a
method that would facilitate the search for information and organize activities. The
expectation of the members of CEDIN is that budget analysis will become more
efficient, enabling the monitoring of public education policies and public investments.

Table 1. Selected goals of the NEP

Selected
goals

Description goal of the NEP

Goal 1 To provide education in pre-schooling centers for all children aged 4 and 5 by
2016 and increase the offer of children’s education at crèches for at least 50%
(fifty percent) of children under the age of three by the end of this NEP

Goal 2 To provide 9 years of fundamental schooling for all children aged 6 (six) to 14
(fourteen) and guarantee that at least 95% (ninety-five percent) of students
conclude this stage of their education at the recommended age by the end of the
current NEP

Goal 3 To provide schooling for all young people aged 15 (fifteen) to 17 (seventeen) by
2016 and raise, by the end of this NEP, the net rate of enrollments in high school
education to 85% (eighty-five percent)

Goal 6 To offer full-time education in at least 50% (fifty percent) of public school in
order to include at least 25% (twenty-five percent) of students in basic education

288 E. Przeybilovicz et al.



From a wider perspective, the interviewees hope that internal actions, such as the
method for monitoring the NEP will help citizens to understand budget execution and
learn more about it. The interviewees recognize that the method has its restrictions, as it
depends on the information available on government websites and that under-standing
the budget is a complex matter.

“Our role as a result of all this learning is, along with other organizations, to make the
information available to more people […]. The systematization of the method can act as a
guideline for other organizations” (Interviewee 2).

“I believe that the method, besides monitoring data and NEP initiatives, can be replicated for
other public policies, I think […]” (Interviewee 3).

During the document analysis, we analyzed the three instruments that make up the
Brazilian public budget, the PPA 2012–2015, the LDO and the LOA.We opted for 2013,
as it was the last closed fiscal year, enabling a better analysis of the results. We also
analyzed the NEP 2014–2024 and the complementary budget laws. The PPA 2012–2015
of the federal government is structured in the form of programs. The program expresses
and guides government action for the delivery of goods and services to society. It is
composed of objectives, goals, initiatives, indicators and investment values. The ini-
tiative described in the PPA is transcribed for the budget (LOA), where they are unfolded
in actions with corresponding forecasts for expenditure. However, the budget actions are
very generic and the value forecast for a given action can be applied in numerous ways.
The lack of clarity and alignment hampers transparency and social control.

We found that a series of legal alterations in part of the complementary budget
legislation that have occurred since 2007 also hindered the listing of expenditure on
education. Prior to these changes, each phase of basic education (children’s, elementary
school and high school) had separate lists of expenditure. Now the entire expenditure is
concentrated in one sub-function (368 – Basic education). All the values transferred
from the federal government to the states and municipalities are listed in sub-function
847 – Transfers. This makes monitoring more difficult.

When analyzing the link connection between budget tools and the NEP, a subtle
relationship is perceived between these instruments. It cannot be said that a certain part
of the budget (LOA) is earmarked to achieve a goal of the NEP. We noted that the
transparency of public policies is reduced. Consequently, the possibility for society to
monitor and control the budget is reduced and compromised, as it is not possible to
ascertain how much of the policy is implemented. Any counter argument serves to
make it unfeasible to demand more effective action from the state. Another charac-
teristic of the budget is its dynamic nature. To monitor it adequately, it is necessary to
analyze the constant legal and financial changes.

Regarding the websites, we identified a series of problems. The websites for plan-
ning and budgeting (SIOP) is highly complex, with many filters and no adequate
explanation for the purpose of the filters. There were also accessibility problems, with
more than three attempts necessary to obtain a password to the site. When we did
manage to access the site, the platform presented execution problems. There were no
problems in accessing the Transparency Website. However, the reports were very large,
making it difficult to analyze them. The website maintained by the Ministry of Education
was difficult to access, and despite persistent attempts, it was not possible to access it
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without a login identification and password. Finally, we accessed the SIGA Brasil
website, which allowed facilitated access to the budget databases. With a login ID and
password, it was possible to create and save reports with the variables we desired.

In short, all the analyses conducted on the budget and its links with the NEP
enabled us to identify gaps for the construction of the budget monitoring model. There
was some difficulty in finding the transcription of the NEP in the main instrument for
public policies, the PPA 2012–2015. There is no assertiveness in the budget goals and
the connection between the budget instruments is loose. The constant changes in
legislation also affect the quality of the transparency of public expenditure on
education.

5 Discussion of the Results

The result of a study in design science is both an artifact and a process that guides the
construction of the artifact [31]. The main findings of this study are concentrated in the
construction of the method for monitoring the NEP. We have presented here the
findings regarding transparency and the generalized method.

The method developed in this study is specific for CEDIN to monitor the public
budget for education. It consists of a first qualitative stage, with 14 steps. In this stage of
the method it is explained step-by-step which documents related to the NEP and the
public budget should be collected and how to analyze them. At the end of this stage the
user can identify in the public budget what expenses need to be monitored and which on
are related to the achievement of NPE goals. The second stage is quantitative and consists
of 27 steps. This stage explains how the user should consult the transparency website to
extract the information about the budget expenses and how to analyze them. In the end,
the user is able to compile a report that allows comparisons about which NEP goal
receives more financial resources, which receives less financial resources, and makes
comparisons between the expenditures planned by the government and the expenditures
incurred. It makes possible the user project the future achievement of the NEP goals.

Inspired by the method developed for CEDIN and, based on an abstraction exercise
of the researchers, with the validation of the team of specialists and managers of
CEDIN, we tried to make a generalization of the method elaborated for a specific
problem of an organization. The generalized method is presented in Item 5.2.

5.1 Implications for Transparency

During the five stages of the process of constructing the model, there was evidence that
the transparency needs to be advanced, in terms of publicity and in the use of websites
to divulge information. The reports that are available are incomplete and no not
meet all the legal requirements; nor do they comply with the principles of open gov-
ernment data. E-transparency is recognized by the interviewees from CEDIN as being
beneficial to social monitoring and control.
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Laws 101/2000, 131/2009 and 12.527/2011 are proof of state guidelines to ensure
access to information and transparency. Websites are required to be transparent as a
result of Decree 7.185/2010 on the publication of public information, reinforcing the
practical application of these laws via the websites. However, although the legislation
exists, it is not put into practice under the auspices of transparency.

The transparency of public information depends on a set of factors that go beyond
the wording of a law. Transparency is presented in the literature as a potential for
access to public information [16–18], which would result in to the empowerment of
citizens [9–12] and greater social monitoring and control. However, the way in which
information is presented appears to be the main issue. In the case of information on
basic education expenditure, from the moment when expenditure was grouped into a
single sub-function it became more difficult to monitor expenditure by stage of edu-
cation. In a way, this is a step backwards for transparency. Even though budget
information is widespread, it does not meet the levels of transparency required by
society.

In the interviews with the members of CEDIN, transparency is identified by the
interviewees and positively evaluated when it exists. The interviewees recognize open
data and publicity as important aspects of transparency. But transparency is also
associated with other elements that form the macro environmental context. Another
element that appears in the analysis is that e-transparency can also be the result of an
initiative by society, mainly actors in organized civilian society.

The source of data is varied, generally obtained from government transparency
websites, but not limited to them. Public agencies can also be sources of data. The
publicity for public information is still viewed as insufficient, first of all because the
information is difficult to access, the transparency websites are difficult to handle and
the information available for download is incomplete or non-existent. The interviewees
recognize that there are differences in the publicity of information from one branch of
government to another, with some being more advanced.

Transparency is linked to several variables of the macro environmental context. The
variables for society, knowledge, technology, access to information and the political
and legal context were identified. Society is understood as the diversity of the actors of
which it is composed, citizens and civilian society organizations acting together to
influence transparency. Transparency depends on a critical analysis of these actors, and
for this it is necessary to acquire knowledge of transparency. The context of knowledge
has to do with this, i.e., the development of capabilities to analyze and assess infor-
mation. Technology can influence transparency, as it enables broad access to infor-
mation. Finally, the political and legal context should provide transparency
mechanisms. Transparency is possible only if it is enabled through access to basic
information. Even if public information is widely available, if the way in which it is
presented is not adequate, websites will not ensure transparency.

This was confirmed during the construction of the method. Although information
on basic education expenditure is available through the transparency websites, the way
the expenditure is grouped does not show exactly how the federal government spends
this money. The political and legal context once again appears as a determining factor
for the existence of transparency, in the willingness of the state to adopt measures that
ensure transparency of public information. The recognized benefits of websites
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transparency are the broadening access to public information, the massification of
access and growing efficiency when the information is analyzed by interested parties.
With the information available online, transparency actors do not need to seek infor-
mation directly from public agencies in printed format. This means more efficient
analyses and faster decision making.

5.2 Attempt to Generalize the Method for Monitoring Public Policies

Using the method for monitoring the National Education Plan created for CEDIN, an
attempt was made to generalize to one class of problems 31, which is need to monitor
the projection and execution of public policies. The generalization stemmed from the
research results, which contained the demands of organized social society to have
social control over public policies. The main motivation for this control is to project
whether the goals of public policy will be achieved. For instance, CEDIN is concerned
about whether the investments for the NEP will be sufficient for achieving the goals of
the ten year plan. Six steps were established for the MONITORE method for the
monitoring and projection of the execution of a public policy.

• Define which public policy to monitor/project: From the demands of society or a
specific interest group, it should be decided which policy to monitor. For this it is
necessary to understand the public policy, whether there are long-term plans, goals
or specific points to be monitored. This activity should be done in collaboration
with a multidisciplinary work group and the final goal to be achieved should be
stated clearly.

• Understand the public budget: The public budget is complex. To understand how
it is prepared, executed and which tools are used is a fundamental step in the
MONITORE method. Budgeting tools and complementary documentaries should
be sought and studied.

• Connect the public budget to public policy: This is a critical step in monitoring
and projection and should be done rigorously. A qualitative analysis is recom-
mended, connecting the goals or points of public policy to budgetary actions. These
connections will serve as a basis for analyzing future projections and for this reason
the connections that are found should be validated by a multidisciplinary team.

• Supply information: Select the source of data and identify the reports with budget
information. The use of government sub-functions is recommended as information
filters to ensure greater reliability and traceability of data. For this reason, it is
important to supply the goals or points of the policy with information gleaned from
the reports.

• Projection and execution of public policy: Public policy is generally medium or
long term. Analyzing past and current budget execution can provide evidence
regarding long-term goals. An analysis of budget execution information is recom-
mended for each selected point of public policy is recommended, as is a projection
of the future situation. In this step, there is feedback, as the public budget constantly
undergoes change. It should be remembered that budget execution alone does not
guarantee the execution of the policy. Other factors of the context can make an
impact, such as laws.
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• Disseminate: One of the main purposes of the Monitore method is to support the
social control of public policies through transparency concerning public expendi-
ture. For this purpose, the projections made regarding the execution of the policy
must be available to the interested parties. By disseminating the info, society will
have access to it to aid its decision making and social control.

6 Conclusions

This study was guided by the following research question: how can a civil society
organization monitor the achievement of public policy goals using information avail-
able on transparency websites? In this study, a method was constructed for monitoring
the financial and budgetary execution of the NEP. We thus proposed a more generic
method, the Monitore, for monitoring the execution and projection of public policies in
Brazil. We also investigated the implications of e-transparency for the monitoring and
projection of public policy in the Brazilian context. We have concluded that is possible
a civil society organization monitor the achievement of public policy goals using
information available on transparency websites, following the method developed.
Although, there are some limitations of websites, in example, difficulty of accessibility,
incomplete information, lack of open data, etc., and context limitations like changes in
budget legislation.

The results of the model indicate that web sites transparency does not achieve the
goals of a tool that acts as an aid to the empowerment of citizens. In our contribution to
the paradox of views, e-transparency remains at a phase of more rhetoric than practice
when we compare the results with the recommendations found in the literature. In the
present study, the political and legal context, with the changes in legislation and
non-compliance with transparency laws results in inadequate e-transparency. Further-
more, the way in which information is made available hampers e-transparency. The
websites that we consulted did not adhere to the best e-transparency practices. We can
infer that the potential of e-transparency for monitoring and projecting public policies
in the context we analyzed remains small. More effective mechanisms are required to
promote transparency. It would be interesting to propose sanctions for state repre-
sentatives for non-compliance with the transparency laws and demand an agenda for
more concrete actions to be taken.

We concluded that monitoring the budgetary goals of the NEP using the current
transparency structure is almost impossible. More effort is required on the part of
organized society to understand information and documents and connect them with the
public budget and analyze whether the expenditure is adequate for achieving the goals
that have been set. Civilian society should adopt a stance of political incidence and
request greater transparency in terms of public expenditure.

It is also suggested that the budget tools should be prepared so as to enable clear
and easy reading. The study found that it was difficult to make connections between the
tools of the budget and those of the NEP. For the budget to become subject to social
control and for the NEP to become more effective in the next ten years, there should be
greater compatibility between the budgetary tools and the NEP. The budgetary tools
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need to be better aligned with each other and enable the monitoring and tracing of
public expenditure.

E-transparency for budget expenditure by the federal government has evolved in
recent years with the passing of Laws 131/2009 and 12.527/2011, the availability of
reports and data on websites. Despite this willingness on the part of the state to make its
actions more transparent, differences in this evolution were found between the branches
of government. Some points require more effort: (i) the availability of complete
information and compliance with legislation; (ii) accessibility, as the websites are not
easy to access and difficult to use; and (iii) the complexity of reports and filters for
obtaining information is another sticking point. The websites are not very intuitive and
using them requires considerable knowledge of the budget structure before the desired
information can be obtained.

The origin of the information, in this case the public budget, also requires advances
and improvements in terms of transparency. The alterations that the budgetary
sub-functions for education undergo to a certain extent reflect the lack of transparency
on the expenditure for this public policy. The results show that ICT is a tool for
accessing information, but does not ensure transparency.

The most relevant contribution of the study, and one which can open up new
possibilities for research, is that e-transparency in the budget execution of a public
policy begins a projection of the goals of this policy. E-transparency can initiate a cycle
of projection and dissemination among the various actors in society and contribute to
participation in the political and democratic sphere, demanding more efficient gov-
ernment actions. A limitation of the study is that the generalization of the method is
limited to the Brazilian context. The findings on e-transparency are anchored in the
view of an organization of society and need to be investigated in other contexts.
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Abstract. With the rise of digitalization and knowledge work, the relevance of
e-collaboration in and among enterprises continues to increase. However, in the
discrete manufacturing industry, whose product costing requires ample com-
munication, coordination, and information exchange, we detected a particular
lack of collaboration support in product costing. In response, we established the
concept of Business Domain-Specific e-Collaboration, which focuses on inte-
grating e-collaboration into the core process of product costing. In this paper, we
present how we developed and evaluated that concept from the perspective of
design science.

Keywords: Business Domain-Specific e-Collaboration � Product costing �
Accounting systems � Enterprise systems integration � Design science research

1 Motivation

In the discrete manufacturing industry, product costing is crucial to determine the costs
of new products as their development cycles begin. In general, the more complex and
uncertain the composition of a product is, the more extensive is the process of assessing
the costs in advance [1]. Given the high degree of information exchange and com-
munication among parties involved in that process, product costing represents a col-
laborative business activity [2]. In the first study of our long-term research project, we
focused on identifying problems and challenges in product costing [3]. Ultimately, we
detected severe deficits, especially in the collaborative processes of product costing,
even though exchanging information and sharing knowledge digitally have become
vital activities for companies [4, 5].

In that first study, we revealed that collaboration in product costing is highly
complex due to the multitude of participants and their distribution across numerous
divisions and locations. Participants expressed their dissatisfaction with current infor-
mation technology (IT) solutions available for collaborating on product costing and that
appropriate (software) support is typically unavailable. They often reported, among
other problems, a lack of clarity about which parties were involved in the costing
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process and a lack of transparency regarding its progress. Currently, data sources
remain unintegrated, meaning that data management requires considerable manual
effort, given media breaks and either redundant or inconsistent data. We also showed
that generic e-collaboration solutions (e.g., email, chat platforms, and workflow
management [5]) are not specifically designed to integrate collaboration support into
the work process [3].

Although researchers frequently investigate e-collaboration in terms of its business
impacts and benefits [6, 7], in cases such as product costing, the fusion of
e-collaboration and the specific business process targeted, with all of its activities and
workflows, remains neglected [3]. To address that gap in the research, we developed a
requirements model - namely, Business Domain-Specific e-Collaboration (BDSpeC) -
for e-collaboration support designed specifically for adoption in business domains.
With this artifact, we intend to overcome the abovementioned challenges in product
costing by supporting actors involved in the costing process when and where they need
help. We also constructed a design prototype for our BDSpeC concept as an instan-
tiation of integrated e-collaboration in product costing and evaluated both artifacts in
iterative cycles.

In this paper, we present how we applied design science approaches during the
development and evaluation of our BDSpeC concept, and therefore, we have structured
our paper according to the recommendations of Gregor and Hevner [8]. The next
section offers related work on the fields of product costing and e-Collaboration.
Section 3 presents our research approach and its steps, including the development of
the requirements model, the instantiation of BDSpeC, and the evaluation cycles. After a
discussion, the paper closes with our conclusions and outlook on future research.

2 Related Work

As corporate management demonstrates, adequate instruments and methodologies are
required to lead, manage, and direct a company. To establish the foundations for
corporate decision making, both financial and nonfinancial data are used to inform
managerial accounting [9]. As part of managerial accounting, product costing enables
companies to estimate the costs that a product will generate in the future. In such
efforts, preliminary costing is crucial since 70% of the costs of goods sold are already
fixed during product development and can exert great influence on costs [1].

In product costing, the calculation of realistic costs should provide a reliable
financial assumption. Especially in the discrete manufacturing industry, product costing
is a highly relevant task, since the industrial products consist of numerous parts that can
be produced in-house or in a different plant of the company or else purchased from
suppliers. Furthermore, every product needs to be assembled, often according to
complex procedures [2]. In today’s globalized world, new sources of procurement and
markets evolve daily and manufacturing processes change constantly in response to
new innovative technologies. As such, diverse factors influence the costs of a product.
Especially when profit margins are low, as they are for automotive suppliers, cost
calculations need to be exact, for even minor deviations from the calculated future real

Enabling Business Domain-Specific e-Collaboration 297



costs per piece add up rapidly and can easily spell financial losses for the business [10].
In short, accurate cost calculations are essential in discrete manufacturing.

Product costing involves collaborative activities. Sales management organizes
communications with customers regarding new products, and as soon as a cost quote
for the product is needed, the product costing department is contacted. Product engi-
neering begins to design the product and issue feedback about the possible composition
of the product. If parts for the product need to be purchased, then the procurement
department has to negotiate purchase prices for the parts with the company’s suppliers,
and manufacturing has to validate the specifications regarding production before the
cost quote can be issued to the customer. To execute those various tasks of the costing
process efficiently, collaboration is essential given the number of participants and the
array of information that has to be exchanged. Due to the expansive amount of data in
management accounting, IT is also essential [11], and to estimate product costs,
spreadsheets created in programs such as Microsoft Excel are often used. As a result,
problems are liable to arise, including costly manual data administration, inconsistency,
and missing documentation, as well as a dismal degree of integration [3, 12].

It is surprising that such problems still exist despite the wide possibilities how
technology can be used to support people in their work. Web 2.0 has enabled to work
together via the Internet in virtual social networks, using real-time collaboration, instant
communication, and collaborative authoring tools [5]. E-Collaboration, also referred to
as Enterprise 2.0 or Social Enterprise [4], covers collaboration within and between
organizations based on information and communication technology and describes
practices of communication, coordination, and collaboration between people in dis-
tributed contexts like projects, teams, or processes within and between organizations
[5]. The implementation of such tools can improve communication, enable collabo-
ration, and provide more flexibility for employees to work together. Accordingly,
e-Collaboration can benefit a company’s work productivity [6]. Although numerous
software products exploit these collaborative technologies, e-Collaboration is a com-
plex, risky, and often-ineffective undertaking in practice. As the general adoption of
e-Collaboration has been investigated in numerous research studies [5, 6], a new aspect
is the business domain specific adoption. In several business domains, the level of
collaboration is very high, but the usage of generic e-Collaboration tools is not
appropriate. Product costing and collaboration are highly linked, which means a
specific division has to be contacted at an exact point in time that is business driven,
e.g. when the supplier has announced the new price for a purchasing part. Therefore, in
the next section we present how this deep integration of the costing process with
e-collaboration can be established based on our concept of BDSpeC.

3 Development of the Artifact “BDSpeC”

3.1 Research Approach

For research projects seeking to generate new artifacts for the knowledge base of
information systems (IS), examining design science research (DSR) and design theories
regarding IS is critical for project positioning. Hevner et al. [13] provide seven
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guidelines for DSR: (1) Design as an artifact, (2) Problem relevance, (3) Design
evaluation, (4) Research contributions, (5) Research rigor, (6) Design as a search, and
(7) Communication of research. Additionally, Hevner’s [14] three-cycle view of DSR
demonstrates how relevance, design, and rigor help to clearly position a project within
the design science paradigm. Gregor and Jones [15] claim that IS design theories
(ISDT) are an output of DSR for IS and stress that ISDT postulate a certain degree of
generalizability in order to address not only specific instances of types of solution, but
also classes of problems. The simplified version of ISDT as suggested by Venable [16]
provides recommendations concerning the form and use of design theory in order to
advance the development of clearer, more useful formalizations of IS knowledge. In
contrast to Gregor and Jones [15], Venable [16] argues that explanatory theories, called
kernel theories, should not be deemed necessary. In a similar vein, Fischer et al. [17]
show how different DSR approaches to design and kernel theory correlate.

For our long-term research project, we considered four research steps observing
Hevner et al.’s [13] guidelines and Hevner’s [14] research cycles. Our steps also
correspond to the thinking of March and Storey [18], who summarize four required
steps for design science in IS research: Identifying the problem, Demonstrating a novel
artifact, Evaluating the artifact, and Communication.

With the problem identification demonstrated in Sect. 3.2, we verify the relevance
of the topic and articulate the problems addressed in our research project. In this paper,
we present our concept for BDSpeC in the form of two novel artifacts: a requirements
model (Sect. 3.3) and a design prototype representing the instantiation of BDSpeC
(Sect. 3.4). To achieve both rigor and relevance, Nunamaker et al. [19] advise pro-
viding a proof of concept to confirm the functional feasibility of a potential solution,
which we observe by providing our design prototype. We executed the evaluation of
the artifacts over the course of several iterations, thereby conforming to Hevner’s [14]
design cycle and the demand for constant evaluation activities in the DSR process
recommended by Sonnenberg and vom Brocke [20]. Along with the general evaluation
of the requirements model for BDSpeC, we evaluated how our model supports specific
use cases for collaboration in product costing. In a second cycle, we validated the
design prototype for a specific use case with a usability test. As Venable et al. [21]
show, evaluation in DSR can follow different strategies; however, we focus on human
risk and effectiveness, as recommended for cases in which the major design risk is of a
social nature and depends on the further continuation of utility. The evaluation cycles
also serve as a proof of value that, according to Nunamaker et al. [19], should gauge
whether stakeholders can use the solution to create value. We describe the evaluation
cycles in Sect. 3.5, and by applying established methodologies (Sects. 3.3–3.5), we
ensure the rigor of our research. In Sect. 3.6, we present the ways in which we per-
formed knowledge transfer as recommended by [13, 15, 18]. Table 1 summarizes the
overall research process.

3.2 Problem Identification

We began our research project by conducting an exploratory study focused on identi-
fying a problem, as addressed in the motivation section, in order to assure the relevance
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of the project’s field. In that study, we investigated the collaborative process in product
costing, along with its participants and organizational IT support, to identify relevant
problems and challenges. Further details appear in our corresponding paper [3].

Methodology. The goal of our first step was to identify whether a lack of collaboration
support exists in product costing. To that end, we designed an online survey to collect
data to simplify the data collection process [22]. We divided the questionnaire into
three topic areas: the collaborative process, its participants, and IT support for col-
laboration. We selected an international sample of participants for the questionnaire;
since discrete manufacturing consists of several industrial sectors, we included com-
panies from the automotive industry, the machine building industry, and the industrial
sector of consumer goods. We considered different perspectives to provide an overall
understanding of the process, which encompassed managerial accounting, product
controlling, marketing, sales and procurement as well as engineering and IT.

Based on those requirements, we contacted companies with potential interest in
research regarding product costing and attracted 26 cooperation partners that signaled
their willingness to participate - seven companies from Germany and 19 from the
United States - from which we contacted 26 German and 55 US employees. We
conducted the study in April 2015, and altogether, 15 companies took part: six from
Germany and nine from the United States. Of the 81 invitees, 28 participated: half from
US companies and half from German ones.

Results. Our results underscore the importance of product costing in the discrete
manufacturing industry. A whopping 96% of participants deemed product costing to be
relevant for running their business successfully. On average, 87% of the overall
workload in product costing was reported to consist of communication and information
exchange, for which traditional methods (e.g., in-person meetings and telephone calls)
and generic tools (e.g., email and online conferencing) are primarily used. Data
management was often reported to be detached from the collaborative process, since
using spreadsheet programs remains common. Overall satisfaction with IT support in
product costing demonstrated the need for action to improve the current situation, and
46% of participants (13/28) stated being unsatisfied with the IT support for

Table 1. Research steps.

Step Methodology No. of
participants

Outcome

1. Problem
identification

Online survey N = 28 List of issues faced during product
costing

2. Requirements
analysis

Expert
interviews

N = 14 Requirements model for BDSpeC

3. Design
prototype

Mock-up
modelling

– Instantiation of BDSpeC (Proof of
concept)

4. Evaluation
cycle I

Focus groups N = 7 Model validation regarding use cases
(proof of value)

5. Evaluation
cycle II

Usability test N = 8 Prototype validation (proof of value)
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collaboration. No respondent reported that the costing process was operated in a
completely unstructured way, although it was usually reported that completing the
necessary steps simultaneously was common, which indicates the potential to automate
and accelerate the process. Moreover, agreements with colleagues and external partners
were reported to often prompt the modification of costing goals that needed to be
reflected in the product cost assessment. Participants stated that usually one person
manages the entire process and takes responsibility for its coordination.

We also analyzed the extent to which the current use of IT supports the collabo-
rative process. 39% of participants (11/28) had little awareness of their tasks and the
status of the process, while 29% of participants (8/28) did not feel informed about the
data that they needed to use for certain calculations. Accordingly, the ability of IT
support to effectively integrate data for the process merits further investigation. The
results additionally demonstrate that collaboration support of 46% of participants
(13/28) was not directly integrated into the system used for product costing. 46% of
participants also stated that the IT support for product costing provided inadequate
support in helping to prevent miscommunication and ensure consistency in the com-
pany process.

DSR Perspective. With our study, we identified problems in the field per Hevner
et al.’s [13] second guideline and verified the relevance of addressing and solving those
problems in future research per Hevner’s [14] recommendations. Ultimately, we opted
to pursue an investigation of the requirements for collaboration in product costing
(Sect. 3.3).

3.3 Requirements Analysis

In this step of our research, we developed and validated a requirements model for
e-collaboration in the business domain of product costing as a possible solution for the
identified problems. The requirements analysis is described in detail in [23].

Methodology. To deepen our understanding of the collaborative practices in the
product costing process and how they are supported by IT, we invited experts with
diverse business roles and from various industrial sectors to participate in
semi-structured interviews. We selected 14 participants with a high level of profes-
sional experience and who declared specific interest in the topic. Since participants
were located around the world, we conducted interviews using a web-conferencing
solution. During each interview, the interviewer introduced herself and explained the
research, the purpose and structure of the interview, and how the researchers would use
the results. She asked the interviewee to describe his or her professional career and
expertise in the field, largely to clarify his or her relation to product costing. The
following part of the interview addressed the collaborative process and IT support
systems in terms of product costing by asking the interviewee to characterize all steps
in the process and their participants. The interviewer also asked each interviewee to
describe how IT supports the process as well as what shortfalls exist and what
improvements, if any, are possible. Each interview took one to two hours.
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After data collection, we conducted qualitative data analysis in order to identify
requirements for e-collaboration in product costing. We coded and analyzed the
interview protocols using AQUAD 7 [24], and all coding was structured to system-
atically examine data content. Our tool-based approach enabled us to derive specific
requirements for collaboration in product costing [25], and by classifying those
requirements, we formulated a requirements model for BDSpeC. To evaluate the
model, we lastly organized a face to face expert session where we presented the
requirements model to 11 product costing specialists who did not participate in the
interviews.

Results. Based on the expert interviews, we established a requirements model for
collaboration in product costing. The model represents our concept for BDSpeC for
integrating e-collaboration into a particular business area and the respective domain-
specific application, such as an accounting or enterprise system. By incorporating
collaboration support directly into the core processes of a business domain, we address
the potential to enable teams to cooperate based on a connection between daily work
routines, data sources, and need for collaboration. The requirements model for
BDSpeC in product costing is illustrated in Fig. 1.

The model consists of four requirement areas that encompass 18 requirements (R in
the model), as well as three system prerequisite areas comprising six constraints nec-
essary to enable IT-based collaboration support (C in the model). First, the requirement
area termed Product Cost Monitoring should give experts a clear overview of the
costing process. In product costing, a goal of collaboration support is to keep the
participants informed about the process status. Hence, a necessary component of
Product Cost Monitoring is the subscription to objects. To track an object, users should

Fig. 1. Requirements model for collaboration in product costing
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be able to subscribe to it, both manually and automatically. The presentation of which
tasks have been completed, what has yet to be done, and whether any issues remain
unaddressed enables product costing experts to understand and control the process. To
alert users of the status of the process, they have to be provided with exact, up-to-date
information about the progress. Furnishing information about the status, errors, and
changes enables system-based monitoring, simplifies coordination, and improves
control over the process. Product Cost Monitoring should also provide analytical
functionality. Since the results of product costing analyses can influence ways of
collaborating on the team, analytics also need to be embedded.

The second requirement area is the Costing Workflow. To collaborate virtually in
product costing, every user should be able to participate in a self-initiated, ad hoc
workflow. Costing Workflow should be a flexible tool for coordinating tasks, the
statuses of which should then be summarized and presented in Product Cost Moni-
toring. Since the execution of collaborative tasks needs to be highly flexible, in the
Costing Workflow users need to define necessary steps themselves instead of imposing
a predefined workflow. The presentation of information in form of a dashboard and via
notifications helps to raise awareness of the actions that each user has to perform, since
the system automatically informs participants about their workload and the tasks that
they need to complete. Furthermore, tracking functions are required in order to auto-
mate and facilitate steps necessary in the collaboration process.

Third, the requirement area of Task Integration extends the task concept of Costing
Workflow to other IT systems used for product costing. To obtain data necessary in the
collaboration process, it is common for participants to determine information from
several information systems, and to prevent inconsistencies, relevant data input has to
be synchronized among the different IT systems. To coordinate tasks handled exter-
nally, interfaces connecting the relevant IT systems need to be provided in order to
manage and automatically integrate data from other sources.

The fourth and final requirement area, Collaboration Groups, should support the
definition of teams and the areas that each team may access. Since Collaboration
Groups authorize the collaboration system and make it accessible, it is necessary to
manage members of the collaboration teams as well as the areas that team members
may access. To determine who may contribute and where they may collaborate, the
assignment of teams to access areas is also necessary.

The requirements model additionally reveals preconditions for e-collaboration in
product costing. Without comprehensive access to the system, the potential of col-
laboration support is limited. Thus, System Access for all participants of the collabo-
ration process is necessary to realize the system’s full capabilities. Another
precondition is System Performance. Since users have to wait for results in order to
proceed to the next step, when there are time restrictions in the system, performance is
critical. Since System Assistance is a major asset of standardized systems, imple-
mentation and operation knowledge from experts is another precondition for the suc-
cess of collaboration support.

DSR Perspective. Since our model addresses product costing, which encompasses
diverse sectors of the discrete manufacturing industry, the artifact not only addresses the
requirements of a specific instance, but a class of problems, as claimed by Gregor and

Enabling Business Domain-Specific e-Collaboration 303



Jones [15] regarding ISDT. Given Hevner’s [14] recommendation that the design cycle
should include the iterative construction and evaluation of the artifact, we conducted an
initial demonstration and evaluation of our BDSpeC concept by presenting the
requirements model to business experts. In doing so, we comply with Sonnenberg’s and
vom Brocke’s proposal to conduct evaluation cycles in the early phase of research [20].

In the evaluation session of the model, all 11 participating product costing
specialists agreed on the structure of the model, its requirement areas, and their sub-
divisions, and nobody indicated that any additional requirement area was missing.
Evaluation revealed that all constructs of our model have significance for
e-collaboration in product costing. No changes to the model were deemed necessary,
and the modular composition was evaluated quite positively. The holistic approach to
BDSpeC received excellent feedback, and participants confirmed that the requirements
represented the demand for collaboration in product costing. Evaluation also repre-
sented our first applicability assessment, as recommended by Rosemann and Vessey
[26] to investigate the relevance of our research to practical needs, which was con-
firmed. The requirements presented serve as the foundation for the design prototype of
BDSpeC that we describe in the next section.

3.4 Design Prototype

The following design prototype presents the instantiation of BDSpeC for integration
into an enterprise system based on the requirements model described earlier. Detailed
information about the prototype appears in our corresponding research paper [27].

Methodology. With the design prototype, we sought to develop a system design in
form of screens that would fulfill all requirements for collaboration in product costing
to create a comprehensive instantiation of BDSpeC. Following, we illustrate how each
aspect of BDSpeC can be integrated into an enterprise system as a basis for the future
implementation of the artifact.

Results. As an entry point for all collaboration-related issues, we designed a screen
called My Home. The screen enables users to immediately understand the status of all
objects and to see all assigned tasks (Fig. 2). A chief objective of theMy Home screen
is to achieve direct integration with the primary application, given our aim to enable
users to cooperate directly within the system. Such integration reduces the need for
manual effort leading to inconsistencies in data and a lack of transparency.

Clicking on a tile item opens the Product Cost Monitoring screen, which provides
detailed information about the selected object, e.g., about existing tasks, checklist and
flags and their completion status (Fig. 3). The screen also shows unresolved errors for
the selected object and allows access to the analytical functions: Editing History dis-
plays a chart of the chronological course of all changes made by processors, while the
Comparison function enables users to match different objects as a means to analyze
differences. Here, collaboration steps can also be initiated by creating new tasks and
checklists. When external systems are used, synchronization can be activated, which
enables the external processing of tasks. Such integration benefits automation.
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The central element of collaboration execution is the My Tasks screen for users to
gain detailed insights into tasks assigned to them. It helps to raise awareness and to
keep each user informed about his or her workload. When a user changes the status of a
task, a notification is sent automatically. So, everyone involved in the process is
immediately informed about the change. A similar procedure is triggered whenever a
new task is sent or a new checklist is activated. Users can also set flags to communicate
the status of an object and leave comments to discuss issues.

Fig. 2. Screenshot of my home

Fig. 3. Screenshot of product cost monitoring
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Permissions manage authorization in the collaboration system. We designed a
Team Definition screen to enable to specify teams and their members. On the Area
Definition and Linkage screen, areas of access can be specified and linked to the
defined teams. A reference specifies which objects are accessible by the respective area.
Furthermore, subscriptions enable users to choose the objects that they want to follow.
When a user creates a new object, he or she is automatically subscribed to it, sees all
relevant information on his or her Product Cost Monitoring screen, and receives change
notifications. The user can manually unfollow the object, but also follow any other
object in his or her access area. A pin visualizes each subscription, and wherever
objects appear on the screens, the user has the opportunity to click on the pin in order to
follow or unfollow the item.

Table 2 shows how each design element is connected to the requirements for
BDSpeC in product costing.

DSR Perspective. Following Nunamaker et al. [19], we can demonstrate the func-
tional feasibility of our solution by providing a proof of concept. With the design
prototype, we have addressed collaboration in product costing holistically; since it
covers not only problems of a specific instance, but the entire discrete manufacturing
industry, it bears the potential to derive an ISDT [15, 16] at later stages.

3.5 Evaluation Cycles

In design science, evaluation methods should demonstrate the usefulness, quality, and
efficacy of a design artifact [13]. To that end, we evaluated our artifacts in several

Table 2. Mapping of design elements and requirements.

Design element Requirement addressed

Monitoring and Initiation
•Product cost monitoring screen
•My home screen

R4 Error indication
R5 Status illustration
R6 Editing history
R7 Comparison
R8 Task creation
R9 Task assignment
R12 Checklist
R15 Interfaces

Execution and Progression
•My tasks screen
•Product cost monitoring screen

R3 Change notification
R10 Dashboard
R11 Task notification
R13 Flag setting
R14 Discussion

Permissions and Subscriptions
•Team definition screen
•Area definition and linkage screen
•My home screen
•Product cost monitoring screen

R1 Automatic subscription
R2 Manual subscription
R16 Team definition
R17 Area definition
R18 Team area linkage
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iterations. Along with the initial evaluation of the requirements model for BDSpeC, we
evaluated how our model supports the use cases for collaboration in product costing. In
a second cycle, we validated the design prototype for a specific use case with a usability
test. Details about each evaluation cycle appear in our papers [28, 29].

Methodology. In our first evaluation cycle, we investigated how our requirements
model for BDSpeC for integrated e-collaboration supports and improves the product
costing process. To do so, we examined related use cases and validated the relevance of
the research artifact by analyzing whether and, if so, then how the model for BDSpeC
addresses the detected collaborative use case. We evaluated the potential improvements
that BDSpeC provides for each use case with the focus group technique [30, 31].
Tremblay et al. [32] adapt that same method to design research projects and demon-
strated how exploratory focus groups can be used to study an artifact to propose
improvements, after which an artifact can be tested in confirmatory focus groups to
prove its usefulness in the field. Correspondingly, we discussed our use case analysis
first with an exploratory focus group of four business experts in product costing and
collaboration. Each participant had a professional background in project management
and software development for product costing. Based on the feedback, we were able
improve our artifact and discuss it in a confirmatory focus group consisting of three
experts with backgrounds in consulting and go-to-market strategies related to product
costing.

In the second evaluation cycle, we conducted a usability test for a prototype that
instantiated BDSpeC for the use case we identified as a basis in our first evaluation
cycle: the coordination of component calculations. During the usability test, business
experts tested BDSpeC in the scenario based on the design prototype [27]. Eight
experts from five different German companies in the automotive or machine building
industries participated; each had a professional background in product costing and an
extraordinary level of expertise in the field. During the test, each participant followed a
test script with instructions explaining which steps to take and how to proceed. The
usability test concluded with a feedback survey and a discussion, following Kriglstein
et al. [30].

Results. In our use case analysis representing the first evaluation cycle, we identified
five use cases, all of which we presented to the exploratory focus group. The use cases
for data enrichment and the sourcing process sparked discussion about their com-
monalities. Since participants stated that they both address the same element of the
BDSpeC concept (R15 Interfaces), we consolidated them in a single use case (i.e.,
maturity process). As a fifth use case, we presented the calculation analysis to the focus
group; that case was also addressed by BDSpeC in response to R4 Error indication, R6
Editing history, and R7 Comparison. As the group explained, analyzing calculations
has to be as a preliminary or follow-up step of collaboration. Although the results of
analyses can prompt cooperative activity or vice versa, the use case itself is not defined
by collaboration. In reply, we excluded that use case from the session with the con-
firmatory focus group, meaning that the respective elements of BDSpeC are not major
aspects for collaboration in product costing.
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Our remaining use cases were the Coordination of component calculations, the
Approval process, and the Maturity process. Once we verified that our artifact for
BDSpeC addresses all of those points, we discussed them with our confirmatory focus
group. With the Costing Workflow, it is possible to distribute tasks ad hoc, which
supports the coordination of component calculations. Meanwhile, Product Cost Mon-
itoring enables the tracking of the collaboration process in terms of current tasks and
their statuses; consequently, keeping participants informed improves transparency and
awareness of the workload. Maintaining cost components is a highly collaborative
procedure, and the focus groups confirmed that the automation of that use case pro-
vided more accurate results. At the same time, the confirmatory focus group agreed
that, with BDSpeC, approval processes can be executed in a simplified way. By setting
flags, approvals can be easily communicated, whereas checklists allow for the creation
of ad hoc workflows that help to automate approval procedures. Among other findings,
the maturity process was considered to be quite complex, for it sums up all scenarios in
which data need to be exchanged and information from other data sources integrated.
Interfaces that enable the expansion of the Costing Workflow so that tasks can be
completed in other systems were thought to be highly relevant. Meanwhile, Task
Integration provides several benefits, including the reduction of manual data input and
the improvement of data consistency. The focus groups agreed that the user-centricity
of BDSpeC supports the need for collaboration in product costing in a robust way.

In the second evaluation cycle, we conducted a usability test for the use case of
coordinating component calculations. Half of participants assumed the role of a product
manager who coordinated the maintenance of the different components by distributing
their tasks to the respective experts. By contrast, the other half played the part of a
costing expert who had to impart knowledge about the components and work on
assigned tasks. In the feedback session following the usability test, participants had to
complete a questionnaire, which segued into a discussion. For the questions, we used a
7-point Likert scale (1 = Strongly disagree, 7 = Strongly agree) to allow sufficient
room for differentiation [22]. In what follows, average responses appear in brackets.

Participants agreed that the scenarios of the usability test were realistic (5.5). The
prototype was rated to be easy to use (6.5) and allowed scenarios to be completed
quickly (6.25). Participants stated that the design prototype for the use case represented
useful support for collaboration (6.375), for it could improve transparency (6.125) and
enhance productivity in product costing (5.625). Regarding the visualization, our
design prototype for the coordination of component calculations based on BDSpeC
received exceptional feedback. The approach of connecting tasks with components of a
calculation was rated to be highly useful (6.5), and displaying tasks in the side panel of
the Calculation View was considered to be effective (6.5). Participants assessed the
overview regarding tasks in the My Home screen to be helpful (5.5), though the
discussion revealed a perceived risk of information overload when the number of tasks
becomes very high. Another aspect of BDSpeC is the integrated navigation between
tasks and business objects in terms of calculation components. Along those lines, the
prototype was rated to be easily navigable (6.375) and shifting from tasks to the
respective component of the calculation to be very useful (6.5).

In the discussion, we deepened the assessment by asking what participants liked
and disliked about the BDSpeC presented and tested in the prototype. Feedback
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stressed three aspects - for one, that BDSpeC offers a great opportunity to give an
overview about the collaboration process and manage it. Due to the intuitive navigation
and integrated visualization, the prototype was described as a good tool to quickly
assign tasks, gain insights into one’s workload, and track the collaborative costing
process. Furthermore, participants stressed the importance that the prototype allows the
history of a calculation to be tracked in terms of who contributed and which input was
given. Several additional feature ideas were also mentioned, especially concerning the
My Home screen. In all, the usability test showed that BDSpeC could facilitate the
product costing process and improve data consistency due to the direct integration of
tasks and components. Data input could be handled directly in the enterprise system
used for product costing, and collaboration could be managed and tracked in an
integrated way. At the same time, improved transparency and easy navigation afford
the potential to accelerate the process.

DSR Perspective. Hevner [14] specifies that the internal design cycle of research
activities should iterate between the construction of the artifact and its evaluation. We
evaluated our artifacts over the course of several iterations, thereby observing the
design cycle of Hevner [14] and the demand for evaluation activities within the DSR
process described by Sonnenberg and vom Brocke [20]. As Venable et al. [21] show,
evaluation in DSR can follow different strategies, whereas we focus on human risk and
effectiveness since the artifact’s benefits depend primarily on social aspects, not
technical risks. In the second evaluation cycle, we provided a proof of value corre-
sponding to Nunamaker et al. [19] by investigating whether our solution creates value
for collaboration in product costing. Taken together, both evaluation cycles represent
additional applicability assessments [26] of our concept of BDSpeC.

3.6 Communication

It is important to share knowledge contributions with the research community, and
Hevner et al. [13] situate the communication of research as a guideline in design
science. Above all, communication should enable an understanding of the value added
to the IT knowledge base and the implications for IT management [18]. To that end, we
have enabled knowledge transfer with the research community by publishing papers
and delivering presentations at conferences, as well as by presenting the results of every
step of our project in research papers [3, 23, 27–29]. We have also shared our results
regularly with practitioners by conducting expert sessions, focus groups, and a usability
test with business experts. Consequently, experts from the discrete manufacturing
industry received direct access to the research results related to their domain, and we
used their feedback from the evaluation cycles to refine the artifacts. At the same time,
the evaluation cycles served as applicability assessments per Rosemann and Vessey
[26] and verified the importance of our research to practice. In business environments,
future products implementing BDSpeC are planned to be made available.

Enabling Business Domain-Specific e-Collaboration 309



4 Discussion

For researchers in the IS community, this paper shows how DSR can be applied in a
domain-specific environment, namely the discrete manufacturing industry. We present
a research approach with a strong practical background represented in the different
research steps by the cooperation with various companies from discrete manufacturing.
The contribution of this paper is to demonstrate how such a research project can be
performed - from problem identification to evaluation of the artifacts we developed - by
presenting which research methods we chose for each step and the respective results.
By showing how we addressed DSR guidelines in our research project, we share our
experience on how DSR can be conducted in strong collaboration with practice.

From a methodological perspective, we next aim to generalize our outcomes in
terms of design principles. Gregor and Jones describe those as constructs representing
the entities of interest of an ISDT [15]. The requirements model and design prototype
for BDSpeC presented in this paper address a class of problems related to collaboration
in the domain of product costing in discrete manufacturing which can be generalized
for use in other domains sharing similarities with product costing. Yet, we recognize
that we did not use explicit kernel theories, which situates us in a design theory school
that Fischer et al. [17] call “kernel theory pragmatists.” As such, we stress “the
importance of artifact impact over artifact grounding” [17] in our upcoming work by
aiming for a simplified version of an ISDT, as suggested by Venable [16]. Therefore,
the explicit formulation of the design principles for BDSpeC aims to support the design
of integrated e-Collaboration solutions for other domains than product costing. They
are planned as an outcome of the next phase of our research project.

5 Conclusion

In the research project presented in this paper, we applied design science research in the
domain of product costing in the discrete manufacturing industry. Our initial study
showed that collaboration in product costing is a relevant topic and that we addressed
relevant business problems with our project. With the requirements model and design
prototype, our research produced two new artifacts representing our concept for
Business-Domain Specific e-Collaboration (BDSpeC). Furthermore, we evaluated our
artifacts in several iterations, and the initial validation underscored the relevance and
accuracy of the model. We also conducted two evaluation cycles; first, we investigated
how our requirements model for BDSpeC addresses the use cases for collaboration in
product costing, and focus groups enabled us to prioritize the elements of our model
based on the use cases. Second, we conducted a usability test for the design prototype
limited to the use case of coordinating component calculations in product costing. The
feedback session revealed that with BDSpeC, resources can be used more efficiently,
productivity and transparency can be increased, and data consistency can be improved.
The iterative evaluation steps enabled us to validate our artifacts early within the DSR
process, as suggested by Sonnenberg and vom Brocke [20]. Our evaluation strategy of
human risk and effectiveness allowed us to assess user-oriented risks as a focus of our
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research [21]. As applicability checks recommended by Rosemann and Vessey [26], the
user-oriented evaluation steps helped to improve the relevance of our research for
practitioners.

Per Nunamaker et al. [19], we completed the first two steps of “the last research
mile of IS research”: the proof of concept regarding functional feasibility and the proof
of value showing that the solution can create value. The next step of our research
project is the proof of use to demonstrate that practitioners can gain value from their
own instances of our solution [19]. Implementing BDSpeC in a specific enterprise
system for product costing will enable employees to use BDSpeC in their everyday
work and allow further evaluation of the artifacts in a real-world setting. Furthermore,
with the design principles for BDSpeC that we plan to develop as an abstraction from
the product costing domain we will provide more generalized knowledge for the IS
community to enable integrated e-Collaboration in various other business domains.
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Abstract. The telecommunications industry is currently going through a major
transformation. In this context, the enhanced Telecom Operations Map (eTOM)
is a domain-specific process reference model that is offered by the industry
organization TM Forum. In practice, eTOM is well accepted and confirmed as
de facto standard. It provides process definitions and process flows on different
levels of detail. This article discusses the reference modeling of eTOM, i.e., the
design, the resulting artifact, and its evaluation based on three project cases. The
application of eTOM in three projects illustrates the design approach and con-
crete models on strategic and operational levels. The article follows the Design
Science Research (DSR) paradigm. It contributes with concrete design artifacts
to the transformational needs of the telecommunications industry and offers
lessons-learned from a general DSR perspective.

Keywords: enhanced Telecom Operations Map (eTOM) � Process reference
model � Process design � Telecommunications industry

1 Introduction

Telecommunications operators are confronted with extensive transformations of market
conditions, value chains, and services, e.g., [9, 17, 32, 33]. The Information Systems
(IS) discipline contributes with various design artifacts to support the transformational
needs of telecommunications operators, e.g., [7, 10, 16, 25, 27, 28, 56]. In this context,
reference models are a common approach to generalize knowledge and to offer a point
of reference for a whole domain [13]. In the telecommunications industry the non-profit
organization TM Forum offers – amongst other content – the domain-specific process
reference model enhanced Telecom Operations Map (eTOM) [23, 28, 38]. It was
confirmed by the International Telecommunications Union (ITU) as de facto standard
[21], and is well-accepted within the whole industry. Its usage has been documented in
a broad range of project cases [11].

Hence, eTOM is a domain-specific reference model with a high practical relevance.
This article illustrates the reference modeling (i.e., design and application) of eTOM
following the Design Science Research (DSR) paradigm [18, 30]. After a discussion of
the problem domain, the design and the resulting artifact are described. Its evaluation is
illustrated based on three project cases. In this context, designing concrete models
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based on eTOM are again DSR projects. Therefore both the reference model and the
concrete models are described based on the DSR publication scheme proposed by [15].
The content of this article is based on the authors’ involvements in the eTOM devel-
opment and project cases.

The contribution of this article is twofold. First, the designed artifacts address the
practical requirements of telecommunications operators – a major goal of DSR. Sec-
ond, eTOM and the three project cases can be used as examples for broad design
artifacts in the context of general DSR.

The structure of the article is as follows: Sect. 2 briefly explains the research goal
and the methodology with respect to DSR. Section 3 describes the design artifact
eTOM and its application following the DSR scheme: problem domain containing
literature discussion on its relevance (cf. Sect. 3.1), design method (cf. Sect. 3.2),
artifact description (cf. Sect. 3.3), and artifact evaluation (cf. Sect. 3.4). Section 4
discusses lessons-learned and further research steps.

2 Research Goal and Methodology

The topic of this article is the design and application of a process reference model in the
telecommunications industry. Reference models are a common research artifact of the
IS discipline, e.g., [2, 29, 44, 50, 53]. A concrete model is a solution to a clearly
defined situation, while a reference model is a point of reference for a whole range of
situations [13]. Subject of this paper is the process reference model eTOM. Various
publications show the relevance of eTOM in the telecommunications industry, e.g.,
[11, 23, 37, 57]. The importance of researching the design process and the resulting
design artifacts as part of the IS discipline has been underlined by multiple authors,
e.g., [15, 18, 30].

Furthermore, understanding and improving the IS design in practice is a major goal
of DSR [15]. This article contributes to DSR by describing the design and application
of a domain-specific process reference model that is well-accepted in practice. This
article follows the DSR paradigm [18, 30] and proposed DSR publication scheme [15]:
(1) problem description, (2) design method, (3) artifact description, (4) artifact eval-
uation, and (5) discussion and conclusion. With respect to reference modeling both the
design of the reference model itself as well as the design of a concrete (application)
model based on the reference model can be seen as design artifacts. Hence, the
description of the reference model eTOM (cf. Sect. 3) and the evaluation through the
application in three concrete project cases (cf. Sect. 3.4) follow the above DSR scheme.

According to the DSR Knowledge Contribution Framework proposed by [15] the
design of eTOM is located in the improvement quadrant, i.e., development of new
solutions for a known problem domain (cf. Sect. 3.1). DSR projects are typically
producing design artifacts on different levels of detail, also dependent on the maturity
of the design artifact [15]. eTOM is a mature reference model and its application has
been discussed in various publications, e.g., [23] explains the initial process definitions,
[37] proposes the application of eTOM for a Next Generation Network (NGN), and
[57] uses eTOM for an integrated network management system. Furthermore, the
details of eTOM are published by the TM Forum [46]. The authors research eTOM
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from the reference modeling perspective, and selected parts of their work has been
discussed in prior publications: [12] discusses the extension of eTOM through refer-
ence process flows, [11] provides an empirical study of the eTOM usage, [10] discusses
eTOM in the context of NGN, and [8, 9] uses eTOM in the broader context of an
enterprise architecture. In this context, this is the first article that summarizes and
illustrates the current state of the whole eTOM development from a reference modeling
perspective. The own empirical analysis of the eTOM usage [11] shows that its
application requires further guidelines. Therefore, this article discusses three project
cases that provide exemplary artifacts on a more detailed level.

eTOM is continuously updated by the respective working group within the TM
Forum. The latest version of eTOM and details about contributing companies and
persons are available there (cf. www.tmforum.org). The authors have been involved for
many years in the development as part of the TM Forum. The described three project
cases are summarized and anonymized illustrations of real-life projects that the authors
have accompanied in leading roles (such as project manager). Project cases based on
direct observations and official documentations are a valid approach for researching
real-life phenomena [58].

3 Reference Modeling in the Telecommunications Industry

3.1 Problem Domain

The telecommunications industry is currently going through a major transformation
that impacts strategy, structure, and technology of the players along the whole value
chain, e.g., [9, 17, 32, 33]. Understanding the transformational needs and proposing
solutions for telecommunications operators are intensively researched with different
topical focus, including overall market research [33], value creation and market players
[17, 31, 32, 36, 43, 54], structures and processes [6, 12, 34] as well as various func-
tional or technical solutions [7, 10, 16, 25, 27, 28, 56]. The challenges for today’s
telecommunications operators can be summarized into (1) changed market conditions,
(2) restructured value chains, and (3) new products and services [9]:

Looking at the changed market conditions the telecommunications industry is an
important part of the ICT sector with a global yearly revenue of approximately 5 trillion
USD [33, 43]. Even though the next years forecast a slight revenue growth, the
telecommunications industry is a stagnating market. However, the market development
differs based on the transmission technology. The total number of fixed telephone sub-
scriptions is declining, and also the growth rate ofmobile-cellular telephone subscriptions
is decreasing, while mobile-broadband subscriptions have shown a tremendous growth
[19]. Those changed usage behaviors are combined with an overall price decrease for
most communication services [20, 33]. On the one hand, the increasing demand for high
transmission bandwidths requires extensive investments in network infrastructure, but on
the other hand, the transmission itself becomes a commodity. Customers relate the value
proposition more with the communication service. Over-the-Top (OTT) providers offer
new communication services without owning network infrastructure [14], and create a
new competition for traditional telecommunications operators. Some new services
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offered by OTT providers have even replaced equivalent communication services – for
example,WhatsApp has replaced the traditional Short Messaging Service (SMS). While
the pure transmission business is stagnating, there is a growth potential for telecommu-
nications operators in vertical markets, e.g., automotive, banking, healthcare, insurance,
transportation and logistics as well as smart home [9]. In summary, from a market
perspective telecommunications operators have to combine more customer orientation
with increased efficiency.

The restructured value chain is influenced by new market players [31, 35].
Technical transmission becomes a minor part of the overall value chain, which is now
confronted with new players, mergers, and acquisitions [42, 55]. The convergence of
communication services [4], new mobile devices (i.e., smartphones) with high per-
formance operating systems [1], and virtual business models [36] are impacting the
value creation. The telecommunications value chain evolves into a value network
consisting of network operators, software intermediaries, financial intermediaries,
content providers, portals, and resellers [26]. For traditional telecommunications
operators the shift from usage-dependent to flat-rate tariffs was the starting point for a
complete rethinking of their business models. A possible strategic option is the com-
bination of transmission services with application services, which allows differentiated
pricing and new revenues (e.g., advertisement). For traditional telecommunications
operators own developments, acquisitions, or partnerships with new market players are
required, which leads in most cases to a fragmented value creation.

New products and services are strongly linked with the changed market conditions
and value creation. For example, a smartphone generates more than 14 times the data
volume of a basic mobile phone [49]. Telecommunications operators are confronted
with continuous innovations [32] and shorter product development cycles [6]. Con-
vergence on the application as well as on the technology side impacts the production
structure [52]. For example, the strong link between the telephone network and the
assigned telephony service is no longer valid. Nowadays Internet Protocol (IP) services
realize telephony services independent from the transmission network. Hence, a flex-
ible coupling between application services and transmission services is required.
Furthermore, the commercial perspective of a communication product should be dif-
ferentiated from its realizing services [6]. Both require a complete rethinking of product
and production structure of traditional telecommunications operators [6, 10], which is
related to an abstraction from technical complexity and flexibility of the production.

In practice, telecommunications operators have been adapting their strategies,
structures, and technologies due to the described industry changes [6, 42, 55].
Therefore, a need for domain-specific reference solutions supporting those transfor-
mations has been arisen.

In this context, the industry organization TM Forum offers reference models for the
telecommunications industry [23, 28, 38]. The TM Forum is an international
well-accepted non-profit organization and was founded by major telecommunications
operators. Today, it has more than 900 member companies that range from commu-
nication service providers to software vendors and system integrators. With working
groups, workshops, and conferences it provides an ecosystem for joint development
and research activities. The TM Forum is headed by a board of directors. Membership
is open to companies and research institutes. Members can contribute in the working
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groups and use all the provided content in their companies’ projects. The TM Forum
offers the following three references for processes, data, and applications [45]:

1. enhanced Telecom Operations Map (eTOM), provides process definitions and
process flows based on a hierarchical structure [46].

2. Shared Information/Data Model (SID), provides a data structure and detailed entity
relationship models (ERM) [47].

3. Telecom Application Map (TAM), focuses on functionalities for applications [48].

With respect to the discussed challenges and requirements those TM Forum ref-
erence models support telecommunications operators through customer-centric pro-
cesses and consequent decoupling between market requirements and technical
realizations. The proposed models differentiate between product, service, and resource.
They are combined with clear process domains, and therefore those reference models
help to increase flexibility and generalize from technical complexity. Furthermore those
reference models are applied by industry-specific standard software systems. This
interrelation between challenges, requirements, and TM Forum reference models is
summarized in Fig. 1. For the reference process model eTOM a more detailed
explanation is provided in Sect. 3.3.

All three reference models are continuously updated in working groups belonging
to the TM Forum. They reflect a consensus within the industry. Furthermore, the ITU
has confirmed parts of the TM Forum reference models as de facto standard [21, 22].

This publication focuses on the process reference model eTOM. The application of
eTOM is described in various publications with different topical scope [12, 23, 24, 28,
37, 40, 57]. Furthermore, an own analysis of 184 transformation projects in the

Fig. 1. Summary of problem domain (upper part according to [9])
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telecommunications industry shows an extensive usage of eTOM [11]. In this context,
this article contributes a comprehensive description of eTOM, its development, and its
application with a clear link to DSR.

3.2 Design Method

The design of eTOM follows an iterative process that is mainly based on contributions
by member companies based on their experiences in practice, i.e., requirements from
the problem domain. The eTOM working group discusses in regular conference calls as
well as during on-site workshops those contributions (e.g., Team Action Week). The
whole development follows a hierarchical structure. All new contributions or changes
are mapped to the high-level structure (eTOM level 0–1). Furthermore, general design
principles have been defined as a common basis [46]. Those design principles, e.g.,
define that eTOM “is decomposed from notional Level 0 to more granular levels –

Levels 1, 2 and 3 (and some of level 4)” [46] and that “the goals, inputs, outputs, and
activities of decomposed Process Elements at a lower level are consistent with the
higher level” [46].

From a general perspective, the real value of a reference model can only be
observed after using it in a concrete implementation [5]. In this context, [41] has
described an iterative design process that uses the experience with the reference model
application as input for the further development (cf. Fig. 2). The iterative development

Problem Domain

Reference Model

reference framework 
construction

Application Modelvalue 
delivery com

pletion

Fig. 2. General reference model design method ([9] according to [41])
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process of eTOM is comparable with this general approach [9]. The specific require-
ments of the telecommunications industry (problem domain) as well as the concrete
experiences with the application of eTOM are used as input for a continuous devel-
opment by the TM Forum. The high-level eTOM structure can be seen as reference
framework, while the regular contributions and updates are constructions and com-
pletions according to this structure.

Furthermore, the design method includes an evaluation that is mainly based on a
consensus within the TM Forum [12]. First, the development team decides that a
concrete design artifact is ready for its publication, i.e., the artifact has reached “team
approval”. Second, the whole eTOM working group – consisting of industry repre-
sentatives – evaluates the artifact. Third, a technical committee of the TM Forum
checks the overall quality and consistency of the new artifact. Fourth, the new artifact is
provided to all TM Forum members for their comments. During the whole evaluation
process changes are documented and incorporated in the artifact. Afterwards, the
design artifact is officially published as part of the next eTOM version which is
available through the TM Forum website.

3.3 Artifact Description

The core elements of eTOM can be structured into (1) process definitions which
provide a collection and categorization of business processes specific for telecommu-
nications operators [23] and (2) reference process flows which propose a sequence for
those process definitions [12]. Both are structured in a hierarchical manner on different
levels of detail (cf. Fig. 3) [9]. Each part of eTOM contains specific design artifacts,
e.g., on level 0–1 a process framework is proposed and on level 3 detailed reference
process flows are provided. Those design artifacts are interrelated with each other, e.g.,
the process definitions level 3 are categorized according to level 2 and used as input for
the detailed reference process flows on level 3. Furthermore, eTOM contains various
methodical guidelines, a general concept description, and application notes describing
specific implementations. Hence, eTOM consists of many different documents, an
XML-based representation and model files in various formats.

The eTOM process definition distinguishes on the highest level the following three
process groups [23]:

1. Operations contains all processes that are required to run a telecommunications
operator under the assumption of existing infrastructure and products. Those pro-
cesses cover, e.g., sales, after-sales, incidents, and billing.

2. Strategy, Infrastructure and Products (SIP) cover all other domains-specific pro-
cesses that are a necessity for a telecommunications operator – i.e., planning and
implementing its infrastructure and products from strategy development to technical
realization.

3. Enterprise Management provides general supporting processes, e.g., human
resource management, finance, and communication.
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The process groups Operations and SIP cover the industry-specific content that is
required for the core value creation [9]. Both are further horizontally structured by the
involved entities [23]:

• Market summarizes the general view of market requirements and opportunities.
• Products are service capabilities combined with commercial offers. They are sold to

customers.
• Customers are the interface to individual consumers or business entities that are

interested in or have bought products.
• Services are a logical view on capabilities that are relevant to sell products.
• Resources provide a technical realization of services.
• Suppliers/partners might deliver capabilities with respect to products, services, or

resources.

The three process groups Operations, SIP, and Enterprise Management are com-
bined with the six horizontal entities from the eTOM framework (level 0–1). Based on
this structure process decompositions are provided (cf. left part of Fig. 3). Hence, the
process definition of eTOM is a hierarchical collection of business processes. For a
concrete process design, this collection can be used as a common terminology as well
as a checklist to identify all relevant processes. However, the process definitions
proposed in the initial eTOM publications (i.e., GB921-D and GB921-DX) do not
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include any reference for a process flow, i.e., they do not make any statement about the
sequence. As part of the continuous development of eTOM (cf. Sect. 3.2), reference
process flows were developed [12]. The reference process flows are published as an
official extension to eTOM in GB921-E.

The reference process flows are based on the following domains providing an
end-to-end perspective on the process sequence [8, 9, 12]:

• Customer-centric domain contains all interactions that are directly initiated by the
customer.

• Technology domain includes the realization and operations of communication
services and network resources.

• Product domain ranges from product development to product elimination.
• Customer domain covers interactions that deal with customers but are not directly

initiated by the customer (e.g., marketing campaigns).
• Enterprise support domain includes general support processes (e.g., finance or

human resource management).

For each domain, end-to-end process flows are defined. These end-to-end process
flows are then mapped to eTOM. With this mapping the sequence is added to the
process definition. Furthermore, the reference process flows are defined on different
levels following the eTOM hierarchy (cf. right part of Fig. 3). The customer-centric
domain, for example, contains the end-to-end process flow Request-to-Answer that
covers all process steps from the customer contact to the answering of the request
[8, 9, 12].

By combining the hierarchical process definitions with end-to-end process flows,
eTOM provides an extensive process reference model for telecommunications opera-
tors. Through its hierarchical structure, it can be used for strategic and planning pur-
poses as well as for operational implementations. With the end-to-end process flows,
interrelations between organizational and technical entities are transparent.

3.4 Artifact Evaluation

Even though the evaluation is an indispensable part of DSR [18], the evaluation of a
reference model is a methodical challenge [39]. The reference model should be gen-
eralizable for a certain problem domain, and its application is decoupled from its
development [41, 51]. Hence, its general validity cannot be proven, however it
becomes more likely with each application [3]. The application of a reference model
can be illustrated through project cases which are seen as a valid evaluation of design
artifacts [18].

The focus of this article is on the evaluation of the eTOM process reference model
through real-life project cases. It follows an illustration of three project cases. All three
cases were accompanied by the authors and are illustrated here in a summarized and
anonymized manner. Their descriptions are based on direct observations and official
project documents which are valid methods for researching real-life phenomena [58].
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Project Case 1: Improvement of Problem-to-Solution Process
Purpose and Scope
Subject of this first project case is a well-established telecommunications operator in
the Middle East. It offers fixed line and mobile products. The former monopolist faced
increased competition combined with declining customer satisfaction. The telecom-
munications operator started an extensive transformation program. The improvement
of the Problem-to-Solution process was part of this program and integrated in a broader
Business Process Management (BPM) project [8, 9].

Project Approach
First, the existing processes related to problem reporting, analysis, and resolution were
analyzed. Second, an improved target process was designed and implemented. In both
parts eTOM was used as a reference. During the analysis the process framework (level
0–1) supported the identification of relevant processes and their interfaces. Based on
the process framework interviews with responsible persons were conducted in order to
understand the currently implemented process. For the target process design the
detailed charts of the eTOM reference process flows (level 3) were used as starting
point. They were mapped to the organizational structure and adapted according to
specific requirements based on workshops with the responsible persons. Some process
parts were further detailed on level 4.

Artifact Description
As a result detailed target processes were designed for the Problem-to-Solution pro-
cess. In total, 35 detailed target process charts were developed. All target processes
were based on the process reference model eTOM. Figure 4 shows an example of a
detailed target process (level 3).

Artifact Evaluation
The target Problem-to-Solution process was implemented within a project duration of 8
months. In comparison to the initial situation concrete performance improvements were
measured one month after process implementation. For example, the working hours
related to the process were reduced by 39%. Furthermore, the total number of reported
incidents was decreased by 23% due to faster problem resolution and less repeated
problem reports. The evaluation of the long-term performance development would
require further studies that are not planned so far.

Project Case 2: Implementation of a Network Operations Center
Purpose and Scope
Subject of this second project case is an African telecommunications operator offering
fixed line and mobile products. Due to historically grown network infrastructures, a
new overall Network Operations Center (NOC) was implemented. One part of this
implementation was the design of target processes for the NOC.

Project Approach
The project was structured into three phases. In phase 1, the existing processes were
collected and analyzed. Phase 2 covered the definition of a high-level framework for
the target processes. In phase 3, detailed processes were designed and mapped to the
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existing organization. In all three phases eTOM and especially the reference process
flows of the technology domain were used as a reference.

Artifact Description
As a result, a complete process design from level 0 to level 5 was developed for the
NOC implementation (cf. Fig. 5). The reference process flows of the technology
domain from eTOM were adapted based on the specific requirements. On level 3–5
process definitions and process flows provide a clear mapping to organizational
responsibilities on an operational level. Furthermore, detailed Key Performance Indi-
cators (KPI) were defined.

Artifact Evaluation
All designed target processes were discussed and agreed with the persons responsible
for the execution of these processes. After the NOC implementation, the TM Forum
assessed all NOC processes as part of an eTOM certification, which is a formal
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assessment conducted by TM Forum assessors that were not involved in the project. As
a result the quality as well as eTOM compliance of all target processes were confirmed.

Project Case 3: Improvement of Network Operations Processes
Purpose and Scope
Subject of this third project case is a European telecommunications operator with own
fixed line and mobile infrastructures offering telecommunications products for con-
sumer and business customers. A strategic program was launched to improve the
current network operations. As a part of this program, the processes related to network
operations should be harmonized. As a first step a high-level concept for this endeavor
was developed.

Project Approach
The eTOM framework level 0–1 was used as starting point. Specific requirements were
collected, evaluated and mapped to eTOM. The identified processes and requirements
were discussed with the responsible persons and summarized in a high-level concept.

Artifact Description
The result contains a process framework (level 0–1) with a definition of all relevant
core processes (cf. Fig. 6). The definition included a detailed description as well as a
mapping to the organizational structure. Those core processes were based on the
reference process flows of the technology domain. Furthermore, support processes and
the interfaces were identified based on the eTOM framework.

Artifact Evaluation
The designed results were confirmed by the responsible persons and the steering
committee of the overall program. In a next step, the outcomes were used for the
planning and implementation of the improved network operations. This task also

Fig. 5. Exemplary illustration of project case 2
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included more detailed process flows and operational process implementations.
However, the implementation is still work in progress.

4 Discussion and Outlook

This article describes the design and application of the domain-specific process ref-
erence model eTOM. Following the DSR paradigm, it contributes to the development
of new solutions for the known problem domain telecommunications industry. As
starting point, the requirements of the telecommunications industry are summarized.
eTOM is a mature design artifact that is well-accepted in practice. Both the design of
eTOM as well as the resulting artifact are illustrated. As an evaluation three projects are
described that apply eTOM in a practical context. Also the illustrations of those three
projects follow the DSR paradigm and are structured accordingly. Due to the com-
plexity of the topic, the explanation of eTOM is limited to an abstract level, and the
illustrations of the project cases provide summaries of selected parts. Further details
would be required to apply the results in practice.

From the perspective of the telecommunications industry the article proposes
domain-specific artifacts for the current transformational needs. Both the process
definitions as well as the reference process flows provide reference solutions on dif-
ferent levels of detail. The project cases illustrate the usage of eTOM on strategic and
operational levels. The examples show the identification and mapping of the different
parts of eTOM to solve concrete practical problems. The following lessons-learned for
using eTOM in a practical context can be summarized:

Fig. 6. Exemplary illustration of project case 3
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• Selection of relevant eTOM parts is essential. eTOM covers all possible processes
on different levels of detail. Based on the concrete project situation only selected
parts of eTOM are relevant.

• Interrelations between eTOM parts have to be considered. There are various
interrelations within eTOM which are not always directly visible. For example, the
process definitions do not include a sequence which is provided by the reference
process flows.

• Mapping to organizational structure is a prerequisite for implementation. eTOM
provides reference processes independent from organizational structures. Therefore,
the organizational mapping is part of the customization while designing a concrete
model.

From the perspective of general DSR the article provides examples for a
domain-specific reference modeling, i.e., design process, resulting artifacts, and eval-
uation. Reference models are well-accepted contributions of the IS discipline to
practical problems. Based on the exemplary experience with eTOM the following
lessons-learned for general research on design science can be summarized:

• Illustration of comprehensive design artifacts is a challenge. In practice, design
artifacts are typically complex, e.g., the process definition of eTOM encompasses
several hundreds of pages.

• Evaluation of reference models requires further guidelines. The project cases show
that the application of eTOM is related to different parts and require specific cus-
tomizations. Hence, the evaluation with project cases is mainly related to the
applicability.

With respect to the continuous enhancement of eTOM, the presented results can be
used in future developments. Especially the experience with ongoing virtualization of
network operations (project case 3) as well as the harmonization of operations pro-
cesses due to technical innovations (project cases 1 and 2) are important inputs for
eTOM. In addition, future research could be related to the following questions: What is
the relation between eTOM processes and different types of organizational structures?
How is a concrete model derived from eTOM, and which interrelations (also between
processes, data, and applications) should be considered? How can those concrete
project cases be used for the evaluation of reference models? These questions are a
starting point for further research on domain-specific design artifacts supporting the
practical transformational needs in the telecommunications industry as well as general
research on guidelines for designing and evaluating reference models in the context of
DSR.
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Abstract. The development of novel software applications on digital platforms
differs from traditional software development and provides unique challenges to
software development managers and teams. Platform-based applications must
achieve application-platform match, application-market match, value proposi-
tions exceeding platform’s core value propositions, and novelty. These desired
properties support a new vision of the software development team as entre-
preneurs with a goal of developing novel applications on digital platforms. In
this research study, we look for evidence on an open-source software devel-
opment project – Apache Cordova – that development teams use effectual
thinking. Over one thousand user stories are analyzed for the use of constructs
from a proposed effectual software development research model. The findings
provide an initial confirmation that effectual development methods hold promise
for the definition of new process models that better support application devel-
opment on digital platforms. We conclude with a discussion on the implications
of our results, research contributions, and future directions.

Keywords: Software development � Platform � Innovation � Effectuation

1 Digital Innovations on Software Platforms

Digital innovations are new combinations of digital and physical components char-
acterized by reprogrammability, homogenization of data, and use of digital technology
[1]. The application platform, as shown in Fig. 1, is a pervasive digital technology that
is rapidly transforming the ways in which products and services are produced and
consumed in our market economy [2].

The platform ecosystem consists of the platform infrastructure and the applications
that are available via the platform (or connect to the platform via the interfaces offered
by the platform) in a contextual environment of regulations and competitors [3, 4].
Platforms enable value-creating interactions among organizations with disparate
resources and specializations [2]. This transfers the locus of innovation, which tradi-
tionally has been within the organization, to a diverse set of external organizations that
develop applications available via the platform.

A platform owner is the organization or group of organizations that determine the
architecture, governance, and curation mechanisms for the platform. Producers are the
organizations that develop applications (extensions to the core functionality offered by
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the platform) that are available via the platform. Consumers are the organizations that
use applications offered via the platform. Examples of well-known software platforms
include Apple’s iTunes, Google’s Play, Salesforce’s appexchange, SAP’s HANA,
Valve’s Steam, and Instructure’s Canvas, among others.

Development of novel software applications on a digital platform differs from
traditional software development. The following platform characteristics support a new
and challenging application development environment:

• A platform offers a compelling set of core value propositions to its consumers [2].
Applications on the platform play off the core values and add novel extensions to
the platform’s capabilities.

• Over time, these core values evolve based on consumer demands and goals and, as a
result, platform applications are added, updated, and dropped.

• All applications must adhere to connection specifications and development proce-
dures determined by the platform [4]. Platforms provide standard connection
interfaces in the form of application programming interfaces (API’s) that are used
by applications to access common features within the platform. Thus, platform
owners and user groups often require that application producers follow certain best
practices such as ‘look and feel’ interactions. In many cases, the platform owners
evaluate and approve new applications (curation mechanisms) before they are
offered to consumers via the platform.

• As the number of similar applications on a software platform increases, investment
incentives for individual producers are crowded out [5]. Similarity of applications
available via a platform limits the platform’s value proposition and incentivizes the
platform to assimilate those features into the core value proposition of the platform.
Consequently, applications whose value proposition is assimilated into the core
offering of the platform are discontinued.

• Application developers may request changes in platform interfaces and protocols
based on environmental changes or new customer demands.

• Platforms exhibit different levels of maturity over time. Changes to platform
architecture and governance mechanisms require application producers to adapt
their applications and routines to comply with updated platform regulations.

Fig. 1. The digital platform ecosystem
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To manage these unique challenges and provide value-added applications, pro-
ducers must achieve (a) application-platform match, (b) application-market match,
(c) value propositions exceeding platform’s core value propositions, and (d) novelty.
These desired properties support a new vision of the software development team as
entrepreneurs with a goal of developing novel applications on digital platforms.

Our overarching research question asks, “What software development methods best
support software project teams to design, build, evaluate, and deploy novel applica-
tions on digital platforms?” Following the Design Science Research (DSR) paradigm
[6], we propose an effectual approach for application development on software platform
that is grounded in the theory of effectuation from the entrepreneurship domain [7]. The
goal of this paper is to investigate existing application development projects on digital
platforms to see if the concepts of effectual thinking are present. We structure the paper
as follows. First, we will review the theory of effectuation and discuss the need for
effectuation thinking for application development on platforms. Drawing from the
theory of effectuation, we develop a research model of effectual software development.
Section 3 presents our research design of qualitative data analysis conducted on sec-
ondary data from Apache Cordova project—an open source software development
environment that supports multiple platforms. Section 4 will discuss the findings and
results of the analysis. Section 5 will discuss qualitative data that address the need for
effectual thinking in software development. We conclude with a discussion of impli-
cations of this study for application development on platforms in Sect. 6 and contri-
butions and future research directions in Sect. 7.

2 An Effectual Software Development Process

The consumer demand for new and interesting applications on ubiquitous digital
platforms has energized the software development world to greater requirements for
delivery speed and higher quality user experiences. Existing agile approaches often fail
to provide the right types of design thinking, concepts, and processes to support the
challenges of digital platform application development [7]. Thus, we propose a new
approach of effectual software development.

2.1 Effectuation

Sarasvathy [8] conceptualizes effectuation as the opposite of causation. Unlike cau-
sation, effectuation does not focus on finding causes that explain or achieve a given
(intended) effect, but considers available actions through given means and their
spectrum of possible effects. Effectuation therefore is about designing and evaluating
alternatives with differing effects (and choosing one of them) instead of choosing
among given alternatives which all lead to the same effect. Thus, effectuation logic
constitutes a logic of controls; specifically controlling the future by actively shaping
one’s environment within one’s possibilities.

In effectuation, the choice of action depends on the three given means of (1) the
actors (effectuators) themselves and their traits (“who I am”), (2) their knowledge
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(“what I know”), and (3) their social connections (“whom I know”). It also depends on
what the effectuators can imagine to be possible effects and what they perceive the
corresponding risks or potential losses to be. These risks and losses are matched with
effectuator’s set of aspirations, leading to the eventual choice of action. Neither the
means nor the aspirations are treated as invariant, leading to a concept that embraces
flexibility and dynamism, allowing the exploitation of emerging contingencies [8].
Figure 2 illustrates the basic concepts of effectuation.

Two decision heuristics are employed when the entrepreneur pursues possible
actions: acceptable risk/affordable loss and logic of control. Acceptable risk/affordable
loss favors those actions which carry a degree of risk that is acceptable to the entre-
preneur. It avoids actions that carry existential risk to the enterprise. This is in contrast
to causation where decision making is based on expected returns of the alternative
actions. Logic of control involves decision making based on factors that the entre-
preneur can control as opposed to prediction of future events. As the iterative process of
effectuation evolves, the entrepreneur accumulates new means and goals, and con-
verges to a set of effects resulting in an artifact that embodies the desired aspirations
and goals.

2.2 Applying Effectual Thinking to Software Development

Drechsler and Hevner [9] provide guidance for incorporating the concepts of effectu-
ation into the design science research (DSR) paradigm. They argue that effectuation-
oriented DSR may provide superior lens to examine problem spaces that are charac-
terized with uncertainty and dynamic evolution. In our research, we take this con-
ceptualization one step further to propose an effectual process to develop novel
applications on software-based platforms. Effectual thinking aligns with software

Fig. 2. Theory of effectuation (Sarasvathy [8])
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development on digital platforms due to the limitations of causal based approaches in
the literature [10] and the challenges offered by digital platforms. Causation based
approaches to software development identify a particular goal and realize it through a
linear and/or iterative process. These are prediction based approaches, where the
application’s ultimate fit and utility in the platform context is identified a priori [11].
Such a priori identification of application’s utility is possible in environments that are
characterized by certainty and stability.

However, software development on digital platforms provide uncertain, resource
constrained, and high-risk environments. Such a setting renders software development
approaches from the traditional realm of prediction infeasible for application devel-
opment. As Drechsler and Hevner [9] note, “… for unknown and dynamic contexts or
wicked design problems, an effectuation-oriented design approach may prove to be
complementary or even superior to traditional DSR. In any case, taking and consid-
ering the alternative effectuation perspective may provide design researchers with fresh
insights necessary to deal with design for a challenging environment” (p. 7). Thus,
effectual thinking provides a lens through which unique aspects of problems in
dynamic environments can be understood and design processes can be derived to
address the challenges offered by such environments.

The central tenet in software development is achieving a balance between control
and flexibility. Controlled-flexible development processes balance control and flexi-
bility under increasing uncertainty in market and technology [10]. The initial project
landscape provides partial specification of the product to be developed. Adapting to
environmental uncertainty, feedback mechanisms allow the specification to be modified
so that the product can match changing market needs. Controlling the solution space,
scope boundaries allow exploration of solution by the project team while constraining
their space to align with organizational goals. Thus, iterative development, scope
boundaries, and feedback mechanisms allow the software product to be relevant upon
completion [10]. Though a controlled-flexible approach develops a relevant product in
uncertain environment, none of the prior literature has explored its applicability to the
development of novel software products on digital platforms.

We contend that current agile development processes and methods do not effec-
tively address the challenges of digital platforms because (a) any form of prediction in
highly dynamic environments is suspect, (b) fixed development constraints on plat-
forms are not conducive to agile thinking, (c) risk and loss tolerance are key factors in
whether or not to build an application in a risky environment and are not highlighted in
agile processes, and (d) the platform development process must go beyond just
product-market match to consider the factors of product-platform match, value add
beyond the core platform values, and novelty of offering. Consideration of these issues
requires a software development approach that treats the uncertain environment as
endogenous and shapes it.

Digital platforms represent socio-technical, dynamic, and challenging contexts for
software development teams. Using effectual thinking allows software development
teams to identify multiple possible effects based on their available means. Through
market and stakeholder feedback, the development team can iteratively attenuate their
aspirations and identify an appropriate effect that embodies their aspirations, fits the
application context, and provides utility to its users. This approach is in contrast to the
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causal approach since the team does not identify a particular goal; rather they iteratively
attenuate their aspirations to arrive at the desired effect (artifact).

2.3 A Model of the Effectual Development Process

An investigation of an effectual application development process begins with a fuller
understanding of components of the process and their relationships as presented in
Fig. 3. The three key components of the effectual model are:

• Means for the project manager (PM) and development team are the existing
resources that are available to them. Means consist of technology and skills (pro-
gramming language, API’s, tools), market knowledge (customer orientation, sea-
sonal trends, patterns from archival data), platform knowledge (connection
interface, tools and technology, best practices, available API’s on the platform),
control mechanisms (scope boundaries, stakeholder feedback), and the social capital
that the development team can draw upon.

• The software platform provides a set of resources and constraints. For example, the
connection interfaces to the platform, development guidelines, tutorials, and
development standards that provide resources for the project to draw upon while
constraining them to those specific alternatives.

• Four aspirations for the project team are identified – application-platform match,
application-market match, value proposition of the application should exceed the
core value proposition of the platform, and novelty of the application.

For the development team, means, platform, and aspirations exist a priori to the
development process. However, they evolve over time as intermediate effects identify
new means, constraints, and aspirations. The PM and development team act towards
developing the partial specification for the application. Actions utilize available means,
current state of the platform, and aspirations of the team as the input. An effect is the
operationalization of abstract aspirations [8]. Effects give rise to new means and
constraints for the development team. New means stem from an improved under-
standing of the problem space. Similarly, new constraints are identified that help retain
appropriate and promising aspects of the aspiration. The Artifact (application product
or service) is the realization of team’s aspirations.

Given the means and aspirations of the project team, alternative actions are pos-
sible. The mechanism to select appropriate actions is provided by two heuristics:
acceptable risk and logic of control. According to classical decision theory, risk
associated with an alternative is the variation in its possible outcomes [12]. The larger
the variation in possible outcomes, the larger is the risk associated with the alternative.
Thus, evaluation of decision alternative is based on the trade-off between its expected
return and associated risk. This perspective is in line with the causation logic, where
decision alternatives are chosen based on their expected returns and risks. With an
effectual approach, a managerial perspective on risk suggests that risk is associated
with negative outcomes of the decision alternative. Further, the managerial perspective
notes that risk is controllable and modifiable through skills and information [13]. The
logic of control emphasizes controllable aspects of future events i.e., a focus on
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aspirations that can be controlled by the project team [8]. A focus on controllable
aspects allows the project team to identify alternative actions that in turn lead to
multiple effects.

The project team conducts a risk analysis [14–16] on the set of possible action
alternatives based on the means. Action alternatives that have an acceptable risk are
identified. Platform state, existing portfolio of controls [10, 17], and aspirations of the
project team identify the controllable aspects of the possible actions. Together, these
heuristics serve as leverage to the project team to determine appropriate actions that
lead to desired effects.

3 Research Method

As an initial investigation of the effectual research model in Fig. 3, we study an
existing open source environment that supports the development of applications on
digital platforms. We identified Apache Cordova1 as an open-source mobile application
development framework (Fig. 4). Following the mantra of Apache Software Founda-
tion (ASF), the Cordova application framework is used by numerous application
developers to develop applications and provides tools and interfaces that can be readily
used by developers. Apache Cordova provides all the interfaces and plugins that the
development team needs to develop the application which can then be published across
those platforms. Thus, Cordova acts as an intermediary application which is used by

Fig. 3. Components and relationships of the effectual development process

1 https://cordova.apache.org/docs/en/latest/guide/overview/index.html.
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the software development team to develop an application such that it is compatible
across multiple platforms. Cordova supports seven platforms—Android, iOS, Win-
dows, Ubuntu, Blackberry 10, WP8, and OS X. Web View provides user interface
capabilities, Web App provides configurational settings for the application, and Cor-
dova Plugins allow seamless communication within application components and the
platform. The Mobile OS platform provides standardized plugins, which are regularly
updated by the platform owner.

All Apache projects are required to store and host programming activities, deci-
sions, and status of the project. Projects adhere to these requirements using mailing
lists, project management and version control tools, and/or messaging platforms. We
extract data from the project management tool. Specifically, we focus on this particular
dataset because (a) all data are available, (b) the dataset consists of issues raised by a
vast array of active individuals (contributors), and (c) the dataset includes requests for
information, bug fixes, feature requests, suggestions, and discussions. We focus on user
stories that describe a specific feature request and/or issue with the application and/or
platform. We select user stories that are marked completed. Story descriptions and
related comments for 1,051 stories are extracted. Finally, our data analysis is supported
with documents from proposals, board reports, and project documentation.

We analyze the data as follows. First, inspecting all stories in our database, we
remove unclear or non-descriptive stories from the database. These include stories that
do not discuss any specific issue in depth, provide solely a link or non-conclusive short
description, and/or provide a blob of program code without accompanying discussion.
For example, consider following three stories and their descriptions that were discarded
from the database.

Fig. 4. Apache Cordova architecture from https://cordova.apache.org/docs/en/latest/guide/
overview/index.html
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(a) Keep allow-navigation; Add doc for iOS
(b) Check to see if date gets set properly on writing exif information. Exif info for

date is wrong
(c) Following steps at https://github.com/apache/cordova-coho/blob/master/docs/

platforms-release-process.md; Cordova-Ubuntu Platform Release

Initial inspection of the database was necessary because we are analyzing sec-
ondary data that are extracted from a project management tool of an open-source
application. In order for us to analyze the data, the user story needs to clearly present
the issue at hand. Also, as the initial inspection retained clear and descriptive stories,
they can be subjected to qualitative analyses. These analyses include coding the data
and identification of relevant terms and definitions. Finally, inferences can be derived
from selected stories and triangulated from multiple sources. The initial inspection
process identified 42 user stories with sufficient detail for data analysis.

We use Atlas.ti qualitative data analysis software for our analysis. To aid our
coding procedure, we develop a qualitative codebook that identifies subcodes and
operational definitions (Table 1) for each construct in our model. The subcodes are
identified from the research context, theoretical constructs, conceptual framework, and
research question. Further, the coding scheme is flexible to add new subcodes as they

Table 1. Operational definitions

Construct First cycle code Operational definition

Means (existing resources
at hand)

Technology Existing technological capability within
the team (in this case, the community) –
programming languages, tools,
configuration, testing, documentation, etc.

Market knowledge Existing knowledge about the platform
market (alternatives, competitors)

Platform knowledge Existing knowledge about the
technological state of the platform

Social capital Capital that the team can draw upon to
append existing means

Platform (resources and
constraints provided by the
platform)

Technology (API) Technological resources and constraints
provided by the platform (APIs,
programming language, setup, features)

Market Existing offerings on the platform market
Value Existing value offered by the platform to

its customer (in terms of features that the
users can use – tangible)

Aspirations Product-market
match

The features to be built in the product
should match the requirement of the
market

Product-platform
match

The product should be technologically
compatible and functional on the platform

Exceed platform
value

The features being built in the application
should help exceed the application the
core set of value provided by the platform

(continued)
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emerge from the data. The codebook guides our first-order coding. Using descriptive
coding technique [18], subcodes from the codebook are applied to each story. Stories
that demonstrate multiple subcodes are simultaneously coded by multiple subcodes.
This coding strategy follows the rigorous coding strategy used for analyses of primary
data. Finally, using all the data for each code, a matrix is developed to facilitate
analyses [18].

Table 1. (continued)

Construct First cycle code Operational definition

Novelty Technological or feature based novelty of
the application that the existing
applications and platform do not cover

Acceptable risk Commit limited
resource

Commit limited technological and people
resources to any given feature

Application
recoverable after
failure

If implementation of the given feature
results in failure, it should not jeopardize
entire application

Risk analysis Risk portfolio of an alternative are
determined before decision-making

Logic of control Logic of control Decision making based on factors that the
team can control as opposed to prediction
of future events

Action Fixed bugs The issues that were identified based on
means and fixed

Completed tasks Feature requests which were identified and
completed using means and acceptable
risk

Effects NA Collective documentation and
understanding of which features and
issues are to be addressed in the project

Expanding cycle of
resources

New technological
knowledge

Identify new API’s, tools, and
configurations that can be used by the
application

New market
knowledge

Identify new requirements that the market
needs

New platform
knowledge

Identify new API’s, tools, and
configurations that are provided by the
platform

Converging cycle of
constraints

Converging
technological
(means) constraints

Identify specific API, tool, or
configuration for the application from
competing alternatives

Converging feature
constraints

Identify specific feature for the application
from competing alternatives

Converging
platform constraints

Identify specific API, tool, feature, or
configurations competing alternatives
provided by the platform
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To address construct validity, multiple sources of data—stories, documentation,
contributor comments, board reports, and proposals—are tapped to ensure that the
findings converge. Reliability of the study is addressed with (a) programmatically
retrieving and storing analyzed stories locally from the project management tool,
(b) maintaining the qualitative codebook of codes and operational definitions, and
(c) matrices developed from the labeled data.

4 Results

Table 2 provides the first cycle codes (and related constructs identified in Fig. 3) and
the frequency of the codes identified in the data. As the secondary data used for this
analysis consists of contributors’ descriptions of issues and feature requests for the
Cordova application, the data are characteristically technical in nature. This readily
translates into identification of technological means available to the application
development team that is specific to the application and platform. We identified 40
stories that show technological means for the development team. Available means
include knowledge about market needs (feature requests), value proposition provided

Table 2. Constructs and their frequency in the data

Construct First cycle code Frequency

Means Technology 40
Market knowledge 5
Platform knowledge 20
Social capital 2

Platform Technology 23
Market 7
Value 8

Aspirations Product-market match 8
Product-platform match 24
Exceed platform value 14
Novelty 15

Acceptable risk Commit limited resource 33
Application recoverable after failure 5
Risk analysis 21

Logic of control Logic of control 32
Action Fixed bugs 20

Completed tasks 11
Expanding cycle of resources New technological knowledge 37

New market knowledge 5
New platform knowledge 21

Converging cycle of constraints Converging technological constraints 24
Converging feature constraints 9
Converging platform constraints 11
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by the platforms, and new features that are introduced by platforms or competing
applications (through developer conferences or official press releases). Similarly, the
technological opportunities and limitations by platforms are discussed by contributors.
Current working of API’s and the value they provide to the user are discussed and
coded in 23 stories. This leads to identification of limitations and opportunities that
serve as value additions to the current value proposition of the platform and serve the
market need.

The analysis also leads to identification of aspirations in the team’s decision making
and actions. Specifically, the application-platform match is one of the central driving
forces across these stories since contributors focus on technical aspects that lead to
seamless operation between the application and platform. 24 stories are coded to
identify application-platform match. Further, the analysis finds support for the aspi-
ration of introducing novelty to the application (15 stories) and ultimately adding value
to the existing value proposition provided by the platforms (14 stories). The common
theme in these aspirations is identification of opportunities (limitations and/or
enhancements) for value addition through existing means and platform knowledge,
and introducing novel features that take advantage of the platform’s opportunities.

The heuristics of acceptable risk and logic of control also find strong support in our
analysis. Each story is identified and addressed by (typically) one contributor. Thus, the
team is devoting limited resources for each issue and feature, and 33 stories are coded
for this sub code. Alternatives identified—do feature A or B or C—accompany risk
analyses that discuss technological implications on the application and platform,
novelty, and extending the platform’s value proposition. 21 stories are coded to show
risk analysis and identify alternatives that have acceptable risk associated with them.
Further, actions identified by the team embody the logic of control and are coded in 32
stories. These include decisions based on the current means, platform knowledge, and
the aspirations of the team, rather than predicting which actions would enhance the
application. Finally, the application is already in use by an array of users which provide
feedback to the development team. This represents a control driven approach rather
than prediction based approach that would identify the goals of an application a priori.

Actions (32 stories coded) lead to intermediate effects, which are the operational-
ization of team aspirations. Each iteration of the Cordova application served as an
intermediate effect that, in turn, expanded means and attenuated aspirations. Specifi-
cally, intermediate effects help identify technological avenues, tools, limitations, and
features, that increase the fit and utility of the artifact. 37 stories are coded to identify
expanding technological knowledge. In addition, intermediate effects improve the
platform knowledge for the overall team, as new features are implemented that connect
to the platform and add new value to its existing value proposition.

Overall, the frequency of subcodes identified in our analyses justifies the conjecture
that software development teams developing novel applications on digital platforms
use effectual thinking even when the terms used in the processes may not align with
those used in effectuation context. In what follows, we look at several specific
examples of user stories to show how we coded and interpreted them in our analyses.
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5 Qualitative Evidence for the Effectual Model

In this section, we present and discuss specific instances of qualitative secondary data
from the Cordova platform repository and the constructs identified in the effectual
software development model.

5.1 Means

Means represent the overall existing knowledge about the current state of the appli-
cation, platform, market, and social capital that the project team draws upon. Means for
the development team consists of software development kits, documentations, dis-
cussion boards, mailing lists, and so on. These resources provide a set of means that are
collectively identified and referred to by the team to generate alternatives for actions
that develop intermediate effects. However, the qualitative data available in this
analysis consists of story descriptions of issues and features identified by the con-
tributors. This leads us to means that are not explicitly stated in the descriptions but
implied in the discussions. For example, consider the following description of a story:

Under Adobe AIR, you can open a connection to a SQLite db and point to an existing file. The
benefit of this is that your application can ship a database seeded with data. Without this
support, your application has to initialize the db via scripting. While not difficult, it does
increase the application’s first run time and also complicates the code unnecessarily. I under-
stand that this isn’t per the Web SQL spec, http://dev.w3.org/html5/webdatabase, but it could
certainly be useful.

The contributor is discussing a feature that is introduced in the application. The
technological and platform-specific means posed by the contributor identifies this
enhancement and the team relies on its means (tools, programming language, design,
architecture, platform interface, and market) to evaluate possible alternatives and
introduce it in the application. Specifically, the contributor identifies a specific plugin
that enhances value to the existing framework. The risks associated with standards
(W3C) are also discussed. Consider another example of means-driven approach as
illustrated in the following story description, where tools are identified to develop test
cases.

Most of automatic geolocation tests were pended on Android because we didn’t have the tool to
detect if the tests are running on a simulator or on a real device. Now we have device.isVirtual
and can use it to pend the tests only on an emulator.

5.2 Platform

The Platform is the centerpiece around which decisions and choices are made for the
application. Platforms provide and constrain the application development context. In
the following story, the contributor identifies a specific framework in the iOS platform
that is deprecated. Demonstrating reusability and modularity of the platform design, the
framework is used across multiple plugins within the platform (as listed by the
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contributor). However, it constraints application developers because updates to plat-
form components may often require significant change to the application.

The ALAssetsLibrary framework has been deprecated in iOS 9, replaced by the Photos.
framework. Once our minimum dependency is iOS 9, move to it. Usage: 1. iOS
(CDVURLProtocol); 2. Camera plugin; 3. File plugin; 4. File Transfer plugin; 5. Local-
Webserver plugin (cordova-plugins).

5.3 Aspirations

The aspirations of ‘product-market match’ and ‘product-platform match’ are implicit in
team’s actions. It follows that the application design and development should ulti-
mately ensure that the application works with the platform. Also, feature requests are
accompanied with the limitations of the platform’s value proposition and the added
value proposed by the contributor. As an illustration, consider the following story
where the contributor identifies (a) the value provided by the platform (Android and
iOS), (b) a platform-market need that is not satisfied and subsequently the value that is
added through this feature, and (c) using technological and platform means, possible
actions are suggested for both of these platforms.

The use case is when an app/user needs to access geoposition while device’s location services
are disabled. Let’s say for the first time/attempt. While I’ve been able to find a way to send the
user directly to the system setting on Android (via cordova-diagnostic-plugin’s
switchToLocationSettings), it seems to be no obvious way to achieve the same on iOS with the
plugin(s) at present. … I thus suggest extending getCurrentPosition with an option for a better
UX in case the device’s location services are disabled.… I would suggest covering the same for
Android, even though this issue is concerned mainly with the UX on iOS.

5.4 Acceptable Risk

Feature requests and issues are accompanied with risk analysis. Typical areas of risk
analysis include identification of alternatives—technological, platform, and/or market,
risk associated with the alternatives, and the resources required to realize the alterna-
tives that have been identified. Consider the following story description (listing added)
where the contributor identifies an issue in dynamic programmatic calls for specific
platform. The issue is identified, elaborated, and alternatives are discussed. Finally, the
committer narrows to a specific plan of action.

We have a logic in Windows/wp8 parsers that fires a hooks, specific for these particular
platforms. There is some problems with this: (a) This doesn’t fits well into the concept of
PlatformApi (b) The original purpose of the hook is now lost.… So the proposed plan is: (a) Do
not touch ‘pre_package’ if ‘old’ platform is used (via PlatformApi polyfill); (b) If the ‘new’
platform is used, ‘pre_package’ doesn’t emitted by platform, so we need to emit it manually
(right before ‘after_prepare’ - to keep the order of hooks unchanged); (c) Move bomify from
prepare to build in Windows PlatformApi, so www sources will be not-yet-bomified in
‘pre_package’; (d) Add a notice about ‘pre_package’ deprecation and removal to HookRunner
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5.5 Logic of Control

With logic of control, the project team is selecting actions that they have control over
rather than predicting if and when the features and/or issues will be identified and
resolved on the platform. Story descriptions do not speculate on the possible directions
in which platforms will change. Rather, alternatives are identified based on the means
and aspirations of the team. Consider, for example, the following story which discusses
an issue with two platforms. Relying on the means (technological and platform) and the
knowledge about platform leads to the identification of this issue. Instead of reporting
the issue to platform and waiting for a fix in its next version, the contributor has
provided a fix and tested it across multiple devices.

MediaFile.getFormatData result data was empty (filled with default “0” values) for all types of
capture: image, video audio. Problem encountered on Android iOS. I solved this by changing
the url passed to native code from localURL to fullPath. Tested with two different Android
phones (5.1 4.4) one iPhone 5 (iOS 9). The fix works!

5.6 Action, Expanding Cycle of Resources, and Converging Cycle
of Constraints

All stories within our dataset are marked as complete because the issue/request has
been resolved. These completed stories represent the actions of the project team to
generate intermediate effects in the project. In the Cordova project, effect, which is the
operationalization of team’s aspirations, is the collective documentation of which
features and issues are to be addressed in the Cordova project. Each intermediate
release of the project represents an effect for the overall effectuation process in the
Cordova project which converges constraints and expands means. Consider another
story’s description from our dataset. The story is discussing a flexible cropping feature
unavailable on iOS platform (an effect that provides novelty, platform-market match,
and value to that provided by the platform) for pictures.

On iOS there’s only that very insufficient inflexible cropping square compared to Android or
WinMobile which moreover obviously doesn’t work properly (see CB-9930, CB-2648). As we
need a flexible, sizable rectangle, we implemented that in our fork of the camera plugin. … To
be downward compatible and to not urge others, for whom that square may be sufficient, it is
made parameterizable via a new preference (as this is iOS specific and nothing that has to be
changeable at runtime), defaulting to false. If the plugin is called with option allowEdit == true,
then setting this new preference to true suppresses that standard (fairly useless) square for
cropping the photo, even suppresses the (then also useless) view of the photo with the “Retake”-
and “Use Photo”-buttons, but instead offers a resizable cropping rectangle (with “Redo” and
“Save). …

As the effect is identified, project teams converge constraints on application design,
technology, and platform match. Similarly, these intermediate effects lead to identifi-
cation of additional effects, and technological, platform-specific, and application-
specific means to the team.
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6 Discussion

Pervasive digital technology (digital platforms) has led to the development of chal-
lenging environments for the design, implementation, and deployment of innovative
software applications. Our research proposes an effectual approach that support new
ways of thinking about software development on digital platforms. Although the
overall goal of developing software for a specific market on a platform may be iden-
tified a priori, the challenges offered by dynamic environments like platform ecosys-
tems requires development teams to focus on their existing means, attenuate
aspirations, and employ emergent controls that fit the platform context and provide the
desired solution utilities.

It is important to note the coexistence of prediction and control based approaches
that our study has presented. In our data analysis, the broader goal of Cordova
application is known a priori—develop the Cordova environment that can be used by
developers to build applications on multiple platforms. In addition, this goal is pursued
through iterations and ultimately is embodied by the artifact. However, the dynamic
nature of the platform environment promotes an effectual approach to develop an
artifact that satisfies the goal, fits the platform context, and provides utility in a dynamic
and challenging environment.

In our discussions so far, we have refrained from exploring specific software
development methods (Scrum or XP) in use today because the focus of this research is
the broader software development approaches and the underlying theoretical under-
pinning adopted by these approaches. While specific software development methods
have been shown to provide innovation [19] in fast-paced environments, we contend
that the unique challenges and dynamic environment provided by platform ecosystems
exceed the fast-paced environments that were of interest in prior work.

Control-based effectual approaches have the potential to more clearly represent the
software development thinking and methods that can be used to develop products that
are relevant in changing platform environments. Initial means are iteratively expanded
to identify new goals that encompass changing platform proposition. As intermediate
effects (intermediate products) are trialed in the market, development teams attenuate
their goals for developing the product.

The focus of the analysis in this paper is to identify evidence that supports the use
of effectual thinking in current development projects in the Apache Cordova envi-
ronment. Our qualitative data analyses provide prima facie evidence of the usefulness
of an effectual approach to novel application development on software platforms.
A limitation of this study is that our data analysis is limited to qualitative secondary
data for an open source project. Specifically, the software development projects studied
did not use effectual concepts and terms directly. Thus, the user stories required sub-
jective coding and interpretation via an effectual lens. In order to address these limi-
tations, we developed operational definitions for effectuation constructs in the software
development context and updated them as the data were analyzed. Also, stories selected
for analyses provided extended discussion on the issue at hand. Based on these anal-
yses, however, we did find considerable evidence that demonstrates the wide-spread
use of effectual thinking in the projects.
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7 Conclusion

This research has identified unique application development challenges for producers
on digital platforms. To address these challenges, an effectual approach to software
development has been proposed which is grounded in the theory of effectuation.
A conceptual model is developed and analyzed using qualitative secondary data from
an open-source project.

This study has important contributions and implications for research and practice.
Building on the challenges identified for the development of novel applications on
software platforms, this paper advances a new vision of software development where
the software development project is envisioned as an entrepreneurial endeavor with the
project manager and development team as entrepreneurs. An effectual approach to
development of novel applications on software platforms is proposed and described.
Grounded in the theory of effectuation, the approach introduces context specific con-
structs (platform) and theorizes and adapts existing effectuation constructs to the
software development context.

The effectual approach to software development introduces new constructs and
feedback processes in software development research – aspirations, focus on existing
resources, decision heuristics, and expanding and converging cycles. These effectual
processes provide improved explanations for novel application development on soft-
ware platforms where existing approaches have failed.

This research also contributes to practice. First, we draw attention to the devel-
opment approach for novel applications on software platforms which has received
limited attention in the information systems literature. Attention to development
approaches on software platforms is particularly important and timely, given the pro-
liferation of platforms [2]. Second, application producers have a direct interest in
development approaches that specifically address the unique challenges offered by
platform ecosystems. These interests extend beyond development of novel applica-
tions, and include development of novel new applications and maintenance of existing
applications. Third, platform owners also benefit from the introduction of novel
applications on software platforms. As the locus of innovation shifts from within the
organization to a heterogeneous base of application producers, introduction of novel
applications allows the platform to serve diverse consumer segments and introduces
new demand within the user group.

Our future directions for this research will include in depth interviews as part of
case study designs at two local organizations that are developing novel applications on
digital platforms. Together, these research sites will allow us to evaluate the effectual
approach to develop a critical mass of novel applications on software platforms. The
identified case study design should provide additional insights to augment the research
model developed in this paper. In addition, they offer different perspectives (producer
and owner) on the appropriate development approach for novel applications on soft-
ware platforms.

Further research directions include the development of application development
processes and metrics that embody effectual thinking and support such processes.
Future research initiatives that compare effectual approaches with existing approaches
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to software development can expand on the boundary conditions for these competing
approaches. Finally, as our study shows the coexistence of prediction-based and
control-based approaches for a project, future research endeavors can design processes
that integrate the best features these differing approaches into hybrid development
methods that incorporate both predictive and control-based development techniques.
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Abstract. Energy is a scarce commodity. Diffusion of responsibility, forget-
fulness, lack of knowledge and motivation are reasons for families’ electricity
waste. GreenCrowd is a smartphone application and IoT system to help families
to decrease their electricity consumption. GreenCrowd incorporates educational,
motivational and supportive features. The IoT device (smart LED lamp) reports
previous consumption with a comparison to each family baseline. The smart
LED lamp works as a notification tool that targets all house members. The
current study presents preliminary results for electricity reduction during an
intervention experiment. Also, it presents result about the effectiveness of the
smart LED lamp as a notification tool.

Keywords: Design science � Energy informatics � Internet of Thing (IoT) �
Persuasive technology

1 Introduction

Household energy consumption accounts for 22% of total energy consumption in the
U.S. Almost half of that is electricity use, which accounts for approximately 4.39
Quadrillion Btu [1]. Producing one Quadrillion Btu requires 45 million tons of coal, 1
trillion cubic feet of natural gas, or 170 million barrels of crude oil. The household
and/or residential sector includes multiple small energy consumers: houses, mobile
homes, and apartments. In the U.S., these small consumers spent on average $1,419
annually for electricity in 2010. This amount is more than the average spent in 2006 by
about $300 [1].

Regarding environmental concerns in the U.S., residential energy consumption is
responsible for about 5.7 billion metric tons of CO2 annually [2]. From 1950 to 2009,
the amount of residential carbon dioxide emissions tripled [3]. Electricity consumption
in particular accounts for over 70% of household CO2 emissions. Thus, residential
electricity consumption serves as a catalyst in increasing living costs and environmental
threats. Electricity waste is not only affecting individual budgets but also simultane-
ously increasing CO2 production rates globally.

Excessive electricity consumption at homes is a result of the usage by all members
within the household. However, Utility provider portals and messages usually are
solely accessed by homeowners only (e.g. parents). Therefore, other members
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(e.g. children) do not regularly track the recent electricity consumption of their homes.
According to [4, 5], forgetfulness and diffusion of responsibility limit electricity saving
actions although residents are aware of the risk of excessive electricity consumption.
Thus, uniting all house members’ electricity saving effort is essential to limit electricity
waste.

Besides diffusion of responsibility as a barrier for people who live in groups, there
are other reasons for electricity waste such as lack of knowledge, motivation and
continuous support to maintain their conservative habits in consuming electricity [4].
This study presents an IoT system and a smartphone application to provide members of
a household with an educational, motivational, and a family-wide notification tool for
the purpose of reducing electricity waste.

Internet of Thing (IoT) is defined as objects with connectivity capability. IoT
devices are capable of connecting to local devices and internet resources [6]. IoT
devices are utilized to sense, collect and/or display information. The rapid growth of
IoT presents standalone devices that have internet connectivity (e.g. Wi-Fi adaptor).
These devices can be installed in homes to communicate directly with a cloud-based
system. A standalone IoT device does not rely on Bluetooth or Infrared technology that
requires a middle device (such as a smartphone) to be connected. Thus, it is suitable to
be installed and communicate directly through any available Wi-Fi.

GreenCrowd presents a novel notification method that easily allows entire house-
holds to be informed about their previous day’s consumption rather than notifying only
those who have access to the utility provider portal. A smart LED lamp (standalone IoT
device) was developed to illuminate certain colors based on electricity consumption.
This comprehensive notification device is a support intervention to help participants to
maintain their actions toward reducing electricity consumption. In addition, Green-
Crowd includes a smartphone application that presents daily informative feedback,
educational and motivational tips, peer comparison, and social facilitation services.
Both interventions are developed with purpose of helping family reduce their electricity
consumption. Since, the smart LED lamp is a standalone IoT device, the lamp does not
need to be around the GreenCrowd app to be connected.

Following Gregor and Hevner 2 � 2 framework [7] and their classification for
DSR knowledge contribution, this study has two level-1 instantiations (The Green-
Crowd App, and the LED lamp as a novel notification technology). We next describe
the design, build and evaluation phases. The evaluation phase measures the effec-
tiveness and usability of the solution in reducing electricity consumption.

2 Research Method

Design Science Research (DSR) is an iterative research approach to design, develop
and evaluate IT-based artifacts. DSR has two phases: design, build, and evaluate
artifacts [8]. DSR has three iterative cycles: the rigor cycle, the design cycle, and the
relevance cycle. The rigor cycle helps in accessing existing knowledge and the rele-
vance cycle ensures the problem has societal relevance.

According to Gregor and Hevner [7], a DSR work should follow a specific DSR
methodology. This study follows Peffers et al. [9] method. It is called a Design Science
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Research Methodology (DSRM) for Information Systems Research. DSRM includes
six activities: (1) identify problem and motivate; (2) define objectives of a solution;
(3) design and development; (4) demonstration; (5) evaluation; and (6) communication.
In this paper, the Introduction Section identifies the problem and motivation. It presents
the study objectives (activity 1). In addition, Sect. 1 explains the objective of this
research and the developed solutions (activity 2). Section 2.2 presents the Design and
Build phase (Activity 3) of the research. Section 3 explains how the pilot study and
field experiments are conducted to demonstrate the research solutions (Activity 4 & 5).
Then, Sect. 4 is the evaluation of the research solutions. Finally, the entire paper carries
out activity 6 which is publishing the results of the research in a scholarly or profes-
sional publication.

2.1 Theoretical Framework

The GreenCrowd system includes a smartphone application and an IoT device (Smart
LED lamp). GreenCrowd has several persuasive techniques (e.g. peer comparison and
self-tracking) that aim to form sustainable pro-environmental behavior.

Brynjarsdóttir et al. proposed three guidelines for designing an energy conservation
solution [10]:

1. Broaden our understanding of persuasion: Brynjarsdóttir et al. [10] stated that most
of the available studies are developing persuasion solutions just to provide monitor,
feedback and control solutions. Most research focuses on showing users risky habits
without enough information about the desired behavior (alternative behavior).
Digital rhetorical solutions are suggested to present the consequences of excessive
electricity consumption and alternative behaviors. An example for a digital
rhetorical solution is using media to design an informative, inspirational, and per-
suasive solution.

2. Include users in the design process: Brynjarsdóttir et al. [10] assert the importance
of including users in the design process. Including users is important for two
reasons: solution acceptance and persuasive features. Meeting users requirements
increases their acceptance chances. Likewise, personalizing and customizing per-
suasion solutions are recommended to increase solution effectiveness [11].
According to Stokes et al. [4], there are several barriers that limit people from taking
action when they are aware of the risk of electricity waste. The report includes
barriers that can be handled by behavioral interventions such as lack of knowledge,
diffusion of responsibility, futility, and laziness. Moreover, Barreto et al. [12] list six
main motivations for the family to reduce their electricity consumption. Besides the
two most common motivations (cost and environment concerns), Barreto et al.’s
[12] study reveal four other motivations: self and family identity, parenting, rou-
tines, and sense of control.

3. Move beyond the individual: excessive electricity consumption is different from
other behavioral issues. To gain results, group efforts are necessary. For example,
within homes, if only one member is concerned about energy saving, usually very
little changes. Energy sustainability needs to be an interaction between end users
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(residents, employees), communities, organizations, energy providers, govern-
ments, etc. Most of the current sustainable persuasive solutions are targeted at
individuals [10]. Brynjarsdóttir et al. [10] suggests including a community-oriented
approach in providing sustainable persuasive solutions. For instance, motivating the
entire community to unite their efforts in reducing electricity waste.

Based on Brynjarsdóttir et al.’s [10] suggestions, narrowing the persuasion inter-
vention to only motivate individuals or educate them about some saving tips limits the
effects of persuasion technology as a solution for sustainability. Sustainability requires
more comprehensive interventions including two levels: individual and community.
Individuals need customized solutions that address their own barriers and motivations.
Moreover, individuals need to be involved in a social movement to sustain their new
conservative and efficient behavior. Thus, this study is broadening its interventions to
include individual- and community-based approaches. The individual-oriented
approach is essential to educate people about how to reduce electricity waste. The
community-oriented approach is applied to the motivational and supportive
interventions.

2.2 GreenCrowd Design and Build Phase

The overall GreenCrowd architecture is shown below in Fig. 1. GreenCrowd includes a
smartphone (Android) application, an IoT-enabled LED lamp, and the cloud. The
smartphone application presents information about recent electricity consumption, peer
comparison, motivational and educational features. The LED lamp works as a notifi-
cation tool. Moreover, the lamp reports the result of the previous day’s consumption in
comparison with the family’s baseline. The cloud serves as the backend for the data
store and analysis.

Electricity consumption has several determinants (e.g. household size, income,
weather etc.). Therefore, having the same baseline for all participants is not ideal.
Similarly, setting the last month consumption is not a better option because of the
weather changes. Therefore, for having a baseline that may have similar circumnutates,
GreenCrowd is using the average consumption of the same month a year prior.

GreenCrowd Smartphone Application
The smartphone application educates and motivates households to start the new con-
servative behavior. Therefore, it provides three feedback and comparison services.
These services work as educational and motivational interventions. Oinas-Kukkonen
and Harjumaa [13] list self-tracking and social comparison as motivation techniques for
designing persuasive technology. In addition, each of the services is combined with an
educational or motivational feed. These feeds are written based on Stokes et al. [20],
and Barreto et al. [12] findings of family barriers and motivation toward energy
conservation.

Self-tracking: Provides households with their electricity consumption for last seven
days. A self-tracking service presents the consumption for last seven days in a line
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chart format. Self-tracking service is a self-comparison method that allows households
to compare their own electricity consumption for the last seven days (see Fig. 2).

Peer Comparison Service: Is a visual method to compare electricity consumptions
among participants. It presents a comparison for a participant’s consumption the pre-
vious day with average consumption for the entire group on that day (see Fig. 3).

Leaderboard: Presents the five families who have the highest savings rate in the
cohort since the beginning of the study. The savings rate is the ratio between the
amount of saving and a calculated baseline. Hence, the baseline represents the average
daily consumption during the same month a year prior. The calculated baseline equals
the baseline multiplied by the number of days since the beginning of the experiment.
Therefore, a calculated baseline is used to calculate the saving amount over the number
of days since the beginning of the study. The saving amount is the difference between
the calculated baseline of each family and their consumption since the beginning of the
study (current consumption). Below is the saving rate pseudo code.

Fig. 1. GreenCrowd architecture
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Set x = Today date – Experiment start date 
Set i = current month
Set consumption(x) = Consumption since the beginning of 
the experiment 
Set baseline(i) = average consumption of month(i) a year 
prior
Set baseline(x,i)= baseline(i)*x
Set amount of saving (x,i) = baseline(x,i)- consumption(x)
Set Saving Rate(x,i)= Saving amount(x,i) / baseline(x,i)

Leaderboard helps users compare their results with the top five participants. If a
participant’s result is not among the top five, their rank and their saving rate results are
showed below the leaderboard table. As advised by Brynjarsdottir et al. [10], the
community-oriented approach is needed to help households maintain their new
behavior and create a social movement toward electricity saving.

Fig. 2. GreenCrowd self-tracking and cus-
tomized motivational feeds

Fig. 3. GreenCrowd peer comparison and cus-
tomized educational feeds
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Recognitions Feeds: The Leaderboard screen contains a recognitions feed. The feed
presents the leading five families ranked by their savings rate. All users view the same
leaderboard, thus, top five families are recognized among the cohort.

Educational and Motivational Feeds: The Self-tracking and Peer comparison
screens include a feed area (see Figs. 2 and 3.). Based on the comparison service result,
a participant receives a text or a visual feed. The feed can be a motivational or
educational feed. The App presents an educational feed when a family consumption is
increasing or more than the average of the other participants. Otherwise, the app shows
a motivational message.

GreenCrowd Notification Device (Smart LED Lamp)
The smart LED lamp is equipped with wireless capability to exchange commands with
the corresponding server. The smart LED lamp is an intervention for the entire
household to notify member about their consumption the day prior. It is placed in a
highly visible place for everyone to see (see Fig. 4).

Fig. 4. The smart LED lamp (best seen in color)
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This novel LED notification targets everyone in the home rather than just the
smartphone application users. Stokes et al. [4] find diffusion of responsibility as one of
family barriers to reduce their electricity waste. Building a smart LED Lamp, that
simply lights a certain color based on the family’s previous day’s consumption, is an
innovative notification method that targets the entire family. Children, parents, and
other house members do not need to download a smart application to view their
consumption for yesterday. The smart LED lamp informs them all. The smart LED
lamp uses three colors to notify families about their consumption compared to their
baseline.

• Red color: if the previous day consumption is more than the baseline.
• Green color: if the previous day consumption is less than the baseline.
• White color: if the previous day consumption and the baseline are equal.

Daily Consumption Tracking
Most of GreenCrowd functions and services (self-tracking and peer comparison, and
the smart LED Lamp) require access to participants’ daily electricity consumption rate.
In the early stage of designing GreenCrowd, there were two suggested methods to
collect participants’ daily electricity consumption: a collaborative partnership with a
utility provider to evaluate GreenCrowd was considered or installing third party
devices that are authorized to track daily electricity consumption (e.g. Radio Adaptor
for Viewing Energy (RAVEn))

However, during the design process, the research team found a company named
UtilityAPI. UtilityAPI collects historical and almost real time data (15 min’ interval
data) from utility providers and makes the data available to be retrieved through a
RESTful API. Data retrievers should obtain home owner agreement to retrieve their
family consumption rate. UtilityAPI provides a secured electronic document that can be
sent by data retrievers to be signed by householders. UtilityAPI and the utility provider
(e.g. Southern California Edison) then automatically receive the household agreement
form. UtilityAPI has an agreement with the Utility provider at the study location. In
addition, UtilityAPI agreed to grant this study with 40 accounts to be tracked.

UtilityAPI was chosen to be the provider of daily electricity consumption for the
project. The process of obtaining the agreement required reasonable effort and did not
require installing extra devices at participants’ house.

GreenCrowd System Architecture
Infrastructure as Services (IaaS) is a cloud infrastructure to deliver computing services
such as storage, network, and operating systems. Microsoft Azure is a trademark for
Microsoft’s cloud-computing services [14]. Microsoft Azure provides a wide-range of
services that include data, application, integration, and client (on-premise) layers.
GreenCrowd’s entire system was developed and implemented using Microsoft Azure
(see Fig. 1). Microsoft SQL Azure was utilized as the data center for GreenCrowd.
Azure Web App and Mobile App were hosting backend services for the smartphone
application and the required web services. Azure Logic Apps was used to create
communication channels between GreenCrowd backend services, UtilityAPI, the
Smart LED Lamp. Azure Logic App offers a method to simplify, schedule, and run a
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workflow. Azure Logic App provides a timing schedule or a schedule based on certain
actions (e.g. HTTP PUT request).

3 Research Study

GreenCrowd aims to support families to obtain a sustainable energy behavior. The
smartphone App and the LED provide educational, motivational interventions, and
reminders. Hence, we paper focus on evaluating GreenCrowd usability, the effective-
ness of the smart LED lamp as a notification method, and measuring the entire system
effectiveness in reducing electricity consumption.

3.1 Pilot Study

The pilot study was conducted to test the GreenCrowd App and the Smart LED
lamp. The aim of the pilot study was to run a functional testing. The functionality test
was to ensure that GreenCrowd was working correctly. Three families were recruited
for the pilot study and the pilot study lasted for two weeks. During the pilot study, two
issues were identified and resolved.

First, the system was planned to be updated at 9 am (Pacific Standard Time) based
on the utility provider schedule for releasing the last 24 hours’ consumption. However,
during the pilot study, the utility provider (Southern California Edison (SCE)) changed
the schedule to 4:00 PM. The Azure Logic App schedule was updated accordingly.

Secondly, the smart LED lamp brightness was initially set at 30%. However, during
the pilot, all families claimed that it was too bright. Therefore, the lamp brightness was
lowered to 10%. This adjustment allowed the lamp to be a colored bulb without strong
light.

Finally, during the pilot study, the smart led lamp was left on all the time. However,
for meeting the study ultimate goal of using less electricity, in the actual study, the
lamp was set to be on for five hours only (4:00 PM to 9:00 PM).

3.2 GreenCrowd Field Deployment

GreenCrowd implementation required three specifications: (1) household members’
agreement to install the LED lamp within their homes, (2) Filling out the utility
provider agreement form to share their consumption data with GreenCrowd, (3) access
to an android device to install the smartphone application (GreenCrowd was built on an
android environment). The experiment started by disseminating an electronic invitation
form. 46 families filled out the invitation form. Then, these 46 families received the
agreement document from UtilityAPI after submitting their information to UtilityAPI
by the research team. UtilityAPI allows having a landing page for participants after
completing the sharing form. Therefore, the landing page was the pre-survey page.

The invited participants were allowed three weeks to complete the agreement
document and the pre-survey. 26 families filled out the agreement form and completed
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the pre-survey. Only 16 families have access to an android device. 10 families agreed
to install the smart LED lamp. The remaining 6 families agreed to use the GreenCrowd
App only.

Below is how the study groups are divided:

• (Group L): 10 households with the smartphone app and the LED lamp.
• (Group A): 6 households with the smartphone app only.
• (Group C): 10 in the control group that receives email only.

(Group C) receives an email every Thursday. The email contains information about
their last consumption and a list of educational or motivational tips for electricity
saving.

(Group A) does not have a notification that informs everyone at home. Therefore, a
text messaging system was adopted (BulkSMS) to send a daily message for (Group A).
The head of each family receives a text message daily. The text message includes
information about the comparison result of yesterday’s consumption with the baseline
(e.g. Dear Bob, Your consumption for Jan 18th was more than your baseline).

The duration of the study was 14 days. Each day during the study, the smart LED
lamp was turned on at 4:00 PM PST. Between 4:00–5:00 PM the LED lamp color
remained as same the color of previous day. The LED lamp color was updated daily at
5:00 PM PST based on the result of a comparison between yesterday’s consumption
and the baseline. Daily at 9:00 PM PST the smart LED lamp was deactivated.

In addition, Three of the GreenCrowd App screens (Dashboard, Self-tracking, and
Peer-Comparison) were updated daily at 5:00 PM PST. Whereas, the leaderboard was
updated every Monday. GreenCrowd App information was updated daily at
5:00 PM PST. At the end of the study, participants were asked to fill out a post-study
survey.

4 Evaluation

According to Hamilton and Chervany [15], system effectiveness can be evaluated with
two approaches: summative and formative.

Summative evaluation determines whether the system has accomplished objectives.
Formative evaluation assesses the quality of the system and related support. The
distinction between summative and formative evaluation approaches is analogous to
the evaluation of ends versus means, or outcomes versus process [15].

Therefore, evaluating GreenCrowd is divided into two phases. First, evaluating the
entire system effectiveness in changing families’ behavior to save electricity. Second,
evaluating the GreenCrowd application and the smart LED Lamp usability. The fol-
lowing points summarize the evaluation phase objectives:

1. Evaluating GreenCrowd effectiveness in reducing electricity consumption.
2. Evaluating the smart LED Lamp effectiveness as a notification method for the entire

house members.
3. Measuring the usability of the GreenCrowd system.
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4.1 Measures

Electricity Consumption Reduction
The consent form allows GreenCrowd to collect historical data (for the past year) and
daily real-time data. The historical data was collected to establish the baseline for each
participant/household. The baseline is used to measure the difference in electricity
consumption before and after the GreenCrowd intervention. Here, the amount of saving
for (Group L & A) is compared to the amount of saving for (Group C).

System Usability Scale (SUS)
System usability scale is a well-known scale for measuring system usability. It is
suitable for small size of participants [16]. SUS is adopted to measure the GreenCrowd
app usability from the users perspective. It contains 10 items. Users rate their level of
agreement on a five-point Likert scale.

Perceived Effectiveness of Smart LED Lamp as a Notification Tool
We adopted a perceived effectiveness scale from [17] with (Cronbach’s alpha = 0.894).
The measure includes four items: The items were edited to be suitable for the LED
lamp. The items asked if the smart LED lamp was useful, informative, annoying, and
confusing. In addition, an extra item was added to measure the LED effectiveness in
reaching all the members of the household.

Comparative feedback
The GreenCrowd App provides comparative feedback (peer comparison, and leader-
board screens). The effectiveness of GreenCrowd App comparison features was mea-
sured by four questions (1 = strongly disagree, 7 = strongly agree): “I am curious to
know about the saving results of other households [18] ”, “I prefer not to receive a
comparative feedback.”, “The comparative feedback (your consumption relative to
other people’s average consumption) is motivating, and “The comparative feedback
(your consumption relative to other people’s average consumption) is useful”. For
comparison purposes between the GreenCrowd app and the LED lamp, participants
were asked to report the usefulness of each one.

4.2 Results and Discussion

The sample was 23 men, 3 women. Household size was between two members to five
members. Only two households with only 2 members. Nine of the families had five
members. There were three family who did not report the number of households (See
Table 1.)

Reducing residential electricity consumption is one of the intended outcomes of this
study. Changing participants’ behavior are the means to reduce electricity consump-
tion. According to [19], interventions may succeed in changing behavior but it requires
time to notice a sustainable reduction in energy consumption. However, the Green-
Crowd interventions were able to help (Group A & L) to save an average of 7 kWh,
while the average of electricity consumption for (Group C) increased by 19 kWh.
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Electricity consumption is influenced by changes in seasons. The consumption is
affected by the weather. Therefore, to limit the weather effects on the differences
between the baseline and current consumption, the baseline for each family was chosen
based on the same month consumption of the prior year. Although, Southern California
(the study location), experienced the most raining and snowing season since 1995 [20].
Nevertheless, during the research experiment, (Group L & A) were able to reduce their
consumption while (Group C) consumption increased.

(Group L & A) were able to save in average 7 kWh comparing to their baseline. If
we consider the increasing consumption for (Group C) because of the weather changes,
(Group L & A) approximately saved 26 kWh.

The System Usability Scale (SUS) [21] was adopted to measure the GreenCrowd
smartphone App usability. The SUS is a 5-point Likert scale containing 10 questions.
All even questions are negatively worded items. To calculate each response, five points
are subtracted from the even number responses and one point is subtracted from odd
responses. Then, the total is multiplied by 2.5. Thus, the SUS score for each response
ranges between 0 and 100. According to [22] scores that above 68 is above the average.
The GreenCrowd smartphone app SUS was 87.5. This suggests that users found the
app is very useful. In addition, the total rate of GreenCrowd app’s ease of use was 95
out of 100. These results are for all users’ feedback (the app and LED lamp group the
app only group)

A further step in investigating the GreenCrowd app usability was made to compare
SUS results of participants, who has the app and the LED lamp, with SUS results of
participants who use the app only. Interestingly, average of SUS responses that made
by people with the app only is 93 out of 100 while the average responses of the LED
lamp group was 83 out of 100. Although the GreenCrowd app provides extra infor-
mation compare to the LED lamp, more people in the App only group would like to use
this system frequently. This interesting point could be because the LED lamp was
providing enough information for participants about their previous day’s consumption.
The smart LED lamp provides electricity consumption at glance. Users of the smart
LED lamp need a minimum effort to be informed about the previous day’s con-
sumption. A participant is altered about the rate of the previous day’s consumption with
the comparison to their own baseline by just looking to the smart LED lamp once a day.

Table 1. How many people are living or staying at this address?

Household
members

Frequency Percent Valid percent Cumulative percent

Valid 2 2 8.3 8.7 8.7
3 4 16.7 17.4 26.1
4 8 33.3 34.8 60.9
5 9 37.5 39.1 100.0
Total 23 95.8 100.0

Missing System 1 4.2
Total 24 100.0
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For measuring the effectiveness of the smart LED lamp as a notification tool,
participants were asked to report their feedback in the form of a 7-point Likert scale. In
general, all participants found the LED lamp to be effective in reporting the previous
day’s consumption. A one-sample t-test has been implanted to verify if the average of
responses differs from the scale median of 4 (see Fig. 5) [23]. Participants’ feedback
about the smart LED lamp’s effectiveness in reaching all members of the household is
2.6 points above the median (Q1 mean = 6.7, SD = .6, P < .001). This significant
positive result indicates that participants believed the LED lamp was effective in
informing all members of each household about their energy consumption. Similarly,
participants found the smart LED lamp to be informative and useful as a tool that
reports their pervious consumption in comparison to their baseline (Q2 mean = 6.5,
SD = .8, P < .001) and baseline (Q3 mean = 6.7, SD = .4, P < .001).

On the other hand, no users found the lamp to be confusing (Q4; mean = 1.4,
SD = .8, P < .001). These results can be linked to the fact that the colors were chosen
based on the common utilization for red, green, and white (e.g. red is known for
signaling caution or warning). Finally, no users found LED lamp to be annoying (Q5;
mean = 2.4, SD = 2.2, P = .053).

Finally, all Participant (Group L & A) were asked to rate the comparative feedback
(e.g. peer comparison). The comparative feedback is one of the GreenCrowd app
features. Results agree with previous study that believes comparative feedback is a
motivation technique for persuasive interventions [12, 13, 24].

Both the LED effectiveness scale and the comparative scale include a statement
about the usefulness of each one of them (“The comparative feedback is useful” and
“The LED as a notification tool is useful”). Participants believe the comparison to their
baseline through the LED lamp is more useful than the comparison to their peers
through the app (mean = 1.6, SD = .7, P = .05). The ease of observing the con-
sumption information through the LED lamp and its ability to inform all house
members can be a reason for the variation in rating.

Fig. 5. Participants’ feedback regarding the LED effectiveness as a notification tool (best seen in
color)
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On the other hand, it is noticed that the number of recruited families dropped by
50% before starting the project. During the early stage of the project, the utility pro-
vider updated the sharing form. Therefore, the families were instructed to fill out the
updated form. Only 26 families filled out the new form. GreenCrowd is allowed to
retrieve the daily consumptions for only those families who filled out the updated form.
Therefore, only 26 families were eligible to be part of this study.

5 Conclusion and Limitations

Previous studies [4, 10, 12] provide three important findings to help families adopt
sustainable energy conservation behavior. These findings include family barriers,
motivations and design principles toward sustainability. GreenCrowd provides inter-
ventions to overcome family barriers and emphasize family motivations. Also, the
interventions are designed by following three important design principles: broaden our
understanding of persuasion, include users in the design process, and Move beyond the
individual.

Therefore, from a technology perspective, this study contributes to the field by
providing two level-1 instantiations [7] (the GreenCrowd App and LED lamp). Both
instantiations use customized content and community-approach simultaneously.
A GreenCrowd app user is receiving an educational feed when his/her consumption is
increasing whereas a motivational feed is displayed when there is a reduction in
consuming electricity. These feeds were written specifically based on the family bar-
riers and motivations that were found in the previous study [4, 12].

On the other hand, the peer comparison and leaderboard services provide
community-approach for reducing electricity consumption. Social comparison and
comparison feedback are well-established persuasion techniques that involve social
facilitation for changing an existing behavior or adopting a new behavior. Thus, the
GreenCrowd App compares a household consumption with the average of other par-
ticipants. In addition, every Monday the GreenCrowd App presents the best five
families in saving electricity for a previous week. It is a public recognition that viewed
by all participants.

Our research provides a novel feedback method that informs the entire house
members regarding their consumption status. The contribution here is divided into two
parts: (1) the actual artifact development and (2) the artifacts effectiveness evaluation.
The GreenCrowd system was designed and built to retrieve electricity consumption on
a daily basis. Then, the color of the smart LED lamp is updated base on the con-
sumption level. Three colors are used to indicate the result of a comparison between the
previous day’s consumption and each family’s baseline.

However, increasing the number of participants could improve the evaluation of
this study. Considering the pre-requirements for participating in the GreenCrowd
project, such as filling out the agreement form, 26 participants is acceptable number to
evaluate the GreenCrowd project. Nielsen and Lauder [25] states that the system can be
tested by three to five users as a minimum number for the experiment size.

Furthermore, the full duration of the study is limited to one month. UtilityAPI, as
the third party that provides the GreenCrowd system with daily electricity
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consumption, granted us a 60 day subscription only. The first month was utilized for
the pilot study and internal testing; the second month was the actual experiment.
However, the results of the current report are based on a midway survey that measures
the GreenCrowd usability, effectiveness and report any change in electricity
consumption.

Creating a significant behavioral change can be achieved through short or long-term
intervention. However, the measurement of sustainability requires a thorough
follow-up evaluation. This study reported results collected from the experiment eval-
uation. After the conclusion of this evaluation, a thorough examination and more
extensive evaluation are planned for the future.

Acknowledgment. The research team would like to acknowledge with thanks the financial and
technical support granted to this research project by UtilityAPI.
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Abstract. The pervasive infiltration of digital technology into physical prod-
ucts fundamentally changes the requirements regarding the design of physical
products and their potential for service innovation. To effectively leverage the
generative capacity of digitized industrial products in future smart service
offerings, proper design decisions must be made when designing today’s
products. The purpose of this paper is to report on a 2.5-year action design
research project with an industrial forklift manufacturer, a software company,
and an IoT consultancy. I elicit meta-requirements of digitized products arising
from the industrial service business and derive design principles for digitized
industrial products. This work empowers researchers to better understand the
importance of generative product design to enable opportunities to innovative
services. For managers, this work provides a blueprint for the design of digitized
industrial products and raises awareness for generative product design in the
digital age.

Keywords: Digital product innovation � Service innovation � Generativity �
Manufacturing industry � Servitization in manufacturing � Design principles �
Action design research

1 Introduction

The pervasive infiltration of digital technology into products that so far have been
solely physical, fundamentally changes the way how product-centric organizations
co-create value [1–4]. Innovation is no longer bound to physical product design and no
longer follows the traditional goods-dominant logic [5]. Instead, tangible products are
increasingly understood as distribution mechanisms [6] and endpoints for service to
co-create value with customers as actors in service ecosystems [3]. As a result, original
equipment manufacturers (OEMs) increasingly shift from selling products to selling
integrated product-service offerings [7–9]. Specifically, industrial OEMs have recog-
nized the importance of the service business among the long lifecycles of their products
[10]. High requirements in terms of product reliability and uptime make product
operators pay for services offered by OEMs to ensure stress-free and failure-free
operations. The term servitization in manufacturing was coined to describe this trend

© Springer International Publishing AG 2017
A. Maedche et al. (Eds.): DESRIST 2017, LNCS 10243, pp. 364–380, 2017.
DOI: 10.1007/978-3-319-59144-5_22



[7, 9]. Thus, product design and digital technology incorporated in today’s industrial
products is one of the key competitive advantages to offer differentiating smart services
tomorrow [11–13]. The structure and architecture of digitized products affect how they
behave, function, and evolve over time [14]. Because of the added digital materiality of
products, product design goes beyond the pure physical representation [4, 15]. Tra-
ditionally rooted in mechanical engineering, OEMs face the challenge to build up
adequate expertise as well as digitized products and digital infrastructure as platforms
for service innovation. They therefore struggle in designing digitized industrial prod-
ucts that are characterized by a high generative capacity, which means that they offer
the potential to be leveraged in a multitude of unanticipated and innovative industrial
services [16].

The IS community picks up this trend and calls for design-oriented research on the
generative design of digitized products [17–20] and their innovative uses in smart
service systems [1, 3, 13, 21, 22]. So far, no research on the actual design and
implementation of digitized products that are used as resources for service innovation
exist. Therefore, the objective of this paper is to close this gap by (1) identifying
meta-requirements of digitized products that arise in the context of the industrial ser-
vice business and (2) formulating design principles for digitized products as resources
in digitized service systems. Accordingly, the following two research questions are
formulated:

(1) What are meta-requirements of digitized industrial products in the industrial
service business?

(2) How should digitized industrial products be designed to address these
requirements?

The remainder of this paper is structured as follows. In Sect. 2, I provide the
relevant theoretical foundation and introduce relevant terms and concepts for this work.
Section 3 outlines the research approach. In Sect. 4, the identified meta-requirements
and the design are presented. Section 5 reports on the generalizable design principles.
The paper closes with discussing and summarizing the results and a conclusion.

2 Theoretical Foundation and Related Work

Existing research on digitized products is highly interdisciplinary and scattered across
various disciplines. Among scholars, different conceptualizations of the emerging
digital and physical materiality [23] of digitized products exist. As research on this
topic is still at its infancy, Herterich and Mikusz [17] identify two dominant research
streams with major scientific impact, namely (1) ‘digital product innovation and dig-
itized products’ [4, 20, 24] and (2) ‘digitized service innovation’ [1, 3, 25, 26].

First, focusing on digital product innovation and digitized products, the concept of
‘digital product innovation’ can be considered as the most comprehensive and scholarly
recognized vocabulary for describing the phenomenon [20, 24]. Yoo et al. [4] define
digital product innovation as ‘the carrying out of new combinations of digital and
physical components to produce novel products’ [4]. The layered modular architecture
is considered as a framework for describing the design of digitized products [4]. The
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paper at hand draws on this conceptualization and understands digitized products
consisting of four layers. The device layer deals with physical machinery properties and
logical issues at operating system level. The network layer focuses on the physical
aspects of data transmission. The service layer addresses application functionality
enabling actions such as create, manipulate, store, and consume contents. The contents
layer finally addresses the digital content related to the digitized product. Unlike tra-
ditional physical products, digitized products that follow the principles of the modular
layered architecture hold a high generative capacity as potential foundation for inno-
vative services [16, 27, 28]. The term generativity refers to “a system’s overall capacity
to produce unprompted change driven by large, varied, and uncoordinated audiences”
[28]. The concept recently got attention in the context of digital innovation research
[29]. Eck and Uebernickel [30] identify two perspectives on generativity: (1) genera-
tivity as consequence of system design and (2) generativity as consequence of system
evolution. Existing work on product innovation largely omits this generative capacity
although acknowledging the related explorative and iterative innovation processes [31,
32] and recognizing the importance of generative for innovation [33, 34]. For this
paper, I draw on the first perspective and focus on investigating the generative design
of digitized industrial products and the consequent capacity of generating a multitude
of surprising uses of within the given context of the industrial service business.

Second, research on service systems and service innovation goes beyond the digital
and physical materiality and focuses on leveraging the generative capacity of digitized
products in smart service systems [1, 3, 21]. Service innovation literature understands
digitized products as service platforms consisting of tangible and intangible compo-
nents (resources) [3]. Barrett et al. [1] recognize the increasing focus on service in
different industries and argue that pervasive digitization and the generative capacity of
digital technology afford dramatic new opportunities for service innovation. Particu-
larly the manufacturing industry is dominantly focused on physical products and the
traditional principle of value in exchange [6, 9]. Thus, the generative capacity of
digitized artifacts allows unanticipated potential for service innovation [27]. As an
example, imagine a manufacturer of forklifts. Instead of selling forklift trucks as
one-time transactions and additionally offering traditional ad hoc maintenance and
repair services, digitized industrial products afford the OEM to implement service-
oriented pay-per-use business models and draw on the concept of value-in-use [6] to
eventually outpace traditional goods-dominant competitors.

In between these two fields of research, the need for design knowledge on digitized
products [35], the necessary information architecture [36], and digital service platforms
[37] arises. The generative nature of digitized products, however, makes it challenging
to design these products, because requirements originate from unanticipated smart
industrial services and cannot be defined yet. So far to the best of my knowledge, no
research exists that focuses on the design of digitized products considering their
generative nature. Therefore, the aim of this paper is to elicit design principles as
guidelines for generative digitized industrial products that form platforms for industrial
service innovation in the digital age.
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3 Research Approach

Within this article, I report on the elicitation of meta-requirements (MRs) and elabo-
ration of design principles (DPs) of digitized industrial products as service platforms
for industrial service innovation. The interdisciplinary nature of this research between
digitized products [38] and service innovation [1] demands for authentic and concur-
rent evaluation activities [20, 39]. Action design research (ADR) is identified as an
adequate emerging methodology with the goal to obtain relevant results by means of a
rigorous yet pragmatic approach [40]. I chose ADR over other design-oriented research
approaches since they relegate evaluation to a subsequent project phase exclusively
[40]. By drawing on the existing body of knowledge, ADR aims to develop pre-
scriptive design knowledge by building and evaluating innovative IT artifacts. It fur-
thermore aims to develop innovative and useful solutions for classes of problems that
are relevant for practice solve an identified class of problems [40–42]. Therefore, a
2.5-year lasting ADR project was set up following the guidelines of Sein et al. [40].

Following the ADR methodology, initially the problem is formulated by eliciting
MRs. MRs are addressed by solving one specific problem instance and come up with a
concrete solution design. This approach is in line with Böhmann et al. [21], who
propose that research related with interdisciplinary service systems engineering should
draw on a real-world problem instance. The built solution is refined in an authentic and
concurrent manner within a reflection and learning stage. Finally, learnings are for-
malized as generic DPs. DPs are the most common form of prescriptive design
knowledge and describe how a system or product should be built in order to fulfill MRs
as identified and theorized attributes of an aspired system or product [41, 43]. Figure 1
provides an illustrative overview of the ADR project.

Three interdisciplinary industrial partners were selected for the ADR project based
on their willingness to gain practical experiences on the augmentation of industrial
products with digital technology with the goal to offer innovative services. Considering

Fig. 1. Overview of ADR stages with key activities and results adapted from Sein et al. [40]
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the interdisciplinary nature of this project, IndustrialCo is a leading multinational
intra-logistics and materials handling OEM organization mainly focusing on industrial
trucks and warehouse equipment. IoTConsultingCo is a €-700-million-revenue tech-
nology consultancy involved in this study focusing topics like ‘Internet of Things
(IoT)’, ‘Big Data Analytics’, and ‘Machine Learning’. SoftwareCo is a €20-billion-
revenue software company with around 75000 employees worldwide. A strategic goal
of the organization is to develop a software platform for the context of the ‘Industrial
Internet of Things and Services’.

The ADR method initially focuses on problem formulation with the goal to elicit
MRs. Addressing not only the problem instance but a class of problems, ADR focuses
on generating generalized knowledge [40]. To define the problem space, I elicit MRs
that apply for the class of problems that the ADR project aims to address. MRs reflect
generic requirements that should be followed when implementing a specific kind of
information system [44]. I use triangulation and rely on rich data from both (1) a
systematic literature review (SLR) and (2) data obtained from expert interviews with
managers from IndustrialCo to gather MRs. Obtained MRs were discussed and refined
in a focus group workshop with participants from all three organizations.

First, a SLR is conducted to identify existing knowledge on the problem. For
conducting the review, I follow the well-established principles of Webster and Watson
[45] and vom Brocke [46]. I perform keyword searches as depicted in Table 1. Due to
the interdisciplinary nature of the work, I draw on (A) literature on ‘digitized products’
to consider existing work in the field of digital product innovation and engineering
design technology, (B) ‘service innovation, smart service systems, and servitization’ to
focus on the business process implications, and (C) literature that focuses on ‘industrial
manufacturing and the industrial service business’ to consider the requirements arising
from the industrial manufacturing context and industry characteristics. I limit the results

Table 1. Search terms among the three relevant fields of research

Stream Search term Hits Net hits

A

digit* OR Smart OR Platform 1189
pervasive* OR ubiqu* 177
generativ* 245
"internet of things" OR "internet of services" 51
(platform* OR product* OR service* OR software* OR 
technolog*) AND convergen* 88

"Product Service" OR "Product/Service" OR PPS 120

B
("SD" OR "Service Dominant") And "Logic 8
"Service Innovation*" 60
"service system*" OR ecosystem* 188

C

"Industrial Service*" OR "Industrial Internet" 25
"Installed Base" OR "Heavy Equipment" 17
"Machine Data" 21

Elimina-
tion of 
dupli-

cates and 
applica-
tion of 
exclu-
sion 

criteria

36
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to contributions published in the journals of the IS basket of 8 and in the top 10 journals
on innovation as defined by Linton and Thongpapanl [47]. Additionally, proceedings
of the International Conference on Information Systems (ICIS) were included. The
search is restricted to articles published within the last 10 years. Out of the total of 2189
hits, 36 were considered after reading the abstract and applying firm inclusion (i.e.,
focus on physical goods getting augmented with digital technology, focus on digiti-
zation in industrial context, focus on innovative services based on digitized industrial
products) and exclusion criteria (i.e., focus on product with solely physical or digital
materiality, no link or transferability to industrial context, interview or editorial, no link
to product- and service innovation).

Second, interviews with industrial manufacturing experts were the main source of
data collection to obtain deeper insights at one instance of the problem at IndustrialCo.

Within the scope of the servitization trend [7, 8], the overall goal of IndustrialCo is to
pivot the existing, product-focused business models towards outcome-based service
offerings and overcome the traditional goods-dominant logic [13]. Due to the long life-
cycles of industrial products, however, IndustrialCo must set up the service platform as
foundation for service innovation within the course of designing the next forklift truck
generation today. Interview partners were selected by snowball sampling in the context of
the case organizations [48]. Specifically, 14 digitization and service innovation managers
of IndustrialCo were interviewed that aim at leveraging digitized industrial products in
innovative service offerings. This ensured a high level of diversity for work context
regarding the interview participants. NVivo 11 was used for analyzing and coding
interview transcripts as well as secondary sources that were provided by the interviewees.
MRs obtained from (1) the SLR and (2) expert interviews were consolidated and gen-
eralized resulting in generic MRs that abstract from the dedicated case context.

In the ‘Building, Intervention, and Evaluation (BIE)’ stage, MRs were addressed by
means of a prototypical implementation in the context of IndustrialCo’s service
business. Expert interviews and a full-day ideation workshop with innovation mangers,
service staff, digitization and product experts allowed the ADR team to identify
(1) predictive maintenance and (2) fleet management as two innovative service offer-
ings that instantiate the identified design principles. These two use cases were chosen to
demonstrate the generative capacity of the digitized forklift trucks and the big data
architecture. The implementation of the prototypes was highly iterative and organized
in five agile sprints cycles supported by IoTConsultingCo and SoftwareCo.

4 Elicitation of Meta-Requirements and Solution Design

4.1 Elicitation of Meta-Requirements

According to a seminal paper on service innovation, Lusch and Nambisan [3], service
platforms conceptualize the venue for value co-creation within service ecosystems and
thus lead to service innovation. Specifically, resource liquefaction, resource density,
and resource integration represent foundational elements of a service platform.
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Existing literature considers resource liquefaction as a key concept for service
innovation [3]. It is suggested that operational data arising from digitized products
should be detached from the physical product representation [3, 49]. Operational data
of digitized industrial products need to be integrated in existing information systems
and made available to various organizational actors of the service ecosystem in a timely
manner [1, 3]. Besides operational data originating from the product itself, context
information is equally important to understand how the product is used. Resource
liquefaction unleashes generativity and thus enables opportunities for service innova-
tion [3, 15]. Terms like ‘digital twin’ or ‘thing shadow’ emerge to describe the duality
of the physical and material representation of digitized industrial products [18]. Insights
obtained from case study research specify this even more precisely. “Right now, we
collect [operational product] data only in a limited manner. We seek to add telematics
parameters to our web and e-business platform and collect these operational truck
data.” Head of IoT Development and Integration, IndustrialCo. Thus, based on
insights from literature and case study research, the first MR is theorized. MR01: The
design of digitized industrial products should provide open accessibility to exchange
operational product data among actors in the service ecosystem.

Second, resource density addresses the need to gain access to a sustainable com-
bination of resources. Because of (1) the generative capacity of digital technology [16,
24, 27] and (2) the long lifecycles of industrial products [10], potential future affor-
dances of digitized industrial products cannot be anticipated today [13]. Hence, the
material properties of digitized industrial products need to be flexible to be prepared to
support potential changes in requirements. To effectively integrate new resources, lit-
erature suggests that layered modular product structures enhance the level of resource
density and generativity compared to integrated structures or simple modular structures
[3, 4]. Thus, these aspects can be aggregated as a second MR. MR02: The design of
digitized industrial products should harness the generative capacity of digital tech-
nology to foster resource density.

Third, resource integration addresses the rebundling and recombining of existing
resources with new resources [1, 3]. Especially in interdisciplinary contexts such as
industrial manufacturing or smart cities, integration with existing systems is key as data
from various actors has to be taken into account to realize innovative service offerings
[18, 36, 50]. Consequently, digitized industrial products must be built in a way that
allows for structural flexibility to interact with existing information systems, actors and
changing product configurations. “We must expect that what we are developing right
now must be understood as a platform although it will be outdated very quickly - but
we also need to think about the next steps.” Global Director Sales and Service and
Head of IoT Development and Integration, IndustrialCo.

Industrial products are characterized by long lifecycles [10]. This results in a
heterogeneous installed base in the field with disparate material properties. A key
challenge is to collect operational data in a consistent way and derive steady and
reliable insights [51]. Standardized interfaces are needed to make the different systems
work together [52]. Based on insights obtained from existing work and interviews, the
following MR emerges. MR03: The design of digitized industrial products should
allow for integration and recombination of data from different actors and information
systems to support resource integration.
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Besides just monitoring the products, dedicated use cases require remote control
functionalities to detect and resolve defects. Some smart services require switching
industrial products into analysis or debugging mode or send other commands to the
products to alter its mode of operation. Thus, requirement that digitized industrial
products must offer the possibility to connect to the product remotely and control
dedicated product functionality was identified when talking to interviewees. “In some
way, we not only have communication from the sensor to us. We also need to be able to
log in on these trucks and run diagnostic software on it […] If we had such a debug-
mode, I could just log in on this truck and debug it no matter where the truck is.”
Director Connectivity and Digital Product Platform, IndustrialCo. Consequently, the
need for remote accessibility and bidirectional communication is formalized as follows.
MR04: The design of digitized industrial products should consider remote access
functionalities to control, configure and debug digitized industrial products.

Apart from shop floors and production facilities, industrial products are situated in
remote locations and often connected via limited connectivity. Imagine off-shore wind
turbines, forklift trucks, or elevators or within massive buildings that are characterized
by bad reception of mobile internet. “Because these trucks are sometimes not within
the range of our local connections but the customer needs this data, we have to
evaluate alternative connection possibilities.” Head of IoT Development and Inte-
gration, IndustrialCo. In such a setting, it is even more challenging to work with
real-time data when required by the smart service. “It’s always difficult to work with
real-time data because you need to send this data to the platform and the connection is
not always reliable and able to transmit data in real-time” Head of IoT Development
and Integration, IndustrialCo. In terms of connectivity, the fifth MR is theorized as
follows. MR05: The design of digitized industrial products should consider limited
connectivity and data transmission bandwidth.

To obtain relevant insights and derive decisions based on operational product data,
data analytics technology needs to be in place that can cope the enormous amounts of
data. Literature distinguishes between two modes of data analytics that is also reflected
in empirical data form the context of [53, 54]. First, incoming data must be analyzed in
a timely manner to react to unforeseen events. “When I get an error, I can immediately
tell the customer to stop the operations to prevent any damages.” Head of Field
Service, IndustrialCo. Second, pattern detection and advanced statistical analysis can
be applied to substantial amounts of historic data. “We need an exact analysis of
historic operational data to understand how a truck is used and then define measures
to make the next generation more cost efficient.” Head of Product Marketing, Indus-
trialCo. To support both modes of data analysis, the sixth MR is theorized as follows:
MR06: The design of digitized industrial products should allow for mechanisms to
analyze (1) timely incoming operational data to immediately react to unforeseen events
and (2) massive quantities of historic operational product data to generate insights
from patterns in this data.

In total, six MRs were elicited based on existing literature and insights from the
problem formulation stage of the ADR project with IndustrialCo. Furthermore, meta-
requirements were evaluated and refined in focus group workshops. Table 2 presents
an overview of theorized MRs.
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4.2 Building, Intervention, and Evaluation (BIE) of the Solution Design

In the BIE stage, electronic forklift trucks were augmented with digital technology
based on open-source commodity hardware to continuously collect more than 100
distinct signals from the central control unit (i.e., CAN bus) of forklift trucks. In
addition, longitudinal information (i.e., GPS data) and operational data on the battery of
the trucks were collected. Since forklift trucks represent ‘moving assets’, wireless data
transmission was implemented by leveraging the existing corporate wireless network of
IndustrialCo. Drawing on public cloud service offerings, a ‘big data platform’ was set
up to store and process the gathered data centrally. In agile and iterative sprint cycles,
the prototypical implementation was refined until continuous reliable data collection
and central data storage were possible continuously over a period of one month. In
total, approximately 200 Gigabytes of operational product data was collected from both
working and malfunctioning forklift trucks. Initially, Kibana was used as an explo-
rative visualization tool to implement first queries and deep-dive into the data in
data-exploration workshops with interdisciplinary participants.1 An initial set of MRs
was addressed by continuously collecting data and digitizing the forklift trucks. Unlike
specified by MR06, analytical capabilities on the trucks themselves were not

Table 2. Overview of identified meta-requirements with frequencies

ID Meta-requirement Absolute and
(relative) frequency
SLR Interviews

01 The design of digitized industrial products should provide
open accessibility to exchange operational product data among
actors in the service ecosystem

21
(0.583)

14
(1.000)

02 The design of digitized industrial products should harness the
generative capacity of digital technology to foster resource
density

11
(0.306)

4
(0.333)

03 The design of digitized industrial products should allow for
integration and recombination of data from different actors and
information systems to support resource integration

12
(0.333)

14
(1.000)

04 The design of digitized industrial products should consider
remote access functionalities to control, configure and debug
digitized industrial products

14
(0.389)

10
(0.714)

05 The design of digitized industrial products should consider
limited connectivity and data transmission bandwidth

15
(0.417)

9
(0.643)

06 The design of digitized industrial products should allow for
mechanisms to analyze (1) timely incoming operational data to
immediately react to unforeseen events and (2) massive
quantities of historic operational product data to generate
insights from patterns in this data

16
(0.444)

14
(1.000)

1 Kibana is a state-of-the-art open source data visualization tool for Elasticsearch. It provides
visualization capabilities on top of the content indexed on an Elasticsearch cluster.
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Fig. 2. ‘Real-time predictive maintenance and fleet management’ dashboard after five iterative
and agile sprint cycles
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implemented initially, since this requirement did not arise from the service of choice.
Capabilities in terms of processing power and execution environment, however, are
earmarked in the product design by means of a single-board computer (SBC) attached
to the forklift trucks. Furthermore, sending commands to the forklift trucks from remote
(MR04), was also not implemented, since the control unit was accessed via the
debugging interface that only can listen to onboard control unit signals and sensor data.

Furthermore, ‘fleet management’ and ‘predictive maintenance’ were identified as
two concrete innovative services based on expert interviews and smart service inno-
vation workshops. A prototypical dashboard with mobile capabilities was iteratively
developed allowing to monitor the condition of trucks in real-time. Information pro-
vided by the dashboard is enriched by information about the service history of the truck
(MR03). Drill-down capabilities to individual parts and components such as the bat-
tery, hydraulics, or the lifting system of forklift trucks are provided. In close cooper-
ation with IndustrialCo, the prototype was mainly implemented by SoftwareCo and
IoTConsultingCo as a foundation for service offerings in the fields of ‘fleet manage-
ment’ and ‘predictive maintenance’. Agile and iterative sprint cycles were used to
refine the prototype. Figure 2 provides an overview on the dashboard of the proto-
typical implementation. Opinions on the implementation were discussed in one-on-one
sessions with service managers and in a one-day evaluation workshop with the ADR
team. Obtained insights from the prototypical implementation helped the ADR team to
obtain further knowledge on the design of digitized industrial products. In parallel to
technical implementation, service systems engineering [21] and business model idea-
tion [55, 56] workshops were conducted with service experts from IndustrialCo, its
affiliated dealer network and customers. Findings and learnings were documented in a
central working documentation that was accessible for the entire ADR team along the
individual sprint cycles, workshops and other activities related to the project.

5 Formalization of Learnings

The design knowledge obtained within the iterative sprint cycles of the ADR project
can be formalized by verbalizing general design principles that contribute to the sci-
entific body of knowledge on digitized products. The design principles represent
generalized knowledge of the solution that was built within the course of the ADR
project [40]. Between the identified MRs and the design principles, a m:n relationship
exists. Table 3 presents an overview of the final set of DPs within the framework of the
layered modular architecture of digitized products [24].

DP01 refers to open standards for data exchange within the modular layered
architecture as well as with existing systems. Initially, proprietary data formats were
used for data exchange. In the final prototype, however, highly proprietary product data
is transformed into JSON files due the open nature of the data format and its flexibility
in terms of data structure based on attribute-value pairs. Furthermore, it was discussed
to use MQTT as a lightweight messaging protocol. DP02 originates from the long
lifecycles of industrial products. This implies that (1) various product models are in the
field that must be compatible and (2) parts must be replaced over time. Loosely coupled
modules and standardized interfaces (DP03) take this into account. In a later stage, the
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importance of open interfaces was furthermore considered as being relevant for smart
service systems that incorporate additional actors in the service ecosystem. DP04 was
formulated since operational product must be integrated and enriched with data from
existing systems. Predictive maintenance services, for instance, can only be offered, if
operational product data is contextualized with data about product master data, per-
vious maintenance activities, and customer data. DP05 came up when discussing an
intermediate architecture of digitized forklift trucks with service managers in a focus

Table 3. Design principles of digitized industrial products for smart industrial service systems

ID Design principle Addressed
MRs

Device
layer

Network
layer

Service
layer

Contents
layer

01 To allow for open data accessibility and data
exchange among actors, interfaces should be
based on open protocols and standards

MR01 • • • •

02 To foster resource density and provide
structural flexibility, the principles of a layered
modular architecture should be adapted

MR02 • • • •

03 To connect to a broad variety of product
models and generations, the interfaces
between the layers must support open
interfaces and standards

MR01
MR02

• • • •

04 To combine operational product data with
other existing contextual business data from
the own organization and other actors,
operational product data need to be integrated
with existing information systems via
standardized interfaces to integrate resources
and co-create value

MR03 • •

05 To have the possibility to control, configure
and debug digitized products remotely,
digitized industrial products must be designed
in a way that allows secure bidirectional
communication

MR04 • •

06 To analyze large amounts of operational data
that is relevant for product operations despite
low network bandwidths, digitized industrial
products should be able to analyze operational
data on the edge in addition to analytical
capabilities on a central digital platform

MR05 • •

07 To process both timely incoming operational
data and massive quantities of historic data,
the principles of the lambda architecture
should be adapted

MR06 • •

08 To being able to react to unforeseen events in
a timely manner, operational product data
must be collected and analyzed in an adequate
velocity

MR06 • • •

09 To generate insights from patterns in this data,
operational product data must be collected
continuously and in an adequate volume

MR06 • • •
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group evaluation workshop. As more and more truck components have a digital
materiality, it was noted that it must even be possible to send firmware updates to
trucks to solve software-related issues remotely. DP06 focuses on the idea of ‘edge
analytics’. It must be possible to analyze massive amounts of operational sensor of a
single product instance without sending the data to a central platform because of
bandwidth and connectivity limitations at the network layer. Thus, code (i.e., algo-
rithms) can be sent to and run on industrial products in the field. Only the results of the
in-depth (long-term) monitoring are transmitted to a central platform. DP07-09 refer to
the back-end design of an analytics platform. To trigger timely events and recognize
trends in historic data, the lambda architecture was finally identified as a valid
data-processing architecture enabling two fundamental kinds of data processing for
data-driven services.2

6 Discussion and Conclusion

This paper reports on a 2.5-year lasting ADR project on designing digitized products to
be used in innovative industrial service offerings. It contributes to the increasingly
important body of knowledge on the generative design of physical products augmented
with digital technology. Generic design knowledge is formalized as principles of form
and function (causa formalis) [57]. The final set of derived design principles can be
considered as a first step towards a nascent design theory [58] and extend the existing
state of knowledge on digitized products for several reasons. First, the elicited and
evaluated DPs allow to publish design knowledge at an intermediate level and thus lays
the foundation of a nascent information systems design theory (ISDT) of digitized
industrial products [59]. Second, the results concretize the existing state of knowledge
on the material properties and design of digitized products [16, 20, 35, 60]. Finally, this
work contributes to the ongoing conceptual convergence of literature on service
innovation and the generative capacity of digitized products [1, 14, 17]. The paper
raises awareness that the generative capacity of digitized products is based on adequate
design decisions. Besides the theoretical contributions, the formalized design knowl-
edge might help practitioners to design digitized products that effectively can be
leveraged in the growing industrial service business. Specifically, managers must make
adequate investment decisions today to build the foundation for future service inno-
vation. Only if managers understand the implications of generative product design for
the service innovation, proper investment decision can be made. Managers are required
to consider generative digitized products as foundation for service innovation and smart
service systems.

Although crafted from a thoroughly conducted ADR project and a solid foundation
in existing literature, this study is not without limitations. First, I only had extensive
access to IndustrialCo as one OEMs that aim at augmenting their industrial products
with digital technology to be used in the industrial service business. Therefore, the DPs

2 The lambda architecture is a data-processing architecture to manage massive amounts of operational
product data in an effective way. It distinguishes between a batch layer and a speed layer combining
the advantages of both processing designs.
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are still tentative and additional corroboration is needed. Second, although the guide-
line for the explorative interviews is based on an in-depth literature review in the field
of potential organizational capabilities as well as the review of two experts within the
field, it might still contain personal inclinations of the author. Third, derived MRs and
DPs are valid for all kinds of industrial products and resulting service innovation.
However, there might be need to adapt both the MRs and DPs depending on industry
specifics. For instance, design decisions for digitizing forklift trucks being ‘moving
assets’ might differ from off-shore wind turbines or elevators. Future research is needed
to corroborate the identified MRs and derived design principles with additional orga-
nization in the manufacturing industry and additional literature in the realm of engi-
neering design technology. The validity of the results could be improved by using a
quantitative approach.
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Abstract. Information systems (IS) education is concerned with design and
management of information systems. To be prepared to work as an IS practitioner,
there is a need for training in design issues during education. This paper investi-
gates what a design science approach would imply for IS education. Such an IS
education approach is elaborated and synthesized in eight principles: (1) Exploit
resonance between IS research and IS development, (2) conduct theory-informed
design-exercises, (3) conduct practice-inspired design-exercises, (4) alternate
between the concrete and the abstract, (5) reflect based on experiences for own
design-theoretical synthesis, (6) evaluate design processes and design products,
(7) archive design reflections in a knowledge diary, (8) compile design artifacts
into a portfolio. One key characteristic of design science (DS) is the integration of
research and design. A DS approach to IS education means an integration of
design and learning. This education approach is theoretically grounded in IS
design science literature and also broader in literature of design inquiry (Dewey),
experiential learning theory (Kolb) and education of the reflective practitioner
(Schön).

Keywords: Information systems education � Design science � Design �
Learning � Design inquiry � Concrete design experiences � Abstract design
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1 Introduction

Although the emphasis may vary across programs, information systems (IS) education
typically covers different aspects of the planning, design and management of infor-
mation systems [33]. The purpose of IS education is to prepare students for profes-
sional work with information systems – either as IS practitioners or, after further
postgraduate education, as IS researchers. These purposes are achieved through dif-
ferent types of educational activity. As an academic education, such activities involve,
of course, the reading of pertinent academic literature. However, being an applied
discipline, IS education comprises not only learning through reading but also learning
by doing. Different kinds of exercises prepare students for practical work in their future
careers. Such exercises often involve design tasks. IS education trains students in
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different aspects of the design of IS and aims to provide both conceptual knowledge
and relevant skills [4]. The concepts and skills taught through IS education cover both
IS practice (ISP) and IS research (ISR), with a clear progression from undergraduate to
postgraduate levels. Undergraduate education typically emphasizes foundational ISP
concepts and skills whereas postgraduate (masters and PhD) education emphasizes ISR
concepts and skills. Figure 1 depicts this structure.

Certainly, many undergraduate programs introduce also research concepts and
skills and conclude with the crafting of a bachelor’s dissertation. However, the main
emphasis throughout these programs is on practical skills and supporting concepts. Our
experience from many years of teaching at all levels and at different universities in
different countries confirms this general structure, as does the ACM/AIS Model Cur-
riculum [33]. Including research components in IS education prepares students for
postgraduate studies and research. Another reason is that research skills also provide a
foundation for becoming a reflective IS practitioner [21, 27]. Higher education aims to
develop the students’ ability to think critically about IS phenomena. Therefore, research
skills should be integrated early in the education to prepare students for a professional
life as researcher or reflective practitioner. Traditionally, though, research concepts and
skills are introduced in the final year. In our experience, this has two major drawbacks.
First, students are not given the required time to internalize research skills in a way that
will help them become reflective practitioners. Second, students find research concepts
and skills to be alien and hard to comprehend.

In our search for a solution to the problem of how and when to introduce students to
research concepts and skills, we turn our attention to design science (DS). DS has over
the last decade grown as a vital research approach within the IS discipline. Hevner et al.
[14] articulated it as a distinct research paradigm in IS based on forerunners such as
[20, 23, 30]. Its legitimacy as a research approach has grown through many applica-
tions and further elaborations. DS is not only research about design, but also research
through design [15]. DS is a research approach that aims to integrate design and
science [2].

IS education is learning about design, but also learning through design. In that
sense, there is some affinity between design science as a research approach and IS
education. The purpose of this paper is to explore such affinities and connections. The
driving research question is: “What would a design science approach imply for IS

Fig. 1. Typical IS education foci and targets.
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education?” With inspiration from DS (as an integration of research and design) this
paper explores IS education as integration of learning and design. To do this, the
analysis uses certain characteristics from DS; for instance, alternations between abstract
and concrete design knowledge.

To complement recent work on DS as an approach for curriculum development
[41], this paper thus focuses on applying DS within the curriculum itself.

In the next Sect. 2 we lay out some fundamentals for a DS inspired approach to IS
education. Some essentials of DS are described followed by a discussion on design and
learning as a basis for the following section that outlines a DS approach to IS education
(Sect. 3). This section starts with eight principles for a DS inspired IS education, which
are further elaborated in the following. This section ends with an explicit theoretical
grounding of the eight DS educational principles. In Sect. 4, the approach is crystal-
lized in a DS model of IS education. The paper ends with a concluding discussion
(Sect. 5).

2 Design, Science and Learning

While science is concerned with contributing new knowledge to the world, learning
regards the acquisition of new knowledge to oneself. In this section, we first address the
relationship between design and science, followed by a discussion on the relationship
between design and learning.

2.1 Knowledge Development Through Design Science Research

The essence of design science in IS is knowledge development through the design of
artifacts. Research activities in DS are performed in interaction with an established
knowledge base and a practice environment [14]; see Fig. 1 for a principal overview.
Essentially, practical problems and needs together with the use of extant academic
knowledge drive research in a DS approach. Results from design research are fed both
to the practice (through designed artifacts as solutions to stated problems) and, as
additions, to the knowledge base [13].

Fig. 2. Research within design science (with inspiration from [14])
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The design of artifacts is done through iterations of build and evaluate activities
[13, 14, 20]. The iterative approach follows the view of design as a search process,
through which we both learn more about the problem domain, innovation opportunities
and possible solutions [12]. Evaluation can be done at several stages and with different
purposes throughout the DS process [35].

As mentioned above, the design process should be informed by the knowledge
base. Kuechler and Vaishnavi [17] describe a process of selecting and translating
general theories into design relevant theories that are adapted to the design task at hand.
Sein et al. [29] also emphasize an active use of theories in the design process. Such an
active use should lead to a “theory-ingrained” artifact, i.e. to a designed artifact that is
heavily influenced by some theories during its design and thus certain theory elements
become inscribed into the artifact.

It has been noted that not all design science is conducted with a clear reference to
practical problems [15, 40]. Some design oriented research seems to be conducted in a
more laboratory-oriented manner [15, 40]. There are arguments raised emphasizing the
need for design science to be “practice-inspired research” [29, 39].

The seminal article of Hevner et al. [14] showed a reluctance to see theory as a
result from a DS process. A designed artifact was considered as the main outcome from
the DS process. Theory was rather seen as a result from “behavioral science”, which
was differentiated from DS. However, many scholars have later argued for acknowl-
edging theory as an important outcome from DS [12, 34]. This could be in the form of
an explicit design theory [11] or in design principles [29] or some other kind of abstract
design knowledge [9]. Importantly, DS holds a place for both empirical and theoretical
contributions [1].

Several authors that have advocated the conceiving of DS as a two-layered process
with alternating between concrete design work and abstract design-theorizing [9, 10,
18, 31, 36, 39]. The design process is concerned with artifacts as solutions to specific,
situational problems and needs. The abstract layer is the corresponding work with
typical problems and typical solutions. Sometimes the notions of “class of problems”
and “class of solutions”/“class of artifacts” are used [18, 29]. The abstract layer with
analysis and reflection generates abstract design knowledge (as e.g. design principles or
design theory). A two-layered approach to design science is depicted in Fig. 3.

Fig. 3. Research within design science (with inspiration from [9, 10, 39])
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Similarly, Baskerville et al. [2] address knowledge production and justification in
DS research. They characterize design science research as an alternation between
different genres of inquiry—each governed by distinctive goals and scope, knowledge
characteristics, and quality criteria. The four genres are conceptualized drawing from
two dualities: (1) Science vs. design and (2) nomothetic (abstract) vs. idiographic
(situational) knowledge.

2.2 Learning Through Design

The integration of design and learning implies an emphasis on knowledge development
in the learning situation. Design-based learning can be framed as design inquiry [26,
39]; i.e. an inquiry process that is conducted (partly) as design. Dewey [5, 6] con-
ceptualized the inquiry process as a movement from a problematic situation to the
settlement of such a situation. This process goes through steps of problem formulation
and articulation, creation of proposals, reasoning of consequences and testing such
proposals and consequences in order to find an adequate response to the initial dis-
turbance of a problematic situation. Design (i.e. creation of suggested solutions) is thus
seen as response to a problematic situation of practice. In order to be prepared to create
solutions, the learner/designer needs to build a proper understanding of the problematic
situation as a starting point of design. This view of the inquiry process (as a
practice-oriented knowledge development process) is in line with contemporary views
of creativity [19] and design thinking [7].

The inquiry is characterized as a movement back and forth between concrete and
abstract and this movement helps to build a proper understanding. Dewey [5, p. 40]
writes, “A complete act of thought involves … a fruitful interaction of observed (or
recollected) particular considerations and of inclusive, and far-reaching (general)
meanings”. This is also well described by Strübing [32] in his interpretation of
Dewey’s inquiry notion in relation to grounded theorizing, “as moving in a series of
loops between the empirical process under scrutiny and the stream of conceptual
thinking or theorizing about it” [32, p. 594]. The interaction and dialectics between the
concrete and abstract is also theorized in the experiential learning theory by Kolb [16].
A learning circle of four iterative steps are described: (1) Concrete experiences,
(2) observation and reflection, (3) abstract conceptualization and (4) active experi-
mentation. One axis in this model is between the concrete (experiences) and the
abstract (conceptualizations). A design inquiry in a learning situation should ideally be
such a back and forth movement between concrete design exercices (producing con-
crete experiences) and abstract reflection on such design issues (internalizing and
producing relevant abstract meanings). The other axis in Kolb’s model harmonizes with
this idea; an interaction between active experimentation (doing) and observing/
reflecting.

One important aspect of Dewey’s inquiry process is the dual outcome. Miettinen
[22, p. 67] has described this inquiry result in the following way, “the process has two
kinds of result. The direct, immediate outcome is that the situation becomes recon-
structed in such a way that the initial problem becomes resolved. This outcome means
the increased control over the activity. Another, indirect and intellectual outcome is the
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production of a meaning that can be used as a resource in forthcoming problem
situations.” The first outcome is the thus the accomplished design task. The second
outcome is the conceptualized learning from this design endeavor as action dispositions
for future work. It is vital that a learning environment stimulates the learners to embark
on this secondary task; i.e. not only conducting design exercises, but also to create
meaningful and useful design principles that connect the conducted design with the-
orized design knowledge.

In his work on educating the reflective practitioner, Schön [27, p. 160] described
such a continuous articulation of design knowledge, “Designers can learn to make
better descriptions of designing – more complete, accurate, and useful for action – by
continued reflection on their own skillful performances”. Schön [27, p. 164] descibes
the teaching and learning of design as two related practices; one concerned with “the
substantive designing” and one concerned with “the reflection-in-action by which she
tries to learn it”. One important outcome from the learning process, according to Schön,
is an internalized design vocabulary related to skillful design actions and design results.

3 How to Apply Design Science Thinking in IS Education

Following the theoretically informed account of design and learning, we here propose
an explicit DS approach to IS education building on a conscious integration of learning
and design. The design process is not limited to mere concrete design. It is part of a
broader knowledge development process. There should be continual interplay between
design and knowledge for the sake of learning. Knowledge is both an antecedent to
design and a reflective consequence of design. In the remainder of this section, we draw
from DS in IS to conceptualize a set of aspects to promote learning in IS education.

This DS approach to IS education is synthesized in a “Design science model of IS
education” (to be found in Sect. 4) and eight DS-inspired IS education principles.
These principles are described in the text below when elaborating the DS approach.
The principles rely on DS knowledge (summarized in Sect. 2.1) and knowledge of
design inquiry and learning (summarized in Sect. 2.2). We explicate the connections
between the education principles and these different types of theoretical base in
Sect. 3.7. The eight principles for DS inspired IS education read as follows:

1. Exploit resonance between IS research and IS development
2. Conduct theory-informed design-exercises
3. Conduct practice-inspired design-exercises
4. Alternate between the concrete and the abstract
5. Reflect based on experiences for own design-theoretical synthesis
6. Evaluate design processes and design products
7. Archive design reflections in a knowledge diary
8. Compile design artifacts into a portfolio

There is a fundamental difference between research and learning that needs to be
kept in mind. Research is supposed to produce knowledge that is “new-to-the-world”,
while learning creates knowledge that is “new-to-me” (as a learner). However, that
what is new-to-the-world (in research) is of course also new-to-me. There might also be
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cognitive breakthroughs in learning processes that might produce knowledge that is not
only new-to-me but also new-to-the-world.

3.1 Design Research and Design Practice

Acknowledging that information systems practice (ISP) and information systems
research share many concepts and methods is fundamental when adopting DS as a
model for IS education. This resonance between ISR and ISP should be utilized in IS
education (Principle #1). The similarity between the two is evident from the build and
evaluate cycle, which draws on research based knowledge. It is also evident in terms of
how heavily influenced IS design methods are by research methods in general. For
instance, when we teach requirements elicitation techniques, we often adopt qualitative
data collection methods (as e.g. interviewing, observation, document studies). When
we analyze those data by means of conceptual modelling and other techniques, we
draw heavily on various qualitative analysis approaches (for conceptualization and
abstraction). When we advocate test-first-programming we are using Popper’s falsifi-
cation principles. When we talk about software process improvement, we rely on
empirical research methods. The list goes on. The issue at stake here is to explain those
IS concepts and techniques using ISR terms and to focus our attention on the inter-
section between ISR and ISP, see Fig. 4.

3.2 Design Exercises and Knowledge

Design exercises are fundamental means for learning. However, conducting design
exercises does not automatically qualify an IS education as a DS application. If so,
most IS education programs would be seen as DS applications. There is more than just
design exercises when applying DS thinking in IS education.

Literature forms a knowledge base for students in design exercises. Different kinds
of knowledge should be applied by the students in their design exercises. Certainly, this
is fundamental to any academic education. The conduct of design exercises should
have a clear vantage point in the knowledge base of the education program. This
follows the principle of a theory-informed design (Principle #2). However, the students
should not only read through the literature before application in design exercises. In
order to reach a theory-informed design, the students should engage in studying the
literature in such a way that theoretical abstractions and principles are made intelligible
for the student in order to apply. The initial student’s interpretations of theory/literature
should be documented in a knowledge diary (to be explained below in Sect. 3.6).

Fig. 4. IS education at the intersection of ISP and ISR.
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3.3 Design and Business Practice Environments

Design science is not seen as an internal scientific affair. Rather, DS should be related
to a practice environment outside academia [14, 29]. DS gets motivation, direction and
scope from practical problems and needs (Figs. 2 and 3). DS aims at delivering artifacts
as solutions to practice environments. There is thus both input from and output to
business practice from design science.

IS education stands in a similar relation to practice environment as does DS. IS
education is based on needs in practice for a competent workforce and education
should produce students with potential to start working and evolving into competent
employees or entrepreneurs. It is important that an IS education trains students to
address problems and needs in practice. The design exercises should be practice-
inspired (Principle #3). They should contain realistic features of diverse kinds. They
should at least be inspired by typical problems and needs in practice and thereby
simulating real design tasks. The outcome from design exercises should be solutions
that in some sense correspond to real solutions although they might be idealized due to
educational circumstances and limitations. In some cases it might be that the students
get possibilities to work with real situations in organizations in order to strengthen the
academia-practice link.

3.4 Reflection and Abstraction for Design-Theoretical Synthesis

A DS application should imply a movement from the abstract to the concrete, following
the principle of theory informed design exercises (Principle #2). It should, however,
also imply a movement from the concrete to the abstract. There should be an alternation
between concrete and abstract knowledge (Principle #4).

Learning through design produces artifacts and concrete design knowledge. A DS
approach to learning through design implies that abstraction and reflection should
occur after the design process (and possibly also concurrent to the concrete design
process). The student should reflect about the conducted design, about what abstract
knowledge was used in the design process. This can comprise which design principles
were used. The idea here is that the student should not only, in a passive way, check off
the abstract knowledge used from the knowledge base (literature). An active reflection
should imply a formulation (in own words) of abstract design principles and let this be
done through filtering of the student’s own design experiences. This can imply (1) a
selection of already stated extant design principles and/or (2) a re-formulation of extant
design principles (in ways that are more appropriate for the student and his/her
experiences) and/or (3) a formulation of design principles not expressed in the available
knowledge base. This means that the student formulates abstract design knowledge that
is personally relevant for him/her. This should be done in a knowledge diary; see
Sect. 3.6 below. This experience-based reflection should be a continuation of the active
reading and interpretation of literature that was conducted prior to design exercises
(Sect. 3.2 above). The reflection after a design exercise gives more flesh to the initial
interpretations of theory. The student should be encouraged to work continually during
the education with design-theoretical synthesis; i.e. a synthesis of the general abstract
design knowledge from the literature with the student’s own experiences from design
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exercises (Principle #5). This corresponds to the formulation of design principles as an
explicit outcome from DS studies besides designed artifacts [9, 11, 29].

3.5 Evaluation

Evaluation plays a significant role in design science. The building of artifacts is sup-
ported by re-current evaluation efforts [14, 29, 35]. In a DS approach to IS education,
evaluation should also play a significant role. Evaluation can be conducted by the
students themselves, by fellow-students and by teachers in supervision and examina-
tion. Evaluation can concern the design process and/or the design product (i.e. the
designed artifacts). Evaluation should be used as an instrument for developing design
artifacts and as fuel for the reflection and abstraction process. In a DS approach to IS
education, evaluation should be actively encouraged and integrated into the learning
process (Principle #6). This means also that there should be an emphasis on evaluation
criteria. Such criteria can concern both design process and design product. Since there
are diverse knowledge demands in a design inquiry, there needs to be a varied set of
criteria for evaluation and justification [2]. The knowledge base used should contain
such different kinds of criteria. These criteria are not only meant to be used in eval-
uation, but as desired qualities and values, they should also govern design processes.
The students should, through such explicit criteria, be more aware of different types of
artifact values; implying a value-sensitive design [8, 24].

Values and criteria should be actively used by students and teachers; and they
should also be evaluated (in a meta-evaluation) leading to reformulated and added
criteria. Such meta-evaluation might result in additions in students’ knowledge diaries
(see below Sect. 3.6) and possibly also in the knowledge base of the education
program.

3.6 Design Learning Archives: Knowledge Diary and Design Artifact
Portfolio

Each student should work with a personal knowledge diary. Such a knowledge diary,
evolving through the education program, should be an expression of the student’s
internalization of abstract design knowledge (Principle #7). A DS approach to IS
education should encourage students to actively work with reflection and abstraction
related to conducted design exercises. To keep a knowledge diary should be an
instrument for such reflection and abstraction. It should be a way to connect abstract
principles from the literature (knowledge base) with the student’s own design experi-
ences. It should also be seen as a way for the student to reflect on and articulate his/her
evolving tacit design knowledge. The role of the educators should, in this sense, be to
stimulate the students to reflect on their own experiences from design [21].

The knowledge diary contains a collection of abstracted design experiences. It
corresponds to conducted design exercises in the education program. In design science,
the results from the concrete design work are diverse kinds of artifacts. It might e.g. be
process models, conceptual models, use-case models, prototypes of user-interfaces,
database models, architecture sketches and computer programs. These are also typical
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artifacts that might be produced in an IS education. A proposal here is that such
artifacts (as results from design exercises) are compiled together and form a “portfolio”
of each student (Principle #8). The concept of a portfolio (student portfolio, career
portfolio) is established in education contexts [3, 4, 25, 37]. Portfolios are created,
sometimes through the support of academic organizations, as career instruments for
students. The suggestion is that each student should keep a “design artifact portfolio” as
an archive of created design artifacts through the education program’s different design
exercises. The point is to have this as concrete reference material that corresponds to
the evolving knowledge diary. Such a design artifact portfolio can also be one basis for
the student in creating a career portfolio.

3.7 Theoretical Grounding of IS Education Principles

The IS education principles described above were informed by design science
knowledge (summarized in Sect. 2.1) and knowledge on design inquiry and learning
(summarized in Sect. 2.2). We will here relate the eight IS education principles to
referred knowledge bases as an explicit theoretical grounding (Table 1).

Table 1. Theoretical grounding of IS education principles

IS education principles Design science principles Design inquiry principles

1. Exploit resonance
between ISR and ISP

Proper data collection is needed
in DS processes [14, 35]

Inquiry principles and methods
are generic and valid for all types
of knowledge development [6]

2. Conduct
theory-informed
design-exercises

Design should be informed by
knowledge base [14], which can
include selected and adapted
theories [17, 29]

Pre-understanding is utilized in
inquiry processes [6, 27]

3. Conduct
practice-inspired
design-exercises

Design should be a response to
practical problems and needs [14,
29, 39]

A problematic situation is the
starting point for inquiry [6]

4. Alternate between
the concrete and the
abstract

Design science should alternate
between situational design and
abstract design theorizing [2, 9,
18, 39]

Iterate between concrete
observations and abstract
meanings [6, 16, 32]

5. Reflect based on
experience for own
design-theoretical
synthesis

Design science should produce
empirically based abstract design
knowledge as a result [9, 29]

Concrete experiences are basis
for reflection, abstraction and
reasoning [6, 16, 27]

6. Evaluate design
processes and design
products

There should be a continual
interplay between building and
evaluating in design processes
[14, 35]

Practical validation is needed for
judgement of solution proposals
[6, 7, 19]

7. Archive design
reflections in a
knowledge diary

Design science should produce
abstract design knowledge as a
result [9, 29]

New meanings (new
conceptualizations) are important
results from inquiry [6, 16, 27]

8. Compile design
artifacts into a portfolio

Design science should produce
artifacts as a result [14, 20]

The inquiry ends with resolution
of the problematic situation [6]
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4 A Design Science Model of IS Education

The description above with characteristics of a DS based IS education will now be
summarized. A model depicting important features is found in Fig. 5. As seen from the
figure, design exercises play an important role for training students in conducting
various design tasks. Design exercises should always contain a mix of building and
evaluating artifacts. The design exercises should be arranged based on (1) relevant
academic knowledge (course literature) and (2) typical design challenges from practice.
In design exercises, students should actively apply different kinds of knowledge from
the knowledge base (e.g. models, methods, design language, design principles, design
theories).

Based on the design exercises, students should be encouraged to reflect on design
processes and achieved design results (artifacts). They should relate what has been
done in design exercises to different elements in the knowledge base. The knowledge
base contains abstract design knowledge. The reflection process aims at working with
this abstract design knowledge and doing this based on experiences from the conducted
design exercises. The reflection and abstraction process should produce knowledge that
is relevant for the student based on performed design exercises. This abstract design
knowledge (that is relevant to the student and formulated by the student in words
meaningful to that specific student) should be expressed as parts of the individual
knowledge diary of that student. The knowledge diary is thus an output from the

BuildingBuilding

Knowledge Knowledge 
basebase

Reflection & Reflection & 
abstractionabstraction

Knowledge Knowledge 
diarydiary

Design Design 
artifact artifact 
portfolioportfolio

EvaluationEvaluation

DesignDesign
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ExperiencesExperiences
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resultsresults
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theory-theory-

informedinformed
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examinationexamination

Real needs Real needs 
or inspired by or inspired by 
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needsneeds
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Fig. 5. A design science model of IS education
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reflection process and it should correspond to the output from the design exercises,
which should be compiled into a design artifacts portfolio. The knowledge diary should
not only be an output from the student’s work with abstraction. The knowledge diary
should be used as an own “knowledge base” for the student (as input) in further design
exercises when relevant. The knowledge diary becomes a “personal theory” to be used
in design tasks. If “new-to-the-world” insights emerge and become recorded in a
student’s knowledge diary, teachers should, in a feedback loop, assess and take care of
such insights as possible additions to the knowledge base (adapted course material).

5 Concluding Discussion

With reference to the inquiry perspective, Schön [28, p. 131] states, “Because learning
is essential to designing, there is a great potential for learning through designing”. In
his book, Educating the reflective practitioner, Schön [27] develops the notion of a
“practicum”, i.e. “a setting designed for the task of learning a practice” [27, p. 37].
A practicum is characterized as a learning arrangement where students, under super-
vision, are engaged in learning by doing and reflecting on process and outcome of this
doing. Schön uses the designer as the role model for students in a practicum; “all
professional practice is designlike, must be learned by doing” [27, p. 157]. In the views
of inquiry and design as practice-oriented knowledge development [6, 27], there is an
intrinsic learning component. Progression is made through acting informed by
action-relevant knowledge and a reflective assessment of achievements. Design and
learning can be integrated in a consciously arranged education setting that stimulates
alternations between

• Pre-reflections on theory
• Conduct of concrete design exercises
• Post-reflection on design experiences
• Articulations of personal and abstract design-theoretical syntheses

An IS education arranged in the ways outlined in this paper obtains inspiration from
DS in IS with its integration of design and knowledge development. The education
arrangements should stimulate movements back and forth between abstract design
knowledge and concrete design endeavors and also between building and evaluating.
Students should produce both (1) design artifacts (through their design exercises) and
(2) abstracted design knowledge based on (2a) experiences from design and (2b) a
critical engagement with the theoretical knowledge base.

The presented analysis of DS as foundation for IS education lets us re-
conceptualize the structure of such education in terms of Fig. 6.

This structure of IS education sees the introduction of ISR concepts and skills as an
integrated aspect of teaching theory-informed reflective design practice. To paraphrase
an often cited Agile methods principle, a DS approach to IS education would ‘theorize
early and theorize often.’We suggest that the proposed approach to IS education can be
useful at different levels of module and course design. First, at the module level, it
provides a systematic approach to reflect about module design, e.g. learning outcome,
exercise design, and examination requirements. Second, at the course level, it supports
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a systematic aproach to student progression; incorporating theory and theorizing early
facilitate seamless progression towards more advanced research concepts. Similarly,
we suggest that students should be confronted with increasingly sophisticated evalu-
ation methods during a module. Drawing explicitly on DS research principles also
provides grounding of development skills in ISR, such as behavioral methods for
design evaluation.

Finally, especially in the DS context, there is a need to address the issue of eval-
uation. We have proposed a DS model of IS education and eight IS education prin-
ciples. While drawing from our own practical experiences as DS researchers and
teachers, this paper has provided a theoretical justification of its propositions. Our
future work aims at implementing these ideas into education practice, managing cur-
riculum coherence over time and studying the impact on students’ research abilities and
their progression as reflective practitioners. Given the systematic approach to learning
facilitation outlined here, our approach needs to be adopted in concert with a gover-
nance model for education [e.g. 38], addressing planning, maintenance and human
aspects of education organisation.
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Abstract. In this paper, we problematize a relative absence of established ways
to develop and communicate knowledge contributions (KC) from Design-
oriented research (DOR) within information systems. This is problematic since it
hinders the potential for knowledge accumulation within the field. Thus, for
communicating KC, we propose a framework, dubbed PDSA (Prescriptive,
Descriptive, Situated, and Abstract). To develop KC especially from empirical
data, we suggest the use of qualitative process methods. The framework is
illustrated by revisiting a published DOR study. Finally, we show how the
PDSA framework serves as a template to establish firm KC in DOR. In addition,
we explore contributions generated from empirical data and suggest possibilities
to use qualitative process methods as means to increase transparency and rigor
of KC development and communication.

Keywords: Knowledge contribution � Qualitative process methods � Empirical
data � Design theory � Design-oriented research

1 Introduction

The design of information systems (IS) has been an important topic within the IS
research community for many years [1–3]. Studies in this domain have improved
means for organizations to confront challenging issues, such as managing diffuse
knowledge processes [2], aligning individual and organizational competencies [4], or
exploiting potentials of secondary design in emergent IS [5]. Such design-oriented
studies typically aim to generate prescriptive knowledge on how organizations design
IS, while the development of explanatory or predictive knowledge might assume a
secondary role [6, 7]. Therefore, design-oriented works are relatively well geared for
contributions to solving important problems in organizational practice [8–10].

Research on how to design artifacts has indeed become such an important topic in
IS that it is now widely acknowledged as the ‘Design Science (DS) paradigm’ [11]. It
has grown significantly in volume throughout the last decades, comprising different
streams of literature that we summarize by using the umbrella term ‘design-oriented
research’ (DOR). The main aim in DOR is to understand how effective artifacts can be
designed and how design-oriented knowledge can be utilized for theorizing [12].
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To this end, DOR usually draws on design processes that unfold over different stages
such as problem identification, development and evaluation of artifacts [13–15]. In this
context, evaluation of the utility of artifacts is typically central [16–18]. Yet, this has
led to the criticism that DOR is too narrowly concerned with designing and evaluating
artifacts and circumventing questions about generalizable knowledge [19, 20].
Therefore, while there is a wellspring of work on how to design and evaluate the
quality and utility of artifacts, little is known about how to develop and communicate
knowledge contributions (KC). This is problematic since one important aspect of KC in
DOR comprises gradual abstraction of knowledge about particular instantiations into
more general ‘design principles’ and ‘design theories’ [12]. Yet, this abstraction
demands careful attention to how researchers collected and used empirical data when
interacting with organizations and how this affected formulation of ‘design principles’
or ‘design theories.’

In this paper, we constructively engage with the aforementioned challenges and
discuss how usage of empirical data within a DOR project affects KC. In this regard,
we propose that an increasing importance of theorizing from DOR [21, 22] demands
critical engagement with procedures for data collection and analysis, which are carried
out as part of DOR. As DOR projects are typically seen as processes where researchers
enact multiple cycles and stages, we promote that reliance on procedures for the
analysis of process-data, which are known from innovation research [23], increases
potentials to clearly communicate how KC were formulated. In this spirit, we follow
recent calls to extend use of these particular procedures within DOR [24]. Mandviwalla
[24] recently stressed that techniques for analyzing process-data could be fruitfully
used to build design theories. By extension, we propose that use of these methods is not
limited to develop design theory but also to other types of KC. Our first research
question is thus (RQ1): How do qualitative process methods help to develop knowledge
contributions in DOR?

Through engagement with this question, we gradually discovered a second related
issue that demands careful consideration, i.e., what ‘knowledge contributions’ really
are. Gregor and Hevner [12] have provided first insights by introducing a differentia-
tion of three levels of generalizability of KC. They also propose a rather generic
typology of KC, which considers a relevant but not complete selection of KC. For
instance, it does not cover some types of KC, such as the ones depicted from empirical
data. Accordingly, we ask (RQ2): How do we present and communicate ‘knowledge
contributions’ created in DOR?

By taking Gregor and Hevner [12] as a starting point, we elaborate on their con-
tribution by further detailing what KC are and how they can be developed during DOR
projects. Our study, thus, offers two main contributions. On the one hand, we offer a
framework, called PDSA (Prescriptive, Descriptive, Situated, Abstract), that is con-
ducive to communicate and capture the dynamic evolution of novel knowledge in DOR
projects over time. Furthermore, we contribute by showing that techniques for analysis
of qualitative process methods [23] have significant potentials to inform the develop-
ment of cumulative KC, especially when DOR covers empirical cases.

We proceed by a brief review of the fundamentals in DOR, followed by a pre-
sentation of dominant procedural models to carry out DOR. This sets the basis to define
the problem, which addresses the lack of prescriptions on how to develop and
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communicate KC from DOR. Subsequently, we introduce the PDSA framework to
support the communication of KC and show how techniques for analysis of qualitative
process data supports the development of KC in DOR. We indicate the potentials of
this idea through an illustrative case. In closing, we discuss our contributions, limita-
tions and further research opportunities.

2 Relevant Literature on Design-Oriented Research (DOR)

Design-oriented research within IS can broadly be seen as a problem solving paradigm
that aims to extend human and organizational capabilities by developing artifacts [11].
Thus, development of IS artifacts is of central concern to DOR [3, 12, 20, 25], which
has its intellectual roots in engineering and architecture [3, 24, 25]. Various perspec-
tives from behavioral sciences have been used in DOR over time (see for example [2, 5,
26]). While this undoubtedly increased the prominence of DOR within the IS discipline
[18, 20, 27], the broad label ‘design-oriented research’ has also become sub-divided
into different branches of literature that, while mostly similar, differ in details [12, 25,
27]. First, ‘design research’ refers to constructing artifacts in order to solve a specific
class of problems [22, 27]. Second, ‘design science’ in the narrower sense is concerned
with general rigor standards for conducting research projects [20]. Thus, design science
aims at “explicitly organized, rational and wholly systematic approach[es] to design”
[28] (p. 53) of IS artifacts. Third, ‘design theory’ refers to theorizations of knowledge
about how specific classes of artifacts should be designed [3, 7, 24]. This means that
design theories put a strong emphasis on how design-oriented knowledge can be for-
malized and made subject to replication [3, 12, 24].

2.1 The Roles of Artifacts and Knowledge Contributions in DOR

The outputs of DOR encompass IS artifacts and KC. Recently, KC in the form of
design theories have become increasingly important [12]. In contrast, earlier works
highlighted that contributions of DOR largely comprise ‘design artifacts’ [29] like
constructs, models, methods, and instantiations [7, 30, 31]. Even though many of these
artifacts carry certain degrees of abstraction [25, 31], scholars in DOR expressed their
concern that it is sometimes hard to identify abstract knowledge contributions which
arise from a DOR project [12]. In this context, Gregor and Hevner [12] categorized
DOR contributions by their level of abstractness. Instantiations can be seen as most
concrete and particular contributions (‘Level 1’), ‘Level 2’ contributions comprise
abstractions of a ‘mid-range’, such as design principles [32, 33]. They reach beyond a
particular application context, but are themselves insufficient to be seen as ‘design
theories’ [24, 26]. Finally, design theories would be the most general and abstract
contribution of DOR (‘Level 3’). Table 1 reviews these contributions.

The introduction of these levels ‘1–3’ coincides with a general concern to develop
theory through DOR [24, 34–36]. The reason is that the levels are cumulative, i.e. level
1 contributions can be developed into level 2 contributions, which may be the basis for
building level 3 contributions [24, 26, 37–39]. Accumulation is a key idea in this regard
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because moving from level 1 to level 3 will unlikely be possible within a single
research project or one paper [24]. Instead, systematic design theory-building is likely
to be a process that emerges across publications of different scholars interested in
related phenomena [3]. Therefore, if DOR is to exploit these potentials for systematic
KC development, it needs a toolkit to explicate how knowledge was developed as well
as a clear way to communicate it so that succeeding studies can carry on in a systematic
way. Next, we review procedure models in DOR to assess whether and how they
incorporate such thinking.

2.2 Procedure Models in DOR

In this section, some of the commonly accepted procedure models for DOR are
explored with the goal to highlight how they address KC. The model of Hevner et al.
[11] aims to support the understanding, execution and evaluation of DOR. This par-
ticular framework was later revised as a model comprising three cycles [14]: (i) the
“relevance cycle” draws on business’ needs and introduces the artifact into the appli-
cation domain, (ii) the “design cycle” comprises artifact building and evaluation and,
(iii) the “rigor cycle” receives applicable knowledge as input and adds contributions to
the knowledge base as output. Hevner et al. [11] also emphasized guidelines for
creation of useful artifacts. They highlight research contributions in the form of
designed artifacts, foundations or methodologies as well as the importance to com-
municate results.

Peffers et al. [15] proposed a methodology within steps from problem identification
to the development of a solution, demonstration, evaluation and communication. The
authors illustrated the latter as a part of an iterative DOR process, however it is not
further explained how ‘communication’ informs further design iterations. Nunamaker
et al. [13] developed an iterative and prototypical process for system development in
IS, which covers fives phases: construct of a conceptual framework, development of a

Table 1. Examples of contributions from DOR according to their level of abstractness

Contributions Definition Level

Instantiation The realization of an artifact in its environment Level
1

Constructs The conceptualization used to describe problems and solutions
within a certain domain

Level
2

Model Set of propositions or statements that express relationships
between constructs

Level
2

Method Set of steps used to perform a task. It is based on constructs and
the solution space representation

Level
2

Design
principles

Knowledge captured in the process of creating solutions and
building instances for same problems class

Level
2

Design
theory

Covers “explanatory, predictive, normative aspects” into a design
for achieving a specific goal

Level
3
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system architecture, analysis and design of the system, building of a (prototypical)
system, and observing and evaluating the system.

Mandviwalla [24] developed a set of processes to support the development of
design theory. Goals, kernel theory and existing artifacts inform the prototyping cycle,
which includes a concurrent iteration of design, evaluation, and appropriation/
generation. Last, Sein et al. [26] proposed a method called ‘action design research’,
which treats the artifact creation and evaluation as inseparable and interrelated activ-
ities, differently from traditional DOR, which separates artifact building and evaluation.
Action design research addresses four inter-related stages: problem formulation,
building, intervention and evaluation, reflection and learning and formalization of
learning.

Even though KC play a role for these procedure models, they provide limited
prescriptions on how to develop or communicate them. For example, the importance of
knowledge contributions is echoed in the method of Sein et al. [26] within “formal-
ization of the learning”; within Hevner et al. [11], in “Guideline 4: Knowledge
Contributions”; and in studies that stressed (partial) design theories as outcomes of
DOR [12, 24], including theory building or refinement [13].

3 Towards Development and Communication of KC

3.1 Knowledge Contribution in DOR

Claims on how to develop and communicate knowledge contributions demand a
clarification of what knowledge represents in lieu of epistemological and ontological
considerations. The epistemological position of this study sees DOR knowledge con-
tributions as “knowing by making” [39] (p. 4). Thus, knowledge embraces creation of
artifacts as well as understanding the more abstract idea that guided the design of the
artifact, regardless if this is theory building or testing. Ontology addresses nature and
components of theory [7]. Our ontological position coincides with DOR (see [7, 37,
40]), which separates theory from understanding of individuals through Popper’s [41]
three worlds classification. He discerns an objective/material (1), from a subjective/
mental (2), and an abstract world (3). The latter embraces human-made entities, e.g.
language, theories, models, and constructs. According to this view, artifacts instanti-
ations are part of world 1, abstract knowledge is part of world 3 and ideas and
experiences of design science researchers belong to world 2 [12].

3.2 Types of Knowledge Contribution in DOR

In order to structure and understand better KC from DOR, we considered publications
which addressed topics such as design knowledge, theory development or theorizing in
DOR as well as knowledge contribution itself [7, 12, 21, 32, 40, 42–44]. Additionally,
we investigated DOR procedure models, as presented in Sect. 2.2, and possible KC
mentioned by them. In the end, a set of types of KC were identified, as exemplified in
Table 2.
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The authors of this paper worked together in a set of discussion rounds to clarify the
similarities and differences of the identified KC. Relying on Gregor and Hevner [12],
our first insight was to classify KC according to descriptive and prescriptive knowl-
edge. While this was a feasible alternative, we also realized that some of the KC differ
according to its level of abstractness, i.e. some KC are context-related or data-driven
while others are more abstracts or theory-driven, e.g. theories [45, 46]. Therefore, we
propose four dimensions for a KC typology: descriptive, prescriptive, situational and
abstract.

Descriptive vs. Prescriptive Knowledge. Based on Aristotle’s terms “episteme” and
“techne”, Gregor and Hevner [12] suggest to classify knowledge as descriptive and
prescriptive. Descriptive knowledge describes natural, artificial and human phenomena
as well as relationships among them. By classifying, observing, measuring and cata-
loging, these descriptions can be made accessible to the human mind [47]. Prescriptive
knowledge addresses artifacts created to improve reality. Gregor and Hevner [12] have
added design theories arguing that they are formed from prescriptive knowledge that
can also include other types of knowledge. In this sense, while prescriptive research
focuses on improvement through the “how” knowledge, descriptive research focus on
understanding via the “what” knowledge [12, 29, 36]. Yet, descriptive knowledge
might evolve into prescriptive knowledge, e.g., when explanatory statements are
combined with goals into prescriptive statements [48] or when little is known about the
phenomena and classification schema or taxonomies [7] prompt future research.

Situational vs. Abstract Knowledge. Goldkuhl and Lind [45] proposed to classify
DOR-related knowledge as abstract versus situational. Abstract knowledge refers to
general knowledge enhancing understanding phenomena so that this knowledge can be
used as foundation for DOR in a variety of contexts. Situational knowledge refers to
specific knowledge generated in specific contexts and produced during empirical
design practice. In this sense, a set of data about single facts are generated by not yet
considered theory, although they might be foundations for future theories [7]. Against
this background, situational outcomes are more empirical outcomes or exploratory

Table 2. Examples of knowledge contributions from DOR identified on the review

Examples of KC from DOR

Constructs, statements of relationship, causal explanations, testable propositions (hypothesis),
prescriptive statements, frameworks, classification schema, taxonomies [7]
Patterns, principles, laws of a phenomenon [12]
Observational, predictive and explanatory statements [37]
Instantiated artefacts, empirical data and data triggers (e.g. interview questions and observation
protocols); models that works only in a specific situation [45]
Constructs, models, methods and instantiations [29]
[29], evaluation methods and metrics [11]
[29], design principles and technological rules, design theory [12]
Instantiations, design principles, technological rules [24]
Descriptive knowledge, hypotheses, mechanisms, conceptual knowledge (ontologies, concepts
or constructs) [13]
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results. Abstract knowledge embraces design theories but also other knowledge con-
tributions developed throughout iterative cycles of (i) generation and validation of
knowledge and (ii) between different types of knowledge sources, such as empirical
data, design theory, other knowledge and theories [17, 45]. Abstract knowledge can be
extracted from as well as empirically grounded in situational knowledge and adapted to
be applied in situational contexts, which might lead to modification of the abstract
knowledge. On the other hand, situational knowledge is grounded in abstract knowl-
edge and can also evolve into generalized abstract knowledge [45].

Both attempts to classify knowledge, i.e. the descriptive vs. prescriptive as well as
the situational vs. abstract dichotomies, share much in spirit yet differ in important
ways. In terms of similarity, both ideas allow that a focal project uses and generates
both types of knowledge per respective dichotomy and that cumulative research helps
to develop one type of knowledge out of the other. In terms of differences, the
dichotomies refer to different claims. Where prescriptive (P) vs. descriptive (D) ad-
dresses the knowledge base on DOR [7], situational (S) vs. abstract (A) is more
concerned with the knowledge reach (design knowledge of a specific context or more
generalizable) but less with whether that is prescriptive or descriptive. In this sense,
synthesis of both views helps to systematically understand and classify knowledge
generated in DOR, therefore supporting to answer our second research question.

After defining dimensions for a KC typology, we separately placed the set of
identified KC into the typology to be sure that the four dimensions could comprise all
types properly. In another round of discussion, we compared the individual classifi-
cations and discussed them until we found a common decision. Figure 1 presents the
result of this discussion by illustrating examples of different knowledge contribution
types classified according to the KC typology.

3.3 Communication of Knowledge Contributions: The PDSA Framework

As KC in DOR emerge throughout a research process, it is important to consider time
when classifying and presenting them. To this end, we introduce a framework drawing

Fig. 1. Typology of KC from DOR
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on the aforementioned typology and incorporate the time dimension, represented by the
phases of a DOR project. Figure 2 shows the framework.

The procedure models for DOR cover different number of phases and labelling. For
Peffers et al. [15], phase 1 is “problem identification and motivation”, phase 2
“definition of the objectives for a solution”, phase 3 “design and development”, phase 4
“demonstration”, phase 5 “evaluation” and phase 6 “communication”. For Sein et al.
[26], phase 1 is “problem formulation”, phase 2 “building, intervention and evalua-
tion”, phase 3 “reflection and learning” and phase 4 “formalization of learning”.
Therefore, the three phases showed in Fig. 2 have illustrative purposes.

Figure 2 provides a backdrop to propose means to communicate KC in DOR. As
scholars generally see DOR as a process [13–15, 24, 26], KC likely emerge through
phases like those in Fig. 2. Moreover, as they emerge through these phases, they likely
fall into different quadrants over time. Providing transparency about these dynamics,
we believe, is central to clearly communicate KC in DOR and support the reuse and
accumulation of knowledge over time.

4 Development of Knowledge Contributions from Empirical
Data: Potentials of Qualitative Process Methods

In this section, we draw on templates for analyzing process data in order to suggest a
frame of reference for how DOR researchers could develop KC especially in DOR
covering empirical cases. In doing so, we draw on qualitative process methods [23, 49],
prominent in behavioral IS and management studies [50, 51] but comparatively
under-utilized in DOR [52]. By doing that, we follow the suggestion of Mandviwalla
[24], who proposed the use of these methods to develop design theory. Design theory
not only represents the prominent KC generated in DOR, but may also represent the
final outcome of knowledge accumulation steps throughout several projects and pub-
lications. Our intention is to show that such methods do not only help to develop design
theory, but also other types of KC.

Fig. 2. PDSA framework
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Process methods are methods to analyze data that has been collected over a series of
events [23, 49, 53–55]. Phases of DOR procedure models (see above) include many
potential events like ‘formalization’ and ‘evaluation’ [26]. Therefore, systematically
collecting and analyzing process data can help to increase data quality and, hence, the
overall rigor of the resulting KC. A general template for rigorous use of process
methods, proposed by Langley [23], can be used to develop KC in DOR. The seven
data analysis strategies are Grounded Theory, Alternative Templates, Narrative, Visual
Mapping, Temporal Bracketing, Quantification and Synthesis.

Several strategies can be seen as “sources for concepts” [23] (p. 707) because they
allow researchers to become grounded in the empirical phenomenon and to begin
theorizing from it. Langley [23] proposed that two strategies would be helpful in this
regard: (i) a grounded theory strategy as well as (ii) alternative templates strategy.
(i) Grounded theory allows the systematic and transparent development of conceptual
categories from the empirical data. The alternative templates strategy (ii) is more
deductive in that it proposes to use different pre-existing theoretical premises to explain
data and assess which premise performs best [23]. As such, these two strategies have a
lot in common with the process of formalizing problems in DOR.

Even though they did not use this language, Giessmann and Legner [56] seemed
close to the grounded theory approach since they engaged with the field to formalize
the design problem as prescribed by Sein et al. [26]. In contrast, Peters et al. [57]
surveyed existing literature, i.e. theoretical templates, to justify their solution.
Accordingly, the source chosen to formalize or ground a problem in DOR depends on
the individual study. This coincides with Gregor and Hevner’s [12] proposal that
different types of problems imply KC that differ in scope. However, how to assess that
scope is a relatively under-developed in DOR. Hence, reliance on a more standardized
procedure could help to increase validity and transparency in qualitative DOR.

The organization of data can be seen as a crucial step in DOR. With organizing
data, Langley [23] refers to means of “descriptively representing process data in a
systematic organized form.” We believe that such systematic engagement with the data
is important when researchers build artifacts, intervene in the field and evaluate out-
comes of this intervention. At this stage, numerous encounters with the field happen,
and empirical data gathered in this encounters affect the formulation of KC [17, 20, 36].
Thus, a transparent and organized way to report on the development of the processes of
building, intervening and evaluating could help external audiences to trace how
immersion with the field affected KC. Two other strategies could help here: (iii) a
narrative strategy as well as a (iv) visual mapping strategy [23].

The narrative strategy (iii) comprises writing a detailed narrative about the research
process to provide numerous contextual details about how a DOR process unfolded,
putting more focus on the situational knowledge. This level of detail can help to
disentangle which encounters affected the formulation of KC in a highly granular
manner. The visual mapping strategy (iv) is more reductionist. While narratives capture
many details in words, visual maps are abstract representations of the building, inter-
vention and evaluation processes that took place. Such maps should include clear
denominations, i.e. “arrows and boxes”, effects of one element on another (positive/
negative) as well as brief descriptions of the involved elements. Both strategies could
also be used in high and low n studies. For n > 1, it seems possible to compare
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narratives and visual maps across cases in order to search for regularities. For n = 1
narratives and maps could be compared across design cycles in the form of within-case
analysis. Practically, narratives and maps could be made available as research sup-
plements, which would increase transparency over the process of developing KC.

Because increasing attention has been paid to formalizing KC and making them
replicable and testable [3, 24], it is important to understand how qualitative methods
can serve this purpose. In this context, three of Langley’s [23] strategies can be helpful:
(v) temporal bracketing, (vi) quantification as well as (vii) synthesis. Temporal
bracketing (v) means to structure a DOR process into distinct phases, which arise due
to a “certain continuity in the activities within each period and there are certain dis-
continuities at its frontiers” [23] (p. 703). Temporal bracketing is in a sense evident in
DOR procedure models since labels such “building, intervention, evaluation” [23]
(p. 559) are used to structure the process. This provides a significant opportunity for
replicating DOR studies because if researchers document how each phase affected the
development of the KC (for example by visual maps), other researchers could replicate
studies or modify them by bringing them to other contexts or by holding certain factors
constant while variating others. This may not be a ‘hard control’ in the statistical sense
but nonetheless an insightful inquiry into the maturity of KC that allows to assess
whether these are ‘design theories’ or ‘design principles’ [12].

The quantification strategy (vi) fosters quantitative analysis of the data and, hence,
formalization of design principles as hypotheses that enable testing and replication.
Specifically, this strategy involves systematically coding the data, for example visual
maps or narratives, according to sets of pre-defined codes, which could be results of the
formalization phase. For process theorists [23, 49, 53–55], one important coding in this
regard is to capture whether intended changes in each phase of the process really
occurred. This ties in nicely with high-level KC, i.e. design theory, because theoretical
predispositions about why a design should work can be coded as well as whether the
design really had such outcomes. This involves tests of the design propositions and
thus yields more robust propositions as outcomes. Therefore, this is a means to for-
malize qualitative DOR and make it conducive to replication.

The last strategy, synthesis (vii), is related to quantification, perhaps most reduc-
tionist and least suited for low n case. Synthesis “attempts to construct global measures
from the detailed event data” [23] (p. 704). The main goal of this approach is to identify
larger regularities across processes that allows the formulation of a more predictive
theory in the statistical sense. Thus, this approach aims to synthesize qualitative process
data into a more abstract statement on how certain independent variables affect
dependent variables. This could be done if sufficient information is available (like
narratives or visual from multiple cases). For this reason, this approach is the most
suitable in terms of making a qualitative design theory generalizable.

Through the description of these strategies, we attempted to unpack that qualitative
process methods [23] have potentials to inform how DOR develops KC. Next, in order
to illustrate how the PDSA framework can communicate DOR knowledge as well as
how qualitative processes methods can be used to develop KC from empirical data, we
present an illustrative case.
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5 Development and Communication of KC: Illustrative Case

To illustrate our contributions, a published DOR by Ebel et al. [58] was chosen after a
literature search on development of design theories from empirical cases. Search of
relevant literature was done using the template by von Brocke et al. [59] in the journals
listed in the AIS’ “Basket of Eight”. Because of space constrains, we only mention the
11 papers selected: [5, 21, 34, 35, 56–58, 60–63]. Ebel et al. [58] is an interesting
example of empirical data use in different phases of a DOR project as well as for the
communication of KC in the “formalization of learning” phase.

In order to illustrate the use of the framework in this case, each of the DOR phases
are briefly explained and a number is given for the sequence of activities carried out
within these phases. Subsequently, in order to understand the development of KC from
empirical data, an analysis of the situated knowledge is done with the goals to present
how deep this knowledge was addressed, how it was presented and similarities and
opportunities of developing it according to Langley’s [23] strategies.

5.1 Communication of KC: Application of the PDSA Framework

Drawing on action design research, Ebel et al. [58] developed a solution for system-
atically designing business models based on theoretical and empirical knowledge about
business models. Figure 3 shows the application of the PDSA framework to their
study. Note that despite the fact that Sein et al. [26] suggest to carry out the phases
development and evaluation together, we separate them for illustrative purposes, i.e. to
better represent the time sequence of activities and the KC emerging from them.

Problem identification was done by reviewing the existing product portfolio of a
specific company (1) and investigating literature. Both led to the formulation of a set of
processes relevant to develop and manage business models (2) as well as identification
of gaps in the literature (3). Aiming to assess the processes they developed as well as to
contribute to the literature, interviews with experts were performed using semi-
structured questionnaires (4). Analysis of this data occurred in three phases: immersion,

Fig. 3. DOR from Ebel et al. [54] applied in the PDSA framework
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reduction and interpretation. During immersion, data were transcribed and analyzed. In
the reduction phase, data was reduced to what was considered relevant to the research.
To reach that, a coding scheme and codebook were created in order to enable the
rearrangement of data into meaningful categories. The process of creating the codes are
explained in detail, however the data itself was not presented. During interpretation,
codes were then used to reassemble data in a coherently and concisely. From the
analysis, the authors stated they could confirm the processes they developed in (2).

In order to build their artifact, kernel theories used to solve similar problems were
investigated (5). Next steps concerned the creation of an alpha-version (6) and its
evaluation within an organizational setting (7) drawing on 27 test users. With the aim
of evaluating the usability of the artefact, the Questionnaire for User Interaction Sat-
isfaction (QUIS) was used and the data analyzed through an independent-samples t-test
(M > 5). Some insights of the evaluation are given: “… a major weakness of the
artifacts is that the used terminology does not relate well to the work situation…”; “[t]
he testers also criticized the system as being too dull (…) and too rigid to cope with
their needs” (p. 17). When reporting the refinement of the functionalities, the authors
described how they improved the tool (8) according to the weaknesses pointed out
during the first evaluation. The second evaluation (9) aimed at assessing the tool
efficacy. To this end, six project teams were formed with the goal of developing
business models with the tool. Based on literature, six dimensions (novelty, originality,
feasibility, acceptability, effectiveness and elaboration) were used to assess the results.

In “formalization of learning”, two aspects of the framework that extend the
existing literature were pointed out: the shared material sections and the community
Section (10). While the former includes guides on how people from outside the project
can contribute to the design of the business model, the first provides training material to
support the development of business models. Finally, by stating, “the artefact itself
produces knowledge as constructs and instantiations that may or may not lead to the
level of abstraction that constitutes a design theory” (p. 26), the authors concluded that
they created three major contributions to the knowledge base for the specific problem
domain. A conceptual classification (2), which is “…descriptive knowledge in the
problem domain” (p. 26), additional descriptive knowledge that extends current liter-
ature (10) and the development of a framework to create business models, a nascent
design theory (8), cover these contributions.

5.2 Development of KC from Empirical Data: Qualitative Process
Methods

Despite the sophisticated use of data in DOR, it seems sometimes difficult to build on
earlier studies because little is known about how data was used. In terms of this study
in particular, situated knowledge is generated in problem identification (1), through
expert interviews (4), as well as evaluation (7, 9) and it is here were use of Langley’s
[23] strategies could amplify transparency. For example, details of the problem iden-
tification (1) can be made more widely known through either using grounded theory or
alternative templates. Choice between the two likely varies with maturity of design
theorizing in a particular domain, as more mature domains are likely to offer more
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firmly established templates to identify and analyze problems. In case of developing
‘nascent’ design theories, grounded theory is likely helpful as ‘nascence’ of design
theories indicates that they were developed in partially unknown contexts that become
more known through the nascent design theory.

Similarly, regarding evaluation with experts (4), while this particular study explains
the coding process, it does provide little insights on data itself. While insights gathered
from interviews are presented, they lack links to the raw data. It is interesting that
provision of such links seems key for papers in behavioral IS, which implies that it
should also be seen as such in the DOR context. To facilitate the formulation of these
links, we propose the use of narratives or visual mapping. Narratives may accrue more
to cases that began with grounded theory while visual mapping may facilitate to show
how codes, which were developed from literature [58], can be related to each other on
the basis of the analysis of empirical material. This could help to show how comments
made in interviews converged towards KC. Concerning evaluation (7; 9), a statistical
analysis is presented, which suggests that linking earlier, more qualitative insights to
the ‘synthesis’ strategy [23] could be helpful to also use mixed-methods in DOR.

6 Discussion

Within this article, we highlighted the role of designing and communicating KC in
DOR, a current gap in the literature [12, 17, 37]. Our first contribution is the PDSA
framework, suitable to systematically communicate KC from the entire DOR process.
PDSA goes beyond existing research by synthesizing somewhat isolated understand-
ings of knowledge contributions in DOR (e.g. [12, 45]) and by providing a backdrop to
map and understand how KC emerge over time. In addition, by considering the time
dimension, the framework can be used complementary to different existing procedure
models in DOR. The second contribution of this study is to offer suggestions on how to
develop KC from empirical data. To this end, we leveraged the techniques for ana-
lyzing qualitative process data proposed by Langley [23] and pointed out that these can
be used to report how empirical data was collected and analyzed. Through a somewhat
more formalized approach to justify KC generated from empirical data, we hope to
offer a toolkit that enables researchers to more easily explicate and document what they
did, how they did it, and what the limitations of these approaches were. In turn, this will
enable audiences to better assess the rigor of KC emerging from DOR.

While hopefully thought provoking, our work is not without limitations. First, our
work has not been formally evaluated, a limitation that needs to be overcome in the
future. In addition, only one application of the framework is presented, despite the fact
that we applied it in several of the papers selected from the literature review. Therefore,
we see multiple options for future research. By increasing the number of illustrative
cases to which the framework is applied, we can find associations between types of KC
in different phases of DOR. For instance, we can depict how descriptive and situational
knowledge of one phase is linked to abstract and prescriptive knowledge in another.
Therefore, the framework may be helpful in specifying the role, validity, and boundary
conditions of these associations. Furthermore, it may enable us to explore patterns for
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KC developed, methods applied, and quality standards in their evaluation in accor-
dance with different research aims, e.g. varying artifacts.
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Abstract. Building on two previous papers that focused on the concept of
Practitioner Design Science Research [1, 2], this paper: (i) presents the Practi-
tioners Design Science Research (PDSR) Canvas, a visual guide for practi-
tioners undertaking DSR, and (ii) utilises it as a lens to analyse the insights of 48
practitioners on their DSR journey. Data is primarily gathered from 48 practi-
tioners, of which, 34 have completed a 12-month Design Science Research
study, with the other 14 in the final stages of their journey. This unique prac-
titioner perspective further develops the novel concept of PDSR which enables
practitioners to engage with the academic community and not the other way
around. Key findings show that practitioners have challenges with the practical
(relevance) aspects of DSR as well as the research (rigour) aspects. Nonetheless,
the analysis indicates that with a clear depiction of DSR, the gap between
practice and research may not be as difficult to bridge as previously thought.
However, this requires the IS community to rethink their definition of engaged
scholarship from one that solely focuses on the academic as the researcher to
one that also includes the practitioner.

Keywords: Practitioner research � Design science research � PDSR canvas

1 Introduction

According to Swanson [3] “academic research in the information systems (IS) field is
presently under institutional pressure to justify its value by speaking to its actual, not
just intended or imagined, impacts on professional practice”. Unfortunately, this is not
a new phenomenon as in 2006 there was a call to action by a number of IS senior
scholars to understand “how to more effectively structure and shape the way that
practitioners participate in IS research” [4, p. 343]. But why is this so problematic? One
reason noted by Avison et al. [5, p. 96], when commenting on Action Research (which
associates research and practice) is that “there is a lack of detailed guidelines for novice
researchers and practitioners to understand and engage in action research studies in
terms of design, process, presentation, and criteria for evaluation”. Almost 10 years
later, Baskerville [6] in his editorial for the 2008 EJIS special issue on Design Science
Research reiterated a similar theme as he stated DSR “is engaged in a discourse of
discovery” and void of any “broad agreement on terminology, methodology, evaluation
criteria, etc.” [6, p. 441]. Some 8 years on (and almost two decades from Avision et al.
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[5]) we are still repeating that same sentiment for DSR, which detailed by Iivari [7,
p. 107], notes that “the scientific discourse on DSR is still in a state of conceptual
confusion”. If this is the case for academics, what chance have practitioners with
understanding and engaging in DSR?

To tackle this problem, a guide specifically designed for practitioners was devel-
oped (see Fig. 1). The key objective of the canvas is to facilitate a common under-
standing on the role of research and practice in DSR projects. This is achieved by
providing a visual guide with clear language on how to complete a DSR project and a
visual template to facilitate communication and collaboration. While a more detailed
account of the canvas development is published in an earlier paper [8], this paper
utilises the canvas as a lens to analyse the insights of 48 practitioners who have
completed or are currently undertaking DSR projects. Data is gathered from two sur-
veys and participant observation of these practitioners undertaking DSR projects. The
output of the completed projects has yielded 11 published papers in academic and
industry outlets, an estimated €40 million in financial benefits, and 5 of the practitioners
have decided to extend their research capability and journey by committing to a
part-time PhD, with another 5 in the pipeline.

Building on a wider stream of literature that focuses on the need to bridge the
practice-research gap, this paper answers the call of “how to more effectively structure
and shape the way that practitioners participate in IS research” [4 p. 343]. As a result,
the novel concept of Practitioner Design Science Research (PDSR) is further developed
and differentiated from the range of engaged scholarship types as it is primarily aimed
at the practitioner undertaking research. For instance, methodologies such as: design
science research [9], practice research [10], collaborative practice research [11], and
action research [5], all aim to provide the academic community with more effective
industry engagement techniques. Moreover, these approaches enable the researcher to
become more involved in the practical nature of their areas of expertise and also
provide operationalisation guides, which put real world problems at the focal point of
academic research [12]. While these approaches have met with a huge degree of
popularity they still only view the solution of becoming more relevant as a function of
the academic.

2 Guide to Practitioner Design Science Research

Designed with the specific need of facilitating practitioners undertaking DSR, the
Practitioner Design Research Canvas evolved from an original focus of clearly
depicting the dual imperatives of research and problem solving [13] but was later
refined into three parts: (i) clearly depict how rigour and relevance co-exist as an
integral part of DSR, (ii) outline both the practical and research tasks to be completed
in a DSR project, and (iii) communicate the iterative nature of a DSR project and the
philosophy of emergent design with impacts for both research and practice. After two
and a half years (see Appendix 1, Table 3 for a summary of its development), the
canvas has evolved to the structure seen in Fig. 1. This section details the canvas and
provides a basis from which the insights of the practitioners are analysed. The
description is structured by the three pillars of the canvas: the practitioner (relevance)
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pillar, the iteration pillar, and the researcher (rigour) pillar. This is followed by a
complete list of supporting questions depicting the DSR tasks required that were
validated through literature in DSR and action research domain (see Table 1).

Table 1. Final set of questions with supporting literature.

Worth solving

Problem What is the practical significance of
the problem?

Guideline 2: Problem Relevance – “The objective of
design-science research is to develop
technology-based solutions to important and relevant
business problems” [9, p. 83]

What is the scope of the problem? Problem needs to be described in a ‘holistic fashion’
[17, p. 15]

Worth researching?

What is the research significance of
the problem?

“When is something really novel or a significant
advance on prior work? A DSR project has the
potential to make different types and levels of
research contributions depending on its starting
points in terms of problem maturity and solution
maturity” [19, p. 344]

Is there a call for the research or
identification of a research gap?

In Myers [21] the link between research gap and
resulting contribution is made

Design
and build

Well organised?

What were the project steps, iterations
and timeline?

Mathiassen et al. [18] highlight the element of “the
methods guiding the problem-solving cycle” or MPS

What design and development
frameworks/tools were used and how?

The rigor in design science research must be pursued
in the methods employed in the development of the
artifact [25]

Well documented?

Was there adherence to a research
methods and alignment with project
plan?

Mathiassen et al. [18] highlight the element of “the
methods guiding the research cycle” or MR

Was there use of existing research in
the artefact development?

“Needs to be informed by principles that both
embody a sound theoretical base and are accepted by
a research community that supports their reflective
and appropriate application in problem contexts” [12,
p. 66]

Evaluation What results?

What was the performance of artefact? Criteria to measure such performance includes:
quality of the artefact, utility of the artefact, and
efficacy [16]

What findings?

Was there learning from reflection? Ability to explore through design [22, 23] from
which reflection-in-action is key [24]

Impact So what (for business)?

Was there local and/or general practice
impact?

Goldkuhl [26] differentiates between local and
general practice impact

What was the explicitness of impact? Impact can be detailed with four levels of
explicitness from observable to financial [20]

So what (for research)?

(continued)
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Iteration. Being a core aspect to completing DSR, the central pillar sets out to detail the
key components of an iteration and incorporates three sections, namely: (i) problem
definition, (ii) design and build, and (iii) evaluation, which came from a synthesis of
three seminal DSR papers [9, 14, 15]. Focusing on these phases the central pillar
provides an area for the core iteration components to be captured, while the rigour and
relevance DSR aspects are detailed in the two adjacent pillars. The first section
“Problem Definition” provides a space to detail the actual problem being solved and
with the sub-heading of “problem statement” encouraging its explicit description in the
form of a short problem statement. The second section is “Design and Build” and
emphasises detailing a clear description of the artefact or version of the artefact being
developed. This ensures that every iteration has an updated description which should
align with the problem statement and provide a basis for setting the evaluation. Finally,
the third section is “Evaluation” and in line with the steps of Peffers et al’smethodology
[14], ‘demonstration’ of the artefact is the focus. Guidance on how an evaluation should
be planned is provided by Venable et al. [16] through their DSR evaluation framework.
This allows the context of the evaluation to be discussed before it takes place and
documented once decided upon. Evaluation also marks the end of an iteration and once
completed should mark the beginning of a new iteration or completion of the project.

Practitioner (Relevance)
The practitioner side of the canvas outlines the components that need to be completed
during a DSR project to ensure relevance. It is labelled as “Practitioner” as it contains
the aspects of a DSR project that practitioners are most familiar and comfortable with.
During the “Problem Definition” phase of a DSR project, the key relevance require-
ment is to ensure that the problem is worth solving. In particular, Hevner et al.’s [9,
p. 83] Guideline 2 (Problem Relevance) states “the objective of design-science research
is to develop technology-based solutions to important and relevant business problems”.
In addition, for further clarity on the problem and its relevance, it should be described
in a ‘holistic fashion’ [17, p. 15]. For the “Design and Build” phase, the practitioner
focus is to ensure that the process is well organised. For instance, ensuring there is a
clear plan/timeline and outlining the problem solving method [18]. This enables
techniques such as agile methods to be included and described as part of the artefact
development. From an “Evaluation” perspective, the key focus is on the results of the
demonstration in relation to the performance of the artefact in solving the problem

Table 1. (continued)

Worth solving

What is the contribution to the body of
knowledge?

“The main objective is to create knowledge through
meaningful solutions that survive rigorous
validations through proof of concept, proof of use,
and proof of value. Therefore, it is absolutely not a
requirement of successful design science manuscripts
to have an explicit tie to theory” [25, p. 6]

What is the format of contribution? Mathiassen et al. [18] outlined five contribution
formats: (i) experience report, (ii) field study,
(iii) theoretical development, (iv) problem-solving
method, and (v) research method
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outlined. Criteria measuring the performance can include: (i) quality, (ii) usability,
(iii) efficacy, and (iv) validity [19]. Finally, “Business Impact” is highly important
because it clearly outlines the practical project contributions in relevant business ter-
minology. For instance, Ward et al. [20] outlines four types of explicitness when
detailing impacts, namely: (i) financial, quantifiable, measurable, and observable.
Using a scale like this or otherwise will provide a clear indication of the impact of the
artefact but should also outline where the impact is located, be-it locally within the
organisation or at a more general/industry level. In addition, the significance of the
component spanning the three phases is to depict the notion that a business impact can
come from any of those phases. For instance, the scoping of a problem in itself could
unearth potential benefits not seen before the scoping took place.

Researcher (Rigour)
Mirroring the practitioner side of the canvas, the researcher side follows the same
principles, but promoting the rigour aspects of a DSR project. Just as “Problem Def-
inition” on practitioner side looks at whether the problem is worth solving, the
researcher side asks question if the problem is worth researching. To answer this
question, Gregor and Hevner [19] developed their problem maturity/solution maturity
matrix to determine the research contribution potential from a DSR project. Alterna-
tively, the identification of a research gap or call for research can determine the aca-
demic value in researching a particular problem [21]. For the “Design and Build”
phase, the key rigour focus is on documenting the research process (MR), which
includes the use of: research methods, theories and existing research. Moreover, the
mapping of the problem solving method (MPS) and research method (MR) provides
transparency on the alignment and overlapping rigour of each method. For an “Eval-
uation” aspect, the key focus is the findings from reflecting on the DSR process. This
type of evaluation is quite different from examining the performance of the artefact as it
enables the ability to explore through design [22, 23]. Moreover, to facilitate this type
of evaluation, an inductive mind-set and capability for “reflection-in-action” [24] is
needed. Finally, the researcher side has “Research Impact”, which sets out the con-
tribution to the body of knowledge. Such impact can come from any of the three phases
within an iteration. Moreover, an important distinction to make is that the contribution
required is to the body of knowledge not necessarily to theory. As stated by Goes
[25, p. 6] “it is absolutely not a requirement of successful design science manuscripts to
have an explicit tie to theory”. However, to ensure contributions are classed correctly
the format or style of contribution can be identified using Mathiassen et al.’s [18] five
contribution formats: (i) experience report, (ii) field study, (iii) theoretical development,
(iv) problem-solving method, and (v) research method.

2.1 Canvas Usage

The design of the canvas has evolved to fulfil a number of primary needs for practi-
tioners as they undertake DSR. These needs include: (i) facilitating a common
understanding of the role of research and practice in DSR projects, (ii) providing a
visual guide with clear language on how to complete a DSR project, and (iii) providing
a visual template to facilitate communication and collaboration.
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The primary use for the canvas has been to provide a platform for developing a
shared understanding on DSR for practitioners. From a very superficial perspective,
DSR can look very much like any other project that is executed on a daily basis in
industry. This can lead to the misconception that following the same routine will fulfil
the requirements of a DSR project. As a result, an understanding on the alignment of
research and practice must be first gained before initiating a DSR project. The canvas
fulfils this need by providing a mental model from which practitioners can begin to grasp
the role of practice and research. By positioning the respective tasks in relation to the
central concepts of DSR, it becomes easier to internalise the nature of a DSR project.

Moreover, the canvas provides a visual guide for practitioners for completing a
DSR project. Firstly, the canvas provides a simple and visual conceptualisation of all
the components of a DSR project and their links to each other. In addition, by using
clear and simple language, the definition and role of features such as artefact, evalu-
ation, iterations, and contributions can be operationalised in a more efficient fashion. In
using the canvas, it is necessary to complete all the sections of the central pillar for each
iteration. However, while the problem has to be defined on the first iteration, upon
review in subsequent iterations it may or may not change. In contrast, for the two sides
of the canvas it is not necessary to fill out each section for each iteration. For instance,
it may not be until iteration 2 or 3 before the research significance of the problem is
explored.

Another use of the canvas is to facilitate the communication of the project to
interested stakeholders such as: project supervisors (industry/academic), project par-
ticipants, or future collaborators. Modes of communication can be through the likes of
using the canvas as a wall chart onto which sticky notes can be used to record or plan
project actions (see Fig. 2 for examples on earlier versions of the canvas). This will
primarily involve project supervisors and provide the opportunity to discuss the pro-
ject’s current and future status. The canvas can also be used in the form of a presen-
tation template to facilitate communication to a wider audience.

Fig. 2. Examples of the canvas being used to facilitate communication
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3 Research Methodology

Underpinning this research is a longitudinal study, which incorporates data from 48
practitioners over the course of 30 months (still ongoing). Of the 48 practitioners, 34
had completed a 12 month DSR project, with the other 14 in the later stages of
completion. The DSR projects were unique to each practitioner and focused on
developing artefacts to solve data problems. Examples of the types of artefacts,
included: (i) dashboards, (ii) data models, (iii) analytical models, (iv) data strategies,
and (v) governance frameworks.

Data was collected through two main methods: (i) participant observation, and
(ii) survey. Participant observation was primarily carried out during meetings with the
practitioners as they progressed through the DSR process. In these discussions, all
aspects of the design research methodology were covered, with particular emphasis on
supporting the practitioner achieve a successful outcome. These meetings were an
excellent insight into how the practitioners were progressing with the programme, but
also into how they were coping with becoming a practitioner-researcher. The meetings
amounted to over 150 h of one-to-one/group sessions and were documented in terms of
written notes, pictures of white-boarding sessions and follow-up emails. In addition,
once the practitioners had completed their DSR project, they were asked to fill out a
survey. The survey was in free text format and asked for their views on DSR, namely
the key challenges and benefits in going through the process.

Once collected, the data was analysed using the PDSR canvas as a lens. In par-
ticular, the data was analysed from two perspectives (i) relevance, and (ii) rigour.
Moreover, subcategories within this dichotomy equated to the four outlined compo-
nents of DSR (problem definition, design and build, evaluation, and impact). Having
coded the data to this structure it was then synthesised into Table 3. This further
enabled an in depth examination of how practitioners undertake DSR and provided
insights into the challenges and benefits of doing so.

4 Findings

This section outlines the resulting findings from the analysis of the data collected.
Detailing the challenges and benefits for practitioners undertaking DSR, the findings
also provide insights into the role of the academic in facilitating practitioner
engagement.

4.1 Relevance Challenges and Benefits

A key relevance challenge for the practitioners when defining if a problem was worth
solving was the task of refining the problem. For some this was the first time they went
beyond superficial root cause analysis to conduct a rigorous deep dive into the problem.
This challenged them in the sense that when it came to DSR it was difficult to grasp if
“you only needed one problem for the whole project or one problem per iteration”.
Moreover, that high level of introspection often put practitioners down paths they had
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not envisaged, which required them to be very agile in their approach and mind-set. For
instance, one practitioner mentioned that “I found myself changing my approach during
the project which I suppose ultimately worked out OK, but was very disconcerting at
the time”. However, the key benefit they gained was a number of “new skills and
expertise to consider problems”. In particular, the ability to “ask the right questions”
while also being “less inclined to dive into action mode”, demonstrates an increased
maturity in taking time to fully understand the problem.

When ensuring the project was well organised (under Design and Build), a key
challenge encountered was the alignment of project methodologies, such as agile with
the research methodology of DSR. Very similar to the challenge in problem definition,
the frequency of agile iterations to DSR iterations was particularly difficult. On the
other hand, the benefit gained included an increased ability to solve data problems,
which was the focus of all the DSR projects. In addition, the use of DSR along with
other project methodologies was deemed useful in keeping the project on track with
solving the problem.

From an evaluation perspective, a key challenge was on timing. Practitioners found
it difficult to know when they should start evaluating or when an artefact was devel-
oped enough to evaluate. This would come from a more traditional waterfall style
approach to development where evaluation would always come at the end of devel-
opment. By promoting the notion of low fidelity artefacts, practitioners began to realise
the value of evaluating as early as possible and the range of techniques (formal/
informal). One practitioner noted “it changed the way I think and evaluate”. The
benefit was also felt by the organisations of the practitioners as one person noted “they
(the organisation) now understand why I demand rigour”.

From an impact aspect on the relevance side of the canvas, the challenge for the
practitioners was the level of evidence needed to support the impact their artefact had.
For some, impact would have never been measured after implementation, much less
linked back to the original problem. Of concern was the level of insensitivity in some
organisations to impact estimates due to a lack of clear and consistent guidelines on
impact measurement. Due to the lack of these guidelines, people were able to put any
figure on the potential impact with the knowledge that it would never be accurately
measured. For others, there was a fear in outlining positive benefits of a project as it
would be seen as a current weakness that should have never existed. However, once the
practitioners undertook the impact analysis, they found themselves to be “more critical
in evaluating business benefits” but also uncovering more impacts. For instance, for the
last 16 completed projects, a total financial benefit was estimated at €40 million of
which 75% was starting to be realised at the time of estimation. In addition, they not
only saw the value of a critical assessment of impact at the end of a project, but noted
the organisational advantage of doing it at the start of the project.

Finally, it is interesting to note that practitioners have challenges with the practical
side of a DSR projects. While they are familiar with managing projects that are focused
on solving problems, there seems to be more of an emphasis on action/development
tasks and less on problem refinement or critical impact evaluation. Practitioners have
no issue with finding problems to solve but don’t seem to know if it’s the right problem
to solve or (in the case that it is) when the problem is solved.
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4.2 Rigour Challenges and Benefits

From the research aspect, a key challenge was consuming the literature. Unsurpris-
ingly, one practitioner noted that the “literature was heavy going”. In addition, the
sourcing of a problem that was worth researching as well as solving was a predictable
challenge. However, given that it was a challenge their increased ability to frame or
classify problems was noted. This would have come from the requirement of linking a
context-specific/local problem to a more generalisable area in literature. Moreover, one
practitioner noted the value of doing “research to see if anyone else solved it or part of
it already”.

When documenting the research being used in the design and build of the artefact,
one practitioner noted the challenge in “leveraging research in a meaningful way”.
However, once familiar with the literature, practitioners appreciated the “value in the
existing knowledge base” and the support it provided in “helping with business
problems”. Moreover, the “need for documentation” was often seen as a challenging
task, but was overcome quite easily by many through the use of a personal learning
journal or through the simple act of writing emails to oneself. For some, they got to
realise they were already “doing research but didn’t realise it”.

It was interesting to note that there was a conscious perception of “switching mind-
set from a practitioner to researcher” during the DSR process, especially in evaluation
where they were asked not just to measure the artefact but to reflect on it also. This is
itself a major difference from the previous quote which was about “doing” DSR versus
“being” a DSR researcher. However, the benefit from becoming more reflective was
noted. For instance, one practitioner learned to not “settle for the first solution that
presents itself”.

Finally, from an academic impact perspective, the challenge of addressing the con-
tribution to knowledge was highlighted. However, the dual role of practice and research
and “solving a problem and generating knowledge” was appreciated along with the
learning that could be gained from research. Moreover, one interesting benefit that was
also mentioned was “improved writing and storytelling”, something of vital importance
for communicating impacts for the practitioner and academic communities. This ability
was further showcased with a yield of 11 published papers in academic and industry
outlets. More importantly, 5 of the practitioners have decided to extend their research
capability and journey by committing to a part-time PhD, with another 5 in the pipeline.

It is unsurprising to note that the practitioners were challenged with the Researcher
(rigour) aspects of DSR. Yet, they were not insurmountable and did provide a lot of
benefits once they were overcome. For instance, there is an appetite for research
literature, with a value placed on its utilisation in solving real problems. However,
when it’s hard to consume, it does create an engagement barrier for practitioners. What
is also interesting is the fact that some practitioners realised they were already carrying
out tasks that were defined as research tasks. This indicates the closeness of DSR to the
day-to-day practices, especially as these tasks are located on the researcher side. It also
highlights that the gap exists between practice and research within the IS domain may
not be that difficult to bridge through the use of DSR. The need to be reflective was also
outlined as a challenge, but one that again provided value and marked a changing mind
set from practitioner to practitioner-researcher.
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4.3 Role of the Academic in Facilitating Practitioner DSR

As well as observing and reflecting on the challenges and benefits of practitioners, the
role of the academic was also examined with particular focus on facilitating the
practitioners through the DSR process. In essence, the academic facilitates the prac-
titioner in all aspects of DSR (practitioner and researcher), most of which are for-
malised in the PDSR canvas and supporting questions/tools. However, there are aspects
that are not as easily codified. The following section highlights these aspects to help
academics further guide practitioners along the DSR journey.

During the problem definition, the role of the academic mentors facilitated the
practitioner by primarily providing an external challenge to the problem defined and the
status quo of the organisation. The challenge would mainly come in the form of
questioning (i) the value/importance of a problem, (ii) the clarity of its description, or
(iii) the cultural norms of the organisation. This facilitated the practitioners in calling
out wicked problems in a less unbiased fashion with respect to the local context and
practitioners’ role. In addition, the academic’s knowledge of literature would be
leveraged to validate the worthiness of the problem from a research perspective.

While the artefact was being developed, the academic mentors pushed for lo-fi
artefacts to enable quicker evaluation and as a result a completed iteration. As already
mentioned, the concept and timing of a DSR iteration is a challenge for practitioners.
Moreover, this challenge increases the longer a practitioner stays within the first itera-
tion. As a result, the quicker a practitioner gets through an iteration, the quicker they get
a handle on the concept of an iteration and how it ties to project methodologies.
However, going through an iteration too quickly may result in a poorly defined problem.
This in-turn requires a balanced approach. In addition, a key part in facilitating a
practitioner doing DSR is to describe the concept of the iteration. The standard
understanding of an iteration is that you define the problem, design and build the
artefact, and evaluate the artefact (each phase singular in nature). However, a problem

Table 2. DSR Challenges and benefits for practitioners

Practitioner (Relevance) Researcher (Rigour)

Problem
Definition

Challenge: refining the problem Challenge: research literature hard to consume and
finding a suitable problem for research

Benefit: new skills to consider
problems

Benefit: better ability to frame or classify problems

Design
and Build

Challenge: aligning project
frameworks such as agile with DSR

Challenge: leveraging research in a meaningful
way

Benefit: increased ability to design
and build a solution

Benefit: value of existing knowledge base

Evaluation Challenge: knowing when to start
evaluation

Challenge: switching to the mindset of a researcher

Benefit: better process for
evaluating actions

Benefit: being more reflective and objective

Impact Challenge: the level of evidence
needed to demonstrate impact

Challenge: defining contribution to knowledge

Benefit: more critical in evaluating
business impacts

Benefit: improved knowledge dissemination skills
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can be defined and refined a number of times before a design and build is attempted,
multiple versions of an artefact can be built before it is evaluated, and an evaluation can
be carried out a number of times. This expands the number of ways in which an iteration
can be described from one to eight. More importantly, it allows a more agile approach to
completing an iteration and a way of aligning different project methodologies with DSR.

When it comes to evaluation, the academic mentors facilitate a wider range of
reflection beyond the performance of the artefact. Such reflection includes: (i) the
journey of the practitioner-researcher, (ii) the problem solving process, (iii) the research
process, (iv) out of scope impacts, and (v) the surrounding organisational context and
culture. The aim is to get the practitioner to look beyond the focus of the solution to
appreciate the overall interestingness of the project. Moreover, the ability to commu-
nicate this novelty is also facilitated.

Finally, facilitating the practitioner in disseminating project impacts, the academic
mentors have provided appropriate channels and opportunities for the practitioners to
publish their contributions. These opportunities range from (i) local poster presenta-
tions, (ii) international workshops, (iii) special issues in peer reviewed journals, and
(iv) co-authorships in industry research outlets. Without providing these opportunities
for publication in a format that suits practitioners (e.g. short-form articles and quick
publishing cycles), very few of the practitioners would have fully engaged in the
dissemination process.

5 Discussion and Conclusion

With access to 48 practitioners undertaking DSR, this paper is unique in the perspective it
offers. Indeed, very few papers outside of Mathiassen and Sandberg [27] provide such an
insight into practitioners doing IS research. In addition, not only does the paper highlight
a successful model of DSR in the form of PDSR, it provides new insights into that success
and examines current assumptions around DSR and practitioner engagement.

As expected, finding a problem worth solving was not a challenge for the practi-
tioners, but refining it was. Being such a very practical task, this came as somewhat of a
surprise. However, this may be a result of the assumed benefit of being close to the
problem area. A characteristic that is paradoxically at the core of DSR [9]. Yet in some
cases, practitioners may be too close to the problem area to be objective, or there may be
embedded organisational factors that create a culture that does not encourage the calling
out of problems in fear of blame or retribution. In contrast, as expected the practitioners
did have an issue in resolving the research worthiness of a problem. Difficulty with
literature was cited as a key challenge, but once mastered, practitioners appreciated the
value of research in their work. This is very positive to hear, as it not only shows an
appetite for research, but also a practical appreciation for the research skills/techniques
being developed. More specifically, it demonstrated to practitioners that DSR is not just
an academic exercise, but has tangible/practical value also. For instance, it not only
solved problems of significant extrinsic value, but the practitioners also felt there was
intrinsic value in the research techniques they used, which could be applied to their work.

In addition, the success of the practitioners and PDSR indicates the untapped
potential of practitioners for the IS research community. In a very welcome and recent
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call-to-action, Peppard et al. [28] highlight the lack of research on the people engaged
in “real work” and “actual practices” (p. 3) within an IS strategy context. Their solution
is that “researchers will have to get their hands dirty” and deeply immerse themselves
in organisations. While wholeheartedly agreeing with this counsel, it doesn’t recognise
the potential for practitioners in contributing to this resolution. This may be a simple
oversight, but it is nonetheless indicative of engaged scholarship in the IS domain
[cf. 10]. Moreover, one of the contributions of this paper is that it highlights the
potential opportunity that practitioners present to the IS community. Rather than
crossing the research-practice divide by focusing entirely on perfecting researcher-led
engagement techniques that requires longitudinal immersion, an alternative course of
action could be to look at crossing an arguably narrower divide from the practitioner’s
side. Yet, this is not without it challenges, given the expected style and format by
publication outlets in the mainstream IS community.

Appendix

See Table 3

Table 3. Summary of the DSR iterations involved in developing the canvas

Iteration 1 (May 2014–Jan 2016:
21 months)

Iteration 2 (Feb 2016–July 2016:
6 months)

Iteration 3 (Aug 2016–to-date)

Problem
definition

Date: May 2014–Dec 2014 Date: Feb 2016–Mar 2016 Date: July 2016–Aug 2016

Description: Need to aid
practitioners in understanding the
dual role (of researcher and
practitioner) within DSR projects

Description: After the first
iteration, the need was widened to
focus on supporting practitioners
in conducting DSR projects

Description: Need to support
general IS practitioners in
conducting DSR projects

Design and
build

Date: Jan 2015–Aug 2015 Date: April 2016–May 2016 Date: Aug 2016–Sept 2016

Description: Built version 1 of the
canvas with a focus of enabling
practitioners to conduct DSR
projects. Key emphasis was to get
the practitioners to be mindful the
dual role (researcher and
practitioner) in DSR and to do
more than just routine design

Description: Version 2 of the
canvas included a modified
structure of that aimed to make it
more intuitive to use and aid
practitioners to implement the key
aspects of DSR

Description: Version 3 (see
Fig. 1) of the canvas was
designed to align more with the
language of DSR in literature and
to link to previous research for
clear guidelines on how to
complete the sections on the
canvas (see Table 2). The link to
literature was also to make the
canvas itself more robust and
potentially more consumable by
practitioners outside of the reach
of the authors

Evaluation Date: Sept 2015–Jan 2016 Date: June 2016–July 2016 Date: Ongoing

Data sources: (i) request for
comment, (ii) conference paper
review, (iii) use in 16 practitioner
DSR projects

Data sources: (i) request for
comment, (ii) conference
presentations, (iii) simulation

Data sources: (i) 14 practitioner
DSR projects, (ii) conference
presentations to practice research
and DSR academic audiences

Analysis: User evaluation
highlighted good usability and
impact results. Had issues with
the structure and ability of the
canvas to represent the iterative
nature of design rather than being
a waterfall approach ending with
contributions as the last phase

Analysis: Expert evaluation
highlighted a need for more depth
and rigour to verify the emergent
structure of the canvas and
provide more guidance in utilising
the canvas

Analysis: To commence June
2017
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Abstract. Concentration on core competencies in logistics requires col-
laboration between logistics service providers in order to fulfill complex
customer demands. The increasing demand for flexibility in logistics is
facing the heterogeneity of the providers. This creates a challenging field
for planning complex supply chains. Logistics integrators are meeting
this challenge. One main issue is the retrieval of the services available in
the logistics network and their combination for planning complex supply
chains. The prototype presented in this paper supports the retrieval by
providing a customizable domain-specific dimension concept for struc-
turing services. With the help of the dimensions and a customizable
domain-specific template scheme, a dynamic matrix is created in order
to facilitate the retrieval of services matching the selected dimensions.
After retrieval, the services can be combined on a canvas via drag and
drop in order to plan complex services and simultaneously create both
their BPMN diagram and corresponding XML file.

Keywords: Logistics service map · Prototype · Service engineering ·
Service management · Cloud logistics

1 Introduction

The paradigm of cloud logistics [1] focuses on the combination of logistics ser-
vices of different logistics service providers (LSP). Based on the concentration
on core competencies [2], LSPs have to collaborate in order to fulfill complex
customer demands [3]. With a high demand for flexibility on the customer side
[4] and a high heterogeneity on the provider side [5], the business model of a
‘logistics integrator’ (LI) [6] is required to solve the resulting field of tension.
Main tasks of the integrator are the retrieval of services available in the logis-
tics network and their combination for planning complex supply chains. Due to
the heterogeneity of the services and their description, a common framework
requires a high degree of customization. Further, a domain-specific categoriza-
tion scheme for the structuring of the services is needed in order to facilitate
retrieval of suitable services during the planning phase. These issues are taken
into account by the Logistics Service Map (LSM) [7]. As the LSM is only realized
on a conceptual level, this paper’s contribution is the incremental advancement
of a prototypical implementation by answering the following research question:
How can the concept of the Logistics Service Map be implemented prototypically?
c© Springer International Publishing AG 2017
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2 Logistics Service Map Prototype Description

The LSM prototype mainly comprises a single page web application for the col-
laboration of an LI and several LSPs. Customizable concepts of structuring and
visualization support the engineering and management of the logistics services
that are available in a logistics network. In addition to the rather literature-
based functional requirements presented in [1] and the further publications
cited therein, the list of features was extended by empirical-based requirements.
Through workshops with LSP from a logistics network prior to the development
of the prototype, several features were added. Main features are the engineering
of service templates that constitute the origin of services. The customizable con-
cepts of service templates and dimensions are used to structure services. The
management and retrieval of services is realized through a matrix as a visual
structured representation that dynamically takes the structuring concepts into
account and facilitates the retrieval of services. The function of combining sev-
eral services to engineer complex logistics services is essential to the service map
concept. Empirical findings suggested Business Process Management Notation
(BPMN) to be the favored way of presenting complex services that shall be used
afterward for process management in the network.

Cooperation with regard to the exchange of information is facing several
issues, such as the LSPs’ heterogeneity of IT systems and service description.
The LSM prototype solves this issue by providing a web application, i.e. cross-
platform solution, that all network participants can use. Further, different qual-
ity levels of service descriptions are an issue. Information gaps can occur that
complicate picking the most suitable services for customers’ demand. The LSM
prototype addresses this issue by a shift of responsibility. The LI can create
service templates for certain types of services, e.g. transportation service, with
mandatory and optional attributes. LSP that want to offer their logistics service
through the LSM chose a suitable template and fill in at least the mandatory
information, e.g. mode of transport, area, and range, in order to make their
capability available as a service in the LSM. After filling in the attributes, a
new service (e.g. transportation) is created and stored in the database. Hence,
quality standards of the service descriptions can be achieved with regard to the
requirements of the LI. The LSM prototype aims at supporting the management
of the logistics services offered by the participating LSPs. In order to keep track
of a possibly large amount of services, the LSM features a domain driven struc-
turing of services in order to support filtering and visualization of services. For
this issue, the prototype contains a resource named dimension that represent
one possible aspect of services (e.g. region of provision, range of distance). With
this, the service can be sorted by distinct inherent attributes (e.g. Europe, long
distance). The matrix is a table created by selecting two dimensions and certain
templates as filters in order to narrow the selection. Underneath the matrix, a
BPMN canvas is integrated. The LI can transfer services from the matrix onto
the canvas easily via drag and drop. Complex service that consists of multiple
services can be built, while simultaneously a BPMN diagram and its correspond-
ing XML file are created for further use in other contexts.



Logistics Service Map Prototype 433

The described features and resources can be seen in Fig. 1. The LI, who man-
ages the network and plans the supply chains, is in charge of creating dimensions
and service templates that fit the network’s character and the planning style.
Afterward, LSPs willing to participate in the network and the inherent supply
chains are able to create and submit their services to the LSM with the help of
mentioned resources. During planning phase, the LI is able to filter and visual-
ize the available submitted services with the help of the matrix and to create
complex service (in BPMN and XML) with the help of the BPMN canvas.

Fig. 1. Screenshot with parts of the prototype. On the left, from top to bottom, are
the navigation bar, the dimension selection and one top piece of the matrix with the
services represented as radiused rectangles. On the right, from top to bottom, are the
bottom piece of the matrix and the integrated BPMN editor canvas underneath.

In addition to the identified requirements and features, further non-functional
requirements, such as fast development, easy maintenance and customization are
defined. Consequently, the MEAN stack paradigm [8] is applied to develop the
web-based application. This comprises the embedded components MongoDB,
Express, AngularJS and Node.js, each supporting Javascript as a single pro-
gramming language for the whole stack and thus, allows fast development. While
MongoDB offers a NoSQL document store to save all the resources, (i.e. services,
service templates, and dimensions), the purpose of AngularJS as a front end
framework is to build a single page application providing the user interface. In
the prototype, Node.js helps to build a back end web server offering a REST-
ful API along with its framework Express. Thus, a light way of communication
between the client and the back end database can be established.

The front end contains three modules to manage the resources, i.e. dimen-
sions, service templates, and services. Each of them features a view to list all
resources of the same kind as well as a view to create, update, observe and
delete single resources. During creation of service templates it is possible to
add mandatory and optional attributes for the creation of services based on
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these templates as well as the data types of the attributes, i.e. strings, numbers,
boolean (via check-boxes and radio-buttons). Further, the prototype allows to
inherit attributes, and their state of being mandatory or not, from more general
service templates to more specific ones, e.g. attributes from ‘transportation ser-
vice template’ are inherited to ‘express transportation service template’. During
creation of a service, it is necessarily assigned to one of the provided service
templates. Thus, all corresponding attributes of the template are shown to the
LSP and have to be filled in if mandatory. Before saving a service to the data-
base, required attributes and their data types are validated. In the fourth front
end module, the LI can select two dimensions and optionally a certain service
template in order to filter services to be displayed in the matrix, see Fig. 1. In
addition, the matrix page includes a canvas underneath that comes from bpmn-
js as a Javascript rendering framework and web modeler for BPMN 2.0 [9]. The
user is able to drag and drop services from the customized matrix onto the can-
vas directly as BPMN tasks in order to create complex services as BPMN 2.0
processes. After editing, they can be stored as (complex) services in the database
based on their XML code and be converted to a sub-process that is reusable in
the canvas again for creating even more complex services. A demonstration of
the prototype client can be found on the website: https://lldevelopment.wifa.
uni-leipzig.de:8093.

3 Evaluation, Significance of Results, and Outlook

The Framework for Evaluation of Design Science Research (FEDS) [10] was
applied to the created artifact. Goal is to show its usefulness with the help of a
‘Quick & Simple’ strategy. The evaluated properties, which have been chosen to
be proved by a group of logistics experts, are usability, flexibility, and compre-
hensibility. The group of four experts had to model logistics services given by
written service descriptions and to create a complex logistics service consisting
of some of the given services. Finally, an XML file of the complex service for
BPMN had to be produced. The evaluation group rated the properties to be
fulfilled partly as comprehensibility was marked to have further potential. This
resulted from the fact that the users first had to acquaint themselves with the
structuring approach of the features template, dimension and category. After
explaining the features, the properties flexibility and usability of the prototype
were rated high. As a consequence, a detailed documentation of the several fea-
tures and modules of the prototype and their relations was created in order to
improve the comprehensibility of the prototype.

As the paradigm of cloud logistics is not a widespread field of research [1],
such a prototypical implementation is an innovative artifact for the research com-
munity that enables researchers to conduct further field experiments. Several
domain-driven structuring approaches and template variants can be analyzed
towards their suitability from a empirical perspective. With the high evaluation
of the properties flexibility, usability as well as with the fulfillment of the func-
tional requirements (i.e. the support of engineering and management of simple

https://lldevelopment.wifa.uni-leipzig.de:8093
https://lldevelopment.wifa.uni-leipzig.de:8093
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and complex logistics services from heterogeneous sources) a high significance
to practice is confirmed. Especially, the functions of structuring, retrieval and
combination of logistics services and the subsequent creation of BPMN graph
and XML for further usage are fulfilled. LSP can benefit from such an artifact by
a common standard in logistics network that enbales them to collaborate easily.
LI benefit from an increased speed of engineering different process alternatives.

Future work comprises multi-user features like authentication or assignment
permissions and the automatic creation and structuring of logistics service from
electronic description. Eventually, the full integration of the prototype into the
logistics service platform of the main research project LSEM is planned.

Acknowledgment. The work presented in this paper was funded by the German
Federal Ministry of Education and Research within the project Logistik Service Engi-
neering und Management (LSEM). More information can be found under the reference
BMBF 03IPT504X and on the website http://lsem.de/.
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1 Introduction

In today’s business environment, organizations are challenged with changing customer
demands and expectations, competitor pressures, regulatory environments, and increas-
ingly sophisticated outside threats at a faster rate than in years past. In order for organi-
zations tomanage these challenges, they need the ability to deliver softwarewith both speed
and stability. Yearly or even quarterly software releases are no longer the norm. Organi-
zations from technology (e.g., Etsy and Amazon) to retail (e.g., Nordstrom and Target) and
others are using integrated software development and delivery practices to deliver value to
their users, beat their competitors to market, and pivot when the market demands.

Given the complexity of the modern software and infrastructure landscape, tech-
nology transformation is a non-trivial task. Software development and delivery include
several key capabilities: strong technical practices, decoupled architectures, lean man-
agement practices, and a trusting organizational culture. Technical teams and organiza-
tions are left with an increasingly long list of potential capabilities to develop to improve
their ability to deliver software. Technology transformation is a portfolio management
problem, with technology leaders must allocate limited resources for to a broad spectrum
of potential areas for capability improvement to deliver the greatest benefit.

Having a view to an organization’s current performance is key to any improvement
initiative. Formal assessments are one way to achieve this visibility. Assessments and
scorecards are not a new idea (e.g., CMMI [1]), but the industry has yet to find ways
to holistically measure and assess technology capabilities in ways that are based in
research and are repeatable, scalable, and offer industry benchmarks. Currently, most
commercial assessments consist of interviews conducted by a team of consultants [2].
These are heavyweight, expensive, not scalable, and subject to bias from the facilitators
(for example, a covert goal can be to try to sell software or continued consulting
services). Furthermore, by their nature, these assessments are myopic and only offer a
comparison within the firm. Most commercial assessments do not have external data;
research shows comparison benchmarks can drive performance improvements.

The DORA (DevOps Research and Assessment) platform presented in this paper
seeks to address these limitations. We do this in three stages. First, we build our
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assessment on prior research that investigates capabilities and drives improvements in
the ability to develop and deliver software. Second, we refine our assessment on
psychometric methods that are statistically valid, reliable, and therefore consistent and
repeatable. Third, we build our platform on a SaaS model that is scalable and provides
industry-wide benchmarks.

2 Foundation

The traditional waterfall methodology treats development as a highly structured process
that inhibits rapid software development. As a methodology, it does not allow developers
to quickly respond to market and needs, nor to incorporate feedback from discoveries
during the delivery process. The Agile manifesto and related agile methodologies
emerged as an attempt to address limitations to traditional waterfall methods by lever-
aging feedback and embracing change through short incremental, iterative delivery
cycles. While agile methods address aspects of the challenges seen in traditional
methodologies and help to speed up the development process, they are often subject to
limitations in the planning (i.e., upstream) and deployment (i.e., downstream) stages.

In response to these developments, the DevOps movement was started in the late
2000’s. One notable difference of DevOps from agile is its extension of agile processes
beyond the development role downstream into IT operations. Additional differences
include the application of lean manufacturing concepts, such as WIP limits and visu-
alization of work. Finally, and most importantly, DevOps highlights the importance of
communication across organizational boundaries and a high-trust culture [3]. To
maintain competitive advantage in the market, enterprise technology leaders are
undertaking technology transformations to move from traditional and agile method-
ologies to DevOps methodologies that are continually improved.

Understanding where an organization currently performs (i.e., measuring and
baselining performance) is important to any continuous improvement initiative (e.g.,
[4]). Many organizations lack the instrumentation or expertise to measure their capa-
bilities in a holistic way, and therefore seek external assessment options.

The research to support this type of assessment exists, both in industry reports (e.g.,
[5–7]) and in academic papers (e.g., [3, 8]). However, for several reasons, there cur-
rently are no direct ways for technology leaders to apply these findings to their
organizations with easy, scalable methods. First, current methods focus on qualitative
approaches, which are not scalable and are not appropriate for comparison across time
periods and organizations. Second, few in industry understand how to apply behavioral
psychometric models and methods; nor do they sufficiently understand analysis,
research design, and implementation requirements. Third, team members may not feel
safe reporting system and environment performance to internal leaders, but do feel
safer reporting to an external anonymized SaaS system [9]. Finally, the unavailability
of external benchmarking data to drive performance comparisons, and the inability to
measure improvement quantitatively over time in relation to changes in the rest of the
industry, prevents teams from understanding the dynamic wider context in which they
operate. This can lead to teams failing to take sufficiently strong action, and falling
further behind the industry over time.
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3 The DORA Assessment Tool

To address the aforementioned challenges, the DORA assessment tool was designed to
target business leaders, either directly or indirectly (i.e., through channel partners such
as consultancies or system integrators, who can offer the assessment as part of a larger
engagement). The DORA assessment tool process is illustrated in Fig. 1.

The DORA Assessment Platform is built using PHP and is a SaaS solution hosted
in AWS, with the data stored and processed in AWS East Region 1 with two inde-
pendent availability zones for disaster recovery. The tool collects no personally iden-
tifiable information (PII) and stores no IP addresses, making the assessment and
analysis appropriate for use in all geographies (for example, the assessment meets UK
privacy law guidelines).

3.1 Measurement Components

IT performance is comprised of four measurements: lead time for changes, deploy
frequency, mean time to restore (MTTR), and change fail rate. Lead time is how long it
takes an organization to go from code commit to code successfully running in pro-
duction or in a releasable state. Deploy frequency is how often code is deployed.
MTTR is long it generally takes to restore service when a service incident occurs (e.g.,
unplanned outage, service impairment). Change fail percentage are the percentage of
changes that result in degraded service or subsequently require remediation (e.g., lead
to service impairment, service outage, require a hotfix, fix forward, patch).

Key capabilities are measured among four main dimensions. The technical
dimension includes practices that are important components of the continuous delivery
paradigm, such as: the use of version control, test automation, deployment automation,
trunk-based development, and shifting left on security. The process dimension includes
several ideas from lean manufacturing such as: visualization of work (such as dash-
boards), decomposition of work (allowing for single piece flow), and work in process
limits. The measurement dimension includes the use of metrics to make business
decisions and the use of monitoring tools. And finally, the cultural dimension includes
measures of culture that are indicative of high trust and information flow, the value of
learning, and job satisfaction.

Fig. 1. Assessment tool process
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3.2 Survey Deployment

The DORA assessment surveys technologists along the full software product delivery
value stream (i.e., those in development, test, QA, IT operations, information security,
and product management). This is different from other assessments in that all technol-
ogists are polled and not just a handful, and practitioners on the ground are assessed, not
just leadership. The surveys include psychometric measures that capture system and
team behaviors along four key dimensions: technical, lean management, monitoring,
and cultural practices. Completing the survey takes approximately 20 min, and draws on
prior work (see [2, 4–7] for the latent constructs that are referenced in the assessment).

The engagement model for the DORA assessment is one where technology leaders
can act on results analysis provided. This may mean looking to internal champions and
technical expertise, or it may mean engaging consultants to build out roadmaps and act
on the guidance provided. When running an assessment, a survey manager meets with a
client to determine the right sampling strategy for optimum data collection. The survey
manager then partners with the client to send survey invitations to the client teams, and
the platform collects responses.

At the end of data collection, the responses are analyzed, and the reports are
generated. These reports are sent to the client management team, and optionally, to the
client teams. The DORA assessment tool delivers the following: 1. Measurement of
key capabilities described above; 2. Benchmarking these key capabilities against their
own organization, the industry, and their aspirational peers in the industry; and
3. Identification of priorities for high impact investments for capability development.

4 Case Study

We present a case study demonstrating the utility of the DORA platform. Fin500 is a
Fortune 500 company, and one of the ten largest banks in the United States. The
company focuses on an innovative approach to customized services and offerings; this
innovative approach requires an ability to develop and deliver quality software with
rapidly. The Fin500 team was interested in the DORA assessment platform because the
various measurement and assessment tools they had been using were either too narrow,
too complicated, didn’t offer actionable insights, or didn’t show them how they com-
pared against the industry. Crucially, these other tools didn’t identify which capabilities
were the most important for them to focus on first. Only the DORA platform provided a
solution that provided all three things: holistic measurement, an industry benchmark,
and identification of most important capabilities.

Following assessments across 17 teams and seven business units, DORA’s analysis
identified two key areas for capability development: automating change control pro-
cesses and trunk-based development. Trunk-based development is a coding practice
characterized by developers using one single mainline in a code repository; branches
have very short lifetimes before being merged into master; and application teams rarely
or never having “code lock” periods when no one can check in code or do pull requests
due to merging conflicts, code freezes, or stabilization phases.
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While the team was aware that their change approval processes were a likely
candidate for improvement, the analysis provided an evidence-based second opinion,
providing the necessary leverage to prioritize it. Trunk-based development proved to be
a bigger challenge: some were skeptical that this would be a key driver for IT per-
formance improvement. But the analysis was clear; these capabilities were key.

Fin 500 created organization-wide working groups and workshops on branching
strategies and worked to reduce the amount of manual approvals happening in their
change approval processes. In just two months, the team was able to increase the
number of releases to production from 40 to over 800. Furthermore, this improvement
occurred with no increase in production incidents or outages.

The teams and their leadership also commented on the value of participating in the
assessment, since the survey itself highlights and reinforces behaviors and best prac-
tices across the dimensions described above. The DORA assessment becomes both a
measurement and a learning opportunity, creating a shared understanding of how to
drive improvement across the organization. A screencast of the DORA platform can be
seen here: http://bit.ly/2k5SYJW.
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Abstract. Learning and conducting Design Science Research (DSR) are
complex undertakings, for which there is little assistance other than publications
describing how to do them. They include many activities which must be mas-
tered and coordinated, sometimes when doing them for the first time. This paper
describes a new tool, DScaffolding, developed to support novice DSR
researchers in learning DSR while conducting DSR research projects. DSR
activities are supported within an existing mind-mapping tool (MindMeister),
through the use of features such as (1) integrating MindMeister with literature
management and annotation tools, (2) prompting for needed inputs, (3) tracking
incomplete tasks, and (4) automatically piping information from one activity to
another activity and ensuring consistency of information. An initial version of
DScaffolding was evaluated formatively. The prototype is available as a plugin
for Google Chrome at the Chrome’s Web Store.

Keywords: Strategic reading � Root cause analysis � Mind mapping

1 Introduction

We have developed DScaffolding (Design Science Scaffolding), a mind-map template
together with companion scripts that guide and partially automate filling this template
for a DSR project. This functionality supports approaches for DSR tasks, including
Colored Cognitive Mapping (CCM) for DSR [1], an enhanced version of FEDS [2],
and RMF4DSR [3], as well as other more general DSR activities, such as requirements
identification and definition.

2 Design of the DScaffolding Artifact

Our main insight is to envision support for DSR as a mind mapping activity, based on a
template that holistically provides guidance and supports actions. As the research
moves ahead, branches of the template map are elaborated as they become relevant.
The branches in the template account for the main DSR activities: Describe Practice,
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Explicate Problem, Formulate Design Theory, Define Requirements, Design Artifact,
and Evaluate Artifact (nominally, but not necessarily, in that order). Figure 1 depicts
the central part of DScaffolding’s DesignScience template for a new project. Many
details are not shown. DScaffolding significantly extends traditional map mapping to
assist researchers in conducting DSR activities. DScaffolding’s long aim is at turning
the underlying mind-map editor (MindMeister) into a DSR-aware assistant. Assistance
is realized in different ways depending on the DSR task at hand: the use cases.

2.1 Use Cases: DSR Activities Supported by DScaffolding

Table 1 outlines the main DSR activities (or use cases) and their support in DScaf-
folding. Support ranges from checklists – that reminds students about the main DSR
concerns – to automatic draft generation of some parts of the mind map, to be later
elaborated by the student (“head-start rendering”). Next, we provide some details.

Root Cause Analysis (RCA). Researchers need to “play around” with causes (and
consequences) as they gain insights about the problem. DScaffolding facilitates
“playing around” with RCA diagrams. Changing the problem focus or shifting cause
for consequences, and vice versa (a common problem for newcomers) is just a drag and
drop away. No need for the cumbersome re-arrangement of nodes and arcs. Rather
DScaffolding supports these operations as primitives.

Fig. 1. DesignScience template when first opened

Table 1. DScaffolding assistance.

Activity (or use case) Assistance Theoretical
underpinnings

Problem analysis Re-arrangement of RCA trees
Strategic reading Tracking of annotation

repositories
[4]

(Meta-)Requirements identification and
determination

Head-start rendering [5]

Design theorizing Head-start rendering [6]
Risk management CheckList [3]
Evaluation CheatSheet [2]
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(Meta-)Requirements Identification and Determination (Choice). Colored Cogni-
tive Maps (CCMs) have been proposed to derive candidate solutions to the problem
[1]. It does so through two CCMs (see Fig. 2). First, a CCM of “the problem as
difficulties” where the focus is on what is undesirable about it (i.e. consequences), and
what causes the problem. Second, a CCM of “the problem as solutions”, which focuses
on the solution of the problem, what benefits would accrue from solving the problem,
and what causes of the problem might be reduced or eliminated to solve the problem.
DScaffolding helps by providing a head-start for the “Assess Problem as Solutions”
tree, which is automatically derived from the Assess Problem as Difficulties” tree (see
Fig. 2). Both trees are kept in sync so that, e.g., adding a new cause results in creating a
new research opportunity by addressing this cause.

Strategic Reading. “Strategic reading” is the process of extracting evidence from the
literature that sustains or informs a DSR project, including literature supporting the
RCA, extant solutions, and technologies supporting a designed solution/artefact.
Focusing on RCA, we conceive of RCA and reading as two inter-related processes,
which feed off each other: RCA progresses as new insights are obtained from the
literature while the literature relevant to the concerns that arise during RCA is scruti-
nized. DScaffolding helps by automatically copying annotations of literature made
while reading in Mendeley into the mind map. Annotation nodes are to cause or
consequence nodes for which they provide support or evidence (see Fig. 2).

Design Theorizing. Autility theory “makes an assertion that a particular type or class
of technology (i.e. a meta-design)… has (some level of) utility (or usefulness) in
solving or improving a problematic situation (with specified characteristics)” [6]. An
example of a Utility Theory Form would be “Solution technology X (when applied
properly) will provide utility A to solve problems of type Y”. DScaffolding provides a
head-start by suggesting such forms out of the nodes already gathered in the map.

Risk Management. Checklists help ensure that key risks are not overlooked.
Pries-Heje et al. propose one such list about things that could go wrong or have gone
wrong in other projects (i.e., potential risks) [3]. DScaffolding prompts users to identify
relevant risks, analyze the chances of and consequences of incurring any of those risks,
assists in prioritizing risks, and integrates selected risks with later risk treatments, e.g.
through early formative evaluation.

Fig. 2. DScaffolding map. Leaves (quotes) are automatically generated out of user annotations
in Mendeley and Hypothes.is. Map available at https://www.mindmeister.com/830267652
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Evaluation. Evaluation should be in line with the nascent Design Theory. By gath-
ering all information in a single place, DScaffolding helps by checking that evaluation
hypotheses serve to back issues relevant to the current Design Theory. Furthermore, it
also helps to arrange evaluation scenarios in line with the FEDS framework [2].

3 Significance to Research

DScaffolding could contribute to the area of Design Science Research in the following
ways.

• DScaffolding embodies the first conceptual integration of Stakeholder Analysis,
CCM/RCA, Requirements, Design, Evaluation, Design Theorizing, and Risk
Management in DSR. This then allows piping of inputs to subsequent or related
activities.

• DScaffolding more specifically provides a first integration of CCM4DSR,
FEDS/MEDS, and RMF4DSR into a single tool.

• DScaffolding also provides the first integration of the MindMeister, Mendeley, and
Hypothes.is platforms to support Strategic Reading in DSR. Its integration mech-
anisms could also be applied to support Strategic Reading in other areas than DSR.

• DScaffolding also supports redundancy in mind maps to improve usability and is
the first tool to use of pipes to keep redundant parts in sync (in MindMeister).

4 Significance to Practice

DScaffolding pursues the following benefits to the practice of Design Science
Research.

• DScaffolding provides guidance, advice, and support for novice DSR researchers,
making it easier to learn.

• DScaffolding operationalizes and supports DSR practices, thereby improving the
efficiency and effectiveness of DSR.

• Appropriate use of DScaffolding can improve the documentation of DSR activities,
thereby facilitating understanding, replicability and ability to publish, and
improving the quality of DSR outcomes.

• DScaffolding facilitates research supervision and collaboration by providing a
sharable, Web-accessible, common-ground mind map that makes it easier to
monitor progress and spot missing parts.

5 Evaluation

DScaffolding has been taught in workshops and as part of a DSR course in different
European and Australian universities. Formative usability evaluations were conducted
about first impressions on the use of the tool with positive feedback. Table 2 below
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shows the aggregate results from four of the questions. All ratings questions in Table 2
were answered on a 0–10 scale, with 0 being not at all and 10 being extremely easy or
100% certain. 16 respondents answered questions 5 and 6 about DScaffolding as a
whole. Question 9 asked those respondents who had applied DScaffolding to their own
research to rate how likely they were to continue to use DScaffolding on their research
project. Fifteen respondents answered question 10 as to how likely they would be to
use DScaffolding on a future research project. Detailed results for ratings questions
concerning different specialized areas of DScaffolding and open comments will be
reported elsewhere.

6 Availability and Documentation

DScaffolding is available as a Chrome extension at the Chrome’s Web Store: https://
chrome.google.com/webstore/detail/hkgmnnjalpmapogadekngkgbbgdjlnne. Videos are
provided for

• Installation: https://youtu.be/hl6pnJGbVXY
• Root-Cause Analysis: https://youtu.be/kaBTmCr2JWA
• Strategic Reading: https://youtu.be/jHP1MiqjVBM.

Acknowledgments. This work is co-supported by the Spanish Ministry of Education, and the
European Social Fund under contract TIN2014-58131-R. Contell has a doctoral grant from the
University of the Basque Country.
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Abstract. In exploratory design science research, research questions emerge as
the design process progresses. Researchers are faced with the complex task of
reconstructing design rationale, i.e. retrospectively scrutinizing certain aspects of
the design process. While such a task may be challenging due to social and
technical complexities, we present a software prototype to support design pro-
cess exploration. The software produces visualizations and facilitates explo-
ration by scanning design process data from source code repositories and
document collections. We tentatively assess the software by accounting for its
use in two design science research projects. Implications for research and
practice are discussed.

Keywords: Design science research � Action design research � Design
rationale � Repository � Document analysis � Visualization

1 Introduction

Design-oriented research is often exploratory [1]. At the inception phase of a research
program, IS researchers may spot several interesting topics that are initially hard to
phrase as research questions. While design is often characterized as a search process [2]
design science research (DSR) may also be conceived in a similar manner. DSR and
other design-oriented approaches such as action design research (ADR) [3] may be
based on continual releases of software into a practice environment. The new release
may be based on (i) requirements from stakeholders (possibly based on their assess-
ment of the current version), (ii) theory proposed by researchers that ingrain the new
release, or (iii) creative work by designers and/or researchers—or a combination of the
three. Given a situation where research questions are vague, the documentation of
design rationale may be missing or inadequate. In such a research setting, there is a
series of naturalistic evaluation activities between each release [4].

Over time, given an increased understanding of the problem domain, vague
research interests emerge into well-specified research questions [5]. When this ‘shift’
occurs, there may be a need for retrospective analysis to reconstruct the design process
and the rationale behind design decisions. Such analysis may be required to understand
the steps through which the design has evolved. In an ADR context [3], for example, it
would be desirable to account for the design cycles through which design principles
have evolved. In an action research context, researchers would explain the cycles to
show the rationale for each intervention, and how each intervention contributed to
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knowledge development [6, 7]. In a similar manner, the rigor and relevance of a DSR
endeavor relies on the understanding and presentation of the iterative interplay between
theory, practice, design and evaluation [2].

As outlined above, design-oriented research highlights the cyclical character of
research; how knowledge and its rationale emerge through iterations. As a
design-oriented researcher, one must find ways to retrospectively scrutinize a design
process. Although there may be existing field notes et cetera, it may still be complex to
effectively and efficiently analyze – let’s say – a five year long design research effort.

This paper presents a software prototype to support retrospective analysis of design
processes. We introduce Design Process Explorer (DeProX), a software tool to visu-
alize and explore a design process, thus promoting sensemaking and guidance for
further inquiry. DeProX builds on (i) actual code changes in a software repository, and
(ii) discussions among stakeholders about requirements, design rationale, et cetera.

2 DeProX: The Design Process Explorer

In exploratory research, we may end up in a situation where we need to reconstruct the
design rationale in a complex design process. DeProX supports exploring and visu-
alizing past events in design processes. The main idea is to provide design process
visualizations that support researchers to quickly make sense of past events. The
visualizations are facilitated by an underlying architecture to import design process data
from various sources, and index it into a database to prepare for querying. DeProX
indexes design documentation and code, thus it brings order to and facilitates inquiry
into design history. While there exist several other software tools to analyze software
repositories [8, 9], DeProX is novel in the sense that it combines repository analysis
with analysis of other data sources, thus facilitating analysis of relations between
source code changes and other design activities. An account of the five software
modules (Fig. 1) follows.

Fig. 1. Overview of DeProX software modules
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The Import Module. Fetching data from document collections and source code
repositories into the DeProX database. Documents (pdf, word, and text formats) are
imported—timestamps and full text data, and links to the original documents. Code
revision import includes revision numbers, name of the programmer who committed
the code, a revision timestamp, as well as the names the files that were modified in the
revision, and the action performed on the file (modify, delete or add). At this stage,
DeProX supports import from Subversion repositories. The import module scans the
data sources and imports changes only.

The Quantitative Analysis Module. Analysis is based on the setup of an inquiry,
including selected keywords related to the current research interest. Identifying
appropriate source code repository keywords requires either technical insight into the
solution, or a dialogue with knowledgeable developers. Document collection keywords
are identified in collaboration with those who are knowledgeable about how various
stakeholders would speak about the inquiry topic. The actual analysis – at this point –
creates a keyword count for each document grouped by a time interval (typically a
day). Experimental improvements of DeProX are being investigated, using Microsoft’s
Text Analytics API to facilitate sentiment analysis, key phrase extraction, language
detection and topic detection when analyzing documents.

The Visualization Module. The dotted line in the visualization (Fig. 2) represents
requirements discussions. It shows keyword frequency (grouped by date) in a sprint
meeting document repository. The solid line shows how revisions in the code repos-
itory contain changes to files matching keywords (keyword matches in change paths in
source code revisions, grouped by date). In this case related to the development of peer
interaction features such as online forum, chat, and moderation features. At this point,
only a few types of visualization have been implemented—two alternative versions of
the Fig. 2 type visualization, and a word cloud presentation of document data.

Fig. 2. A chart exported from DeProX showing design activity over a two-year period
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The Qualitative Analysis Module. Support for qualitative analysis was implemented
in the software, based on an engine to automatically highlight inquiry keywords in pdf
documents, and find and open the documents from the software. The feature allows the
researcher to get started with a qualitative analysis of documents related to the iden-
tified design cycles. The software also allows the researcher to write annotations about
documents and about design cycles, facilitating an iterative approach to exploring the
design process, fine-tuning inquiry keywords, and constructing design stories with clear
links back to the empirical data.

The Export Module. The export module is at a basic stage and only allows for export
of data sets and visualizations. A goal is to develop the software to work in concert
with other analysis tools such as SPSS, Atlas TI, and nVivo.

3 Evaluation and Concluding Discussion

We have demonstrated a proof-of-concept [10], i.e. a piece of showing the feasibility to
implement the ideas into software. The software has been used to support two DSR
studies, one concerned with eHealth accountability and one with community translation
in software development. Due to the early stage of research on the proposed approach,
we may only speculate about the usefulness of the approach in other settings [11]. The
approach is however based on mining data sources that are de facto-standards, thus
facilitating post-hoc exploration of many design processes.

The experiences so far show that the approach is supportive in navigating a
complex design history and making sense of past events and design decisions. The
import module – storing code revisions and documentation in a database – allows for
SQL queries into past events in the design process. Thus it provides a novel oppor-
tunity to navigate a messy design process. The visualizations – made possible by the
import and the quantitative analysis modules – have been helpful in identifying design
cycles, i.e. periods of intense activity for a certain feature or topic of interest. The
visualizations points out a starting point for further analysis. The qualitative module
has been used in concert with the visualizations, to make sense of the identified design
cycles. The analysis features would have to be more sophisticated though, to compete
with existing software such as nVivo and Atlas TI. In general, the DeProX tool has
served as a starting point for conducting analyses, supporting researchers to form an
initial idea about design cycles, and point out the direction for further inquiry.

In addition to the efficiency-oriented qualities above, the visualizations may play a
larger role both for researchers and software practice. The idea of relating code revi-
sions (and possibly software metrics) with other socially oriented design activities is at
the fore in IS research. When first exposed to a figure such as Fig. 2, questions are
raised, such as “what do these spikes mean in the repository series?” Spikes in the
source code repository could for instance imply that there is actually a lot of design
activity going on, and that further scrutiny of the design cycle may be an important
empirical activity. However, a spike could also indicate that there has been large
refactoring initiated by developers. We argue that this is where extra value is added by
the other series in the visualization, i.e. the one showing design discussion activity.
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When there is activity both in discussion and in code changes, it is fair to assume that
further (qualitative) scrutiny of that design episode is highly relevant for research. This
is also where the novelty of the approach resides: In the integrated and automated
analysis of code and design discussion. In addition to supporting design-oriented
researchers ‘navigate’ design history, it also opens up the possibility to do research on
the interplay between domain experts and developers. In essence, the histogram is a
novel lens to support a post-hoc view of the dialectics in the design process.

DeProX was originally a desktop application. An emerging web version of DeProX
will facilitate collaborative explore design process exploration. Future versions of the
tool may thus prove valuable in ways yet unexplored by the authors.
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Abstract. The representation and processing of semantic information
can today be accomplished using a wide range of formalisms. Rule-based
approaches are not only a well-known but also easy to use technique.
Most approaches rely on a textual specification of rules that can be
processed by an according rule engine. For simplifying the specification
and understanding of rules by domain experts, we present a visual model
editor for rules based on the W3C SWRL recommendation. The goal of
this approach is to provide a means for a visual interaction with rule-
based systems, while at the same time preserving full expressiveness. The
visual language for SWRL rules has been implemented on the SeMFIS
platform. In addition, serialization and de-serialization mechanisms have
been added for OWLXML and SWRLXML formats. As there are cur-
rently no official conformance tests available for SWRL, the approach
has been evaluated using W3C sample set for SWRL rules.

Keywords: SWRL · Semantic Web · Visual rule representation · Con-
ceptual modeling

1 Introduction

Rule-based formalisms have been used in the past as a foundation for creating
expert systems [15] and have recently come to a revival in the context of web-
based applications and linked data [14]. In the context of business information
systems, rules have amongst their many applications been used for detailing the
branching in business processes, allocating resources, or constraint and compli-
ance checking [2,13]. They are thus an established and sound technique for the
declarative specification of decisions based on given facts. Furthermore, rules are
one of the main pillars for realizing the semantic web [11]. The rule standard-
ization effort of the W3C resulted in the SWRL (Semantic Web Rule Language)
recommendation with the special aim on inferring new knowledge ontologies [11].

For specifying SWRL rules it is common to use text-based editors like the
Protégé SWRL tab [11]. An alternative is the use of visual languages [9]. In this
way, rule languages can be integrated in enterprise modeling environments, thus
leveraging the burden from business users to express rules in a textual syntax.
c© Springer International Publishing AG 2017
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We thus decided to create a visual modeling language for rules according to the
most recent SWRL standard [6] and implement it in the form of a prototype.

The remainder of the paper is structured as follows: In Sect. 2 the design of
the modeling language is described followed by elaborations on it significance
to research and practice in Sects. 3 and 4. A first evaluation of the language is
presented in Sect. 5. The paper ends with a conclusion in Sect. 6.

2 Design

In this section we will motivate the design, potential use cases, intended user
groups and features of our prototype. To the best of our knowledge, a visual
language for a complete representation of SWRL rules is still missing. The visual
language for SWRL proposed in [7,8] took a first step in this direction. However,
it did not provide explicit support for the different types of built-ins available
in SWRL and neither dealt with the import of SWRL rules as models. Also the
implementation introduced in [1] is incomplete as it misses the representation of
atoms and OWL constructs. It neither includes export mechanisms. The Protégé
plugin Axiome visualizes SWRL rules in the form of graphs [5]. However, it is a
pure visualization tool, i.e. modifications of rules in the graphical representation
are not possible.

It thus seems favorable to develop a modeling language for SWRL that cov-
ers all aspects of this language. Such a modeling language can be used both for
use cases dealing with the analysis of existing SWRL rules, as well as for use
cases where rules have to be specified by non-technical experts, e.g. for compli-
ance checking by business users [13]. As the user group for which we intended
to provide the visual modeling language for SWRL were people familiar with
enterprise modeling but not necessarily rule modeling, the goal was to realize a
language that includes all necessary constructs in a visual form. This led to the
following features in our prototype: (i) Visual modeling of all atoms as defined
in the SWRL standard (ii) Explicit representation of variables and data values
(iii) Linkage to visually represented OWL ontologies using the SeMFIS modeling
language [3] (iv) Import and export of visual SWRL models to SWRL-XML and
OWL-XML (v) Implementation of the approach on the SeMFIS platform.

Due to the space limits we omit the detailed metamodel here. The most
important classes are shown in Table 1. For the design of the visual notation we
referred to the principles of Moody [10]. For example, to ensure semiotic clarity
we mapped each core concept of SWRL to one modeling element. Therefore,
each atom defined in the SWRL standard is represented with a single modeling
element in our visual language. We applied the dual theory which enforces that
graphical elements are enriched with textual descriptions [10]. This resulted in
the visual notation shown in Table 1. The textual information is dynamically
added at run time – see Fig. 1. The shown sample is taken from the W3C SWRL
specification and would be specified in traditional textual syntax as follows:
hasStatus(?customer, Gold) ∧ hasTotalPurchase(?customer, ?total)
∧ swrlb:greaterThanOrEqual(?total, 500) -> hasDiscount (?customer,
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Table 1. Excerpt of the elements used for the SWRL modeling language

The antecedent
(condition) of a
rule

Class atom, e.g.
Person(?x)

Different Individuals Atom,
e.g. differentFrom(?x,?y)

The consequent of
a rule

Individual-valued
Property Atom,
e.g. hasRisk(?x,?y)

Same Individuals Atom, e.g.
sameAs(?x,?y)

Constant representing a 
data value

Datavalued Property 
Atom, e.g.
hasName(?x,?y)

MetaInfo for describing meta 
information about a rule, e.g. 
about imports

Variable for storing 
individual values

Datarange Atom
with datatype

Built-In Term used as 
reference for composing 
built-in parameters

Variable for storing data 
values

Datarange Atom
with literal list

Relation for connecting 
atoms to antecedents and 
consequents

Constant representing a 
data value

Built-In Atom, e.g.
greaterThan(?age, 17)

Relation for connecting 
antecedents and 
consequents

10). In addition to the atoms connected to the antecedent and consequent ele-
ments, also the separate elements for representing variables, data values and
builtIn-terms are shown.

3 Significance to Research

Our work has the following two main contributions to research. First, it extends
previous research on visual languages for SWRL rules - e.g. in [1,5,8] - by pro-
viding a visual representation of SWRL rules that includes all elements of the
W3C recommendation in a formal manner. Second, the prototypical implemen-
tation will be integrated in the SeMFIS platform and provided as open-source to
the scientific community via the OMiLAB initiative [4]-http://semfis-platform.
org. In this way, other researchers will be able to use the modeling language or
extend it for their purposes.

4 Significance to Practice

From an industry perspective, the simplification of user interfaces for interacting
with complex formalisms is considered as essential for supporting non-technical
business users. This is also the case for the described prototype that enables
users to specify SWRL rules by using a set of pre-configured elements instead
of having to compose rules in a textual syntax. Furthermore, the described pro-
totype includes mechanisms for importing and exporting SWRL rule models to
the SWRL XML and OWL XML formats. This enables the interoperability with
applications such as Protégé that build upon these standards, which is one of
the core requirements of industrial applications.

http://semfis-platform.org
http://semfis-platform.org
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Fig. 1. Example model for a SWRL rule from the W3C sample set in the SeMFIS
modeling environment

5 Evaluation

For the evaluation of artifacts in design-oriented and engineering research, it
can be chosen from several paths [12]. In the case of our prototype, the most
important aspect was to assess whether the models created with it conform to the
recommendation by W3C for SWRL1. Therefore, we evaluated the completeness
of our approach by creating the sample models specified in the W3C recommen-
dation2 and compared their XML serialization to the original code samples.
Thereby, it could be verified that all examples were correctly represented. How-
ever, SeMFIS’ OWL language requires an update in order to represent datatype
attributes within restriction elements (see example 4 in the specification). For
evaluating the completeness of our visual language we compared the supported
language concepts to the concepts described in the SWRL specification. Cur-
rently, the support of annotation elements is limited. We will add this function-
ality within the next SeMFIS release. Further evaluations will include aspects
such as the performance of the transformation algorithms as well as user-related
aspects, e.g. to assess the ease of use of the modeling language.

1 A screencast illustrating the usage can be found here: http://semfis-platform.org/
swrl/Screencast/.

2 The examples can be found at: https://www.w3.org/Submission/SWRL/#5.1.

http://semfis-platform.org/swrl/Screencast/
http://semfis-platform.org/swrl/Screencast/
https://www.w3.org/Submission/SWRL/#5.1
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6 Conclusion and Outlook

In this paper we introduced a visual modeling language for SWRL. The language
was implemented as a prototype using the SeMFIS platform. This allows us to
create SWRL models complying to the W3C recommendation. In our further
research we plan to support additional serialization formats such as RDF-XML.
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Abstract. In order to generate valuable innovations, it is important to come up
with potential beneficial ideas. A well-known method for collective idea gen-
eration is Brainstorming and with Electronic Brainstorming, individuals can
virtually brainstorm. However, an effective Brainstorming facilitation always
needs a moderator. In our research, we designed and implemented a virtual
moderator that can automatically facilitate a Brainstorming session. We used
various artificial intelligence functions, like natural language processing,
machine learning and reasoning and created a comprehensive Intelligent
Moderator (IMO) for virtual Brainstorming.

Keywords: Artificial intelligence � Brainstorming � Creativity

1 Introduction and Motivation

Computer tools that allow real-time collaboration over the internet can support the
process of idea generation [1], as team members can work together from almost any
place in the world [2]. One well-known method for idea generation is Brainstorming,
which is a creativity technique for groups with the purpose to produce many ideas that
may solve a given problem [3]. In order to accomplish this, it is important to follow
basic rules and principles, like no criticism, the generation of unusual ideas, quantity
breeds quality and the combination and improvement of ideas. With the help of
information technology, Brainstorming has already been successfully digitized [4] and
been identified to even outperform conventional face-to-face Brainstorming [5, 6].
However, the key to an effective Brainstorming is good facilitation [7], which is
fulfilled by a moderator in face-to-face sessions. A moderator executes several tasks,
like the encouragement to contribute or the intervention when Brainstorming rules are
not obeyed [7]. Besides of the organization and observation of the Brainstorming
session, the moderator also acts as an active facilitator by stimulating the participants to
spark new ideas. Hence, a moderator usually needs special skills and knowledge on
how to facilitate a Brainstorming session. Therefore, in virtual teams and so-called
Electronic Brainstorming (EBS), a moderator always has to be present. In our research,
we approach this, by developing a virtual moderator, who can facilitate an EBS session
by both, organizing a session and providing creativity stimulating content. Even so,
different agent-based Brainstorming support systems exist [8, 9], no research on
comprehensive virtual Brainstorming moderation and facilitation was found that uses
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features of artificial intelligence (AI). Following the Design Science Research
Methodology, we designed and implemented a novel artifact in order to approach this
problem in an innovative matter [10, 11]. We strive to create a useful artifact for
practice that can fulfill automated Brainstorming sessions. In addition, we aim to
deeper understand the interaction between an AI and individuals within a group cre-
ativity processes. With our developed prototype, we will provide a first approach on
how computer tools can be designed to automatically moderate Brainstorming, which
can lead to new insights for research and practice.

As Plucker and Makel show, creativity has various similar, overlapping and syn-
onymous terms, such as imagination, innovation, novelty or uniqueness [12]. Guilford,
who initiated the modern creativity era in psychological thinking, describes creativity
as problem solving [13] and examined the characteristics of creative individuals. This
led to the challenge, if it is possible to design and implement a computer-tool that
exhibits creative thinking abilities. As one of the first who looked at creativity and AI,
Boden stated why AI must try to model creativity [14]. Today, computational creativity
is a multidisciplinary endeavor, overlapping with cognitive science and other areas [15,
16]. According to Besold et al., the target of computational creativity is to model,
simulate or replicate creativity to achieve one of the following ends: (1) create a
program or computer capable of human-level creativity, (2) help to understand human
creativity or (3) construct a program enhancing human creativity without necessarily
being creative itself [15]. In the first step of our research, we designed a computer-tool
to enhance human creativity without necessarily being creative itself. Our artifact,
“brAInstorm”, is a web-based tool for collective EBS, with an Intelligent Moderator
(IMO), who fulfills various functions of a Brainstorming moderator and addresses a
number of current issues in EBS. One benefit of EBS is, that many participants can
share their ideas without having to wait for their turn like in face-to-face Brainstorming
[17]. This so-called production blocking is effectively addressed with EBS, even so,
without a moderator, no feedback can be given to the individuals. However, IMO can
reply to every participant simultaneously and provide individual feedback and stimu-
lating content [18, 19]. This additionally implies, that a number of Brainstorming
sessions can be conducted at the same time, without the need for more moderators.
Another issue in EBS is the use of anonymity to tackle evaluation apprehension (fear of
criticism). Even so, anonymity has been proven to be beneficial [20], its effectiveness is
still controversial. However, interacting with an AI could solve the problem of eval-
uation apprehension, as interacting with an AI does not cause evaluation apprehension
[18]. Even so, research on AI and group creativity is still at the beginning, our artifact
can lead to valuable insights.

2 Design of the Artifact

For the implementation of brAInstorm, we derived basic user interface principles of
prior EBS implementations [21–23]. A chat is used, to allow the users to communicate
with each other. In addition, participants can add and edit ideas and view other ideas.
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For this feature, we used the open-source chat platform Rocket.Chat1, where we added
additional functionalities, like adding and editing ideas. For the essential Brainstorming
phases, we adopted the process by Gallupe et al. and implemented it into the system
[6]. The process is divided into an individual idea generation and a collective idea
evaluation. These phases are facilitated and organized by IMO (see Fig. 1), a chatbot
based on Hubot, an open-source chatbot, developed by GitHub, Inc2. Besides of
organizing the EBS process, the moderator additionally intervenes, if participants use
so-called killer phrases, get impertinent or talk too much. The killer phrases are adopted
from Dave Dufour, who defined 50 phrases, which can heavily impair a Brainstorming
process [24]. IMO is capable of identifying these phrases and intervenes, even if they
are alternated. In addition IMO, intervenes, when the group drifts away from the topic
or the group stagnates. Even so, Hubot has hearing and responding functions
(text/voice input and output), it does not offer conversations, context understanding or
machine learning. For this reason, Hubot is extended with wit.ai’s Bot Engine. Wit.ai3

is an open-source and extensible natural language platform, offering various func-
tionalities for building applications, a user can text or talk to. An Intent Parser, which
converts user texts or voice into structured data, extracts the intent and other parameters
of a user’s input. A bot engine combines machine learning with a rule-based behavior,
consisting of three key concepts: Stories, actions and an inbox. Stories are rule-like
example conversations between the bot and a user, specifying how the bot should react
on a certain statement. With the help of wit.ai’s predictions, Hubot can execute an
action at the needed points in the conversation. Wit.ai’s Inbox allows machine learning
by collecting all users’ expectations. Using this, brAInstorm can be optimized through
continuous learning, based on actual usage. With these functionalities, brAInstorm can
be seen as a highly novel contribution that offers a comprehensive automated mod-
eration for EBS. Figure 1 shows the adopted Brainstorming process within our artifact
and the underlying technology behind each function. A screencast of the artifact is
available on https://vimeo.com/203283219 (pw: desrist2017).

Fig. 1. The Brainstorming process within our artifact, “brAInstorm”.

1 https://rocket.chat/.
2 https://hubot.github.com/.
3 https://wit.ai/.
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3 Evaluation of the Artifact and Outlook

Our planned evaluation can be divided into two parts. First, we plan to conduct a set of
experiments, where we will specifically assess the effectiveness of brAInstorm. We will
measure the perceived effectiveness and the perceived satisfaction of the users [6, 25]
with the functionalities of IMO and whether the Brainstorming process was success-
fully executed. Following prior research on group creativity and artificial intelligence
[18], we aim to examine, whether specific enhancing and impairing group factors
apply, when interacting with an AI. Additionally, we plan to examine the specific
functions of IMO, e.g. whether IMO is able to maintain the rules of Brainstorming and
if IMO is even able to encourage the participants to contribute. The second part of our
evaluation is a long-term case study, where we will implement the artifact in an
on-going Design Thinking project. Within the Ideation phase of the Design Thinking
mind-set, Brainstorming is often used to generate ideas. We will use brAInstorm for
ideation and examine, whether our artifact can be used in virtual teams and effectively
substitute a real moderator. Both evaluations can lead to valuable insights, for research
and practice. Practice can benefit from an innovative artifact that can be used in creative
problem solving in virtual teams. New insights on group ideation and the interaction
with an artificial intelligence can contribute to current issues in computer-supported
collaborative work, group support systems and collaborative creativity support like
production blocking and the use of anonymity [18].

With our artifact, we created an innovative solution for virtual Brainstorming that
can be supported, organized and executed with the help of a virtual moderator. With
our evaluations, we plan to examine the applicability of our prototype. Furthermore, we
plan to examine the interaction between individuals and an AI, which can contribute to
the understanding of group interaction theories. In this context, we take our artifact to
the next level, by developing an independent artificial participant, a Creative Artificial
Intelligence (CAI). Currently we are implementing CAI, a creative and active partic-
ipant that is capable of human-level creativity. We plan on further investigating the
interaction with AI in creative process and examine, whether theories of group inter-
action apply. In summon, it can be said, that we designed a novel artifact, that can
contribute to practice in many ways and change or further develop theories on group
interaction.

Acknowledgement. This paper is part of a project called DETHIS – Design Thinking for
Industrial Services, funded by the German Federal Ministry of Education and Research (BMBF);
Grant # 01FJ15100.
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Abstract. Many university students struggle with motivational problems, and
gamification has the potential to address these problems. However, gamification
is hardly used in education, because current approaches to gamification require
instructors to engage in the time-consuming preparation of their course contents
for use in quizzes, mini-games and the like. Drawing on research on limited
attention and present bias, we propose a “lean” approach to gamification, which
relies on gamifying learning activities (rather than learning contents) and
increasing their salience. In this paper, we present the app StudyNow that
implements such a lean gamification approach. With this app, we aim to enable
more students and instructors to benefit from the advantages of gamification.

Keywords: Gamification � Limited attention � Present bias � Mobile app �
Education

1 Introduction

Gamification, the “use of game design elements in non-game contexts” [2], has
received great interest in education research. There is ample evidence that gamification
may help to enhance a learner’s motivation and engagement, which are important
antecedents of academic performance [3]. The actual use of gamification in the edu-
cation sector, however, is very rare primarily due to the enormous effort that gamifying
courses demands from instructors (e.g., [4, 7]). Typically, gamifying a course so far
involves that course contents have to be specifically prepared for use in quizzes,
mini-games and the like.

In contrast, we propose a “lean gamification” approach in which (abstract) learning
activities (e.g., attend lectures, read assignments, write essays) are gamified, and not
course contents. Obviously, this comes with a much lower effort for the instructors
compared to previous approaches, because most of the gamification effort is already
accomplished by creating the course concept and the corresponding syllabus. At the
same time, such a lean gamification approach lends itself to a better learning experience
in combination with a mobile app (called StudyNow). Hence, we may expect a much
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broader diffusion of gamified courses by introducing StudyNow. Still, the question
arises how such a mobile app has to be designed in order to cause a substantial increase
in the academic performance of students. The proposed solution approach is based on
the increase of the salience of learning activities through gamifying these learning
activities. With this approach we aim to alleviate the limited attention [6] on and the
present bias [1] against pending learning activities. Consequently, marginal learning
effort should increase, which expectedly results also in an increase in the overall
learning effort and, ultimately, the academic performance of students.

In our research we follow the design science research paradigm [5] and have two
general objectives: (1) Creation of an innovative technological artifact which has the
capacity to increase the academic performance of its users. (2) Utilization of the artifact
to evaluate the gamification of learning activities. In this product and prototype paper
we focus on objective (1).

2 Design of the Artifact

The main part of our artifact has been implemented as an app. It is supplemented by a
backend for data handling and a web application for instructors to maintain their
courses. The choice of smartphones as our target devices is based on our main theo-
retical foundation: We want to make the learning activities more salient. This means
that students should be able to access the learning activities with the least possible
effort, independent of time and place.

The app use starts with a registration with email and password and the choice of the
university. After the registration, the user stays logged in. A logout has to be performed
explicitly and additional components for change of email address and password as well
as a forgotten identity management complete the authentication features. The users can
select the courses they are enrolled for in the current semester based on the name of the
lecturers and the course titles. Having selected their courses, the students see all the
learning activities which they have to perform in these courses, they can tick off
finished activities and they can see different aggregated statistics of their behavior in
specific courses, over specific time frames and in total. For this purpose the app
employs two main views specifically designed to increase the salience of learning
activities: A week and a semester overview (see Fig. 1). In the week overview the
students see pending learning activities and the performance in the current week (or
also of any selected week chosen by swipe gestures). Structured by the different
courses (given by name and lecturer), all learning activities are listed including the
current status (done/not done) which can be switched directly by a tick. Each type of
learning activity is visualized by a shortcut symbol. Additionally, the users see
aggregated performance values in the form of the number of finished and total activities
as well as circular progress bars grouped by the courses and statistics for the whole
week grouped by activity types. In the semester overview the students get a higher-
level overview of their performance. For each course there is an aggregated perfor-
mance value based on the relative number of performed learning activities in com-
parison to the number of pending learning activities. Additionally, the total number of
missed learning activities is provided explicitly. The view is completed by an overview
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over all semester weeks. For each activity a colored box is used (green = completed,
red = overdue, white = in future, grey week = no activities). A tap on a specific week
switches to the corresponding week overview.

The artifact addresses students in higher education as the primary user group. These
students are heterogeneous in terms of their level of procrastination, their preferences
for gamification as well as their capabilities for motivational and volitional control. To
account for this heterogeneity, and because so far theoretical guidance for addressing
different user types with gamification is largely unavailable, we engaged in an agile,
user-driven design process. We conducted short interviews with 41 Students before the
start of our project to learn more about students’ learning and planning preferences.
Subsequent design decisions were invariably made after several iterations of intense
user testing with PowerPoint-based click prototypes. Furthermore, design decisions
were triggered and backed up by the feedback we received through a prominently
placed in-app-feedback feature and the concurrent evaluation studies (see Sect. 4).
Additionally, our artifact addresses the instructors of the courses. We were already able
to win 46 instructors before the start of the project with a letter of intent. They are
valuable talking partners and support our whole design process.

Fig. 1. Main screens of the artifact: week overview (left) and semester overview (right). (Color
figure online)
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The mobile application is implemented in the cross-platform technology Ionic1. At
the moment iOS and Android devices are supported. The application is connected with
a well-defined REST interface to our backend, which is based on an open-source
gamification engine2 to easily support common gamification related issues (like events,
progress and statistics). An additional web interface is available for the management of
universities, lecturers, courses and learning activities. Piwik3 is used to track the users’
in-app behavior for reasons of continuous improvement and research purposes (e.g.,
how often the different views are accessed). Together with the data protection officer of
our university we have developed an anonymization concept to comply with German
data privacy law. This concept prescribes a two-database approach with one live
database and one research database. All our research is to be based on data in the
research database, which is generated from the live database by considering the concept
of k-anonymity [10]. This dual-database approach assures that single users cannot be
identified from the data stored in the research database. While our artifact focuses on
progress bars at the moment, it will be extended by further gamification elements like
badges and leaderboards in the near future.

3 Significance to Research and Practice

From a research perspective it is noteworthy that most empirical research in gamifi-
cation lacks a sound theoretical foundation [8]. One reason for this lack of theoretical
foundation is that, as mentioned earlier, gamifying a course involves considerable
effort. Hence, conducting experiments to identify effective configurations of game
design elements involves considerable effort, which limits the number of experiments
that can reasonably be conducted. In the future, therefore, we would like to leverage the
major strength of our app – that it allows gamifying courses with little effort – to
conduct series of field experiments. Through these field experiments it is possible to
contribute to gamification research by exploring which game design elements and
which combinations thereof are effective in countering student procrastination. From a
practice perspective, the resulting knowledge can support instructors in using gamifi-
cation efficiently and effectively in their courses. For app users (i.e., the students), the
artifact is a tool that helps to prevent or reduce procrastination and thereby can con-
tribute to increasing academic performance.

4 Evaluation of the Artifact

To evaluate the merits of the lean gamification approach, we are currently conducting a
mixed-methods study that focuses on procrastination, which is a very prevalent
problem among students and has highly detrimental effects on academic achievement.

1 http://ionicframework.com.
2 https://github.com/ActiDoo/gamification-engine.
3 https://piwik.org.
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Academic procrastination is “the voluntarily delay of an intended course of action
related to learning or studying despite expecting to be worse off for the delay” [9]. For
the quantitative part of our study, we conduct a pretest-posttest-(control-group) design.
Participants were asked to participate in an online survey that comprised self-report
measures for different forms of procrastination (academic procrastination, general
procrastination) and the use of mobile devices. The pretest took place at the beginning
of the current semester, the posttest will take place at the end of this semester. Prior
gamification research emphasizes that a multiplicity of individual and context factors
are likely to be important in gamification studies [8], therefore we complement our
experimental study with a qualitative study that is based on the personal diary method
[11]. For our diary study, students of two Master’s courses (n = 11 & n = 15) were
asked to use the mobile application and to report on their experience through three
diary entries throughout the current semester. The results of our qualitative study are
encouraging. A number of students reported that they could not meaningfully use the
app because they are in their final semester and hence only enrolled to one or two
courses (i.e., too few courses to lose track of pending learning activities). However,
other students reported they would “feel bad” when seeing in the app that missed
learning activities accumulate, and would “feel good” when they can tick off finished
learning activities. However, these results are largely tentative, and further work is
needed to establish the validity and generalizability of these indicative and encouraging
statements.

The mobile application was published in the Apple App Store and Google Play
Store in November 2016 (see project homepage https://studynow.uni-paderborn.de).

References

1. Akerlof, G.A.: Procrastination and obedience. Am. Econ. Rev. 81(2), 1–19 (1991)
2. Deterding, S., Dixon, D., Khaled, R., and Nacke, L.: From game design elements to

gamefulness: defining gamification. In: Proceedings of the International Academic
MindTrek Conference: Envisioning Future Media Environments, pp. 9–15 (2011)

3. Dicheva, D., Dichev, C., Agre, G., Angelova, G.: Gamification in education: a systematic
mapping study. J. Educ. Technol. Soc. 18(3), 75–88 (2015)

4. El-Masri, M., Tarhini, A.: A design science approach to gamify education: from games to
platforms. In: Proceedings of the European Conference on Information Systems (2015)

5. Hevner, A., March, S., Park, J.: Design science in information systems research. MIS Q. 28
(1), 75–105 (2004)

6. Kahneman, D.: Attention and Effort. Prentice-Hall, Englewood Cliffs (1973)
7. Sánchez-Mena, A., Martí-Parreño, J.: Gamification in higher education: teachers’ drivers and

barriers. In: Proceedings of the International Conference the Future of Education, pp. 180–
184 (2016)

8. Seaborn, K., Fels, D.: Gamification in theory and action: a survey. Int. J. Hum. Comput.
Stud. 74, 14–31 (2015)

9. Steel, P., Klingsieck, K.B.: Academic procrastination: psychological antecedents revisited.
Aust. Psychol. 51(1), 36–46 (2016)

466 M. Feldotto et al.

https://studynow.uni-paderborn.de


10. Sweeney, L.: k-anonymity: a model for protecting privacy. Int. J. Uncertain. Fuzziness
Knowl.-Based Syst. 10(5), 557–570 (2002)

11. Symon, G.: Qualitative research diaries. In: Symon, G., Cassell, C. (eds.) Qualitative
Methods and Analysis in Organizational Research: A Practical Guide, pp. 94–117. Sage,
London, UK (1998)

Making Gamification Easy for the Professor 467



Designing a Crowd Forecasting Tool to Combine
Prediction Markets and Real-Time Delphi

Simon Kloker(B), Tim Straub, and Christof Weinhardt

Institute of Information Management and Marketing,
Karlsruhe Institute of Technology, Karlsruhe, Germany

{simon.kloker,tim.straub,weinhardt}@kit.edu

Abstract. The FAZ.NET-Orakel is a crowd forecasting tool, made
available to readers of the German-based Frankfurter Allgemeine
Zeitung. Its main component is a prediction market used for forecast-
ing economic indices as well as current political events. A shortcoming
of prediction markets is their inability to exchange qualitative informa-
tion. Therefore, we elaborate the combination of prediction markets with
the Real-time Delphi method. We argue that several synergy effects may
be achieved by this approach: First, prediction markets can be used to
select experts for the Delphi survey. Second, valuable information and
debates, which may be of interest, can be collected qualitatively. Third,
the gamified approach of the prediction markets can raise commitment
to the survey.

1 Introduction

Copious forecasting errors made during the global financial crisis are exemplary
of the failure of traditional time series based forecasting methods to deliver accu-
rate results when unexpected and sudden events occur. In recent years, however,
new methods in forecasting, based on “the wisdom of the crowd”, i.e., prediction
markets, have sprung up. Prediction markets have proven to create reliable and
continuous forecasts in rapidly changing environments and, in addition, are also
suitable for corporate decision-making [2,9]. They provide a simple and con-
venient way of revealing and aggregating private and/or dispersed information
from a large number of people. However, in areas where expertise from different
fields is required, or conflicting goals and values have to be considered, predic-
tion markets prove less suitable [11]. This can be attributed to the fact that
information is conveyed in prices and quantities and therefore no exchange of
qualitative information is made possible. In addition, indeterminable outcomes
(their realization may be unobservable or lie in the distant future) are a chal-
lenging factor. The Delphi method (or its offspring, Real-time Delphi, RTD) is
the tool of choice when considering such problems. It offers experts a structured
communication method free of inter-personal and hierarchical effects or social
pressures [10]. However, the Delphi method has some challenges, such as high
drop-out rates, or the difficulty to select so-called “experts” [14]. The aforemen-
tioned factors may have a strong influence on the forecast and may define which
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points of view are considered [17]. The current prototype intends to evaluate
how both methods can be combined to overcome some of the weaknesses of each
method: For the prediction market this is the lack of qualitative feedback and for
RTD it is the drop-out rates and the problem of selecting appropriate experts.

2 Design of the Artifact

2.1 Approach and Design Process

The proposed approach that seeks to combine prediction markets and RTD
is based on the exchange of users. We argue that the market mechanism is
capable of selecting/revealing all relevant experts: traders carrying the most
prominent information, private information, and outsider views (see Sect. 2.2).
These traders are invited to take part in the RTD and discuss their opinions.
Traders may alter their opinion and bring their new information into the market
(and the public) by trading according to their newfound knowledge (Fig. 1).

Fig. 1. Selected traders change their estimations in the discussion, seeing as they are
confronted with opinions from without and trade according to their new estimations.

For the Requirements and Design Principles we keep with [16], who formu-
lated a Design Theory for the class of Group Wisdom Support Systems (GWSS).
As we fit the requirement “the creation of a heterogeneous pool of beliefs”, we
can, subsequently, regard our tool as a GWSS in contrast to standard prediction
markets. The design of the prediction market is heavily based on its predecessor,
the Economic Indicator Exchange (EIX), and therefore has a four-year validity
period in the field. The Design Principles for the RTD have been formulated
based on a literature review of former RTD implementations.

2.2 Key Features

Selection of the “Experts” - One key aspect of the combination is the selection of
the experts, that is to say, traders with information worthwhile of being collected
qualitatively. Our IT-Artifact implements three algorithms (named according to
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the selected trader): (i) The Topscorer: This algorithm invites the top n per-
sons of the ranking. According to the Hayek Hypothesis [5] in the long run only
the trader that holds factual and new (private) information will perform well
in a market. (ii) The Potential: Based on the data of the EIX, collected over
four years, we related different trading patterns to the trader’s success in the
ranking. The algorithm may therefore predict sooner which trader will probably
perform well and should, subsequently, be invited as soon as possibly in order
to present their qualitative arguments. (iii) The Bohemian: This algorithm
selects traders that trade distinctly different from the mainstream – either hold-
ing valuable new information or offering an interesting and/or different point of
view.

Collecting Qualitative Information - Qualitative information, explaining single
estimations and opinions, is essential, when trying to understand better, risks
and relationships between different factors. The structured discussions of RTD
can help forecasters to relate, challenge, and reconsider their point of view based
on additional, convincing information from other participants. It is, however,
necessary to consider in our case whether the traders are willing to share their
information in the RTD survey. In the market, traders usually realize their infor-
mation very quickly (until their potential is exhausted due to limited money or
depots) and before they access the survey. Therefore, they may be willing to
share information if they anticipate the reception of new information. The fast
realization of information, the expectation of reciprocity, but also the evolution
of “shared artifacts” [8] may incentive the trader to share information.

Reducing Drop-Outs by Gamification and Social Interaction - As stated above,
Delphi studies suffer from high drop-out rates. A further step, is thus, to reduce
drop-outs. We address this issue using several different means: First, the combi-
nation with the prediction market adds to the idea of gamifcation to the platform,
which is already seen as a strong incentive to take part and share information
[13]. Second, we introduce MicroMarkets. They feature a hidden market design,
optimized to reduce cognitive load in order to observe the effect of complexity
on forecasting performance and cognitive biases. [3] argues that this may raise
participation rates, as users may be deterred due to the high complexity or lack
of knowledge about markets. Third, we enhanced the basic features of a RTD
survey with social elements, at the same time ensuring anonymity, as suggested
in [10]. The latter two points will be addressed in detail in other publications.

3 Significance to Research and Practice

Research - According to [7], Design Science research differs from standard soft-
ware development in terms of its significant scientific contribution. The combi-
nation of prediction markets with other forecasting methods has been consid-
ered most recently. Amongst others, [1,4,15] combined either the forecasts or the
methods of diverse forecasting tools, which have produced higher-quality results.
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Most put a focus on the combination with polls. [12] “combined” prediction mar-
kets and Delphi studies, which in his case only meant preselecting the trader for
a prediction market and using a hidden market interface. To the best of our
knowledge, FAZ.NET-Orakel is the first tool that combines prediction markets
and RTD in such a way that the prediction market is used to select experts
(or traders with potentially valuable information), invites them to share their
knowledge in a RTD survey, and at the same time allows (and tries to quantify)
information to flow back into the market. Our research therefore contributes to
the understanding of information extracted by crowds and user behaviour in
estimation tasks. In addition, the results may better inform our understanding
of whether or not the combination of methods improves forecasts.

Practice - The result of our research will be an evaluated artifact potentially
capable of combining the advantages of prediction markets and RTD surveys.
This may add value to its users and operators by providing better forecasts
regarding politics, organizations, companies, or the wider public. Especially when
qualitative information behind the probability is of interest – as in idea evalu-
ation and forecasting tasks with high dissent – our tool may be a means of
combining the “crowd intelligence” of a large panel and qualitative information.

4 Evaluation of the Artifact

The evaluation of the hypotheses related to the artifact will take place in a field
study together with the Frankfurter Allgemeine Zeitung aimed at forecasting
both economic indices and upcoming political events. As already mentioned, the
preliminary evaluation of the prediction market component took place during
a four-year field study. Several publications, some of them summarized in [14],
report on the performance of EIX. The “social” RTD component, itself subject to
a three cycle Design Science project [6], was already evaluated (in the first cycle)
in a small online experiment. The results have been submitted for publication.
To evaluate the combination of the forecasting methods, we plan to quantify the
information flow from the market to the survey and back. In keeping with the
latter, we will track both directions with underlying hypotheses: H1: Selected
traders share and discuss information in the survey. H2: Selected traders change
their trading behaviour after visiting the survey. H1 is rejected if traders are not
willing to share their information in the survey. H2 is rejected if at least some
traders do not change their trading behaviour directly after visiting the survey.
A change in trading behaviour is defined to happen if the limit prices or trading
intensity (up) changes significantly.

5 Conclusions

The work at hand contributes to the research on the combination of prediction
markets and other forecasting methods. Our approach introduced and imple-
mented an artifact that integrates prediction markets and RTD on a trader
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level. Weaknesses found in both methods are tackled by the proposed solution
and current work therefore makes a good contribution to the research of GWSS.
The most important contributions addresses the lack of qualitative information
in prediction markets and the problem of selecting experts in Delphi studies.
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Abstract. As an infrastructure for economic systems, blockchain tech-
nology challenges the role of traditional intermediaries and enables the
creation of novel market designs and value chains. We utilize this poten-
tial and design a decentralized market framework that allows users to
trade complex financial assets, such as stocks, in an intermediary-free
setup. Overall, our prototype implements the basic software structure of
this market framework, illustrates the feasibility of decentralized market
mechanisms, and highlights potential use cases as well as limitations.

Keywords: Blockchain-based economic systems · Market design ·
Decentralized market platforms · Securities trading

1 Introduction

Since its introduction in 2008, the blockchain has emerged from its use in cryp-
tocurrencies and prepares to revolutionize a multitude of economic applications.
In the context of markets, the combination of a distributed database, a decentral-
ized consensus mechanism, and cryptographic security measures allows distrib-
uted system architectures and intermediary-free market designs by algorithmi-
cally enforcing agreements on the basis of predefined rules [10]. In addition, the
absence of centralized institutions facilitates disintermediation and allows more
cost-efficient transactions [1]. As a result, blockchain-based economic systems
announce disruptive changes in financial markets and question the role of tradi-
tional financial institutions and market intermediaries, such as banks, exchanges,
or central securities depositories. To illustrate and evaluate such market plat-
forms, we build on the growing body of literature on blockchain-based economic
systems and implement a proof-of-concept prototype of a decentralized securities
exchange.

B. Notheisen—Financial support of Boerse Stuttgart is gratefully acknowledged.

c© Springer International Publishing AG 2017
A. Maedche et al. (Eds.): DESRIST 2017, LNCS 10243, pp. 474–478, 2017.
DOI: 10.1007/978-3-319-59144-5 34



Trading Stocks on Blocks 475

2 Artifact Relevance

2.1 Significance to Research

Our prototype comprises a blockchain-based market platform that adopts the
notion of trust-free economic systems [4] and extends current knowledge on cryp-
tographic transaction systems [1] with a crucial prerequisite for each transaction -
a mechanism to connect demand and supply. This way, we introduce a novel way
to substitute traditional market institutions and intermediaries by transferring
the guidance and governance of human interactions to formalized rule sets imple-
mented by algorithms [7] borne by the blockchain’s distributed network.

2.2 Significance to Practice

From a practical perspective, we provide the design and implementation of a
blockchain-based market mechanism that entails the core functionality to trade
stocks and constitutes a low-cost and resilient decentralized market platform. In
combination with the ability of smart contracts to represent highly customizable
financial assets, our prototype illustrates a new way to resolve inefficiencies,
such as high search and bargaining costs, in low-volume over-the-counter (OTC)
markets [3]. Furthermore, token-based equity issuances provide an alternative
mechanism for entrepreneurs to raise venture capital, by lowering regulatory
barriers and simultaneously increasing the investors’ control [6].

3 Artifact Design

3.1 Design Science Approach

To guide the creation, evaluation, and presentation of our IT-artifact, we follow
the guidelines proposed by Hevner et al. [5] and search for a solution to the
problems stated in Sect. 2. To evaluate the identified solution and to demonstrate
our prototype’s utility, quality, and efficacy, we apply various structural and
functional testing procedures (Sect. 4). In addition, we ensure our research’s
rigor by utilizing well established frameworks [5,8] as well as blockchain-specific
approaches [10] that guide the creation of our IT-artifact. Overall, we build
on existing knowledge [8] in the field of blockchain-based economic systems and
iteratively adapt the instantiations of our prototype throughout the development
process. Eventually, to maximize impact and to present our results to both,
technology-oriented as well as management-oriented audiences, we provide the
underlying economic principles (Sect. 2) as well as a detailed description of the
software architecture and the artifact’s features (Sect. 3.2).

3.2 Artifact Features

Within the Ethereum framework [2,9], digital assets such as currencies or stocks
can be realized in the form of standardized smart contracts called tokens. From
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a technical perspective a token comprises a database, that enables data trans-
actions in a distributed setup and allows the definition of arbitrary asset char-
acteristics. Eventually the token contract is stored on the blockchain and the
Ethereum virtual machine executes the code fragments, while the token logic
provides an immutable set of rules governing the actions of the issuers and
holders of tokens without the requirement of a centralized third party. In the
context of a stock exchange, a token represents the shares of one specific firm
and implements storage and transfer functionalities. In addition, we allow conve-
nience features, such as elections on annual general meetings or the distribution
of dividends. In the case of venture capital investments, the total amount of
funded capital could be locked into the contract and released piecewise subject
to milestones in the business plan or the collective will of the investors promot-
ing investor protection. Overall, we implement the decentralized exchange as a
combination of two smart contracts, in which the exchange contract utilizes the
token contract’s functions to trade shares on the users’ behalf. Figure 1 shows the
full software structure of our prototype including its contracts and storage struc-
tures; the corresponding source code is available under https://goo.gl/NpVmuJ.
In the first step, a newly created token contract (TokenStandard) needs to be
registered with the exchange contract (DSX) by passing the token’s address to
the registerToken() function. Upon the reception of the information, the DSX
creates a Market containing the order book for the associated token. In order to
make his or her shares tradeable, the token owner furthermore needs to grant the
DSX control over some tokens, and thus determine the number of shares in the
initial public offering (IPO) (deposit()). Now the DSX is able to credit tokens
to the accounts of investors and keeps track of stock ownership. To actually
raise capital, companies need to sell their tokens (sell()). Figure 2 illustrates
the steps of the funding process in greater detail. In addition, https://goo.gl/
v6axZo provides a brief demonstration and showcases our HTML interface. After
the IPO, sell() and buy() allow investors to place market or limit orders to
trade shares and implicitly performs clearing by ensuring that the seller has
enough stocks and the buyer has enough money. All information associated with
an order, such as volume, price, marketId, or the blockNumber, is saved in
the Order. Following their submission, we use the orders’ unique OrderIds to
collect all orders for a share and create a globally distributed limit order book
for each token within the Market. Everytime a new order is submitted, the DSX
triggers a continuous double auction, that facilitates order execution based on
best price matching (match()). Eventually, shares and funds get transferred
directly between the users as matching, clearing, and settlement is unified in one
joint step, and recorded by the blockchain’s immutable transaction log. This log
provides a history of all transactions, facilitating transparency and preventing
fraud.

4 Artifact Evaluation

To evaluate the formal correctness and the accurate functioning of the pro-
totype, we choose a laboratory-based test setting and apply structural and

https://goo.gl/NpVmuJ
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Fig. 1. Software architecture of the decentralized market framework

Fig. 2. Sequence diagram: a blockchain-based IPO
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functional testing procedures [5]. To verify the prototype’s correctness, we con-
duct 12 unit tests using the Truffle framework (https://truffle.readthedocs.io/
en/latest/) and the Chai Assertian Library (http://chaijs.com/). The specific
procedures are available under https://goo.gl/NpVmuJ. Furthermore, the test
scenarios of issuing equity and placing and executing limit and market orders
to buy and sell shares, enable us to identify flaws in the software structure and
yield an upper limit of two transactions per second.

5 Conclusion

Overall, we contribute to existing research by introducing a blockchain-based
market mechanism, that facilitates low-cost and intermediary-free asset trans-
actions in an algorithmically governed and thus trust-free, easily accessible,
resilient, and decentralized way. As a result, blockchain-based market platforms
enable the resolution of inefficiencies in OTC markets and support novel forms of
venture capital. However, the blockchain is still an emergent technology, and thus
exhibits some problems, such as a limited number of transactions per second or
the provision of information by trusted third parties. In addition, its distributed
nature prevents the implementation of time precedence rules. Keeping this in
mind, our prototype is only an initial step towards decentralized market setups
and economic, technological, and regulatory aspects need to be addressed in
future research efforts.
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Abstract. Digital collaboration of individuals has increased in diverse areas
such as gaming, learning and product innovation. Across scenarios, adequate
intra- and interpersonal emotion management is increasingly acknowledged to be
beneficial to cognitive and affective interaction outcomes. Unfortunately, indi-
viduals differ notably in their emotion management abilities. Additionally, many
types of computer mediated collaboration lack the richness of affective cues
traditionally found in face-to-face interaction. We envision psychophysiology-
based emotion feedback as an automated tool to improve emotion management,
and therefore group performance and satisfaction. The presented prototype pre-
sents a first iteration of this idea, centered around information on emotional
arousal derived from peripheral nervous system measures.

Keywords: Digital collaboration � Emotion management � Live biofeedback �
Group feedback

1 Introduction

Over the past two decades, possibilities for digital collaborations have skyrocketed, not
only in the workplace, but also in leisure activities such as multiplayer gaming [1] or
product co-creation [2]. Digital collaboration activities are defined by a common goal
that contributors work towards interdependently. Hence, group performance and per-
formance goals play a central role in such collaborations. While group performance
research has traditionally focused on task- and context-specific performance determi-
nants, researchers increasingly acknowledge that adequate management of emotions
plays an important part in performance across scenarios [3, 4]. Similar findings point to
the importance of emotion management to improve affective collaboration outcomes,
like the satisfaction with an interaction [5, 6]. Unfortunately, individuals vary in their
emotion management abilities. Furthermore, many types of computer-mediated col-
laboration lack a richness of affective cues traditionally found in face-to-face interac-
tion, complicating adequate emotion management [7]. It has therefore been proposed
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that re-introduction or amplification of affective cues could significantly improve
cognitive and affective collaboration outcomes [4]. The main purpose of this work is to
investigate the technical feasibility and practical utility of a psychophysiology-based
system to support emotion management in digital collaborations.

2 Design of the Artifact

2.1 Design Principles and Related Work

Building on ability models of emotional intelligence [5], also referred to as emotional
competence models [8], we consider the management of individuals’ own emotions,
and the management of other group members’ emotions to be of importance to col-
laborative endeavors. Furthermore, we consider them as mediators of the influence of
emotion biofeedback on group performance and interaction satisfaction outcomes.
Biofeedback on their own emotional state can help individuals to more effectively
recognize and regulate own emotional experiences [9]. Biofeedback on other indi-
viduals’ emotional states can be utilized to support emotion management in dyadic
interaction [10]. These effects have been proposed to similarly extend to small group
settings [11]. In this prototype instantiation, we focus on the display of emotional
arousal to investigate how this somewhat abstract information can support emotion
management in groups.

2.2 System Overview

The system for live emotion biofeedback for groups is based on our open source
platform brownie [12]. Brownie is a Java-based platform for client-server interactions,
and a NeuroIS tool for economic experiments.

System Description: Physiological data collection and processing is performed on the
level of the individual group member’s client computer. Data from each member is
collected using applied sensors, and transmitted continuously to each client through a
signal hub1. Client data is streamed to the aggregation server, where different client
inputs, the re-distribution of collected group biofeedback data, as well as the flow of the
interaction are managed. The data flow is illustrated in Fig. 1.

Physiological Measurement: In order to detect emotional arousal states, cardiac
activity is derived from electrocardiographic (ECG) signals measurements. ECG pat-
terns reflect parasympathetic and sympathetic activity of the autonomous nervous
system and can thus be used to infer emotional arousal [13]. In this instance, gelled
chest electrodes were used for data collection. Arousal computation occurs as the
relation of a five-second average of cardiac activity to a baseline value.

Feedback-Design: In the first iteration of our design science approach, we imple-
mented isolated bar graphs which show each members’ individual arousal state. Bars

1 Biosignalsplux by Plux Wireless Biosignals S.A.: http://biosignalsplux.com/index.php/en/.
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take on three different colors to facilitate recognition of arousal levels. Guiding prin-
ciples were to provide a familiar thermometer-like visualization, indicating cold (blue –
low arousal), beneficial (green - moderate arousal), and hot (red - high arousal) states.
This format was found in pre-tests to be more intuitive in comparison to for example
radial gauges. Furthermore, a crucial factor was to keep all group member information
in a central space, to facilitate orientation and reference. Lastly, we tried to keep the
information complexity and amount to a minimum to facilitate comprehension as
concurrent task processing could complicate complex feedback processing.

3 Evaluation of the Artifact

To evaluate the prototype, we performed two exploratory pilot tests with 6 participants
each (12 in total) in the KD2lab2. Groups were given a diverse set of digital tasks based
on the collective intelligence task battery [3, 4]. In the first test, a collaborative com-
puter game3 was utilized in addition. In the second test, instead of the game, groups
additionally worked on the ‘Desert Survival Task’ [14]. Alongside the tasks, group
members received live biofeedback in an adjacent display window (illustrated in
Fig. 2). All participants engaged in short initial practice sessions, to ensure a minimum
level of familiarity and interaction with each other and with the artifact. Subjects
participated in these tests on a voluntary basis. Questionnaires revealed that some
participants liked to use the artifact to monitor their own arousal state with the aim of
not getting too emotional during task performance. One participant remarked that she
used it to engage more with the contributions of a fellow team member. In a few tasks,
participants stated that they were unable to use the artifact because too much visual
attention was required elsewhere (e.g. one task requires re-typing text under time
pressure). Also, some participants felt the feedback did not reflect their emotional state
with sufficient accuracy, which points to the role of additional subjective evaluation of
algorithms used to derive emotion information, that should be addressed in future
work. Future work should also quantify psychological and behavioral changes using

Fig. 1. Architecture of the live bio-feedback artifact in a group setting with a third party.

2 The DFG-funded Karlsruhe Decision & Design Lab (KD2Lab) is one of the largest computer-based
experimental laboratories world-wide: http://www.kd2lab.kit.edu.

3 Rocket League by developer Psyonix: https://rocketleaguegame.com.
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comparison between treatment and control conditions. Also, objective metrics like
eye-tracking should be employed. Furthermore, future work should integrate com-
parison of different feedback visualizations (e.g. more granular arousal levels or inte-
gration of phasic and tonic changes in bullet chart form).

4 Significance of the Artifact

The test findings have theoretical implications for research in small group collabora-
tion, especially for the design of emotion management support systems. This IT-artifact
provides a technical basis to investigate the effects of emotion phenomena, and emotion
feedback in group settings. Many application scenarios for daily work situations in
teams are also conceivable. Consider the case of a distributed, collaborating product
innovation or software development team [15]. The feedback-aggregator could gather
physiological states of the group members through video-monitoring (e.g. rPPG) and
re-distribute the information on a window integrated with a conferencing system. This
has been demonstrated for the case of communication behavior support through a
Google Hangout plugin [16]. Beyond the group members, a moderator or mediator
could use the feedback information to estimate mental states of the group and intervene
appropriately, as has previously been demonstrated in the setting of trader team support
[17]. Overall, the system could readily tie in with more ubiquitous ambient information
system that support daily collaboration activity [18].

Fig. 2. Screenshots of the biofeedback element (left), and the system in a collaborative gaming
task (top right), and a group brainstorming interaction (bottom right). (Color figure online)
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5 Demonstration of the Artifact

The artifact is built on our open source platform brownie [12], which was designed for
conducting IS experiments with or without neurophysiological measurements (e.g.
recordings of ECG, EDA, or EEG). Researchers and practitioners can use brownie in a
wide range of computerized experiments in the laboratory. The artifact is available
from the authors upon request and will be integrated in future releases of brownie.
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Abstract. The open source platform MobileCoach (mobile-coach.eu) has been
used for various behavioral health interventions in the public health context.
However, so far, MobileCoach is limited to text message-based interactions.
That is, participants use error-prone and laborious text-input fields and have to
bear the SMS costs. Moreover, MobileCoach does not provide a dedicated chat
channel for individual requests beyond the processing capabilities of its chatbot.
Intervention designers are also limited to text-based self-report data. In this
paper, we thus present a mobile chat app with pre-defined answer options, a
dedicated chat channel for patients and health professionals and sensor data
integration for the MobileCoach platform. Results of a pretest (N = 11) and
preliminary findings of a randomized controlled clinical trial (N = 14) with
young patients, who participate in an intervention for the treatment of obesity,
are promising with respect to the utility of the chat app.

Keywords: Health intervention � Digital coaching � Chat-based interaction

1 Introduction

Non communicable diseases (NCDs) such as heart diseases, asthma, obesity, diabetes
or chronic kidney disease impose the greatest burden on global health [14]. According
to WHO’s NCD global monitoring framework, many of these diseases are conse-
quences of adverse health behaviors, for example, harmful use of alcohol and tobacco
or physical inactivity [15]. However, health personnel is strongly limited [2]. Conse-
quently, scalable behavioral health interventions are required.
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Innovative digital health interventions (DHIs) have not only the potential to
improve the efficacy of preventive or therapeutic behavioral health interventions but
also to reduce their costs [1]. With the goal to provide an open source platform that
allows health professionals to design scalable, low-cost and evidence-based DHIs,
MobileCoach (mobile-coach.eu) was developed [5] and evaluated [9].

However, it uses the short message service (SMS) for delivering behavioral health
interventions, and thus comes with various shortcomings as outlined in the next
section. We therefore present in this paper the first mobile chat app for the Mobile-
Coach platform that addresses these shortcomings and thus, complements existing
communication such as personal exchange, SMS-based, phone-based or video-based
interactions.

The remainder of this paper is structured as follows. Next, we describe the design of
the chat app. Then, the app’s significance to research and practice is outlined. Finally,
we present results from an empirical study with 11 obese children who assessed the
new chat app as the first target group.

2 Design of the Chat App

Hands-on experience with several MobileCoach-based interventions [7–9] has revealed
four major shortcomings related to its text messaging approach. First, participants have
to bear the SMS costs which may be an entry barrier if the caregiver does not provide a
monetary compensation. Second, participants are always requested to manually type in
text to answer even Likert-scale type questions. These answers are then parsed by the
MobileCoach, which is error-prone in case the answer does not perfectly fit to the
question. Processing these answers is a time-consuming process for the caregiver, too.
Third, participant-initiated requests usually require an individual answer from a care-
giver instead of a scripted answer by a chatbot. A rule-based chatbot does therefore not
always fit to the communication needs of the participants. Fourth, text-messaging is
limited to self-report data, i.e. health professionals cannot use objective sensor data
from a smartphone (e.g., accelerometer data used to measure physical activity) or
sensor data from devices connected to that smartphone (e.g., Bluetooth-enabled blood
glucose or peak flow meters) for the design of their DHIs.

Regarding these shortcomings and against the background of smartphone perva-
siveness [4], the following requirements have been defined: (R1) The app must not rely
on the short message service for communication purposes; (R2) the app must imple-
ment pre-defined answer sets for efficient and error-free chat interaction; (R3) the app
must implement a chat channel for individual communication needs that complements
the scalable chatbot channel; (R4) the app must be able to access sensor data from the
smartphone or smartphone-connected devices.

By considering these four requirements, we built a first mock-up of a mobile app
and evaluated it with six behavioural health experts. As a result of that assessment, a
generic dashboard view was designed. Its purpose is to summarize key statistics of the
envisioned behavioural health interventions for self-monitoring purposes (e.g. steps
achieved per day, intervention progress or goals achieved). Based on this generic
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mock-up, we implemented a native chat app for Android smartphones for the Mobi-
leCoach platform. Figures 1, 2 and 3 show the graphical user interface of the chat app.

3 Significance to Research and Practice

The mobile chat app presented in this paper allows behavioral scientists and health
professionals to enrich self-report data with objective sensor data in the everyday life of
their clients. This paves the way for a better understanding of whether psychological/
self-report data and physiological/objective data are rather complement or alternative
measures, a recent research question in the field of NeuroIS [13].

Moreover, it is by far not clear how to design and frame chatbots for DHIs (e.g., as
an expert or a “patient like me”) and its interplay with a “physical” caregiver such that
they have a positive effect on the bond between caregiver and their clients and thus,
also on therapeutic outcomes [6]. In contrast to general purpose chat agents such as Siri
(Apple), Alexa (Amazon) or Cortana (Microsoft) and agents with a health focus such as
Florence (getflorence.co.uk), Molly (sense.ly) or Lark (lark.com), our chat app allows
full control of personal health data and a generic framework to manipulate the design
and communication style of chatbots in lab and field settings.

Finally and consistent with the MobileCoach platform, the chat app will be made
open source under the Apache 2.0 license to enable a community-driven design such
that research teams and (business) organizations interested in chat-based digital
coaching approaches do not have to start from scratch but can re-use, revise and
improve the existing code together with the MobileCoach platform.

Fig. 1. Dashboard view, indi-
vidual caregiver chat channel
PathMate and channel with
chatbot Anna

Fig. 2. Chatbot Anna, pre-
defined answer options and
sensor integration; steps are
tracked and used in the chat

Fig. 3. Chat channel with
the caregiver; the PathMate
study team of the children’s
hospital
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4 Evaluation of the Artifact

Based on prior work demonstrating the acceptance of chat apps by adolescents [11], the
first test of the novel chat app was conducted in a children’s hospital in December 2016
with 11 patients (ageMean = 12.6 years, SD = 2.4; 8 girls), who participated in an
intervention for the treatment of obesity. The goal of this test was (1) to assess
enjoyment, ease of use, usefulness and the intention to use the app [10], and (2) to
identify and address major usability problems with the app [12] prior to a randomized
controlled trial (RCT), in which the efficacy of a chat-based six-month DHI for the
treatment of childhood obesity will be compared to a control group.

First, a chat-based DHI was collaboratively designed by computer scientists,
physicians, a psychotherapist, diet and sport experts. The patients were then asked to
select a chatbot of their liking, i.e. they could choose between a female and male
chatbot (Anna or Lukas). Then, they interacted with the bot for 10 min including
various chat-based photo, physical activity and quiz interactions. The patients were
observed during these interactions by a computer scientist and physician. Afterwards,
patients were asked to fill out a questionnaire to assess the app and to provide quali-
tative feedback on their experience with the app. Similar to prior work [10], we
assessed technology perceptions and behavioral intentions with seven-point Likert
scales anchored from strongly disagree (1) to strongly agree (7). As young patients
deserve special consideration, we used single-item measures to reduce the burden of
evaluation [3].

The descriptive statistics of the evaluation are shown in Table 1. Results indicate
that the chat app was perceived positive regarding all four constructs. A sign test
against the neutral Likert-scale median of 4 supports this observation. Finally, we
found no major usability problems based on the observations and the qualitative
feedback.

First findings of the aforementioned RCT show that new young patients assigned to
the chat-based DHI (N = 14) completed successfully approx. 61% of the daily inter-
vention tasks over the first two months. The efficacy of this DHI will be finally
measured by the Body Mass Index after the six-month RCT. We hypothesize that the
chat-based DHI is more effective as the chatbot can provide everyday support on
therapy goals and tasks, thus increasing therapy adherence compared to patients of the
treatment-as-usual control group without everyday support.

Table 1. Descriptive statistics and results of a sign test against the neutral value 4 on a 7-point
Likert-scale (N = 11). Note: Perceived ease of use (PEU), Perceived enjoyment (PEN), Perceived
usefulness (PU) and Intention to use (IU); Significance */**/*** p < .05 /.01 /.001

# Item Mean Median SD p-value

PEU I found the chat easy to use 6.7 7.0 0.7 ***
PEN I enjoyed chatting 6.2 7.0 1.5 **
PU Chatting with Lukas/Anna could motivate me

to accomplish my intervention tasks
5.9 6.0 1.1 *

IU I could imagine chatting daily that way 5.6 6.0 1.4 *
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In our future work, we will test chat-based DHIs with older patient populations and
different therapies to assess the degree to which our findings can be generalized.
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