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Preface

The present book includes extended and revised versions of a set of selected papers
from the 4th International Conference on Data Technologies and Applications —
DATA 2015), which is sponsored by the Institute for Systems and Technologies of
Information, Control and Communication (INSTICC), and co-organized by the
University of Haute Alsace and held in cooperation with the ACM SIGMIS — ACM
Special Interest Group on Management Information Systems.

The aim of this conference series is to bring together researchers and practitioners
interested in databases, data warehousing, data mining, data management, data security,
and other aspects of knowledge and information systems and technologies involving
advanced applications of data.

DATA 2015 received 70 paper submissions, including special sessions, from
32 countries in all continents, of which 44 % were orally presented (20 % as full
papers). In order to evaluate each submission, a double-blind review was performed by
the Program Committee.

The high quality of the DATA 2015 program was enhanced by the three keynote
lectures, delivered by distinguished speakers who are renowned experts in their fields:
Michele Sebag (Laboratoire de Recherche en Informatique, CNRS, France), John
Domingue (The Open University, UK), and Paul Longley (University College London,
UK).

The quality of the conference and the papers herewith presented stems directly from
the dedicated effort of the Steering Committee, Program Committees, and the INSTICC
team responsible for handling all logistical details. We are further indebted to the
conference keynote speakers, who presented their valuable insights and visions
regarding areas of hot interest to the conference. Finally, we would like to thank all
authors and attendees for their contribution to the conference and the scientific
community.

We hope that you will find these papers interesting and consider them a helpful
reference in the future when addressing any of the aforementioned research areas.

July 2015 Markus Helfert
Andreas Holzinger

Orlando Belo

Chiara Francalanci
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Decision Support System for Implementing
Data Quality Projects

Meryam Belhiah®™®, Mohammed Salim Bengqatla,
and Bouchaib Bounabat

Laboratoire AL QualSADI, ENSIAS, Mohammed V University in Rabat,
Rabat, Morocco
{meryam. belhiah, salim. bengatla}@umbs.net. ma,
bounabat@ensias. ma

Abstract. The new data-oriented shape of organizations inevitably imposes the
need for the improvement of their data quality (DQ). In fact, growing data
quality initiatives are offering increased monetary and non-monetary benefits for
organizations. These benefits include increased customer satisfaction, reduced
operating costs and increased revenues. However, regardless of the numerous
initiatives, there is still no globally accepted approach for evaluating data quality
projects in order to build the optimal business cases taking into account the
benefits and the costs. This paper presents a model to clearly identify the
opportunities for increased monetary and non-monetary benefits from improved
data quality within an Enterprise Architecture context. The aim of this paper is
to measure, in a quantitative manner, how key business processes help to exe-
cute an organization’s strategy and then to qualify the benefits as well as the
complexity of improving data, that are consumed and produced by these pro-
cesses. These findings will allow to select data quality improvement projects,
based on the latter’s benefits to the organization and their costs of implemen-
tation. To facilitate the understanding of this approach, a Java EE Web appli-
cation is developed and presented here.

Keywords: Cost/benefit analysis + Data accuracy - Data quality projects
assessment - Business processes

1 Introduction

As business processes have become increasingly automated, nothing is more likely to
limit and penalize the business processes’ performance and overall quality than ignored
data quality. What impacts daily operations, financial and business objectives, down-
stream analysis for effective decision making and end-user satisfaction [1], whether it is
a customer, a citizen, an institutional partner or a regulatory authority. The problem of
identification and classification of costs inflicted by poor data quality, has been given
great attention in literature [2, 3], as well as the definition of approaches to measure
Return On Investment (ROI) of data quality initiatives in both research [4] and
industrial areas [5].

Even though the work cited above establishes the overall methodology for mea-
suring the business value of data quality initiatives, it lacks generic and concrete

© Springer International Publishing Switzerland 2016
M. Helfert et al. (Eds.): DATA 2015, CCIS 584, pp. 1-16, 2016.
DOI: 10.1007/978-3-319-30162-4_1



2 M. Belhiah et al.

metrics, based on cost/benefit analysis, that can be used by different organizations in
order to facilitate the identification of opportunities for increased benefits before
launching further analysis using additional KPI that are specific to each organization.
The overall goal is not to improve data quality by any means, but to carefully plan data
quality projects that are cost-effective and that will have the most positive impact. This
guidance is particularly crucial for organizations with no or only little experience in
data quality projects.

While it is difficult to develop a generic calculation framework to evaluate costs and
benefits of data quality projects in money terms, the purpose of this paper is to find a
suitable model to assess the positive impact of the improvement of quality of a data
object used by a key business process alongside the implementation complexity. This is
relevant because the positive impact and implantation complexity could be transformed
to quantitative measures of monetary benefits and costs. The application of the pro-
posed model is demonstrated on selected key business processes and business objects
that are owned by the Department of Lands of Morocco and the results are presented
here. The calculations are performed automatically via our Web application, which is
an implementation of the proposed model.

The organization of this paper is addressed as follows: Sect. 2 presents data quality
dimensions as well as data quality projects lifecycle, Sect. 3 describes the main steps of
our model and presents the results from our case study; in Sect. 4, the discussion and
future work are summarized.

2 Data Quality: Definition, Assessment and Improvement

2.1 Data Quality: Definitions and Assessment

Data quality may be defined as “the degree to which information consistently meets the
requirements and expectations of all knowledge workers who require it to perform their
processes” [6], which can be summarized by the expression “fitness for use” [1]. The
term data quality dimension is widely used to describe the measurement of the quality
of data. Even if the key DQ dimensions are not universally agreed amongst academic
community, we can refer to Pipino et al. [7] who have identified 15 dimensions:

Intrinsic: accuracy, believability, reputation and objectivity;
Contextual: value-added, relevance, completeness, timeliness and appropriate
amount;

e Representational and accessibility: understandability, interpretability, concise rep-
resentation, accessibility, ease of operations and security.

All case studies that aimed at assessing and improving data quality have chosen a
subset of data quality dimensions, depending on the objectives of the study [8—11].
Measurable metrics were then defined to score each dimension.

While it is difficult to agree on the dimensions that will determine the data quality,
it is however possible, when taking users’ perspective into account [12], to define a
basic subset of key dimensions, including: accuracy, completeness and timeliness.
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Accuracy. Accuracy is defined as “the closeness of results of observations to the true
values or values accepted as being true” [7]. Wang et al. [1] define accuracy as “the
extent to which data are correct, reliable and certified”. The associated metric is as
follows:

number of accurate values

(1)

Total number of all values

Completeness. Completeness specifies how “data is not missing and is sufficient to the
task at hand” [13]. As completeness has often to deal with the meaning of null values, it
may be expressed in terms of the “ratio between the number of non-null values in a
source and the size of the universal relation” [11]. Completeness is usually associated
to the metric below [14]:

number of non—null values

(2)

Total number of all values

Depending on the context, both accuracy and completeness may be calculated for: a
relation attribute, a relation [15], a database or a data warehouse [16].

Timeliness. Timeliness is a time-related dimension. It expresses “how current data are
for the task at hand” [13].

As a matter of fact, even if a data is accurate and complete, it may be useless if not
up-to-date.

number of values that are up—to—date

3)

Total number of all values

2.2 Data Quality Projects Lifecycle

Research in this area has shown that poor data quality is costing businesses a significant
portion of their revenues. In the US, The Postal Service estimated it cost $1.5 billion in
fiscal year 2013 to process undeliverable as addressed mail [17]. A 2011 report by
Gartner [5], for instance, noted that as much as 40 % of the anticipated value of all
business initiatives is never achieved due to poor data quality. In fact, poor data quality
affects daily operations, labor productivity, management decision making and down-
stream analysis.

As such, companies have to evaluate different scenarios related to data quality
projects to implement. The optimal scenario should provide the greatest business value
and meet requirements regarding the available time, resources and cost.

Prior to introducing our model in the next section, it is suitable to present the
common phases that compose a basic data quality project in an Enterprise Architecture
context:
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Define. Define the various dimensions of data quality from the perspective of the
people using the data, using appropriate tools: survey studies, questionnaires, inter-
views, etc.

Measure. Associate data quality metrics to score each dimension.
Analyze. Interpret measurement results.

Improve. Design and implement improvement solutions on data and processes to meet
requirements regarding the quality of data.

In an Enterprise Architecture context, it is also mandatory to perform process
modeling. In fact, a piece of data represented by a business object is accessed in
reading or writing modes by a process. Business objects produced by a process may
serve as entry data to other downstream processes.

In a further step, it is also possible to perform data augmentation which consists of
combining internal data with data from third parties to increase data coverage.

Fig. 1. Phases that compose a data quality project.

As cited above, we are particularly interested in assessing data quality projects that
are related to specific dimensions of data quality, including: accuracy, completeness
and timeliness. For the need of our case study, the remainder of this paper will focus on
the accuracy dimension.
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3 Model for Assessing Data Quality Projects

3.1 Business Processes’ Positive Impact Assessment

The first part of our approach to track ROI of data quality projects consists of
understanding how an organization’s business/financial objectives and results are
linked to key business processes’ performance and overall quality. The following steps
summarize the process of measuring the positive impact of the performance and overall
quality of business processes on the strategy execution of an organization:

1. Identify leading factors that contribute to achieving short-term business/financial
objectives of an organization;

2. Configure the importance of these factors according to the specifications of each
organization;

3. Measure the impact of key business processes’ performance and overall quality on
these factors;

4. Order business processes by positive impact.

Leading Factors That Help Achieving Business/Financial Objectives of an
Organization. To understand how business processes’ performance and overall
quality affect the success of an organization, financial/business objectives and results
are detailed as follows:

Positive impact on daily operations;
Increasing revenues;

Increasing productivity;

Reducing costs;

Meeting regulatory driven compliance;
Positive impact on effective decision making;
Positive impact on downstream analysis.

Configuration of Importance of the Above Factors According to the Specifications
of Each Organization. Due to organizations’ specific aspects and sets of success
factors and in order to provide a generic approach that can be implemented without any
adjustment, the second step of our approach introduces the context-aware and con-
figurable weighting coefficients, illustrated in Table 1.

The purpose behind using a weighing coefficient is to allow each organization to
express the importance of a success factor, depending on its context and strategy. To
cite few examples where using different weighting coefficients is relevant:

e Public organizations may have more concerns about increasing end-users satis-
faction (citizens in this particular case), than increasing revenues;

e Healthcare actors may give more attention to meeting regulatory driven compliance
than to the other factors, while still important, owing to the fact that norms and
standards are mandatory in the field of healthcare;

e Industrial companies may give the same importance to all the factors above.
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Table 1. Configuration canvas for positive impact calculation.

Factor Values Rating Weighting
R) coefficient (I)
Impact on daily operations * True 1
* False 0
Impact on short-term * Increasing revenues 0.15
business/financial objectives * Increasing productivity 0.15
* Reducing costs 0.15
* Increasing end-user 0.15
satisfaction
* Meeting regulatory 0.15
driven compliance
* Other 0.15
Impact on decision making * True 1
* False 0
Is the process cross-functional? * True 1
* False 0

Measurement of the Impact of Key Business Processes’ Performance on Overall
Quality. Business and IT leaders in charge of data quality initiatives should:

1. List all the key business processes;

2. Configure the importance of each factor by acting on the associated weighting
coefficient. The sum of all weighing coefficient must be equal to 100;

3. For each factor in column 1, choose the corresponding value in column 2 and rating
in column 3.

In the case of an organization with many key business processes, the positive impact of
each business process will be calculated, using the weighted sum strategy:

m

> (Ri=1i)/100 (4)

i=1

17330
1

Where R; is the rating for the factor and I; is the weighing coefficient that is
associated with the factor “i”, that was previously defined by both business and IT
leaders. The obtained score ranges between O and 5, where “0” refers to “unnoticed
impact” and “5” refers to “high positive impact”. The Table 2 depicts the correspon-
dence between the positive impact score and the impact level.

Table 2. Positive impact levels.

Impact score | Impact level

0-1.5 0 — unnoticed to low impact
1.5-3 1 — medium impact
3-4.25 2 — high impact

>4.25 3 — very high impact
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Order Business Processes by Positive Impact. After iterating over all key business
processes and calculating the associated positive impact score, business processes are
automatically classified by priority, in order to spot the point of departure to identify
opportunities for increased benefits from improved data quality.

As business processes consume and produce data, classifying key business pro-
cesses by positive impact on an organization’s short-term objectives and results, should
be followed by the identification of data quality options with the greatest business value
at least-cost.

In addition to the positive impact score, other leading indicators may be assessed
using the same approach, including: agile transformation of business processes and
potential risks that are associated with data quality initiatives. These aspects will be
explored in a future work.

Because business processes access data objects in reading and/or writing modes, it
is normal that the quality of the data has an impact on the result of business processes’
execution and vice-versa.

3.2 Implementation Complexity Assessment

While the first part of our approach deals with understanding and assessing how
business processes’ performance and overall quality positively impact an organiza-
tion’s objectives and results, the second part of our approach focuses on data that are
consumed and used by these processes.

The following steps detail the process of scoring the implementation complexity of
data accuracy improvement, what will allow to associate different levels of complexity
(ranking from low to very high complexity) to DQ improvement projects:

1. Identify leading factors that contribute to the calculation of the implementation
complexity of data accuracy improvement;

2. Configure the importance of these factors according to the specifications of each
organization;

3. Measure the positive impact and the implementation complexity;

4. Prioritize data to improve according to the scores obtained in the previous step.

Leading Factors that Help Calculating the Implementation Complexity of Data
Accuracy Improvement. Data profiling activities should allow answering the ques-
tions in Table 3.

In this part, the weighting coefficient plays the same role as in the previous part, as
it allows taking into consideration the particularities of each organization.

Measurement of the Complexity of Data Accuracy Improvement Projects. For a
given data used by a key business process, the implementation complexity will be
calculated as follows:
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Table 3. Configuration canvas for complexity calculation.

Factor Values Rating Weighting
R) coefficient
©
Are there standards to restructure and * False 1
validate the data? * True 0
Is there an authentic source of data * False 1
(repository) that allows to complement or | * True 0
contradict the data?
Does the data object have attributes with * False 0
great weight identification in relation to * True 1
another data source?
Is the data processing: * Manual 1
e Semi-automatic | 0.5
* Automatic 0.25
What is the size of the data to process? * Very large 1
* Large 0.75
* Medium 0.5
* Low 0.25

m

> (Ri* Ci)/100

i=1

Where R; is the rating for the factor

[13%2]

(5)

and C; is the weighing coefficient that is

associated with the factor “i”, that was defined previously by both business and IT
leaders. The obtained score ranges between 0 and 5, here where “0” refers to “minimal
complexity” and “5” refers to “severe complexity”. The Table 4 shows the corre-
spondence between the complexity score and the complexity level.

Table 4. Complexity levels.

Complexity score | Complexity level

0-1.5 0 — very low-to-low complexity
1.5-3 1 — medium complexity

3-4.25 2 — high complexity

>4.25 3 — very high complexity

The Fig. 2 presented below summarizes the main steps of our approach:

1. Determine what processes contribute the most to the business’s objectives and

results;

2. Determine data improvement complexity;
3. Recommend the optimal business case for data improvement.
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1-Determine what processes contributethe, —
most to the business’s-objectives and results
— Process 1 Process 1
— Output ‘
Process P
i 1 Data
1 Process | |
N 2 | Process3 |
P 2222222 3-Recommend
< Output the optimal
Process Dt \‘ business case to
2 \ ata Y ) L__ improve data
2 4 Input o accuracy and
N\ [ Data ] N\ thus, the overall
NN 1 Input organization’s
ey Output N\ \ [ Data || performance
3 . Data | Input 3
3 \ Data ——
B 2 Ir;puf
2- Determine data improvement complexity' ANNNNNNN DT’

Fig. 2. Main phases.

After completing our research and in order to calculate automatically our indicators,
we have implemented a Web application, which main functionalities are:

1. Create a new business process;

2. List registered business processes;

3. Add a new business object (physically implemented by a data object), that is used
by a registered business process;

4. List registered business objects;

Assess data accuracy improvement projects;

6. List all previous assessments.

e

3.3 A Use Case Study: Decision Support System for Implementing DQ
Projects in Action

For the purpose of verifying and validating the decision support system for imple-
menting DQ projects, we have performed an analysis of data for Morocco Department
of Lands (DoL)l.

The Department of Lands administers the State-owned land mass. Its primary
purpose is to unlock the potential of State’s lands for the economic, social and envi-
ronmental benefits, while optimizing the value of the State’s land assets. The
Department of Lands is pursuing its objectives through a number of fully automated
business processes including: administering the sale of State’s property, managing the

! http://www.domaines.gov.ma/.
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Government’s land acquisition program, leasing eligible lands for investment, revenue
accounting, managing government employees housing, among others. In a dynamic
and changing environment and to enable the Department of Lands to carry out its
attributions, it is important that the DoL disposes of accurate data. Given the current
economic challenges and budgetary pressures facing most organizations, there is a
substantial desire to eradicate quality issues in data through data quality improvement
projects, with reasonable budget and changes. The phases that compose the method-
ology adopted by the DoL for improving its data accuracy are as follows:

Our field of intervention has covered phases 1, 2 and 5. In fact, our decision support
system was used to identify individual quality projects with the greatest business value
at least-complexity, which could be directly correlated with monetary cost. The process
of calculating the positive impact and implementation complexity factors was per-
formed automatically via our Web application. The Web application first calculates the
positive impact of input business processes. For example, for “registration of Land’s
titles” process, we obtained an impact score of 4.71, compared to 4.29 for “evaluation
of lands/lodging prices” process. The second step is calculating the implementation
complexity of data accuracy for a subset of data that are manipulated by the business
processes. The third step is recommending the scenario with the greatest positive
impact at least complexity and cost. The list of the selected business processes and data
objects that were considered for our experimental setup where suggested by the users of
DoL Information System.

eSelect data atrisk

«|dentifydata at risk

« Assess initial data accuracy

« Determine the causes of poor data accuracy

«Designandimplement improvement solutions

Fig. 3. Phases of the data quality improvement methodology adopted by the DoL.

Table 5 above describes the potential business objects that are considered for data
accuracy improvement. Meanwhile, Table 6 below shows how these business objects
are manipulated by critical business processes in terms of database operations. For each
business object, the identifier is preceded by the symbol “#”.
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Table 5. Description of business objects.

Business object

Definition

Attributes

Evaluated price

Property —legal
information

Property —
urban
situation

Procedure file

Accounting
document

Beneficiary

* The result of the evaluation of lands that are owned
by the State, in order to sell them or lease them for
investment

* Information that describe the legal situation of a land
that is owned by the State, in terms of its type
(registered, requisition, unregistered), owners and
quota shares

* Information that describe the urban situation of a
land that is owned by the State, in terms of its area
and geographical data

* Information that describe the procedure file,
including its identifier, location, file opened and
closed dates, as well as the related business
procedure

* Information that describe the type of the accounting
document (revenue or expanse), its identifier,
amount and related business procedure

* Information that identify the natural or the legal
person

« #Property_id
* Evaluated price

« #Property_id

* Legal situation
* Owners

* Quota shares

* #Property_id

* Area

* Zoning

» Geographical
coordinates

« #File_id

* Location

« File opened
date

* File closed date
* Business
procedure

* #Accounting_
document_id

* Accounting_
document_type
* Amount

* Business
procedure

* #ldentifiers

« Category of the
beneficiary

» Address

Choosing a Relevant Subset. Keeping in mind that this issue is a statistical challenge
because of the large size of databases and/or data files, we have chosen a statistical method
for determining the reliable sample size with given restrictions such as the margin of error
and the confidence level. The sample size is represented by the Eq. 6 [18]:

 ZPxs x(s—1)
Nadsd ©

In Eq. 6, (n) is the sample size, (e) is the margin of error and (s) is the percentage of
compliance between records in DoL internal databases and other authentic data sour-
ces. The margin of error indicates the accuracy of the chosen sample and the allowed
deviation of the expected results. In our calculation, we used a 5 % value for the margin
error. The confidence level tells how often the true percentage of the sampled data
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Table 6. Access matrix.

Business process

&an
i
g
= ©n
=) 5 Q
i) = T
2 2 % 3
Business object = 2 g en z
2 < = = iy
=] A D = =
=S = 8 =
E 2 © 8 =
= g = g g
o E= g g
= =1 ) )
: £ 2 £
= 2 S ) o)
S g g= g 2
o ~ — [ ]
Evaluated price CRUD* - read read read
Property — legal information read CRUD  read - read
Property — urban situation read CRUD  read - read
Procedure file read read CRUD  read read
Accounting document - - - CRUD  read
Beneficiary read - read read CRUD

(*) refers to database operations: Create, Read, Update and Delete.

satisfying the required condition lies within the confidence interval. Usually, (Z) is
chosen to be 90 or 95 %. For the latter value, Z takes a critical value of 1.96.

Decision Support Tool in Action. Our Web application was used to automatically
calculate the positive impact and complexity indicators. The results of the experiment
are provided below:

Figure 4 illustrates the results of the positive impact score calculation. As can be
observed, the highest score was related to “registration of Lands titles” process fol-
lowed by “revenue accounting”. “Government Employee Housing” had the least
impact. Figure 5 illustrates the results of the implementation complexity score calcu-
lation. As can be observed, the highest score was related to “procedure file” data object.

A closer look at the results of the questionnaires administered via our Web
application provides information regarding the elements that contributed to high or low
levels of positive impact and implementation complexity. Data accuracy improvement
for the “procedure file” is very complex to setup owing to the fact that there are neither
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Positive impact Score

4,71

4,29
3,82 3,82
] 2,76
1 | I
0 T T T T 1

Evaluation of Revenue Government Registration of Litigation
lands/lodging accounting Employee Lands titles proceedings
prices Housing

Fig. 4. Positive assessment score for the analyzed business processes.

Implementation complexity Score

4,29
3,39 3,21
| 268 I 2,68 2,86 I
0 I ; r I r I r r

evaluated accounting beneficiary property - property - procedure
price document legal urban file
information situation

—
1

Fig. 5. Implementation complexity score for the analyzed business objects.

standards to restructure and validate the data nor an authentic source of data that allows
to complement or contradict the data. Also the file processing is manual and the size of
data to process is high.

What we have accomplished so far allows us to associate quantitative measures to
the positive impact and the implementation complexity of data accuracy improvement
projects. Meanwhile, when we try to estimate the costs that are associated with these
projects, we should also take into consideration the initial accuracy of the business
objects. This is relevant because it is less expensive to improve a data object with
higher initial data accuracy.
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What leads us to the third part of our approach: in Fig. 6, the x axis represents the
accuracy while the y axis represents the cost or the effort associated to data accuracy
improvement. For instance, it shows that even if the implementation complexity is the
highest for the business object “procedure file” (see Fig. 5), improving the data object
“property — urban situation” will be more expensive. This is due to the fact that the
initial accuracy of “procedure file” is higher that the initial accuracy of “property —
urban situation”.

Correlation between accuracy and ——effort (evaluated price)

cost
= effort (accounting document)

—effort (beneficiary)

- effort (property - legal
information)

— effort (property - urban
situation)

— effort (procedure file)

0.75 0.8 0.85 0.9 0.95 1 1.05

Fig. 6. Correlation between accuracy and complexity.

In order to build the optimal business case to improve data accuracy and thus, the
overall organization’s performance, stakeholders at the DoL will use Figs. 4 and 6 that
represent respectively the benefits and the costs inherent to data accuracy improvement.

4 Discussion and Future Work

Organizations are discovering that poor data quality have a significant impact on their
most strategic goals, often hindering them from achieving the growth, productivity and
customer satisfaction that they desire. Minimizing rescissions, rejects and returns have
positive impacts on daily operations, cost reduction and financial results. Thus,
high-quality data are the precondition for leveraging processes run either by corpora-
tions or government agencies, in order to achieve their business initiatives. The demand
for data quality assessment and improvement methodologies is maturing, especially
when it comes to organizations having no or very little experience in the field of data
quality projects.

Since the automation of business processes guarantees, in a way, the quality of their
execution, actions must be directed towards the improvement of the accuracy of the
data used by these processes. Our approach highlights the most cost-effective data
accuracy improvement projects. We have established two global indicators of positive
impact and implementation complexity, to measure the business value of data accuracy
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improvement projects. Furthermore and in order to recommend the optimal business
case to improve data accuracy and thus, the overall organization’s performance, our
model takes into account: (1) — the initial data accuracy level (as-is), (2) — the positive
impact of the key process that uses the data and (3) — the implementation complexity of
data accuracy improvement initiative. According to the values of these indicators and to
the targeted accuracy level (to-be), two business cases may be considered:

The first one is based on the improvement of data accuracy by determining and
analyzing the sources of low quality, such as uncontrolled data acquisition, updates
problems, etc.

The second one is process-driven as it encourages the improvement of processes
(reengineering, control, etc.), by enhancing their execution accuracy. This is a short
term option that is generally less expensive, but requires change management because
it affects the work processes; In fact, while technology plays a key role in data quality
improvement, changes in working methods are critical.

To summarize, the result of the work accomplished so far shows how to measure in
a quantitative manner the business value of data quality improvement projects by
establishing two global indicators of positive impact and implementation complexity.

As each organization environment is different, it is challenging to see how our
model will perform in other contexts other than Enterprise Architecture environment.
We are particularly interested in applying it to the context of Open Data that are
produced by national governments, where data quality issue could derail the Open Data
projects from their purpose.
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Abstract. Classify the dynamic of users in a cultural heritage exhibition
in order to infer information about the event fruition is a very interesting
research field. In this paper, starting from real data, we investigate the
user dynamics related to the interaction with artworks and how a specta-
tor interacts with available technologies. Accordingly with the fact that
the technology plays a crucial role in supporting spectators and enhanc-
ing their experiences, the starting point of this research has been the art
exhibition named The Beauty or the Truth that was located in Naples
(Italy), where event was equipped with several technological tools. Here,
the collected log files, stored in a suitable expert software system, are
used in a flexible framework in order to analyse how the supporting per-
vasive technology influence and modify behaviours and visiting styles.
Finally, we carried out some experiments to exploit the clustering facil-
ities for finding groups that reflect visiting styles. The obtained results
have revealed interesting issues also to understand hidden aspects in the
data and unattended in the analysis.

Keywords: User profiling - Clustering - Data mining

1 Introduction

In the cultural heritage area, the requirements of innovative tools and method-
ologies to enhance the quality of services and to develop smart applications is
an increasing requirement. Cultural heritage systems contain a huge amount of
interrelated data that are more complex to classify and analyse. For example,
considering an art exhibition, characterizing, studying, and measuring the level
of knowledge of a visitor with respect to an artwork, and also the dynamics
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of social interaction on a relationship network is an interesting research sce-
nario. To understand and analyse how artworks observation can influence the
social behaviours is a very hard challenges. Indeed, semantic web approaches
have been increasingly used to organize different art collections not only to infer
information about a cultural item, but also to browse, visualize, and recommend
objects across heterogeneous collections [8]. Other methods are based on statis-
tical analysis of user datasets in order to identify common paths (i.e., patterns)
in the available information. Here, the main difficulty is the management and
retrieval of large databases as well as issues of privacy and professional ethics [7].
Finally, models of artificial neural networks, typical of Artificial Intelligence field
are also adopted. Unfortunately, these approaches seems to be, in general, too
restrictive in describing complex dynamics of social behaviours and interactions
in the Cultural Heritage framework [6].

In our previous works, we referred to a computational neuroscience terminol-
ogy for which a cultural asset visitor is a neuron and its interest is the electrical
activity which has been stimulated by appropriate currents. In detail, we adopted
two different strategies to perform data classification: a Bayesian classifier [3],
and an approach that finds data groupings in an unsupervised way [2]. Such a
strategy resorts to a clustering task employing the well-known K-means algo-
rithm [5]. The dynamics of the information flows, which are the social knowledge,
are characterized by neural interactions in biological inspired neural networks.
Reasoning by similarity, the users can be considered as neurons in a network and
their interests the morphology; the common topics among users are the neuronal
synapses; the social knowledge is the electrical activity in terms of quantitative
and qualitative neuronal responses (spikes).

In [1] we dealt with the characterization of visitor behaviours starting from
real datasets. As a real scenario, we have considered the art exhibition named the
Beauty or the Truth located in Naples, Italy, where new ICT tools and methodolo-
gies, producing several users behavioural data, have been deployed and currently
are still active. Our aim was also be to classify visiting styles of the spectators
in the exhibit exploiting their user experience of the adopted technology, which
allows to collect the data to analyse. Here, deeply investigating these aspects, we
focus on tuning of the parameters influencing the classification results.

The paper is organized as follows. In Sect.1 we introduce this research; in
Sect. 2 we describe the fruition system framework of the proposed event. In Sect. 3
we deal with the visiting styles by resorting some basics definitions; in Sect. 4 we
describe experiments on real data classification and finally in Sect. 5 we draw the
conclusions.

2 The Digital Fruition System

The starting point of our research is an interesting and wide case study; it con-
sists of a real art exhibition of 271 sculptures, divided into 7 thematic sections
and named “The Beauty or the Truth’!. This exhibition shows, for the first time

! http://www.ilbellooilvero.it.
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in Italy, the Neapolitan sculpture of the late nineteenth century and early twenti-
eth century, through the major sculptors of the time. The sculptures are exhibited
in the beautiful monumental complex of San Domenico Maggiore, in the historical
centre of Naples. In order to better understand motivations behind this work, it is
important to deeply analyse the kind of relations that exist among cultural spaces,
people and technological tools that nowadays are pervasive in such environments.
Accordingly, the behaviour of a person/visitor, when it is immersed inside a space
and consequently among several objects, has to be analysed in order to design the
most appropriate ICT architecture and to establish the relationship between peo-
ple and technological tools that have to be non-invasive. For this reason, it should
be preferable to provide cultural objects with the capability to interact with peo-
ple, environments and other objects, and to transmit the related knowledge to
users through multimedia facilities. In an intelligent cultural space, technologies
must be able to connect the physical world with the world of information, in order
to amplify the knowledge, but also and especially the fruition, involving the vis-
itors as active players to which is offered the pleasure of the perception and the
charm of the discovery of a new knowledge.

Fig. 1. Digital fruition system.

In the follow, the architecture of an Internet of Things (IoT) system, the
technological sensors immersed in the cultural environment and the communi-
cation framework are presented. The sensors aimed to transform cultural items
in smart objects, that now are able to communicate with each other, the visitors
and the network; this acquired identity plays a crucial role for the smartness
of a cultural space. Accordingly, in order that this system can perform its role
and improve end-users cultural experience transferring knowledge and support-
ing them, a mobile application has been designed; in this way people have the
opportunity to enjoy the cultural visit and be more at ease simply using their
own mobile device. The proposed IoT system was entirely deployed inside the
exhibition, as illustrated in Fig. 1. In the proposed system we have, on the left
of Fig.1 a physical space where the exhibition was located. It is important to
observe that the combination of the technologies, artworks and path inside the
event influences the visiting style of a spectator. On the right of Fig. 1 we have a
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detailed description of the interaction of the user with the artwork. The artworks
start to talk and interact with the spectator through an “ad hoc” technology
named smart cricket.

The overall technology in the proposed fruition system is used in order to
collect the data that are necessary to characterize the visiting styles discussed
in the following sections.

3 Visiting Styles Definition

In order to classify visiting styles in art exhibition, we start from work shown
in [9], where personalized information presentation in the context of mobile
museum guides are reported and visitor movements are classified comparing
these to the behaviours of four typical animals. In our work, we adapt this clas-
sification to find how visitors interact with the ICT technology. Accordingly, the
visitor’s behaviour can be compared to that of:

— an ANT (A), if this tends to follow a specific path in the exhibit and inten-
sively enjoys the furnished technology;

— a FISH (F), if this moves around in the centre of the room and usually avoids
looking at media content details;

— a BUTTERFLY (B), if this does not follow a specific path but rather is
guided by the physical orientation of the exhibits and stops frequently to look
for more media contents;

— a GRASSHOPPER (G), if this seems to have a specific preference for some
preselected artworks and spends a lot of time observing the related media
contents.

The classification of the visiting styles is characterized by three different
parameters related to the visitor: (a) the number of artworks viewed, (b) the
average time spent by interacting with the viewed artworks, and (c) the path
determining the order of visit of the exhibit sections.

Table 1. Characterization of the visiting styles’ classification.

Animal | (a) Viewed artworks | (b) Average time | (¢) Path
A high - high

B high - low

F low low -

G low high -

As we can observe in Table 1, high values for the parameter (a) characterize
both As and Bs, while low values are related to Fs and Gs. Moreover, the
parameter (b) does not influence the classification of As and Bs, while high
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values are typical for F's and low values are inherent in Gs. Finally, the parameter
(c) does not influence the classification of Fs and Gs, whereas high values are
related to As and low values characterize Bs.

Each parameter is associated with a numerical value normalized between
0 and 1. For the parameters (a) and (b), its values respectively correspond to
percentages of viewed artworks and average time spent for these. In the following
we show how to assign a value to the parameter (c).

Assume that the N sections (rooms) of a museum are organized in increasing
order as follows:

entrance—>—> R — exit,

Let us denote by
S1—5%— -+ = Sy_1 — Su

the path of a visitor. Assuming the entrance in 1 and the exit in N, it results
S1 = 1 and Sy = N. Moreover, because a visitor could visit each room more
than once or never, the length M of the path is independent on the number
N of rooms. To assign a value to the quality of a path, we consider the M — 1
movements S;_1 — S;, for j = 2,..., M, and we assign at each of them the
value m; in the following way

1, if S =81 +1
m; = ¢ 0.5, itS; >85;_1+1
Sj — Sj_l, if Sj < Sj—l

Finally, the value of the path will be

1 M
P = max O,m;mj

The ratio by N — 1 ensures that p < 1, while the max operation avoids negative
values, so that the property 0 < p < 1 is achieved. For example, with N =7
rooms, the chaotic path

entrance — — —
mg:O.5 ’n’L3:1

7TL4:0.5
6] - — 5 6] = 7] enit,
me=0.5 mr=1

ms=—4

will be evaluated

1
p:max{(),6(0.5+1+0.5—4+0.5+1)}

-0.5
= 07 :0.
0,0}
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While the more ordered path
entrance mj:l m,:g_;1 m4—;1 m5:>O.5
@ m?: ) exit,

will be evaluated

1
p:max{0,6(1+1—|—1+0.5+1)}

4.5
= max< 0, o =0.75

Observe that, in general, the perfect path

entrance—>—> O — exit,

will always receive the evaluation p = 1.

Observe that our model infers information from data stored in the structured
JSON file. The overall data collected by the described ICT framework will be
used as the input of the proposed classification approach. More in details, LOG
files are structured in order to store main informations about the visitor behav-
iour in the exhibit. A listing that shows the JSON schema diagram of a log file,
characterized by the fruition information w.r.t. the artworks is discussed in [1].

4 Experiments on Data Classification

The experiments described in this Section were carried out from a dataset of 253
log files, one for each visitor of the exhibition. Experiments have been executed
exploiting the computing resources provided by CRESCO/ENEAGRID High
Performance Computing infrastructure [4]. We have tracked the visitor behaviour
by using a suitable Extrapolation Algorithm (EA), which has a JSON file as
input data. A typical EA output is shown in the following:

IDUser : e7ab774700c1e88e1417618582735
# of artworks: 271

# of viewed artworks: 44

% of viewed artworks : 17.5%

i-th viewed artwork : 2

ID artwork : 128

Available audio (sec.) : 32.922
Listen audio (sec.) : 32.922
Available images : 3

Viewed images : O
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Available text : True

Viewed text : False

Interaction time (sec.) : 58.259
Path is followed : True

i-th viewed artwork : 6

ID artwork : 17

Available audio (sec.) : 85.141
Listen audio (sec.) : 85.141
Available images : 4

Viewed images : 2

Available text : True

Viewed text : True

Interaction time (sec.) : 103.141
Path is followed : False

Such files are particularly suitable to identify user behaviour not only regard-
ing their interactions with artworks, but also w.r.t. the whole artwork exhibition.
In fact, properly looking at the JSON files, for each user it is possible to deter-
mine if the exhibition path is followed, the sequence of visited sections, the time
spent to enjoy audio and image contents, and if text information about a specific
artwork are visualized or not.
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Fig. 2. Visitor classification starting from the section S; to all other sections (number
of visitors).

Starting from the data collected in the exhibit, we deployed a classifier in
order to characterize the visiting behaviours by means of some heuristics and to
investigate how visitors interact with the supporting technology. According with
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Table 2. Visitor classification starting from the section S; to all other sections (in %).

Animal | S1 — S1|S1 — 52|51 — 53|51 — 5451 — 55|51 — Se|S1— ST
A 137 133 79 52 35 21 14
B 21 28 27 30 31 38 43
F 83 76 85 76 69 68 68
G 12 16 62 95 118 126 128

this and with the characterization of the classification illustrated in Table 1, we
defined thresholds to better identify the three parameters of our dataset. In a
preliminary phase, we set 10 % for viewed artwork, 60 % for average time, and
70 % for path.

Based on these thresholds, Fig.2 and Table 2 show, respectively, the distri-
bution number and percentage of the visitor style in all the exhibit sections
calculated by our classifier. It is easy to note that As and Gs have specular
trends among the sections, since As start with a high population in the first two
sections (i.e., 53 % moving from S; to S3) but drastically decrease up to the 6 %
at the end of the exhibit, whereas Gs are thinly populated at the beginning of
the exhibit but there is a strong increment starting from section Ss (i.e., 25 %)
that culminates at the end of the exhibit (i.e., 51 %).

On the other hand, we observe that Bs and F's population trends are quite
similar since tend to remain stable for the entire duration of the exhibition. In
fact, Bs have a max increment equal to 8% from beginning (i.e., 8%) to end
(i.e., 16 %) of the exhibition, while Fs have a 6 % of decrement starting from
section S; (i.e., 33 %) and moving to the last section S7 (i.e., 27 %).

We characterize the variations in the population distribution as metamor-
phosis. In Fig.3 we summarize these distributions (number of visitors) for the
sections S7; — So (red columus), the sections Sy — Sy (green columns) and the
sections S1 — S7 (blue columns) of the cultural heritage event.

From these experiments we deduce that at the beginning of the exhibit,
visitors are motivated to enjoy the furnished technology. In fact, 64 % of these
(i.e., As and Bs) intensively interacted with the artworks at the end of section Ss.
Afterwards, as the time spent in the exhibit grows (i.e., starting from section S3),
the interaction with the artworks strongly decreases. At the end of the exhibit,
we can observe that the 78 % of the visitors are distributed in two different
groups: visitors that definitively abandon the technology (i.e., 27 % of Fs) and
visitors that choose to use the furnished technology only with a small number
of specific artworks (i.e., 51 % of Gs).

We performed a further experimental phase based on clustering algorithm.
The aim of this step consists in executing an unsupervised data mining algorithm
in order to achieve data groups that can reflect the user classification obtained
with our classifier. In this direction, we propose a data structure that reflects
the above mentioned observations about path and media content fruition. The
dataset is built from the log files and is structured in ARFF Weka format, as
shown in the following.
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Fig. 3. Visitor metamorphosis for exhibit sections S1 — S2, S1 — S4 and the entire
exhibit (51 — S7) (Color figure online).

ORELATION ARTWORKS

Q@ATTRIBUTE viewed NUMERIC [0..1]
Q@ATTRIBUTE avg_time NUMERIC [O0..1]
@ATTRIBUTE path NUMERIC [O0..1]
QATTRIBUTE class {A,B,F,G}

@DATA

0.14741,1,1,A
0.0517928,0.94078,1,G
0.0119522,0.1273,1,F
0.135458,1,0.166667,B

In particular, the dataset contains fields regarding the percentage of viewed
artworks (i.e., viewed), the average time spent in artwork interaction (i.e.,
avg_time), and the percentage of followed path during the visit (i.e., path).
Note that these three attributes reflect the parameters introduced in Sect. 3,
used to characterize the animal behaviours.

We have resorted to the well-known K-means partitional clustering algo-
rithm [5] and set the number of classes to K = 4.

In Table 3 we report the results of the clustering (with K = 4) for the entire
exhibit. Note that ClusterO corresponds to G, Clusterl is F, Cluster2 rep-
resents B and Cluster3 is A, as this is a typical majority voting based cluster
assignment. This clustering session provides very interesting results that can be
seen in the Table. In fact, the four categories in our data have been correctly
identified by our classifier with an accuracy very close to the K-means results,
with a number of incorrectly clustered instances equal to about 5 %.
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Table 3. Results of the clustering for K = 4 for the entire exhibit (S1 — S7). In
brackets the result of our classification.

Animals | ClusterQ | Clusterl | Cluster2 | Cluster3
A 0 0 0 14 [14]
B 0 0 38 [43] |5

F 8 60 [68] |0 0

G 127 [128] |0 0 1

Figure4 shows the cluster assignments for tuples in the dataset. These are
coloured by following the class attribute, whereas on the axes there are class-ID
and cluster-ID.

x
e

X% X
x "%

X
T 1

“ewsters cluster2
clusterl cluster3

Fig. 4. Kmeans cluster assignment (K = 4).

Clustering results confirmed what we addressed in the classification task, as
the algorithm correctly identify classes A and G, achieving a very high accuracy
results. Note that only one instance has a bad clustering assignment for G,
whereas all the instances correctly clustered for G. The poor clustering error is
due to the classes B and F, with the error of 5 tuples for B and 8 tuples for F.
This is not a surprising result, since we yet noticed in the previous classification
task that B and F are have very similar trends.

4.1 Tuning of the Parameters

In the previous experimental phase, we obtained very interesting results in terms
of accuracy, with a very low clustering error (i.e., 5%). However, such results
came from an our intuition in setting proper thresholds in classifying visitor
behaviours. In this section, we focus on the tuning of the classification parame-
ters, in order to show how they bias the cluster accuracy.
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We described in Sect. 3 how setting thresholds in order to classify visiting
styles reflecting the ethnographic behaviour. Based on a possible range of values
for each parameter, we defined a set of experiments in which the classification
changes and the clustering strategy/setting remains the same. The goal here is to
discover the best setting for the classification that produces the highest accuracy
result in clustering phase for the entire exhibit (S; — S7).

We found several clustering accuracy results. In Table 4 we show only three
most relevant setting, which produce the best, the medium and the worst quality
results.

Table 4. Tuning of the classification parameters.

Quality | Parameters (%) | Accuracy error (%) | # Misclassified
(a) |[(b) ()

Best 10% | 50% |60 % | 1.19 3

Medium | 10% | 65 % | 75 % | 10.67 27

Worst 20% | 60% | 70 % | 35.57 90

In Table4, the first column expresses the quality evaluation of the tuning
and the following three columns represent the settings for the three classification
parameters, that are “viewed” artworks (a), “average time” (b), and “path” (c).
We can notice that the first setting produces the best accuracy in clustering
(1.19% error). However, this result is very close to the one we obtained without
the tuning (5% error), and this confirms that our preliminary intuitions were
right. In average, we had several parameter configurations which produce an error
of about 10 %, which corresponds to a very good error rate in clustering. The
worst setting produces an error of about 35 %, which is acceptable in clustering
especially if we consider that our dataset is not so big (i.e., 253 tuples).

5 Conclusions

In this paper we have dealt with the user dynamics and behaviours starting
from real datasets. Our aim has been to classify visitor visiting styles starting
from data collected by the available technology. In order to validate the classi-
fication results, we resorted to the well-known K-means clustering algorithm to
discover data groups reflecting visitor behaviours in all the sections of the exhibit.
Experimental results have shown that clustering approach correctly identify vis-
itor behaviours, providing high accuracy clusters that reflect the classification
results. We have observed visitor behaviour modifications at the different exhi-
bition sections, and this introduces the concept of metamorphosis in the visiting
styles. An interesting observation and challenge for future works is to adapt, in
a smart way, this computational framework to many different application top-
ics, such as the context-aware profiling, feedback based and/or recommendation
systems.
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Abstract. In this paper, we explore the task of automatic construction of
concept maps for various knowledge domains. We propose a simple 3-steps
algorithm for extraction of key elements of a concept map (nodes and links)
from a given collection of domain documents. Our algorithm manipulates a
statistical term-document matrix describing how frequently terms occur in
documents of the collection. At the first step we decompose this matrix into
scores (terms-by-factors) and loadings (factors-by-documents) matrixes using
non-negative matrix factorization, wherein each factor represents one topic of
the collection. Since the scores matrix specifies the relative contribution of each
term to the factors, we can select the most contributing terms and use them as
concept map nodes. At the second step we associate selected key terms with the
corresponding row-vectors of the term-document matrix and calculate pairwise
cosine distances between them. Since the close distances determine the pairs of
strongly related key terms, we can select the strongest relations as concept map
links. Finally, we construct the resulting concept map as a graph with selected
nodes and links. The benefits of our statistical algorithm are its simplicity,
efficiency and applicability to any domain, any language and any document
collection.

Keywords: Concept map - Text mining - Co-occurrence analysis
Non-negative matrix factorization

1 Introduction

Concept maps are graphical tools for representing knowledge structures of various
domains. The main elements of concept maps are:

Nodes (key concepts of the domain, put in circles or boxes);
Links (key relations between concepts, represented as lines);
e Labels (words or phrases describing the meaning of relations).

The main purpose of concept maps is to contribute to a deeper understanding of
domain knowledge on the conceptual level. The work [1] reports the results of
experimental investigations which verify the practical value and efficiency of concept
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maps as a tool and as a strategy of teaching. Unfortunately, the complexity of a manual
construction of concept maps greatly reduces the advantages of their using in the
educational process. It is a very common case when teachers preparing course material
are forced to use simple and limited types of concept maps or not use them at all
because their comprehensive construction and drawing takes a lot of time.

Owing to the mentioned arguments, of great importance is the task of automatic or
semi-automatic construction of concept maps on the basis of extraction their elements
from collections of textual materials. Thanks to example of the authors of work [2] this
task got the name Concept Map Mining (CMM) similar to Data Mining and Text
Mining. In general case the process of CMM consists of three subtasks: extraction of
concepts, extraction of links and summarization (see Fig. 1) [3].

Concepts . Relations

: : . Summarization
extraction extraction

Fig. 1. The subtasks of concept map mining process.

The aim of this paper is to demonstrate usefulness and efficiency of statistical Text
Mining methods for automatic construction of concept maps based on the domain
collections of texts. The most important advantage of statistical methods is that they
can be directly applied to any domain and any language, i.e. they are invariant in regard
to the features of the given collection of domain documents. Statistical methods con-
sidered in this paper are based on the analysis of co-occurrence of terms in domain
documents. We use a simple 3-steps algorithm which deals with a term-document
co-occurrence matrix describing the number of occurrences of each word in each
document of the collection.

At the first step we decompose the co-occurrence matrix into scores (terms-by-
factors) and loadings (factors-by-documents) matrixes using non-negative matrix fac-
torization, wherein each factor represents one topic of the collection. Since the scores
matrix specifies the relative contribution of each term to the factors, we can select the
terms with maximum contributions and use them as concept map nodes. At the second
step we associate selected key terms (also known as concepts or nodes) with the
corresponding row-vectors of the term-document matrix and calculate pairwise cosine
distances between them. Cosine distance or similarity is a measure of similarity
between two vectors that measures the cosine of the angle between them. We use this
measure in positive space, where the outcome is bounded in [0,1]. So the maximum
value of cosine similarity is equal to 1 (it corresponds to the angle 0). Since the close
distances determine the pairs of strongly related key terms, we can select the strongest
relations with similarity values more than 0.5 as concept map links. Finally, we con-
struct the resulting concept map as a graph with selected nodes and links.

We plan to integrate automatically created concept maps into e-learning environ-
ment as a special tool supporting student’s active and deep learning of the subject.
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In [4] we represent the conception of our e-learning environment, and in this paper we
investigate one of its meaningful elements.

The remaining part of the paper has the following structure. The second section
presents a brief review of works related to the considered problem of automatic con-
struction of concept maps. The approach proposed in the paper is described in detail in
the third section. The results of experimental testing of the proposed approach are given
in the fourth section. The fifth section contains brief conclusions on the work done and
presents a plan of further investigations.

2 Related Works

The resent decade is characterized by the growth of interest to investigations devoted to
automatic extraction of concept maps from collections of text materials. Among these
studies, of high rank are the works based on the use of statistical techniques of pro-
cessing a natural language. As is mentioned in [5], the methods focused on statistical
processing of texts are simple, efficient and well portable; however, they possess a
decreased accuracy as they do not consider latent semantics in the text.

The mentioned simplicity and efficiency of statistical approaches are illustrated well
in [6]. The authors construct a term-term matrix based on a short list of key words
selected manually for the given domain. They fill in the matrix on the basis of terms
co-occurrences in sentences. If two elements occur in one sentence, the matrix element
is equated to 1, otherwise — to 0. Then they display this matrix in the concept map, as
shown in Fig. 2. Obviously, this approach is good for chamber teaching courses
consisting of materials limited in volume, but for weighty courses it is very inefficient.
The authors applied their methodology for constructing concept maps based on stu-
dents’ text summaries. Obtained concept maps were used by instructor to analyze how
students learned the training material. In particular, the purpose of the analysis was
selection of correct, incorrect or missing propositions in the students’ summaries.

* T have two pets, my dog is [ Cat }D"g Pet | Car

named Missy.
® My dog likes to ride in my

named Buddy and my cat is | Cat | l
dad’s truck. J[

1

1
‘ Car 1
‘ 0
® But not Missy (metonym

for cat), she will only ride Car

m my moim s car. Cat

Pet

Fig. 2. Mapping the term-by-term matrix to the concept map (by work [6]).
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The authors of [7] extract concepts from scientific articles using the principal
component analysis. They use some papers in scientific journals and conference pro-
ceedings, dedicated to the field of e-learning, as data sources for the construction of
concept maps. According to them, constructed concept maps can be useful for
researchers who are beginners to the field of e-learning, for teachers to develop
adaptive learning materials, and for students to understand the whole picture of
e-learning domain. The authors introduce the notion “relation strength” with the help of
which they describe pairwise relations between extracted concepts. Relation strength is
calculated on the basis of distance between two concepts in the text and on the basis
their co-occurrence in one sentence. Authors link pairs of concepts which have
“relation strength” more than 0.4. Like the authors of [6], the authors of this work do
not label found links (do not sign them).

Generally speaking, labeling of relations extracted from the texts is a very complex
problem that requires performing semantic analysis of texts. That is why many
researchers note the limitedness of statistical approaches and try to combine statistical and
linguistic tools by using knowledge bases suitable for semantic analysis. For example, the
authors of [8] use thesaurus WordNet for part-of-speech analysis of texts. Due to
determination of parts of speech in sentences they extract a predicate (the main verb) from
each sentence and form for each predicate a triplet “subject-predicate-object”. The subject
and object are interpreted as concepts and the predicate as a relation between them (see
Fig. 3). The authors of the paper are interested in building a concept map concerning
biological kingdoms.

Subject

Vd ~

|
| Predicate I
(verb) :

~ 7/

Object

Fig. 3. “Subject-predicate-object” triplet used in [8].

The authors of [9] analyze the structure of sentences by constructing trees of
dependences. They divide each sentence into a group of members dependent on the
noun and a group of members dependent on the verb. They display verbs in the links
and the nouns in concepts, as shown in Fig. 4. The final goal of the authors is to
develop intelligent user interfaces to help understanding of complex project documents
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and contextualization of project tasks. The paper [10] describes an approach based on
the use of thesaurus WordNet, too. The authors of this work use the lexical power of
WordNet to provide the construction of an interactive concept maps by students. Using
WordNet, the authors perform processing of different student responses revealing the
meaning of the concepts with the help of synonyms hyponyms, meronyms, and
homonyms existing in the lexical base of WordNet.

VR

Sentence
[John works as a teacher]

~
A =N

Noun phrase Verb phrase
[John] [works as a teacher]

~
=N

Noun Verb Noun phrase
[John] [works] [as a teacher]
Noun
[teacher]

Fig. 4. Dependency tree for semantic analysis used in [9].

Like the authors of [6], the authors of [11] search for “noun-verb-noun” structures
in sentences. They use verbs as designations of links and display nouns in concepts.
The authors of [12] use not only verbs but also prepositional groups of the English
language which designate possessiveness (of), direction (to), means (by), etc. for
designation of links. The authors of [13] propose a novel approach based on combined
techniques of automatic generation of exhaustive syntactic rules, restricted-context
part-of-speech tagging and vector space intersection. They start from a basic set of
simple syntactic rules (Noun-Verb-Noun, Verb-Noun-Verb) and expand the concept of
noun (N) to include other syntagmatic components.

All the enumerated works demonstrate quite good results for extraction of concepts
and relations. The problem only occurs when marking relations, i.e. when assigning
semantics to relations. Interpretation of verbs and prepositional groups as relations is
one of the ways to solve this problem which requires the use of linguistic tools and
dictionaries.
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3 Proposed Approach

3.1 Concepts Extraction

The first step of our approach is extraction of domain key terms which can be used as
concepts — basic elements of a concept map. We start this step with preprocessing of a
given textual collection, i.e. division texts into words, lemmatization (reduction of
words to normal forms) and removal of stop-words. As result of such preprocessing we
obtain a list of unique words (terms) of the collection. After that we construct a
term-document matrix the rows of which correspond to terms, columns — to documents
and elements — to frequencies of using terms in documents.

We decompose the obtained co-occurrence matrix into scores (terms-by-factors)
and loadings (factors-by-documents) matrixes using non-negative matrix factorization,
wherein each factor represents one topic of the collection (see Fig. 5). Non-negative
matrix factorization is a very fruitful technique used for dimensionality reduction [14].
It produces data projections in the new factor space wherein each factor is represented
as a vector of relative contributions of terms. We can sort terms of each factor by their
contributions in descending order, select first p elements and generate a list of dominant
terms. Conjunction of all lists gives a final list of dominant domain terms (concepts).

Documents Factors Documents

5
g kxn
©
w

£ g

s
s ~ mixk X
[t [
mxn

Fig. 5. Non-negative matrix factorization.

3.2 Relations Extraction

The obtained term-document matrix contains information concerning links between all
terms and all documents. To extract relations between concepts, we should concentrate
on links between selected key terms. So we should exclude from our term-document
matrix rows which do not correspond to key terms selected on the previous
step. Thereby we should reduce the dimension of our matrix. Then we should transform
this reduced term-document matrix to a term-term matrix. For this, we should find
pairwise distances between rows of the term-document matrix. The distance can be
calculated using the cosine measure:
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- — xX-y
Cc = COS(.X,y) = m

where c is a distance value; x, y are any two rows in the reduced term-document matrix
corresponding to the pair of concepts. The obtained values are measured by figures in
the range from O to 1. The higher the similarity between vectors-terms, the less is the
angle, the higher is the cosine of the angle (cosine measure). Consequently, maximum
similarity is equal to 1, and minimum one is equal to O.

The obtained term-term matrix measures distances between terms based on their
co-occurrence in documents (as coordinates of vectors-terms are frequencies of their
use in documents). It means that the sparser the initial term-document matrix, the worse
is the quality of the term-term distances matrix. Therefore, it is expedient to save the
initial matrix from information noise and rarefaction with the help of the latent
semantic analysis [15]. The presence of noise is conditioned by the fact that, apart from
the domain knowledge, initial documents contain “general places” which, nevertheless,
contribute to the statistics of distribution.

We use the method of latent semantic analysis for clearing up the matrix from
information noise. The essence of the method is based on approximation of the initial
sparse and noised matrix by a matrix of lesser rank with the help of singular decom-
position. Singular decomposition of matrix A with dimension M x N, M > N is its
decomposition in the form of product of three matrices — an orthogonal matrix U with
dimension M X M, diagonal matrix S with dimension M X N and a transposed
orthogonal matrix V with dimension N x N:

A=USV" (1)

Such decomposition has the following remarkable feature. Let matrix A be given
for which singular decomposition A = USVT is known and which is needed to be
approximated by matrix A; with the pre-determined rank k. If in matrix S only
k greatest singular values are left and the rest are substituted by nulls, and in matrices
U and V' only k columns and k lines are left, then decomposition

Ay = USVY (2)

will give the best approximation of the initial matrix A by matrix of rank k. Thus, the
initial matrix A with the dimension M x N is substituted with matrices of lesser sizes
M x k and k % N and a diagonal matrix of k elements. In case when £ is significantly less
than M and N, we have a significant compression of information. However, part of
information is lost and only the most important (dominant) part is saved. The loss of
information takes place because of neglecting small singular values, i.e. the more
singular values are discarded the higher the loss. Thus, the initial matrix gets rid of
information noise introduced by random elements.
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3.3 Summarization

The extracted concepts and relations must be plotted on a concept map. Let us repeat
that as concepts we use terms which contribution to collection factors is higher than a
certain threshold value determined experimentally. Varying this value, we can reduce
or increase the list of concepts. In the same way, we can vary the number of extracted
relations. Among all pairwise distances in the term-term matrix we select the values
higher than a certain threshold. Therefore, we select only edges (links) which connect
only the concepts the proximity between which is higher than the indicated threshold.

4 Experiments

To carry out experiments, we chose the subject domain “Ontology engineering”. The
documents representing chapters from the textbook [16] formed a teaching collection.
Tokenization and lemmatization from the collection resulted in a thesaurus of unique
terms. The use of non-negative matrix factorization allowed selecting 500 key concepts
of the subject domain. Table 1 presents the first 12 concepts.

Table 1. Key extracted concepts.

No| Concept
l_ Semantic
2 | Web

3 | Property
4 | Manner
5 | Model

6 | Class

7 | Major

8 |Side

9 | Word

10 | Query

11 | Rdftype
12 | Relationship

Then the constructed term-document matrix was approximated by a matrix of the
rank 100 with the help of singular decomposition. On the basis of the obtained matrix,
pairwise distances between terms-lines were calculated using cosine measure. Thus, the
transfer from a term-document matrix to a term-term matrix was carried out. Table 2
presents, as an example, some pairs of terms with different indexes of proximity. Only
the links the proximity values of which exceeded 0.5 were left as relations significant
for construction of a concept map.

Having obtained all concepts and links, we constructed a graph of the concept
map. The concepts were taken as nodes of the graph and relations between concepts
were taken as edges. As the general structure of the map is too large for analysis, we
present a fragment of this map in Fig. 6.
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Table 2. The samples of various extracted relations.

No | First concept | Second concept
1 |OWL Class

2 |OWL Modeling

3 |OWL Member

4 | Property Class

5 | Result Pattern

6 | Term Relationship

Fig. 6. Fragment of the concept map.

5 Conclusion

We are introduced another method of constructing concept maps and experimental
results have been positively evaluated by two independent experts in the domain.
Further studies will be related with the processing of large concept maps, their visu-
alization and intelligent processing methods.

This work is part of a project carried out in the Al-Farabi Kazakh National University,
the goal of which is to develop efficient algorithms and models of semi-structured data
processing, on the basis of modern technologies in the field of the Semantic Web using the
latest high-performance computing achievements to obtain new information and
knowledge from unstructured sources, large amounts of scientific data and texts.



38

A. Nugumanova et al.

References

10.

11.

12.

13.

14.

15.

16.

. Sherman, R.: Abstraction in concept map and coupled outline knowledge representations.

J. Interact. Learn. Res. 14, 31-49 (2003)

Villalon, J., Calvo, R.: Concept map mining: a definition and a framework for its evaluation.
In: Proceedings of the International Conference on Web Intelligence and Intelligent Agent
Technology, vol. 3, Los Alamitos, USA, pp. 357—360 (2008)

. Villalon J., Calvo R., Montenegro R.: Analysis of a gold standard for Concept Map Mining —

how humans summarize text using concept maps. In: Proceedings of the Fourth International
Conference on Concept Mapping, pp. 14—22 (2010)

Akhmed-Zaki D., Mansurova M., Pyrkova A.: Development of courses directed on
formation of competences demanded on the market of IT technologies. In: Proceedings of
the 2014 Zone 1 Conference of the American Society for Engineering Education, pp. 1—4
(2014)

Zubrinic, K., Kalpic, D., Milicevic, M.: The automatic creation of concept maps from
documents written using morphologically rich languages. Expert Syst. Appl. 39(16), 12709-
12718 (2012)

Clariana, R.B., Koul, R.: A computer-based approach for translating text into concept
map-like representations. In: Proceedings of the First International Conference on Concept
Mapping, Pamplona, Spain, pp. 131-134 (2004)

. Chen, N.S., Kinshuk Wei, C.W., Chen, H.J.: Mining e-learning domain concept map from

academic articles. Comput. Educ. 50(3), 1009-1021 (2008)

Oliveira, A., Pereira, F.C., Cardoso, A.: Automatic reading and learning from text. In: Paper
Presented at the International Symposium on Artificial Intelligence Kolhapur, India (2001)
Valerio, A., Leake, D.B.: Associating documents to concept maps in context. In: Paper
Presented at the Third International Conference on Concept Mapping, Finland (2008)
Alves, Z.0., Pereira, F.C., Cardoso, A.: Automatic reading and learning from text. In:
Proceedings of the International Symposium on Artificial Intelligence (ISAI 2001), pp. 302—
310 (2001)

Rajaraman, K., Tan, A.H.: Knowledge discovery from texts: a concept frame graph
approach. In: Proceedings of the 11th International Conference on Information and
Knowledge Management, pp. 669-671 (2002)

Valerio, A., Leake, D.B., Cafas, A.J. Using automatically generated concept maps for
document understanding: a human subjects experiment. In: Proceedings of the 15
International Conference on Concept Mapping, pp. 438—445 (2012)

Reis, J.C., Gaia, A.S.C., Viegas Jr., R.: Concept maps construction based on exhaustive
rules and vector space intersection. IJCSNS 14(7), 26 (2014)

Costa, G., Ortale, R., A latent semantic approach to xml clustering by content and structure
based on non-negative matrix factorization. In: 2013 12th International Conference on
Machine Learning and Applications (ICMLA) IEEE 2013, vol. 1, pp. 179—-184 (2013)
Evangelopoulos, N.E.: Latent semantic analysis. Wiley Interdisc. Rev.: Cognitive Sci. 4(6),
683-692 (2013)

Allemang, D., Hendler, J.: Semantic Web for the Working Ontologist, 2nd edn. Elsevier
Inc., Philadelphia (2011)



A Comparison of Term Weighting Schemes
for Text Classification and Sentiment Analysis
with a Supervised Variant of tf.idf

Giacomo Domeniconi, Gianluca Moro, Roberto Pasolini®?,
and Claudio Sartori

DISI, Universita degli Studi di Bologna, Bologna, Italy
{giacomo.domeniconi,gianluca.moro,roberto.pasolini,
claudio.sartori}@unibo.it

Abstract. In text analysis tasks like text classification and sentiment
analysis, the careful choice of term weighting schemes can have an impor-
tant impact on the effectiveness. Classic unsupervised schemes are based
solely on the distribution of terms across documents, while newer super-
vised ones leverage the knowledge of membership of training documents
to categories; these latter ones are often specifically tailored for either
topic or sentiment classification. We propose here a supervised variant of
the well-known tf.idf scheme, where the idf factor is computed without
considering documents within the category under analysis, so that terms
frequently appearing only within it are not penalized. The importance of
these terms is further boosted in a second variant inspired by relevance
frequency. We performed extensive experiments to compare these novel
schemes to known ones, observing top performances in text categoriza-
tion by topic and satisfactory results in sentiment classification.

Keywords: Term weighting - Supervised term weighting - Text classi-
fication - Sentiment analysis

1 Introduction

The classification of text documents written in natural language in a number of
predefined categories (or classes) is a task performed in many practical applica-
tions. In the canonical text classification or categorization task, for which many
tailored solutions exist, the categories correspond to discussion topics (such as
sports, movies, travels etc.) and the goal is to label each document with the topic
it deals with, possibly more than one. In the typical machine learning-based app-
roach, one or more classifiers are trained from pre-labeled documents and used to
automatically label subsequent documents [24]. Other tasks exist with a differ-
ent premise and using different techniques with respect to understanding topics
discussed in text, but are structurally ascribable as text classification tasks. An
example is the identification of languages used in documents, where categories
represent languages rather than topics.
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In text analysis, a research branch currently of high interest is sentiment
analysis, where the opinion of people must be understood from what they write.
We specifically consider the sentiment classification task, where documents must
be classified according to the expressed attitude towards a specific subject or
object, which may be a politician, a restaurant, a book etc. In a very common
case documents are reviews, such as those written by users of e-commerce sites,
which must be classified as either positive or negative, or even meutral if such
case is considered. This can then be seen as another example of text classification
task, where categories represent opposite polarities of judgement.

In any text analysis task, the first hurdle is the unstructured nature of text
data, which requires to employ a more suitable representation of documents.
The most widely used approach for this is the Vector Space Model (VSM),
where each document is represented as a vector in a multi-dimensional space.
Features of these vectors usually correspond to specific words or terms, indicating
their presence within each document without considering their position or their
function: such vectors are also known as bags of words. After extracting single
terms from documents and selecting a suitable set of them to be used as features,
a vector for each document must be extracted with suitable values or weights
indicating the importance of each term in the document.

These weights are consistently assigned according to a chosen term weighting
scheme. Although few of them are well-known and largely employed, many differ-
ent schemes and variants thereof have been proposed throughout the literature,
each generally carrying some kind of improvement over previous ones. Given
a text analysis task where VSM is employed, the choice of the term weighting
scheme can have a significant impact on its outcomes.

For example, in [18] different weighting schemes are thoroughly tested on text
classification by topic with SVM classifiers and substantial gaps can be observed
between accuracy levels obtained with different schemes. Similarly, more recent
studies [6,22] analyzed the impact of term weighting on sentiment classification,
for which some schemes have been specifically devised. Other tasks where term
weighting has proven to have some influence over final results are cross-domain
classification [11,12], novelty mining [27] and discovery of gene-function associa-
tions [9]. From scientific research, the use of term weighting schemes has moved
to practical applications, with its employment in projects of major IT enterprises
such as Yahoo! [3] and IBM [23].

A weighting scheme is often composed by a local and a global factor: while
the former estimates the relevance of each term within each single document
regardless of other ones, the latter indicates the importance of each term across
the whole collection of documents rather than in a specific one. Once weights are
computed, resulting vectors are often normalized in order to avoid giving more
bias to longer documents.

Many studies on term weighting focus on the global factor, for which two
major approaches can be distinguished. Unsupervised weighting schemes are only
based on the distribution of terms across documents and can be used in virtually
any text analysis task. Supervised schemes are instead devised for classification
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tasks, as also leverage the information about membership of documents to cat-
egories. Older research investigated unsupervised schemes, including the well-
known and widely used tf.idf scheme having its origins in information retrieval.
More recent research is instead mostly focused on supervised schemes, especially
used in text categorization and sentiment analysis.

Following a study of existing weighting schemes, both supervised and not,
we propose here a variant of the classic t¢f.idf scheme, specifically by providing
a supervised version of the global idf factor, normally based on the assumption
that terms more frequent throughout a collection have minor discriminating
power and are thus less important. In a text classification setting this does not
necessary hold: a term appearing frequently throughout a specific category and
rarely in other ones is strongly discriminative for that category, but its standard
idf is low compared to less frequent terms. Following this intuition, the idf factor
in our variant is computed for each category ignoring documents labeled with
it, so that the importance of a term is not penalized by appearances inside the
category itself. Of this scheme we also propose a further variant where it is
combined with relevance frequency, another supervised global weighting factor.

This paper reprises work from [13], reporting the comparison between our
proposed schemes and other ones in text classification by topic and also adding
an overview and an evaluation of schemes aimed to sentiment analysis.

The paper is organized as follows. Section2 gives an overview of existing
term weighting methods, with focus on global factors. In Sect.3 we introduce
and motivate our two variants of idf. Section4 presents the general setup of
our experimental evaluation of different term weighting schemes, whose results
are reported and discussed in Sect.5. Finally, Sect.6 sums up the work with
conclusive remarks.

2 Term Weighting in Text Classification

The problem of text categorization has been extensively investigated in the past
years, considering the ever-increasing applications of this discipline, such as news
or e-mail filtering and organization, indexing and semantic search of documents,
sentiment analysis and opinion mining, prediction of genetic diseases etc. [24]

In the machine learning approach, a knowledge model to classify documents
within a set C = {c1, ¢a,...,c|c|} of categories is built upon a training set Dy =
{d1,dz, ... ,djp,|} of documents with a known labeling L : Dy x C — {0,1}
(L(d,c) = 1 if and only if document d is labeled with ¢). In order to leverage
standard machine learning algorithms, documents are generally pre-processed to
be represented in a Vector Space Model (VSM).

In the VSM, the content of a document d; is represented as a vector w/ =
{w{, wg, ...,wl} in a n-dimensional vector space R", where wg is a weight that
indicates the importance of a term t; in d;. Terms t1,t2,...,t, constitute a set of
features, shared across all documents. In other words, each weight wi indicates
how much the term ¢; contributes to the semantic content of d;.
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Weights for each term-document couple are assigned according to a prede-
fined term weighting scheme, which must meaningfully estimate the importance
of each term within each document.

Three are the considerations discussed in the years regarding the correct
assignment of weights in text categorization [4]:

1. the multiple occurrence of a term in a document appears to be related to the
content of the document itself (term frequency factor);

2. terms uncommon throughout a collection better discriminate the content of
the documents (collection frequency factor);

3. long documents are not more important than the short ones, normalization
is used to equalize the length of documents.

Following these points, most weighting schemes are the product of a local
(term frequency) factor L computed for each term-document couple and a global
(collection frequency) factor G computed for each term on the whole collection.
Cosine normalization is then usually applied to each document vector.

1
S ()

There are a number of ways to calculate the local term frequency factor. The
simplest one is binary weighting, which only considers the presence (1) or absence
(0) of a term in a document, ignoring its frequency. Another obvious possibility
is to consider the number of occurrences of the term in the document, which is
often the intended meaning of “term frequency” (¢f). Among other variants, the
logarithmic tf, computed as log(14tf), is now practically the standard local factor
used in literature [4]. In this work, we have chosen logarithmic term frequency
(log(1 4+ tf)) as the local factor for all experiments.

As mentioned earlier, the global collection frequency factor can be supervised
or unsupervised, depending whether it leverages or not the knowledge of mem-
bership of documents to categories. In the following, we summarize some of the
most used and recent methods proposed in the literature of both types.

J _
Wihormalized —

-w (1)

2.1 Unsupervised Term Weighting Methods

Generally, unsupervised term weighting schemes, not considering category labels
of documents, derive from IR research. The most widely used unsupervised
method is tf.idf, which perfectly embodies the three assumptions previously seen.
The basic idea is that terms appearing in many documents are not good for dis-
crimination, and therefore they will weight less than terms occurring in few
documents. Over the years, researchers have proposed several variations in the
way they calculate and combine the three components: tf, idf and normalization.

Indicating with N = |Dp| the total number of training documents and with
df (t;) the count of training documents where term t; appears at least once, the
standard tf.idf formulation is

tfadf (i, d;) = tf(ti,d;) - idf (t:) = t£(t;, d;) - log ( (2)

i)
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where any one of the aforementioned local weighting factors can be used in place
of tf. The idf factor multiplies the ¢f by a value that is greater when the term
is rare in the collection D7 of training documents. The weights obtained by the
formula above are then normalized according to the third assumption by means
of cosine normalization (Eq.1).

The standard idf factor given above can be replaced with other ones: a classic
alternative is the probabilistic idf, defined as

) N —df (t;

pidf (t:) = log (”) . 3)
(ti)

In [26] is proposed a variant of the idf called Weighted Inverse Document

Frequency (widf), given by dividing the tf(t;,d;) by the sum of all the frequencies
of t; in all the documents of the collection:

1
B dee’DT tf(ti,dm)

[5] propose a combination of idf and widf, called Modified Inverse Document
Frequency (midf) that is defined as follows:

_ df ()
de €Dr tf(tia dz)

Of course the simplest choice, sometimes used, is to not use a global factor
at all, setting it to 1 for all terms and only considering term frequency.

widf(t;)

(4)

midf(t;)

()

2.2 Supervised Term Weighting Methods

Since text classification is a supervised learning task, where the knowledge of
category labels of training documents is necessary, many term weighting methods
use this information to supervise the assignment of weights to each term.

A basic example of supervised global factor is inverse category frequency:

: C|
ift) = 1og (1 ) ©
where df (t;) denotes the count of categories where t; appears in at least one
relevant document. The idea of the icf factor is similar to that of idf, but using
the categories instead of the documents: the fewer are the categories in which a
term occurs, the greater is the discriminating power of the term.

Within text categorization, especially in the multi-label case where each doc-
ument can be labeled with an arbitrary number of categories, it is common to
train one binary classifier for each one of the possible categories. For each cate-
gory ¢, the corresponding model must separate its positive examples, i.e. docu-
ments actually labeled with ¢, from all other documents, the negative examples.
In this case, it is allowed to compute for each term ¢; a distinct collection fre-
quency factor for each category ci, used to represent documents in the VSM
only for verifying relevance to that specific category.
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To summarize the various methods of supervised term weighting, we show
in Table1 the fundamental elements mostly used in the following formulas to
compute the global importance of a term ¢; for a category cs.

— A denotes the number of documents belonging to category ¢, where the term
t; occurs at least once;

— B denotes the number of documents belonging to ¢, where t; does not occur;

— dually C denotes the number of documents not belonging to category ¢ where
the term t¢; occurs at least once;

— finally D denotes the number of documents not belonging to ¢, where ¢; does
not occur.

These four elements sum to N, the total number of training documents.

Table 1. Fundamental elements of supervised term weighting.

Ck | Ck
ti|A|C
ti | B|D

The standard idf factor can be expressed in this notation as

iﬁ:kg(Afc>. 1)

As suggested in [4,7], an intuitive approach to supervised term weighting is
to employ common techniques for feature selection, such as x?2, information gain,
odds ratio and so on. In [7] the x? factor is used to weigh terms, replacing the
idf factor, and the results show that the tf.x? scheme is more effective than tf.idf
using a SVM classifier. Similarly [4] apply feature selection schemes multiplied by
the tf factor, by calling them “supervised term weighting”. In this work they use
the same scheme for feature selection and term weighting, in contrast to [7] where
different measures are used. The results of the two however are in contradiction:
[4] shows that the tf.idf always outperforms x?, and in general the supervised
methods not give substantial improvements compared to unsupervised tf.idf. The
widely-used collection frequency factors x?2, information gain (ig), odds ratio (or)
and mutual information (mi) are described as follows:

2 . (A-D—B-C)? -
X = A+ C)-(B+D) (A+B)-(C+D)
_ AtB  A{B A A B B )
W=TTN TN TN ®aArc "N ®BrD

or =log (gg) , (10)
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. A-N
m210g<(A+B)-(A+C)>' (11)

Any supervised feature selection scheme can be used for the term weight-
ing. For example, the gss extension of the x? proposed by [15] eliminates N at
numerator and the emphasis to rare features and categories at the denominator.

A-D-B-C

gss = N2

(12)

Relevance frequency [17] considers the terms distribution in the positive and
negative examples, stating that, in multi-label text categorization, the higher
the concentration of high-frequency terms in the positive examples than in the
negative ones, the greater the contribution to categorization.

A
rf= log (2 + mx(1.0) 0)> (13)
The icf-based scheme [28] combines this idea with icf:
. A IC]
~based =1 2 . 14
icf-base 0g< + max(1,C) cf(ti)> (14)

Further term weighting schemes are based on additional information. [25]
proposes a scheme that leverages availability of past retrieval results, consist-
ing of queries that contain a particular term, retrieved documents, and their
relevance judgments. Another different approach to supervised term weighting
[20] does not use the statistical information of terms in documents like methods
mentioned above, but exploits instead the semantics of categories and terms.

2.3 Term Weighting Methods for Sentiment Analysis

While the sentiment classification is structurally equivalent to canonical text
categorization with review polarities in place of topics, many techniques have
been specifically devised for this problem, mainly in order to find and value
terms expressing positive or negative sentiment. Some research on this task is
focused the term weighting issue, with both studies of existing solutions and
proposals of new tailored schemes, mostly supervised.

A first example of weighting scheme conceived for sentiment analysis is delta
tf.idf, which is obtained by computing the standard idf factor separately on
positive- and negative-labeled documents and taking the difference between them
[21]. While this scheme is supervised as it leverages knowledge of labeling of
training documents, it does not assign distinct weights to the two categories.
Denoting with Nt and df ™ total and per-term document counts restricted to
positive documents and with N~ and df~ the same for negative ones, delta idf
is defined as
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A subsequent study [22] focused on term weighting in sentiment analysis
reprised both the delta tf.idf idea and the classic BM25 scheme from information
retrieval, proposing some variations of the delta idf factor based on probabilistic
idf and BM25, an example of such variants is smoothed delta idf:

N* - df~(t;) +0.5) | (16)

A () =08 (3 CEE

A more recent study [6] takes into consideration other supervised weighting
schemes: here the unique global factor of each term, called importance of a
term for expressing sentiment (ITS), is the maximum between the positive and
negative classes of a per-class weighting scheme, such as those proposed in [4,7].
Among other schemes cited in the study is Weighted Log Likelihood Ratio, whose
per-class value can be computed as

A

wllr(t;, ck) = log (

A(C + D)
~iiB ) - (a7)

C(A+B)

Many of the same schemes are reviewed in [14] and tested with multiple
learning algorithms. Here are also proposed more trivial schemes which are shown
to perform well, such as the maximum class density, defined as

A
d ti) = d(t; h d(t; = . 18
cdyrax (ti) = maxed(ti,cx),  where ed(ti, cx) = o= (18)
In [29] is addressed the so-called over-weighting problem, where the weighting
scheme erroneously attributes excessive importance to rare (singular) terms: a
regularization method applicable to existing schemes is proposed as a solution.

3 A Supervised Variant of Inverse Document Frequency

Here we introduce a supervised variant of i¢f.idf. The basic idea of our proposal
is to avoid decreasing the weight of terms contained in documents belonging to
the same category, so that words that appear in several documents of the same
category are not disadvantaged, as instead happens in the standard formulation
of idf. We refer to this variant with the name idfec (Inverse Document Frequency
Excluding Category). Therefore, the proposed category frequency factor scheme
is formulated as

D 1
idfec (t;,c1,) = log ( [Drcx| + ) ,

1
max (1, |d € Dp\c : t; € d|) (19)

where “Dr\ci” denotes training documents not labeled with c¢g. Using the pre-
vious notation, the formula becomes:

(20)

tf idfec (ti,dj):tf(ti,dj)-log< c+D )

max (1,C)
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Note that with this variant of idf we can have particular cases. If the i-th word
is only contained in j-th document, or only in documents belonging to cj, the
denominator becomes 0. To prevent division by 0, the denominator is replaced
by 1lin this particular case.

The tf.idfec scheme is expected to improve classification effectiveness over
tf.idf because it discriminates where each term appears. For any category ¢, the
importance of a term appearing in many documents outside of it is penalized as
in tf.idf. On the other side, the importance is not reduced by appearances in the
positive examples of ¢, so that any term appearing mostly within the category
itself retains an high global weight.

This scheme is similar to ¢f.rf [17], as both penalize weights of a term ¢;
according to the number of negative examples where the t; appears. The differ-
ence is in the numerator of the fraction, which values positive examples with the
term in rf and negative ones without it in idfec.

To illustrate these properties we use a numerical example. Considering the
notation shown in Table 1, suppose we have a corpus of 100 training documents
divided as shown in Table 2, for two terms ¢; and to and a category cy.

Table 2. Example of document distribution for two terms.

Ck | Ck Ck | Ck
t127|5 |t2|10|25
t113 |65t |20 45

We can easily note how the term t; is very representative, and then discrimi-
nant, for the category ¢ since it is very frequent within it (A/(A+ B) = 27/30)
and not in the rest of the documents (C/(C + D) = 5/70). Similarly we can
see that to does not seem to be a particularly discriminating term for cg. In the
standard formulation, the idf is

idf(t1) = log(100/(27 + 5)) = log(3.125)
and for our best competitor rf is
rf(ty,cr) = log(2 +27/5) = log(7.4),
while with the idfec we obtain
idfec (t1,cr) = log((65+ 5)/5) = log(14).
For t5 we have instead:
idf(te) =1og(2.857), rf(te,ck) =log(2.4), idfec(ts,cr) = log(2.8).

We can see that our supervised version of idf can separate the weights of
the two terms according to the frequency of terms in documents belonging to
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¢ or not. In fact, while with the standard idf the weights of ¢; and t, are very
similar, with idfec t; has a weight much greater than ¢, since t; is more frequent
and discriminative for the category ci. This kind of behavior is also exhibited
by 7f, but our method yields an even higher weight for the relevant term ¢;.

In its base version, tf.idfec takes into account only the negative examples (C
and D in Tablel). Instead it could be helpful, especially for the classification
task, also to take into account how many documents belonging to c; contain the
term, i.e. how much the term occurs within the category more than in the rest
of the collection. Considering this, in a way similar to [28], we propose to mix
our idea with that of the rf in a new version of our weighting scheme, called
tf.idfec-based (tf.idfec-b. for short) and expressed by the following formula:

(21)

tf.idfec-b.(ts,dy) = tf(ts,d;) - log (2 + A+C+D)

max(1,C)

Using the example in the Table 2, the new term weighting scheme becomes
for ¢ and ty respectively:

idfec-b.(t1, cx) = log(21.4), idfec-b.(t2, cr;) = log(5.2).

With this term weighting scheme, the difference in weight between a very com-
mon term (¢2) and a very discriminative one (¢1) is even more pronounced.

4 Experimental Setup

We performed extensive experimental evaluation to compare the effectiveness of
the proposed term weighting approach with other schemes. In the following, we
describe in detail the organization of these experiments.

4.1 Benchmark Datasets

We used commonly employed text collections as benchmarks for text categoriza-
tion by topic and sentiment classification in our experiments.

The Reuters-21578 corpus' consists in 21,578 articles collected from
Reuters. According to the ModApté split, 9,100 news stories are used: 6,532
for the training set and 2,568 for the test set. One intrinsic problem of the
Reuters corpus is the skewed category distribution. In the top 52 categories,
the two most common categories (earn and acq) contain, respectively, 43 % and
25 % of the documents in the dataset, while the average document frequency of
all categories is less than 2 %. In literature, this dataset is used considering a
various number of categories: we considered two views of this corpus, Reuters-
10 and Reuters-52 where only the 10 and the 52 most frequent categories are
considered, respectively.

! http://www.daviddlewis.com /resources/testcollections /reuters21578 /.
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The 20 Newsgroups corpus? is a collection of 18,828 Usenet posts parti-
tioned across 20 discussion groups. Some newsgroups are very closely related to
each other (e.g. comp.sys.ibm.pc. hardware/comp.sys.mac.hardware), while oth-
ers are highly unrelated (e.g. misc.forsale/soc.religion.christian). Likely to [17]
we randomly selected 60 % of documents as training instances and the remaining
40 % make up the test set. Contrarily to Reuters, documents of 20 Newsgroups
are distributed rather uniformly across categories.

Movie Review Data® contains 2,000 user reviews about movies evenly
distributed between positive and negative. We took the v2.0 distribution, using
the first 8 of the 10 provided folds for training and the remaining 2 to test.

The Multi-Domain Sentiment Dataset® [1] contains user reviews from
Amazon.com of products of different categories (domains): for this it is mostly
used to test transfer learning methods [10]. We considered separately the domains
books, dvd, electronics and kitchen, using for each the standard 2,000 reviews
evenly divided between positive and negative polarity. We used the first 800
reviews for each polarity as training set and the last 200 as test set.

4.2 Documents Processing and Learning Workflow

For each dataset, all documents were pre-processed by removing punctuation,
numbers and stopwords from a predefined list, then by applying the common
Porter stemmer to remaining words. This does not hold for the MDSD datasets,
for which we used an already pre-processed distribution where n-grams are con-
sidered as terms in addition to single words.

We performed feature selection to keep only a useful subset of terms. Specif-
ically, we extracted for each category the p terms appearing in most of its docu-
ments, where for p the following values were tested: 25, 50, 75, 150, 300, 600, 900,
1200, 1800, 2400, 4800, 9600, 14400, 19200 (the last two only for sentiment clas-
sification). This feature selection method may be considered counterproductive
since we selected the most common terms, but it is actually correct considering
the use of the VSM as the terms result to be as less scattered as possible. The
task of term weighting is therefore crucial to increase the categorization effec-
tiveness, giving a weight to each term according to the category to which the
documents belong.

Since we tested both supervised and unsupervised term weighting methods,
we used two different procedures. For unsupervised methods we processed the
training set in order to calculate the collection frequency factor for each term,
which was then multiplied by the logarithmic term frequency factor (referred
to as #f in the following) for each term in training and test set. Finally, cosine
normalization (Eq. 1) was applied to normalize the term weights.

For supervised methods we used the multi-label categorization approach,
where a binary classifier is created for each category. That is, for each category

2 http:/ /people.csail.mit.edu/jrennie/20Newsgroups/.
3 http://www.cs.cornell.edu/people/pabo/movie-review-data,/.
* https://www.cs.jhu.edu/~mdredze/datasets /sentiment/ .
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¢k, training documents labeled with it are tagged as positive examples, while the
remaining one constitute negative examples. We computed statistical informa-
tion related to ¢ (as described in Table 1) for each term of training documents.
Logarithmic #f and cosine normalization are applied as above.

To train classifiers, we chose to use support vector machines (SVM), which
are usually the best learning approach in text categorization [17,24]: we tested
both the linear kernel and the radial basis function (RBF) kernel. Furthermore,
to test the effectiveness of classification by varying the term weighting scheme
on another algorithm, we used the Random Forest learner [2], chosen for both
its effectiveness and its speed.

4.3 Performance Evaluation

When dealing with text classification datasets, we measured the effectiveness
in terms of precision (7) and recall (p) [19]. As a measure of effectiveness that
combines 7 and p we used the well-known F; measure, defined as:

_2-m-p

Fy .
T+ p

(22)
For multi-label problems, the Fj is estimated by its micro-average across cate-
gories, extracted from the component-wise sum of their confusion matrices [24].

For two-classes sentiment classification problems, we simply computed accu-
racy as the ratio of correctly classified test documents with respect to the total,
which is equivalent to the micro-averaged F; measure on the two classes.

To evaluate the difference of performances between term weighting methods,
we employed the McNemar’s significance test [8,16,17], used to compare the
distribution of counts expected under the null hypothesis to the observed counts.

Let’s consider two classifiers f, and f; trained from the same documents
but with two different term weighting methods and evaluated using the same
test set: some test instances are correctly classify by both, while other ones are
misclassified by one or both of them. We denote with ng; the number of test
instances misclassified by f, but not by f, and vice versa with nig misclassified
only by f,. The null hypothesis for the McNemar’s significance test states that
on the same test instances, two classifiers f,;, and f, will have the same prediction
errors, which means that ng; = nyg = 0. So the x statistic is defined as:

(Ino1 — niol —1)°

= 23
X no1 + N1o (23)

X is approximately distributed as a x? distribution with 1 degree of free-
dom, where the significance levels 0.01 and 0.001 correspond respectively to the
thresholds o = 6.64 and x; = 10.83. If the null hypothesis is correct, than
the probability that x is greater than 6.64 is less than 0.01, and similarly 0.001
for a value greater than 10.83. Otherwise we may reject the null hypothesis and
assume that f, and f, have different performances, so the two weighting schemes
have a different impact when used on the particular training set.
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5 Experimental Results

We tested the effectiveness of classification varying the term weighting scheme
on the datasets cited above: for each one we tested the classification varying the
number of features p selected for each category. Due to space constraints, we
show a selection of significant numeric results, describing similarities between
them and other results not shown in detail.

5.1 Text Classification by Topic

We first performed tests on topic classification datasets, which are