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Preface

The present book includes extended and revised versions of a set of selected papers
from the 4th International Conference on Data Technologies and Applications —
DATA 2015), which is sponsored by the Institute for Systems and Technologies of
Information, Control and Communication (INSTICC), and co-organized by the
University of Haute Alsace and held in cooperation with the ACM SIGMIS — ACM
Special Interest Group on Management Information Systems.

The aim of this conference series is to bring together researchers and practitioners
interested in databases, data warehousing, data mining, data management, data security,
and other aspects of knowledge and information systems and technologies involving
advanced applications of data.

DATA 2015 received 70 paper submissions, including special sessions, from
32 countries in all continents, of which 44 % were orally presented (20 % as full
papers). In order to evaluate each submission, a double-blind review was performed by
the Program Committee.

The high quality of the DATA 2015 program was enhanced by the three keynote
lectures, delivered by distinguished speakers who are renowned experts in their fields:
Michele Sebag (Laboratoire de Recherche en Informatique, CNRS, France), John
Domingue (The Open University, UK), and Paul Longley (University College London,
UK).

The quality of the conference and the papers herewith presented stems directly from
the dedicated effort of the Steering Committee, Program Committees, and the INSTICC
team responsible for handling all logistical details. We are further indebted to the
conference keynote speakers, who presented their valuable insights and visions
regarding areas of hot interest to the conference. Finally, we would like to thank all
authors and attendees for their contribution to the conference and the scientific
community.

We hope that you will find these papers interesting and consider them a helpful
reference in the future when addressing any of the aforementioned research areas.

July 2015 Markus Helfert
Andreas Holzinger

Orlando Belo
Chiara Francalanci
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Decision Support System for Implementing
Data Quality Projects

Meryam Belhiah(&), Mohammed Salim Benqatla,
and Bouchaïb Bounabat

Laboratoire AL QualSADI, ENSIAS, Mohammed V University in Rabat,
Rabat, Morocco

{meryam.belhiah,salim.benqatla}@um5s.net.ma,

bounabat@ensias.ma

Abstract. The new data-oriented shape of organizations inevitably imposes the
need for the improvement of their data quality (DQ). In fact, growing data
quality initiatives are offering increased monetary and non-monetary benefits for
organizations. These benefits include increased customer satisfaction, reduced
operating costs and increased revenues. However, regardless of the numerous
initiatives, there is still no globally accepted approach for evaluating data quality
projects in order to build the optimal business cases taking into account the
benefits and the costs. This paper presents a model to clearly identify the
opportunities for increased monetary and non-monetary benefits from improved
data quality within an Enterprise Architecture context. The aim of this paper is
to measure, in a quantitative manner, how key business processes help to exe-
cute an organization’s strategy and then to qualify the benefits as well as the
complexity of improving data, that are consumed and produced by these pro-
cesses. These findings will allow to select data quality improvement projects,
based on the latter’s benefits to the organization and their costs of implemen-
tation. To facilitate the understanding of this approach, a Java EE Web appli-
cation is developed and presented here.

Keywords: Cost/benefit analysis � Data accuracy � Data quality projects
assessment � Business processes

1 Introduction

As business processes have become increasingly automated, nothing is more likely to
limit and penalize the business processes’ performance and overall quality than ignored
data quality. What impacts daily operations, financial and business objectives, down-
stream analysis for effective decision making and end-user satisfaction [1], whether it is
a customer, a citizen, an institutional partner or a regulatory authority. The problem of
identification and classification of costs inflicted by poor data quality, has been given
great attention in literature [2, 3], as well as the definition of approaches to measure
Return On Investment (ROI) of data quality initiatives in both research [4] and
industrial areas [5].

Even though the work cited above establishes the overall methodology for mea-
suring the business value of data quality initiatives, it lacks generic and concrete

© Springer International Publishing Switzerland 2016
M. Helfert et al. (Eds.): DATA 2015, CCIS 584, pp. 1–16, 2016.
DOI: 10.1007/978-3-319-30162-4_1



metrics, based on cost/benefit analysis, that can be used by different organizations in
order to facilitate the identification of opportunities for increased benefits before
launching further analysis using additional KPI that are specific to each organization.
The overall goal is not to improve data quality by any means, but to carefully plan data
quality projects that are cost-effective and that will have the most positive impact. This
guidance is particularly crucial for organizations with no or only little experience in
data quality projects.

While it is difficult to develop a generic calculation framework to evaluate costs and
benefits of data quality projects in money terms, the purpose of this paper is to find a
suitable model to assess the positive impact of the improvement of quality of a data
object used by a key business process alongside the implementation complexity. This is
relevant because the positive impact and implantation complexity could be transformed
to quantitative measures of monetary benefits and costs. The application of the pro-
posed model is demonstrated on selected key business processes and business objects
that are owned by the Department of Lands of Morocco and the results are presented
here. The calculations are performed automatically via our Web application, which is
an implementation of the proposed model.

The organization of this paper is addressed as follows: Sect. 2 presents data quality
dimensions as well as data quality projects lifecycle, Sect. 3 describes the main steps of
our model and presents the results from our case study; in Sect. 4, the discussion and
future work are summarized.

2 Data Quality: Definition, Assessment and Improvement

2.1 Data Quality: Definitions and Assessment

Data quality may be defined as “the degree to which information consistently meets the
requirements and expectations of all knowledge workers who require it to perform their
processes” [6], which can be summarized by the expression “fitness for use” [1]. The
term data quality dimension is widely used to describe the measurement of the quality
of data. Even if the key DQ dimensions are not universally agreed amongst academic
community, we can refer to Pipino et al. [7] who have identified 15 dimensions:

• Intrinsic: accuracy, believability, reputation and objectivity;
• Contextual: value-added, relevance, completeness, timeliness and appropriate

amount;
• Representational and accessibility: understandability, interpretability, concise rep-

resentation, accessibility, ease of operations and security.

All case studies that aimed at assessing and improving data quality have chosen a
subset of data quality dimensions, depending on the objectives of the study [8–11].
Measurable metrics were then defined to score each dimension.

While it is difficult to agree on the dimensions that will determine the data quality,
it is however possible, when taking users’ perspective into account [12], to define a
basic subset of key dimensions, including: accuracy, completeness and timeliness.

2 M. Belhiah et al.



Accuracy. Accuracy is defined as “the closeness of results of observations to the true
values or values accepted as being true” [7]. Wang et al. [1] define accuracy as “the
extent to which data are correct, reliable and certified”. The associated metric is as
follows:

number of accurate values
Total number of all values

ð1Þ

Completeness. Completeness specifies how “data is not missing and is sufficient to the
task at hand” [13]. As completeness has often to deal with the meaning of null values, it
may be expressed in terms of the “ratio between the number of non-null values in a
source and the size of the universal relation” [11]. Completeness is usually associated
to the metric below [14]:

number of non�null values
Total number of all values

ð2Þ

Depending on the context, both accuracy and completeness may be calculated for: a
relation attribute, a relation [15], a database or a data warehouse [16].

Timeliness. Timeliness is a time-related dimension. It expresses “how current data are
for the task at hand” [13].

As a matter of fact, even if a data is accurate and complete, it may be useless if not
up-to-date.

number of values that are up�to�date
Total number of all values

ð3Þ

2.2 Data Quality Projects Lifecycle

Research in this area has shown that poor data quality is costing businesses a significant
portion of their revenues. In the US, The Postal Service estimated it cost $1.5 billion in
fiscal year 2013 to process undeliverable as addressed mail [17]. A 2011 report by
Gartner [5], for instance, noted that as much as 40 % of the anticipated value of all
business initiatives is never achieved due to poor data quality. In fact, poor data quality
affects daily operations, labor productivity, management decision making and down-
stream analysis.

As such, companies have to evaluate different scenarios related to data quality
projects to implement. The optimal scenario should provide the greatest business value
and meet requirements regarding the available time, resources and cost.

Prior to introducing our model in the next section, it is suitable to present the
common phases that compose a basic data quality project in an Enterprise Architecture
context:

Decision Support System for Implementing Data Quality Projects 3



Define. Define the various dimensions of data quality from the perspective of the
people using the data, using appropriate tools: survey studies, questionnaires, inter-
views, etc.

Measure. Associate data quality metrics to score each dimension.

Analyze. Interpret measurement results.

Improve. Design and implement improvement solutions on data and processes to meet
requirements regarding the quality of data.

In an Enterprise Architecture context, it is also mandatory to perform process
modeling. In fact, a piece of data represented by a business object is accessed in
reading or writing modes by a process. Business objects produced by a process may
serve as entry data to other downstream processes.

In a further step, it is also possible to perform data augmentation which consists of
combining internal data with data from third parties to increase data coverage.

As cited above, we are particularly interested in assessing data quality projects that
are related to specific dimensions of data quality, including: accuracy, completeness
and timeliness. For the need of our case study, the remainder of this paper will focus on
the accuracy dimension.

Fig. 1. Phases that compose a data quality project.

4 M. Belhiah et al.



3 Model for Assessing Data Quality Projects

3.1 Business Processes’ Positive Impact Assessment

The first part of our approach to track ROI of data quality projects consists of
understanding how an organization’s business/financial objectives and results are
linked to key business processes’ performance and overall quality. The following steps
summarize the process of measuring the positive impact of the performance and overall
quality of business processes on the strategy execution of an organization:

1. Identify leading factors that contribute to achieving short-term business/financial
objectives of an organization;

2. Configure the importance of these factors according to the specifications of each
organization;

3. Measure the impact of key business processes’ performance and overall quality on
these factors;

4. Order business processes by positive impact.

Leading Factors That Help Achieving Business/Financial Objectives of an
Organization. To understand how business processes’ performance and overall
quality affect the success of an organization, financial/business objectives and results
are detailed as follows:

• Positive impact on daily operations;
• Increasing revenues;
• Increasing productivity;
• Reducing costs;
• Meeting regulatory driven compliance;
• Positive impact on effective decision making;
• Positive impact on downstream analysis.

Configuration of Importance of the Above Factors According to the Specifications
of Each Organization. Due to organizations’ specific aspects and sets of success
factors and in order to provide a generic approach that can be implemented without any
adjustment, the second step of our approach introduces the context-aware and con-
figurable weighting coefficients, illustrated in Table 1.

The purpose behind using a weighing coefficient is to allow each organization to
express the importance of a success factor, depending on its context and strategy. To
cite few examples where using different weighting coefficients is relevant:

• Public organizations may have more concerns about increasing end-users satis-
faction (citizens in this particular case), than increasing revenues;

• Healthcare actors may give more attention to meeting regulatory driven compliance
than to the other factors, while still important, owing to the fact that norms and
standards are mandatory in the field of healthcare;

• Industrial companies may give the same importance to all the factors above.

Decision Support System for Implementing Data Quality Projects 5



Measurement of the Impact of Key Business Processes’ Performance on Overall
Quality. Business and IT leaders in charge of data quality initiatives should:

1. List all the key business processes;
2. Configure the importance of each factor by acting on the associated weighting

coefficient. The sum of all weighing coefficient must be equal to 100;
3. For each factor in column 1, choose the corresponding value in column 2 and rating

in column 3.

In the case of an organization with many key business processes, the positive impact of
each business process will be calculated, using the weighted sum strategy:

Xm

i¼1

ðRi � IiÞ=100 ð4Þ

Where Ri is the rating for the factor “i” and Ii is the weighing coefficient that is
associated with the factor “i”, that was previously defined by both business and IT
leaders. The obtained score ranges between 0 and 5, where “0” refers to “unnoticed
impact” and “5” refers to “high positive impact”. The Table 2 depicts the correspon-
dence between the positive impact score and the impact level.

Table 1. Configuration canvas for positive impact calculation.

Factor Values Rating
(R)

Weighting
coefficient (I)

Impact on daily operations • True
• False

1
0

Impact on short-term
business/financial objectives

• Increasing revenues
• Increasing productivity
• Reducing costs
• Increasing end-user
satisfaction
• Meeting regulatory
driven compliance
• Other

0.15
0.15
0.15
0.15

0.15

0.15

Impact on decision making • True
• False

1
0

Is the process cross-functional? • True
• False

1
0

Table 2. Positive impact levels.

Impact score Impact level

0–1.5 0 – unnoticed to low impact
1.5–3 1 – medium impact
3–4.25 2 – high impact
>4.25 3 – very high impact

6 M. Belhiah et al.



Order Business Processes by Positive Impact. After iterating over all key business
processes and calculating the associated positive impact score, business processes are
automatically classified by priority, in order to spot the point of departure to identify
opportunities for increased benefits from improved data quality.

As business processes consume and produce data, classifying key business pro-
cesses by positive impact on an organization’s short-term objectives and results, should
be followed by the identification of data quality options with the greatest business value
at least-cost.

In addition to the positive impact score, other leading indicators may be assessed
using the same approach, including: agile transformation of business processes and
potential risks that are associated with data quality initiatives. These aspects will be
explored in a future work.

Because business processes access data objects in reading and/or writing modes, it
is normal that the quality of the data has an impact on the result of business processes’
execution and vice-versa.

3.2 Implementation Complexity Assessment

While the first part of our approach deals with understanding and assessing how
business processes’ performance and overall quality positively impact an organiza-
tion’s objectives and results, the second part of our approach focuses on data that are
consumed and used by these processes.

The following steps detail the process of scoring the implementation complexity of
data accuracy improvement, what will allow to associate different levels of complexity
(ranking from low to very high complexity) to DQ improvement projects:

1. Identify leading factors that contribute to the calculation of the implementation
complexity of data accuracy improvement;

2. Configure the importance of these factors according to the specifications of each
organization;

3. Measure the positive impact and the implementation complexity;
4. Prioritize data to improve according to the scores obtained in the previous step.

Leading Factors that Help Calculating the Implementation Complexity of Data
Accuracy Improvement. Data profiling activities should allow answering the ques-
tions in Table 3.

In this part, the weighting coefficient plays the same role as in the previous part, as
it allows taking into consideration the particularities of each organization.

Measurement of the Complexity of Data Accuracy Improvement Projects. For a
given data used by a key business process, the implementation complexity will be
calculated as follows:

Decision Support System for Implementing Data Quality Projects 7



Xm

i¼1

ðRi � CiÞ=100 ð5Þ

Where Ri is the rating for the factor “i” and Ci is the weighing coefficient that is
associated with the factor “i”, that was defined previously by both business and IT
leaders. The obtained score ranges between 0 and 5, here where “0” refers to “minimal
complexity” and “5” refers to “severe complexity”. The Table 4 shows the corre-
spondence between the complexity score and the complexity level.

The Fig. 2 presented below summarizes the main steps of our approach:

1. Determine what processes contribute the most to the business’s objectives and
results;

2. Determine data improvement complexity;
3. Recommend the optimal business case for data improvement.

Table 3. Configuration canvas for complexity calculation.

Factor Values Rating
(R)

Weighting
coefficient
(C)

Are there standards to restructure and
validate the data?

• False
• True

1
0

Is there an authentic source of data
(repository) that allows to complement or
contradict the data?

• False
• True

1
0

Does the data object have attributes with
great weight identification in relation to
another data source?

• False
• True

0
1

Is the data processing: • Manual
• Semi-automatic
• Automatic

1
0.5
0.25

What is the size of the data to process? • Very large
• Large
• Medium
• Low

1
0.75
0.5
0.25

Table 4. Complexity levels.

Complexity score Complexity level

0–1.5 0 – very low-to-low complexity
1.5–3 1 – medium complexity
3–4.25 2 – high complexity
>4.25 3 – very high complexity

8 M. Belhiah et al.



After completing our research and in order to calculate automatically our indicators,
we have implemented a Web application, which main functionalities are:

1. Create a new business process;
2. List registered business processes;
3. Add a new business object (physically implemented by a data object), that is used

by a registered business process;
4. List registered business objects;
5. Assess data accuracy improvement projects;
6. List all previous assessments.

3.3 A Use Case Study: Decision Support System for Implementing DQ
Projects in Action

For the purpose of verifying and validating the decision support system for imple-
menting DQ projects, we have performed an analysis of data for Morocco Department
of Lands (DoL)1.

The Department of Lands administers the State-owned land mass. Its primary
purpose is to unlock the potential of State’s lands for the economic, social and envi-
ronmental benefits, while optimizing the value of the State’s land assets. The
Department of Lands is pursuing its objectives through a number of fully automated
business processes including: administering the sale of State’s property, managing the

Fig. 2. Main phases.

1 http://www.domaines.gov.ma/.
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Government’s land acquisition program, leasing eligible lands for investment, revenue
accounting, managing government employees housing, among others. In a dynamic
and changing environment and to enable the Department of Lands to carry out its
attributions, it is important that the DoL disposes of accurate data. Given the current
economic challenges and budgetary pressures facing most organizations, there is a
substantial desire to eradicate quality issues in data through data quality improvement
projects, with reasonable budget and changes. The phases that compose the method-
ology adopted by the DoL for improving its data accuracy are as follows:

Our field of intervention has covered phases 1, 2 and 5. In fact, our decision support
system was used to identify individual quality projects with the greatest business value
at least-complexity, which could be directly correlated with monetary cost. The process
of calculating the positive impact and implementation complexity factors was per-
formed automatically via our Web application. The Web application first calculates the
positive impact of input business processes. For example, for “registration of Land’s
titles” process, we obtained an impact score of 4.71, compared to 4.29 for “evaluation
of lands/lodging prices” process. The second step is calculating the implementation
complexity of data accuracy for a subset of data that are manipulated by the business
processes. The third step is recommending the scenario with the greatest positive
impact at least complexity and cost. The list of the selected business processes and data
objects that were considered for our experimental setup where suggested by the users of
DoL Information System.

Table 5 above describes the potential business objects that are considered for data
accuracy improvement. Meanwhile, Table 6 below shows how these business objects
are manipulated by critical business processes in terms of database operations. For each
business object, the identifier is preceded by the symbol “#”.

Fig. 3. Phases of the data quality improvement methodology adopted by the DoL.
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Choosing a Relevant Subset. Keeping in mind that this issue is a statistical challenge
because of the large size of databases and/or data files, we have chosen a statistical method
for determining the reliable sample size with given restrictions such as the margin of error
and the confidence level. The sample size is represented by the Eq. 6 [18]:

n ¼ Z2 � s � ðs� 1Þ
e2

ð6Þ

In Eq. 6, (n) is the sample size, (e) is the margin of error and (s) is the percentage of
compliance between records in DoL internal databases and other authentic data sour-
ces. The margin of error indicates the accuracy of the chosen sample and the allowed
deviation of the expected results. In our calculation, we used a 5 % value for the margin
error. The confidence level tells how often the true percentage of the sampled data

Table 5. Description of business objects.

Business object Definition Attributes

Evaluated price • The result of the evaluation of lands that are owned
by the State, in order to sell them or lease them for
investment

• #Property_id
• Evaluated price

Property –legal
information

• Information that describe the legal situation of a land
that is owned by the State, in terms of its type
(registered, requisition, unregistered), owners and
quota shares

• #Property_id
• Legal situation
• Owners
• Quota shares

Property –

urban
situation

• Information that describe the urban situation of a
land that is owned by the State, in terms of its area
and geographical data

• #Property_id
• Area
• Zoning
• Geographical
coordinates

Procedure file • Information that describe the procedure file,
including its identifier, location, file opened and
closed dates, as well as the related business
procedure

• #File_id
• Location
• File opened
date
• File closed date
• Business
procedure

Accounting
document

• Information that describe the type of the accounting
document (revenue or expanse), its identifier,
amount and related business procedure

• #Accounting_
document_id
• Accounting_
document_type
• Amount
• Business
procedure

Beneficiary • Information that identify the natural or the legal
person

• #Identifiers
• Category of the
beneficiary
• Address

Decision Support System for Implementing Data Quality Projects 11



satisfying the required condition lies within the confidence interval. Usually, (Z) is
chosen to be 90 or 95 %. For the latter value, Z takes a critical value of 1.96.

Decision Support Tool in Action. Our Web application was used to automatically
calculate the positive impact and complexity indicators. The results of the experiment
are provided below:

Figure 4 illustrates the results of the positive impact score calculation. As can be
observed, the highest score was related to “registration of Lands titles” process fol-
lowed by “revenue accounting”. “Government Employee Housing” had the least
impact. Figure 5 illustrates the results of the implementation complexity score calcu-
lation. As can be observed, the highest score was related to “procedure file” data object.

A closer look at the results of the questionnaires administered via our Web
application provides information regarding the elements that contributed to high or low
levels of positive impact and implementation complexity. Data accuracy improvement
for the “procedure file” is very complex to setup owing to the fact that there are neither

Table 6. Access matrix.
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Evaluated price CRUD* - read read read 

Property – legal information read CRUD read - read 

Property – urban situation read CRUD read - read 

Procedure file read read CRUD read read 

Accounting document  - - - CRUD read 

Beneficiary read - read read CRUD 

(*) refers to database operations: Create, Read, Update and Delete. 

12 M. Belhiah et al.



standards to restructure and validate the data nor an authentic source of data that allows
to complement or contradict the data. Also the file processing is manual and the size of
data to process is high.

What we have accomplished so far allows us to associate quantitative measures to
the positive impact and the implementation complexity of data accuracy improvement
projects. Meanwhile, when we try to estimate the costs that are associated with these
projects, we should also take into consideration the initial accuracy of the business
objects. This is relevant because it is less expensive to improve a data object with
higher initial data accuracy.

4,29
3,82

2,76

4,71

3,82

0

1

2

3

4

5

Evaluation of
lands/lodging

prices

Revenue
accounting

Government
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Lands titles

Litigation
proceedings
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Fig. 4. Positive assessment score for the analyzed business processes.
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Fig. 5. Implementation complexity score for the analyzed business objects.
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What leads us to the third part of our approach: in Fig. 6, the x axis represents the
accuracy while the y axis represents the cost or the effort associated to data accuracy
improvement. For instance, it shows that even if the implementation complexity is the
highest for the business object “procedure file” (see Fig. 5), improving the data object
“property – urban situation” will be more expensive. This is due to the fact that the
initial accuracy of “procedure file” is higher that the initial accuracy of “property –

urban situation”.

In order to build the optimal business case to improve data accuracy and thus, the
overall organization’s performance, stakeholders at the DoL will use Figs. 4 and 6 that
represent respectively the benefits and the costs inherent to data accuracy improvement.

4 Discussion and Future Work

Organizations are discovering that poor data quality have a significant impact on their
most strategic goals, often hindering them from achieving the growth, productivity and
customer satisfaction that they desire. Minimizing rescissions, rejects and returns have
positive impacts on daily operations, cost reduction and financial results. Thus,
high-quality data are the precondition for leveraging processes run either by corpora-
tions or government agencies, in order to achieve their business initiatives. The demand
for data quality assessment and improvement methodologies is maturing, especially
when it comes to organizations having no or very little experience in the field of data
quality projects.

Since the automation of business processes guarantees, in a way, the quality of their
execution, actions must be directed towards the improvement of the accuracy of the
data used by these processes. Our approach highlights the most cost-effective data
accuracy improvement projects. We have established two global indicators of positive
impact and implementation complexity, to measure the business value of data accuracy

Fig. 6. Correlation between accuracy and complexity.
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improvement projects. Furthermore and in order to recommend the optimal business
case to improve data accuracy and thus, the overall organization’s performance, our
model takes into account: (1) – the initial data accuracy level (as-is), (2) – the positive
impact of the key process that uses the data and (3) – the implementation complexity of
data accuracy improvement initiative. According to the values of these indicators and to
the targeted accuracy level (to-be), two business cases may be considered:

The first one is based on the improvement of data accuracy by determining and
analyzing the sources of low quality, such as uncontrolled data acquisition, updates
problems, etc.

The second one is process-driven as it encourages the improvement of processes
(reengineering, control, etc.), by enhancing their execution accuracy. This is a short
term option that is generally less expensive, but requires change management because
it affects the work processes; In fact, while technology plays a key role in data quality
improvement, changes in working methods are critical.

To summarize, the result of the work accomplished so far shows how to measure in
a quantitative manner the business value of data quality improvement projects by
establishing two global indicators of positive impact and implementation complexity.

As each organization environment is different, it is challenging to see how our
model will perform in other contexts other than Enterprise Architecture environment.
We are particularly interested in applying it to the context of Open Data that are
produced by national governments, where data quality issue could derail the Open Data
projects from their purpose.
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Abstract. Classify the dynamic of users in a cultural heritage exhibition
in order to infer information about the event fruition is a very interesting
research field. In this paper, starting from real data, we investigate the
user dynamics related to the interaction with artworks and how a specta-
tor interacts with available technologies. Accordingly with the fact that
the technology plays a crucial role in supporting spectators and enhanc-
ing their experiences, the starting point of this research has been the art
exhibition named The Beauty or the Truth that was located in Naples
(Italy), where event was equipped with several technological tools. Here,
the collected log files, stored in a suitable expert software system, are
used in a flexible framework in order to analyse how the supporting per-
vasive technology influence and modify behaviours and visiting styles.
Finally, we carried out some experiments to exploit the clustering facil-
ities for finding groups that reflect visiting styles. The obtained results
have revealed interesting issues also to understand hidden aspects in the
data and unattended in the analysis.

Keywords: User profiling · Clustering · Data mining

1 Introduction

In the cultural heritage area, the requirements of innovative tools and method-
ologies to enhance the quality of services and to develop smart applications is
an increasing requirement. Cultural heritage systems contain a huge amount of
interrelated data that are more complex to classify and analyse. For example,
considering an art exhibition, characterizing, studying, and measuring the level
of knowledge of a visitor with respect to an artwork, and also the dynamics
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of social interaction on a relationship network is an interesting research sce-
nario. To understand and analyse how artworks observation can influence the
social behaviours is a very hard challenges. Indeed, semantic web approaches
have been increasingly used to organize different art collections not only to infer
information about a cultural item, but also to browse, visualize, and recommend
objects across heterogeneous collections [8]. Other methods are based on statis-
tical analysis of user datasets in order to identify common paths (i.e., patterns)
in the available information. Here, the main difficulty is the management and
retrieval of large databases as well as issues of privacy and professional ethics [7].
Finally, models of artificial neural networks, typical of Artificial Intelligence field
are also adopted. Unfortunately, these approaches seems to be, in general, too
restrictive in describing complex dynamics of social behaviours and interactions
in the Cultural Heritage framework [6].

In our previous works, we referred to a computational neuroscience terminol-
ogy for which a cultural asset visitor is a neuron and its interest is the electrical
activity which has been stimulated by appropriate currents. In detail, we adopted
two different strategies to perform data classification: a Bayesian classifier [3],
and an approach that finds data groupings in an unsupervised way [2]. Such a
strategy resorts to a clustering task employing the well-known K-means algo-
rithm [5]. The dynamics of the information flows, which are the social knowledge,
are characterized by neural interactions in biological inspired neural networks.
Reasoning by similarity, the users can be considered as neurons in a network and
their interests the morphology; the common topics among users are the neuronal
synapses; the social knowledge is the electrical activity in terms of quantitative
and qualitative neuronal responses (spikes).

In [1] we dealt with the characterization of visitor behaviours starting from
real datasets. As a real scenario, we have considered the art exhibition named the
Beauty or the Truth located in Naples, Italy, where new ICT tools and methodolo-
gies, producing several users behavioural data, have been deployed and currently
are still active. Our aim was also be to classify visiting styles of the spectators
in the exhibit exploiting their user experience of the adopted technology, which
allows to collect the data to analyse. Here, deeply investigating these aspects, we
focus on tuning of the parameters influencing the classification results.

The paper is organized as follows. In Sect. 1 we introduce this research; in
Sect. 2 we describe the fruition system framework of the proposed event. In Sect. 3
we deal with the visiting styles by resorting some basics definitions; in Sect. 4 we
describe experiments on real data classification and finally in Sect. 5 we draw the
conclusions.

2 The Digital Fruition System

The starting point of our research is an interesting and wide case study; it con-
sists of a real art exhibition of 271 sculptures, divided into 7 thematic sections
and named “The Beauty or the Truth”1. This exhibition shows, for the first time
1 http://www.ilbellooilvero.it.

http://www.ilbellooilvero.it
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in Italy, the Neapolitan sculpture of the late nineteenth century and early twenti-
eth century, through the major sculptors of the time. The sculptures are exhibited
in the beautiful monumental complex of San Domenico Maggiore, in the historical
centre of Naples. In order to better understand motivations behind this work, it is
important to deeply analyse the kind of relations that exist among cultural spaces,
people and technological tools that nowadays are pervasive in such environments.
Accordingly, the behaviour of a person/visitor, when it is immersed inside a space
and consequently among several objects, has to be analysed in order to design the
most appropriate ICT architecture and to establish the relationship between peo-
ple and technological tools that have to be non-invasive. For this reason, it should
be preferable to provide cultural objects with the capability to interact with peo-
ple, environments and other objects, and to transmit the related knowledge to
users through multimedia facilities. In an intelligent cultural space, technologies
must be able to connect the physical world with the world of information, in order
to amplify the knowledge, but also and especially the fruition, involving the vis-
itors as active players to which is offered the pleasure of the perception and the
charm of the discovery of a new knowledge.

Fig. 1. Digital fruition system.

In the follow, the architecture of an Internet of Things (IoT) system, the
technological sensors immersed in the cultural environment and the communi-
cation framework are presented. The sensors aimed to transform cultural items
in smart objects, that now are able to communicate with each other, the visitors
and the network; this acquired identity plays a crucial role for the smartness
of a cultural space. Accordingly, in order that this system can perform its role
and improve end-users cultural experience transferring knowledge and support-
ing them, a mobile application has been designed; in this way people have the
opportunity to enjoy the cultural visit and be more at ease simply using their
own mobile device. The proposed IoT system was entirely deployed inside the
exhibition, as illustrated in Fig. 1. In the proposed system we have, on the left
of Fig. 1 a physical space where the exhibition was located. It is important to
observe that the combination of the technologies, artworks and path inside the
event influences the visiting style of a spectator. On the right of Fig. 1 we have a
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detailed description of the interaction of the user with the artwork. The artworks
start to talk and interact with the spectator through an “ad hoc” technology
named smart cricket.

The overall technology in the proposed fruition system is used in order to
collect the data that are necessary to characterize the visiting styles discussed
in the following sections.

3 Visiting Styles Definition

In order to classify visiting styles in art exhibition, we start from work shown
in [9], where personalized information presentation in the context of mobile
museum guides are reported and visitor movements are classified comparing
these to the behaviours of four typical animals. In our work, we adapt this clas-
sification to find how visitors interact with the ICT technology. Accordingly, the
visitor’s behaviour can be compared to that of:

– an ANT (A), if this tends to follow a specific path in the exhibit and inten-
sively enjoys the furnished technology;

– a FISH (F), if this moves around in the centre of the room and usually avoids
looking at media content details;

– a BUTTERFLY (B), if this does not follow a specific path but rather is
guided by the physical orientation of the exhibits and stops frequently to look
for more media contents;

– a GRASSHOPPER (G), if this seems to have a specific preference for some
preselected artworks and spends a lot of time observing the related media
contents.

The classification of the visiting styles is characterized by three different
parameters related to the visitor: (a) the number of artworks viewed, (b) the
average time spent by interacting with the viewed artworks, and (c) the path
determining the order of visit of the exhibit sections.

Table 1. Characterization of the visiting styles’ classification.

Animal (a) Viewed artworks (b) Average time (c) Path

A high - high

B high - low

F low low -

G low high -

As we can observe in Table 1, high values for the parameter (a) characterize
both As and Bs, while low values are related to Fs and Gs. Moreover, the
parameter (b) does not influence the classification of As and Bs, while high
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values are typical for Fs and low values are inherent in Gs. Finally, the parameter
(c) does not influence the classification of Fs and Gs, whereas high values are
related to As and low values characterize Bs.

Each parameter is associated with a numerical value normalized between
0 and 1. For the parameters (a) and (b), its values respectively correspond to
percentages of viewed artworks and average time spent for these. In the following
we show how to assign a value to the parameter (c).

Assume that the N sections (rooms) of a museum are organized in increasing
order as follows:

entrance 1 → 2 → · · · → N-1 → N exit,

Let us denote by
S1 → S2 → · · · → SM−1 → SM

the path of a visitor. Assuming the entrance in 1 and the exit in N , it results
S1 = 1 and SM = N . Moreover, because a visitor could visit each room more
than once or never, the length M of the path is independent on the number
N of rooms. To assign a value to the quality of a path, we consider the M − 1
movements Sj−1 → Sj , for j = 2, . . . ,M , and we assign at each of them the
value mj in the following way

mj =

⎧
⎨

⎩

1, if Sj = Sj−1 + 1
0.5, if Sj > Sj−1 + 1
Sj − Sj−1, if Sj < Sj−1

Finally, the value of the path will be

p = max

⎧
⎨

⎩
0,

1
N − 1

M∑

j=2

mj

⎫
⎬

⎭
.

The ratio by N − 1 ensures that p ≤ 1, while the max operation avoids negative
values, so that the property 0 ≤ p ≤ 1 is achieved. For example, with N = 7
rooms, the chaotic path

entrance 1 →
m2=0.5

3 →
m3=1

4 →
m4=0.5

6 →
m5=−4

2 →
m6=0.5

6 →
m7=1

7 exit,

will be evaluated

p = max
{

0,
1
6
(0.5 + 1 + 0.5 − 4 + 0.5 + 1)

}

= max
{

0,
−0.5

6

}

= 0.
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While the more ordered path

entrance 1 →
m2=1

2 →
m3=1

3 →
m4=1

4 →
m5=0.5

6 →
m6=1

7 exit,

will be evaluated

p = max
{

0,
1
6
(1 + 1 + 1 + 0.5 + 1)

}

= max
{

0,
4.5
6

}

= 0.75

Observe that, in general, the perfect path

entrance 1 → 2 → · · · → N-1 → N exit,

will always receive the evaluation p = 1.
Observe that our model infers information from data stored in the structured

JSON file. The overall data collected by the described ICT framework will be
used as the input of the proposed classification approach. More in details, LOG
files are structured in order to store main informations about the visitor behav-
iour in the exhibit. A listing that shows the JSON schema diagram of a log file,
characterized by the fruition information w.r.t. the artworks is discussed in [1].

4 Experiments on Data Classification

The experiments described in this Section were carried out from a dataset of 253
log files, one for each visitor of the exhibition. Experiments have been executed
exploiting the computing resources provided by CRESCO/ENEAGRID High
Performance Computing infrastructure [4]. We have tracked the visitor behaviour
by using a suitable Extrapolation Algorithm (EA), which has a JSON file as
input data. A typical EA output is shown in the following:

IDUser : e7a5774700c1e88e1417618582735

# of artworks: 271

# of viewed artworks: 44

% of viewed artworks : 17.5%

...

-------------------------------------

i-th viewed artwork : 2

ID artwork : 128

Available audio (sec.) : 32.922

Listen audio (sec.) : 32.922

Available images : 3

Viewed images : 0
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Available text : True

Viewed text : False

Interaction time (sec.) : 58.259

Path is followed : True

-------------------------------------

...

-------------------------------------

i-th viewed artwork : 6

ID artwork : 17

Available audio (sec.) : 85.141

Listen audio (sec.) : 85.141

Available images : 4

Viewed images : 2

Available text : True

Viewed text : True

Interaction time (sec.) : 103.141

Path is followed : False

-------------------------------------

Such files are particularly suitable to identify user behaviour not only regard-
ing their interactions with artworks, but also w.r.t. the whole artwork exhibition.
In fact, properly looking at the JSON files, for each user it is possible to deter-
mine if the exhibition path is followed, the sequence of visited sections, the time
spent to enjoy audio and image contents, and if text information about a specific
artwork are visualized or not.

Fig. 2. Visitor classification starting from the section S1 to all other sections (number
of visitors).

Starting from the data collected in the exhibit, we deployed a classifier in
order to characterize the visiting behaviours by means of some heuristics and to
investigate how visitors interact with the supporting technology. According with
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Table 2. Visitor classification starting from the section S1 to all other sections (in %).

Animal S1 → S1 S1 → S2 S1 → S3 S1 → S4 S1 → S5 S1 → S6 S1 → S7

A 137 133 79 52 35 21 14

B 21 28 27 30 31 38 43

F 83 76 85 76 69 68 68

G 12 16 62 95 118 126 128

this and with the characterization of the classification illustrated in Table 1, we
defined thresholds to better identify the three parameters of our dataset. In a
preliminary phase, we set 10% for viewed artwork, 60% for average time, and
70% for path.

Based on these thresholds, Fig. 2 and Table 2 show, respectively, the distri-
bution number and percentage of the visitor style in all the exhibit sections
calculated by our classifier. It is easy to note that As and Gs have specular
trends among the sections, since As start with a high population in the first two
sections (i.e., 53% moving from S1 to S2) but drastically decrease up to the 6%
at the end of the exhibit, whereas Gs are thinly populated at the beginning of
the exhibit but there is a strong increment starting from section S3 (i.e., 25%)
that culminates at the end of the exhibit (i.e., 51%).

On the other hand, we observe that Bs and Fs population trends are quite
similar since tend to remain stable for the entire duration of the exhibition. In
fact, Bs have a max increment equal to 8% from beginning (i.e., 8%) to end
(i.e., 16%) of the exhibition, while Fs have a 6% of decrement starting from
section S1 (i.e., 33%) and moving to the last section S7 (i.e., 27%).

We characterize the variations in the population distribution as metamor-
phosis. In Fig. 3 we summarize these distributions (number of visitors) for the
sections S1 → S2 (red columns), the sections S1 → S4 (green columns) and the
sections S1 → S7 (blue columns) of the cultural heritage event.

From these experiments we deduce that at the beginning of the exhibit,
visitors are motivated to enjoy the furnished technology. In fact, 64% of these
(i.e., As and Bs) intensively interacted with the artworks at the end of section S2.
Afterwards, as the time spent in the exhibit grows (i.e., starting from section S3),
the interaction with the artworks strongly decreases. At the end of the exhibit,
we can observe that the 78% of the visitors are distributed in two different
groups: visitors that definitively abandon the technology (i.e., 27% of Fs) and
visitors that choose to use the furnished technology only with a small number
of specific artworks (i.e., 51% of Gs).

We performed a further experimental phase based on clustering algorithm.
The aim of this step consists in executing an unsupervised data mining algorithm
in order to achieve data groups that can reflect the user classification obtained
with our classifier. In this direction, we propose a data structure that reflects
the above mentioned observations about path and media content fruition. The
dataset is built from the log files and is structured in ARFF Weka format, as
shown in the following.
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Fig. 3. Visitor metamorphosis for exhibit sections S1 → S2, S1 → S4 and the entire
exhibit (S1 → S7) (Color figure online).

@RELATION ARTWORKS
@ATTRIBUTE viewed NUMERIC [0..1]
@ATTRIBUTE avg time NUMERIC [0..1]
@ATTRIBUTE path NUMERIC [0..1]
@ATTRIBUTE class {A,B,F,G}
@DATA
...
0.14741,1,1,A
0.0517928,0.94078,1,G
0.0119522,0.1273,1,F
0.135458,1,0.166667,B
...

In particular, the dataset contains fields regarding the percentage of viewed
artworks (i.e., viewed), the average time spent in artwork interaction (i.e.,
avg time), and the percentage of followed path during the visit (i.e., path).
Note that these three attributes reflect the parameters introduced in Sect. 3,
used to characterize the animal behaviours.

We have resorted to the well-known K-means partitional clustering algo-
rithm [5] and set the number of classes to K = 4.

In Table 3 we report the results of the clustering (with K = 4) for the entire
exhibit. Note that Cluster0 corresponds to G, Cluster1 is F, Cluster2 rep-
resents B and Cluster3 is A, as this is a typical majority voting based cluster
assignment. This clustering session provides very interesting results that can be
seen in the Table. In fact, the four categories in our data have been correctly
identified by our classifier with an accuracy very close to the K-means results,
with a number of incorrectly clustered instances equal to about 5%.
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Table 3. Results of the clustering for K = 4 for the entire exhibit (S1 → S7). In
brackets the result of our classification.

Animals Cluster0 Cluster1 Cluster2 Cluster3

A 0 0 0 14 [14]

B 0 0 38 [43] 5

F 8 60 [68] 0 0

G 127 [128] 0 0 1

Figure 4 shows the cluster assignments for tuples in the dataset. These are
coloured by following the class attribute, whereas on the axes there are class-ID
and cluster-ID.

Fig. 4. Kmeans cluster assignment (K = 4).

Clustering results confirmed what we addressed in the classification task, as
the algorithm correctly identify classes A and G, achieving a very high accuracy
results. Note that only one instance has a bad clustering assignment for G,
whereas all the instances correctly clustered for G. The poor clustering error is
due to the classes B and F, with the error of 5 tuples for B and 8 tuples for F.
This is not a surprising result, since we yet noticed in the previous classification
task that B and F are have very similar trends.

4.1 Tuning of the Parameters

In the previous experimental phase, we obtained very interesting results in terms
of accuracy, with a very low clustering error (i.e., 5%). However, such results
came from an our intuition in setting proper thresholds in classifying visitor
behaviours. In this section, we focus on the tuning of the classification parame-
ters, in order to show how they bias the cluster accuracy.
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We described in Sect. 3 how setting thresholds in order to classify visiting
styles reflecting the ethnographic behaviour. Based on a possible range of values
for each parameter, we defined a set of experiments in which the classification
changes and the clustering strategy/setting remains the same. The goal here is to
discover the best setting for the classification that produces the highest accuracy
result in clustering phase for the entire exhibit (S1 → S7).

We found several clustering accuracy results. In Table 4 we show only three
most relevant setting, which produce the best, the medium and the worst quality
results.

Table 4. Tuning of the classification parameters.

Quality Parameters (%) Accuracy error (%) # Misclassified

(a) (b) (c)

Best 10% 50% 60% 1.19 3

Medium 10% 65% 75% 10.67 27

Worst 20% 60% 70% 35.57 90

In Table 4, the first column expresses the quality evaluation of the tuning
and the following three columns represent the settings for the three classification
parameters, that are “viewed” artworks (a), “average time” (b), and “path” (c).
We can notice that the first setting produces the best accuracy in clustering
(1.19% error). However, this result is very close to the one we obtained without
the tuning (5% error), and this confirms that our preliminary intuitions were
right. In average, we had several parameter configurations which produce an error
of about 10%, which corresponds to a very good error rate in clustering. The
worst setting produces an error of about 35%, which is acceptable in clustering
especially if we consider that our dataset is not so big (i.e., 253 tuples).

5 Conclusions

In this paper we have dealt with the user dynamics and behaviours starting
from real datasets. Our aim has been to classify visitor visiting styles starting
from data collected by the available technology. In order to validate the classi-
fication results, we resorted to the well-known K-means clustering algorithm to
discover data groups reflecting visitor behaviours in all the sections of the exhibit.
Experimental results have shown that clustering approach correctly identify vis-
itor behaviours, providing high accuracy clusters that reflect the classification
results. We have observed visitor behaviour modifications at the different exhi-
bition sections, and this introduces the concept of metamorphosis in the visiting
styles. An interesting observation and challenge for future works is to adapt, in
a smart way, this computational framework to many different application top-
ics, such as the context-aware profiling, feedback based and/or recommendation
systems.
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Abstract. In this paper, we explore the task of automatic construction of
concept maps for various knowledge domains. We propose a simple 3-steps
algorithm for extraction of key elements of a concept map (nodes and links)
from a given collection of domain documents. Our algorithm manipulates a
statistical term-document matrix describing how frequently terms occur in
documents of the collection. At the first step we decompose this matrix into
scores (terms-by-factors) and loadings (factors-by-documents) matrixes using
non-negative matrix factorization, wherein each factor represents one topic of
the collection. Since the scores matrix specifies the relative contribution of each
term to the factors, we can select the most contributing terms and use them as
concept map nodes. At the second step we associate selected key terms with the
corresponding row-vectors of the term-document matrix and calculate pairwise
cosine distances between them. Since the close distances determine the pairs of
strongly related key terms, we can select the strongest relations as concept map
links. Finally, we construct the resulting concept map as a graph with selected
nodes and links. The benefits of our statistical algorithm are its simplicity,
efficiency and applicability to any domain, any language and any document
collection.

Keywords: Concept map � Text mining � Co-occurrence analysis �
Non-negative matrix factorization

1 Introduction

Concept maps are graphical tools for representing knowledge structures of various
domains. The main elements of concept maps are:

• Nodes (key concepts of the domain, put in circles or boxes);
• Links (key relations between concepts, represented as lines);
• Labels (words or phrases describing the meaning of relations).

The main purpose of concept maps is to contribute to a deeper understanding of
domain knowledge on the conceptual level. The work [1] reports the results of
experimental investigations which verify the practical value and efficiency of concept
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maps as a tool and as a strategy of teaching. Unfortunately, the complexity of a manual
construction of concept maps greatly reduces the advantages of their using in the
educational process. It is a very common case when teachers preparing course material
are forced to use simple and limited types of concept maps or not use them at all
because their comprehensive construction and drawing takes a lot of time.

Owing to the mentioned arguments, of great importance is the task of automatic or
semi-automatic construction of concept maps on the basis of extraction their elements
from collections of textual materials. Thanks to example of the authors of work [2] this
task got the name Concept Map Mining (CMM) similar to Data Mining and Text
Mining. In general case the process of CMM consists of three subtasks: extraction of
concepts, extraction of links and summarization (see Fig. 1) [3].

The aim of this paper is to demonstrate usefulness and efficiency of statistical Text
Mining methods for automatic construction of concept maps based on the domain
collections of texts. The most important advantage of statistical methods is that they
can be directly applied to any domain and any language, i.e. they are invariant in regard
to the features of the given collection of domain documents. Statistical methods con-
sidered in this paper are based on the analysis of co-occurrence of terms in domain
documents. We use a simple 3-steps algorithm which deals with a term-document
co-occurrence matrix describing the number of occurrences of each word in each
document of the collection.

At the first step we decompose the co-occurrence matrix into scores (terms-by-
factors) and loadings (factors-by-documents) matrixes using non-negative matrix fac-
torization, wherein each factor represents one topic of the collection. Since the scores
matrix specifies the relative contribution of each term to the factors, we can select the
terms with maximum contributions and use them as concept map nodes. At the second
step we associate selected key terms (also known as concepts or nodes) with the
corresponding row-vectors of the term-document matrix and calculate pairwise cosine
distances between them. Cosine distance or similarity is a measure of similarity
between two vectors that measures the cosine of the angle between them. We use this
measure in positive space, where the outcome is bounded in [0,1]. So the maximum
value of cosine similarity is equal to 1 (it corresponds to the angle 0). Since the close
distances determine the pairs of strongly related key terms, we can select the strongest
relations with similarity values more than 0.5 as concept map links. Finally, we con-
struct the resulting concept map as a graph with selected nodes and links.

We plan to integrate automatically created concept maps into e-learning environ-
ment as a special tool supporting student’s active and deep learning of the subject.

Fig. 1. The subtasks of concept map mining process.
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In [4] we represent the conception of our e-learning environment, and in this paper we
investigate one of its meaningful elements.

The remaining part of the paper has the following structure. The second section
presents a brief review of works related to the considered problem of automatic con-
struction of concept maps. The approach proposed in the paper is described in detail in
the third section. The results of experimental testing of the proposed approach are given
in the fourth section. The fifth section contains brief conclusions on the work done and
presents a plan of further investigations.

2 Related Works

The resent decade is characterized by the growth of interest to investigations devoted to
automatic extraction of concept maps from collections of text materials. Among these
studies, of high rank are the works based on the use of statistical techniques of pro-
cessing a natural language. As is mentioned in [5], the methods focused on statistical
processing of texts are simple, efficient and well portable; however, they possess a
decreased accuracy as they do not consider latent semantics in the text.

The mentioned simplicity and efficiency of statistical approaches are illustrated well
in [6]. The authors construct a term-term matrix based on a short list of key words
selected manually for the given domain. They fill in the matrix on the basis of terms
co-occurrences in sentences. If two elements occur in one sentence, the matrix element
is equated to 1, otherwise – to 0. Then they display this matrix in the concept map, as
shown in Fig. 2. Obviously, this approach is good for chamber teaching courses
consisting of materials limited in volume, but for weighty courses it is very inefficient.
The authors applied their methodology for constructing concept maps based on stu-
dents’ text summaries. Obtained concept maps were used by instructor to analyze how
students learned the training material. In particular, the purpose of the analysis was
selection of correct, incorrect or missing propositions in the students’ summaries.

Fig. 2. Mapping the term-by-term matrix to the concept map (by work [6]).
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The authors of [7] extract concepts from scientific articles using the principal
component analysis. They use some papers in scientific journals and conference pro-
ceedings, dedicated to the field of e-learning, as data sources for the construction of
concept maps. According to them, constructed concept maps can be useful for
researchers who are beginners to the field of e-learning, for teachers to develop
adaptive learning materials, and for students to understand the whole picture of
e-learning domain. The authors introduce the notion “relation strength” with the help of
which they describe pairwise relations between extracted concepts. Relation strength is
calculated on the basis of distance between two concepts in the text and on the basis
their co-occurrence in one sentence. Authors link pairs of concepts which have
“relation strength” more than 0.4. Like the authors of [6], the authors of this work do
not label found links (do not sign them).

Generally speaking, labeling of relations extracted from the texts is a very complex
problem that requires performing semantic analysis of texts. That is why many
researchers note the limitedness of statistical approaches and try to combine statistical and
linguistic tools by using knowledge bases suitable for semantic analysis. For example, the
authors of [8] use thesaurus WordNet for part-of-speech analysis of texts. Due to
determination of parts of speech in sentences they extract a predicate (themain verb) from
each sentence and form for each predicate a triplet “subject-predicate-object”. The subject
and object are interpreted as concepts and the predicate as a relation between them (see
Fig. 3). The authors of the paper are interested in building a concept map concerning
biological kingdoms.

The authors of [9] analyze the structure of sentences by constructing trees of
dependences. They divide each sentence into a group of members dependent on the
noun and a group of members dependent on the verb. They display verbs in the links
and the nouns in concepts, as shown in Fig. 4. The final goal of the authors is to
develop intelligent user interfaces to help understanding of complex project documents

Fig. 3. “Subject-predicate-object” triplet used in [8].
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and contextualization of project tasks. The paper [10] describes an approach based on
the use of thesaurus WordNet, too. The authors of this work use the lexical power of
WordNet to provide the construction of an interactive concept maps by students. Using
WordNet, the authors perform processing of different student responses revealing the
meaning of the concepts with the help of synonyms hyponyms, meronyms, and
homonyms existing in the lexical base of WordNet.

Like the authors of [6], the authors of [11] search for “noun-verb-noun” structures
in sentences. They use verbs as designations of links and display nouns in concepts.
The authors of [12] use not only verbs but also prepositional groups of the English
language which designate possessiveness (of), direction (to), means (by), etc. for
designation of links. The authors of [13] propose a novel approach based on combined
techniques of automatic generation of exhaustive syntactic rules, restricted-context
part-of-speech tagging and vector space intersection. They start from a basic set of
simple syntactic rules (Noun-Verb-Noun, Verb-Noun-Verb) and expand the concept of
noun (N) to include other syntagmatic components.

All the enumerated works demonstrate quite good results for extraction of concepts
and relations. The problem only occurs when marking relations, i.e. when assigning
semantics to relations. Interpretation of verbs and prepositional groups as relations is
one of the ways to solve this problem which requires the use of linguistic tools and
dictionaries.

Fig. 4. Dependency tree for semantic analysis used in [9].
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3 Proposed Approach

3.1 Concepts Extraction

The first step of our approach is extraction of domain key terms which can be used as
concepts – basic elements of a concept map. We start this step with preprocessing of a
given textual collection, i.e. division texts into words, lemmatization (reduction of
words to normal forms) and removal of stop-words. As result of such preprocessing we
obtain a list of unique words (terms) of the collection. After that we construct a
term-document matrix the rows of which correspond to terms, columns – to documents
and elements – to frequencies of using terms in documents.

We decompose the obtained co-occurrence matrix into scores (terms-by-factors)
and loadings (factors-by-documents) matrixes using non-negative matrix factorization,
wherein each factor represents one topic of the collection (see Fig. 5). Non-negative
matrix factorization is a very fruitful technique used for dimensionality reduction [14].
It produces data projections in the new factor space wherein each factor is represented
as a vector of relative contributions of terms. We can sort terms of each factor by their
contributions in descending order, select first p elements and generate a list of dominant
terms. Conjunction of all lists gives a final list of dominant domain terms (concepts).

3.2 Relations Extraction

The obtained term-document matrix contains information concerning links between all
terms and all documents. To extract relations between concepts, we should concentrate
on links between selected key terms. So we should exclude from our term-document
matrix rows which do not correspond to key terms selected on the previous
step. Thereby we should reduce the dimension of our matrix. Then we should transform
this reduced term-document matrix to a term-term matrix. For this, we should find
pairwise distances between rows of the term-document matrix. The distance can be
calculated using the cosine measure:

Fig. 5. Non-negative matrix factorization.
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c ¼ cos x; yð Þ ¼ x � y
xj j � yj j

where c is a distance value; x, y are any two rows in the reduced term-document matrix
corresponding to the pair of concepts. The obtained values are measured by figures in
the range from 0 to 1. The higher the similarity between vectors-terms, the less is the
angle, the higher is the cosine of the angle (cosine measure). Consequently, maximum
similarity is equal to 1, and minimum one is equal to 0.

The obtained term-term matrix measures distances between terms based on their
co-occurrence in documents (as coordinates of vectors-terms are frequencies of their
use in documents). It means that the sparser the initial term-document matrix, the worse
is the quality of the term-term distances matrix. Therefore, it is expedient to save the
initial matrix from information noise and rarefaction with the help of the latent
semantic analysis [15]. The presence of noise is conditioned by the fact that, apart from
the domain knowledge, initial documents contain “general places” which, nevertheless,
contribute to the statistics of distribution.

We use the method of latent semantic analysis for clearing up the matrix from
information noise. The essence of the method is based on approximation of the initial
sparse and noised matrix by a matrix of lesser rank with the help of singular decom-
position. Singular decomposition of matrix A with dimension M × N, M > N is its
decomposition in the form of product of three matrices – an orthogonal matrix U with
dimension M × M, diagonal matrix S with dimension M × N and a transposed
orthogonal matrix V with dimension N × N:

A ¼ USVT ð1Þ

Such decomposition has the following remarkable feature. Let matrix A be given
for which singular decomposition A ¼ USVT is known and which is needed to be
approximated by matrix Ak with the pre-determined rank k. If in matrix S only
k greatest singular values are left and the rest are substituted by nulls, and in matrices
U and VT only k columns and k lines are left, then decomposition

Ak ¼ UkSkV
T
k ð2Þ

will give the best approximation of the initial matrix A by matrix of rank k. Thus, the
initial matrix A with the dimension M × N is substituted with matrices of lesser sizes
M × k and k × N and a diagonal matrix of k elements. In case when k is significantly less
than M and N, we have a significant compression of information. However, part of
information is lost and only the most important (dominant) part is saved. The loss of
information takes place because of neglecting small singular values, i.e. the more
singular values are discarded the higher the loss. Thus, the initial matrix gets rid of
information noise introduced by random elements.
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3.3 Summarization

The extracted concepts and relations must be plotted on a concept map. Let us repeat
that as concepts we use terms which contribution to collection factors is higher than a
certain threshold value determined experimentally. Varying this value, we can reduce
or increase the list of concepts. In the same way, we can vary the number of extracted
relations. Among all pairwise distances in the term-term matrix we select the values
higher than a certain threshold. Therefore, we select only edges (links) which connect
only the concepts the proximity between which is higher than the indicated threshold.

4 Experiments

To carry out experiments, we chose the subject domain “Ontology engineering”. The
documents representing chapters from the textbook [16] formed a teaching collection.
Tokenization and lemmatization from the collection resulted in a thesaurus of unique
terms. The use of non-negative matrix factorization allowed selecting 500 key concepts
of the subject domain. Table 1 presents the first 12 concepts.

Then the constructed term-document matrix was approximated by a matrix of the
rank 100 with the help of singular decomposition. On the basis of the obtained matrix,
pairwise distances between terms-lines were calculated using cosine measure. Thus, the
transfer from a term-document matrix to a term-term matrix was carried out. Table 2
presents, as an example, some pairs of terms with different indexes of proximity. Only
the links the proximity values of which exceeded 0.5 were left as relations significant
for construction of a concept map.

Having obtained all concepts and links, we constructed a graph of the concept
map. The concepts were taken as nodes of the graph and relations between concepts
were taken as edges. As the general structure of the map is too large for analysis, we
present a fragment of this map in Fig. 6.

Table 1. Key extracted concepts.

No Concept

1 Semantic
2 Web
3 Property
4 Manner
5 Model
6 Class
7 Major
8 Side
9 Word
10 Query
11 Rdftype
12 Relationship
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5 Conclusion

We are introduced another method of constructing concept maps and experimental
results have been positively evaluated by two independent experts in the domain.
Further studies will be related with the processing of large concept maps, their visu-
alization and intelligent processing methods.

This work is part of a project carried out in the Al-Farabi Kazakh National University,
the goal of which is to develop efficient algorithms and models of semi-structured data
processing, on the basis ofmodern technologies in thefield of the SemanticWeb using the
latest high-performance computing achievements to obtain new information and
knowledge from unstructured sources, large amounts of scientific data and texts.

Table 2. The samples of various extracted relations.

No First concept Second concept

1 OWL Class
2 OWL Modeling
3 OWL Member
4 Property Class
5 Result Pattern
6 Term Relationship

Fig. 6. Fragment of the concept map.
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Abstract. In text analysis tasks like text classification and sentiment
analysis, the careful choice of term weighting schemes can have an impor-
tant impact on the effectiveness. Classic unsupervised schemes are based
solely on the distribution of terms across documents, while newer super-
vised ones leverage the knowledge of membership of training documents
to categories; these latter ones are often specifically tailored for either
topic or sentiment classification. We propose here a supervised variant of
the well-known tf.idf scheme, where the idf factor is computed without
considering documents within the category under analysis, so that terms
frequently appearing only within it are not penalized. The importance of
these terms is further boosted in a second variant inspired by relevance
frequency. We performed extensive experiments to compare these novel
schemes to known ones, observing top performances in text categoriza-
tion by topic and satisfactory results in sentiment classification.

Keywords: Term weighting · Supervised term weighting · Text classi-
fication · Sentiment analysis

1 Introduction

The classification of text documents written in natural language in a number of
predefined categories (or classes) is a task performed in many practical applica-
tions. In the canonical text classification or categorization task, for which many
tailored solutions exist, the categories correspond to discussion topics (such as
sports, movies, travels etc.) and the goal is to label each document with the topic
it deals with, possibly more than one. In the typical machine learning-based app-
roach, one or more classifiers are trained from pre-labeled documents and used to
automatically label subsequent documents [24]. Other tasks exist with a differ-
ent premise and using different techniques with respect to understanding topics
discussed in text, but are structurally ascribable as text classification tasks. An
example is the identification of languages used in documents, where categories
represent languages rather than topics.
c© Springer International Publishing Switzerland 2016
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In text analysis, a research branch currently of high interest is sentiment
analysis, where the opinion of people must be understood from what they write.
We specifically consider the sentiment classification task, where documents must
be classified according to the expressed attitude towards a specific subject or
object, which may be a politician, a restaurant, a book etc. In a very common
case documents are reviews, such as those written by users of e-commerce sites,
which must be classified as either positive or negative, or even neutral if such
case is considered. This can then be seen as another example of text classification
task, where categories represent opposite polarities of judgement.

In any text analysis task, the first hurdle is the unstructured nature of text
data, which requires to employ a more suitable representation of documents.
The most widely used approach for this is the Vector Space Model (VSM),
where each document is represented as a vector in a multi-dimensional space.
Features of these vectors usually correspond to specific words or terms, indicating
their presence within each document without considering their position or their
function: such vectors are also known as bags of words. After extracting single
terms from documents and selecting a suitable set of them to be used as features,
a vector for each document must be extracted with suitable values or weights
indicating the importance of each term in the document.

These weights are consistently assigned according to a chosen term weighting
scheme. Although few of them are well-known and largely employed, many differ-
ent schemes and variants thereof have been proposed throughout the literature,
each generally carrying some kind of improvement over previous ones. Given
a text analysis task where VSM is employed, the choice of the term weighting
scheme can have a significant impact on its outcomes.

For example, in [18] different weighting schemes are thoroughly tested on text
classification by topic with SVM classifiers and substantial gaps can be observed
between accuracy levels obtained with different schemes. Similarly, more recent
studies [6,22] analyzed the impact of term weighting on sentiment classification,
for which some schemes have been specifically devised. Other tasks where term
weighting has proven to have some influence over final results are cross-domain
classification [11,12], novelty mining [27] and discovery of gene-function associa-
tions [9]. From scientific research, the use of term weighting schemes has moved
to practical applications, with its employment in projects of major IT enterprises
such as Yahoo! [3] and IBM [23].

A weighting scheme is often composed by a local and a global factor: while
the former estimates the relevance of each term within each single document
regardless of other ones, the latter indicates the importance of each term across
the whole collection of documents rather than in a specific one. Once weights are
computed, resulting vectors are often normalized in order to avoid giving more
bias to longer documents.

Many studies on term weighting focus on the global factor, for which two
major approaches can be distinguished. Unsupervised weighting schemes are only
based on the distribution of terms across documents and can be used in virtually
any text analysis task. Supervised schemes are instead devised for classification
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tasks, as also leverage the information about membership of documents to cat-
egories. Older research investigated unsupervised schemes, including the well-
known and widely used tf.idf scheme having its origins in information retrieval.
More recent research is instead mostly focused on supervised schemes, especially
used in text categorization and sentiment analysis.

Following a study of existing weighting schemes, both supervised and not,
we propose here a variant of the classic tf.idf scheme, specifically by providing
a supervised version of the global idf factor, normally based on the assumption
that terms more frequent throughout a collection have minor discriminating
power and are thus less important. In a text classification setting this does not
necessary hold: a term appearing frequently throughout a specific category and
rarely in other ones is strongly discriminative for that category, but its standard
idf is low compared to less frequent terms. Following this intuition, the idf factor
in our variant is computed for each category ignoring documents labeled with
it, so that the importance of a term is not penalized by appearances inside the
category itself. Of this scheme we also propose a further variant where it is
combined with relevance frequency, another supervised global weighting factor.

This paper reprises work from [13], reporting the comparison between our
proposed schemes and other ones in text classification by topic and also adding
an overview and an evaluation of schemes aimed to sentiment analysis.

The paper is organized as follows. Section 2 gives an overview of existing
term weighting methods, with focus on global factors. In Sect. 3 we introduce
and motivate our two variants of idf. Section 4 presents the general setup of
our experimental evaluation of different term weighting schemes, whose results
are reported and discussed in Sect. 5. Finally, Sect. 6 sums up the work with
conclusive remarks.

2 Term Weighting in Text Classification

The problem of text categorization has been extensively investigated in the past
years, considering the ever-increasing applications of this discipline, such as news
or e-mail filtering and organization, indexing and semantic search of documents,
sentiment analysis and opinion mining, prediction of genetic diseases etc. [24]

In the machine learning approach, a knowledge model to classify documents
within a set C = {c1, c2, . . . , c|C|} of categories is built upon a training set DT =
{d1, d2, . . . , d|DT |} of documents with a known labeling L : DT × C → {0, 1}
(L(d, c) = 1 if and only if document d is labeled with c). In order to leverage
standard machine learning algorithms, documents are generally pre-processed to
be represented in a Vector Space Model (VSM).

In the VSM, the content of a document dj is represented as a vector wj =
{wj

1, w
j
2, . . . , w

j
n} in a n-dimensional vector space R

n, where wj
i is a weight that

indicates the importance of a term ti in dj . Terms t1, t2, . . . , tn constitute a set of
features, shared across all documents. In other words, each weight wj

i indicates
how much the term ti contributes to the semantic content of dj .
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Weights for each term-document couple are assigned according to a prede-
fined term weighting scheme, which must meaningfully estimate the importance
of each term within each document.

Three are the considerations discussed in the years regarding the correct
assignment of weights in text categorization [4]:

1. the multiple occurrence of a term in a document appears to be related to the
content of the document itself (term frequency factor);

2. terms uncommon throughout a collection better discriminate the content of
the documents (collection frequency factor);

3. long documents are not more important than the short ones, normalization
is used to equalize the length of documents.

Following these points, most weighting schemes are the product of a local
(term frequency) factor L computed for each term-document couple and a global
(collection frequency) factor G computed for each term on the whole collection.
Cosine normalization is then usually applied to each document vector.

wj
normalized =

1
√

∑n
i=1(w

j
i )2

· wj (1)

There are a number of ways to calculate the local term frequency factor. The
simplest one is binary weighting, which only considers the presence (1) or absence
(0) of a term in a document, ignoring its frequency. Another obvious possibility
is to consider the number of occurrences of the term in the document, which is
often the intended meaning of “term frequency” (tf ). Among other variants, the
logarithmic tf, computed as log(1+tf), is now practically the standard local factor
used in literature [4]. In this work, we have chosen logarithmic term frequency
(log(1 + tf)) as the local factor for all experiments.

As mentioned earlier, the global collection frequency factor can be supervised
or unsupervised, depending whether it leverages or not the knowledge of mem-
bership of documents to categories. In the following, we summarize some of the
most used and recent methods proposed in the literature of both types.

2.1 Unsupervised Term Weighting Methods

Generally, unsupervised term weighting schemes, not considering category labels
of documents, derive from IR research. The most widely used unsupervised
method is tf.idf, which perfectly embodies the three assumptions previously seen.
The basic idea is that terms appearing in many documents are not good for dis-
crimination, and therefore they will weight less than terms occurring in few
documents. Over the years, researchers have proposed several variations in the
way they calculate and combine the three components: tf, idf and normalization.

Indicating with N = |DT | the total number of training documents and with
df(ti) the count of training documents where term ti appears at least once, the
standard tf.idf formulation is

tf.idf(ti, dj) = tf(ti, dj) · idf(ti) = tf(ti, dj) · log
(

N

df(ti)

)

, (2)
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where any one of the aforementioned local weighting factors can be used in place
of tf. The idf factor multiplies the tf by a value that is greater when the term
is rare in the collection DT of training documents. The weights obtained by the
formula above are then normalized according to the third assumption by means
of cosine normalization (Eq. 1).

The standard idf factor given above can be replaced with other ones: a classic
alternative is the probabilistic idf, defined as

pidf(ti) = log
(

N − df(ti)
df(ti)

)

. (3)

In [26] is proposed a variant of the idf called Weighted Inverse Document
Frequency (widf ), given by dividing the tf(ti, dj) by the sum of all the frequencies
of ti in all the documents of the collection:

widf(ti) =
1

∑
dx∈DT

tf(ti, dx)
(4)

[5] propose a combination of idf and widf, called Modified Inverse Document
Frequency (midf ) that is defined as follows:

midf(ti) =
df(ti)

∑
dx∈DT

tf(ti, dx)
(5)

Of course the simplest choice, sometimes used, is to not use a global factor
at all, setting it to 1 for all terms and only considering term frequency.

2.2 Supervised Term Weighting Methods

Since text classification is a supervised learning task, where the knowledge of
category labels of training documents is necessary, many term weighting methods
use this information to supervise the assignment of weights to each term.

A basic example of supervised global factor is inverse category frequency :

icf(ti) = log
( |C|

cf(ti)

)

(6)

where df(ti) denotes the count of categories where ti appears in at least one
relevant document. The idea of the icf factor is similar to that of idf, but using
the categories instead of the documents: the fewer are the categories in which a
term occurs, the greater is the discriminating power of the term.

Within text categorization, especially in the multi-label case where each doc-
ument can be labeled with an arbitrary number of categories, it is common to
train one binary classifier for each one of the possible categories. For each cate-
gory ck, the corresponding model must separate its positive examples, i.e. docu-
ments actually labeled with ck, from all other documents, the negative examples.
In this case, it is allowed to compute for each term ti a distinct collection fre-
quency factor for each category ck, used to represent documents in the VSM
only for verifying relevance to that specific category.
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To summarize the various methods of supervised term weighting, we show
in Table 1 the fundamental elements mostly used in the following formulas to
compute the global importance of a term ti for a category ck.

– A denotes the number of documents belonging to category ck where the term
ti occurs at least once;

– B denotes the number of documents belonging to ck where ti does not occur;
– dually C denotes the number of documents not belonging to category ck where

the term ti occurs at least once;
– finally D denotes the number of documents not belonging to ck where ti does

not occur.

These four elements sum to N , the total number of training documents.

Table 1. Fundamental elements of supervised term weighting.

ck ck

ti A C

ti B D

The standard idf factor can be expressed in this notation as

idf = log
(

N

A + C

)

. (7)

As suggested in [4,7], an intuitive approach to supervised term weighting is
to employ common techniques for feature selection, such as χ2, information gain,
odds ratio and so on. In [7] the χ2 factor is used to weigh terms, replacing the
idf factor, and the results show that the tf.χ2 scheme is more effective than tf.idf
using a SVM classifier. Similarly [4] apply feature selection schemes multiplied by
the tf factor, by calling them “supervised term weighting”. In this work they use
the same scheme for feature selection and term weighting, in contrast to [7] where
different measures are used. The results of the two however are in contradiction:
[4] shows that the tf.idf always outperforms χ2, and in general the supervised
methods not give substantial improvements compared to unsupervised tf.idf. The
widely-used collection frequency factors χ2, information gain (ig), odds ratio (or)
and mutual information (mi) are described as follows:

χ2 = N · (A · D − B · C)2

(A + C) · (B + D) · (A + B) · (C + D)
, (8)

ig = −A + B

N
· log

A + B

N
+

A

N
· log

A

A + C
+

B

N
· log

B

B + D
, (9)

or = log
(

A · D

B · C

)

, (10)
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mi = log
(

A · N

(A + B) · (A + C)

)

. (11)

Any supervised feature selection scheme can be used for the term weight-
ing. For example, the gss extension of the χ2 proposed by [15] eliminates N at
numerator and the emphasis to rare features and categories at the denominator.

gss =
A · D − B · C

N2
(12)

Relevance frequency [17] considers the terms distribution in the positive and
negative examples, stating that, in multi-label text categorization, the higher
the concentration of high-frequency terms in the positive examples than in the
negative ones, the greater the contribution to categorization.

rf = log
(

2 +
A

max(1, C)

)

(13)

The icf-based scheme [28] combines this idea with icf :

icf-based = log
(

2 +
A

max(1, C)
· |C|
cf(ti)

)

(14)

Further term weighting schemes are based on additional information. [25]
proposes a scheme that leverages availability of past retrieval results, consist-
ing of queries that contain a particular term, retrieved documents, and their
relevance judgments. Another different approach to supervised term weighting
[20] does not use the statistical information of terms in documents like methods
mentioned above, but exploits instead the semantics of categories and terms.

2.3 Term Weighting Methods for Sentiment Analysis

While the sentiment classification is structurally equivalent to canonical text
categorization with review polarities in place of topics, many techniques have
been specifically devised for this problem, mainly in order to find and value
terms expressing positive or negative sentiment. Some research on this task is
focused the term weighting issue, with both studies of existing solutions and
proposals of new tailored schemes, mostly supervised.

A first example of weighting scheme conceived for sentiment analysis is delta
tf.idf, which is obtained by computing the standard idf factor separately on
positive- and negative-labeled documents and taking the difference between them
[21]. While this scheme is supervised as it leverages knowledge of labeling of
training documents, it does not assign distinct weights to the two categories.
Denoting with N+ and df+ total and per-term document counts restricted to
positive documents and with N− and df− the same for negative ones, delta idf
is defined as

Δidf(ti) = log
(

N+

df+(ti)

)

− log
(

N−

df−(ti)

)

= log
(

N+ · df−(ti)
N− · df+(ti)

)

. (15)
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A subsequent study [22] focused on term weighting in sentiment analysis
reprised both the delta tf.idf idea and the classic BM25 scheme from information
retrieval, proposing some variations of the delta idf factor based on probabilistic
idf and BM25, an example of such variants is smoothed delta idf :

Δidfsm(ti) = log
(

N+ · df−(ti) + 0.5
N− · df+(ti) + 0.5

)

. (16)

A more recent study [6] takes into consideration other supervised weighting
schemes: here the unique global factor of each term, called importance of a
term for expressing sentiment (ITS), is the maximum between the positive and
negative classes of a per-class weighting scheme, such as those proposed in [4,7].
Among other schemes cited in the study is Weighted Log Likelihood Ratio, whose
per-class value can be computed as

wllr(ti, ck) =
A

A + B
· log

(
A(C + D)
C(A + B)

)

. (17)

Many of the same schemes are reviewed in [14] and tested with multiple
learning algorithms. Here are also proposed more trivial schemes which are shown
to perform well, such as the maximum class density, defined as

cdMAX(ti) = max
ck∈C

cd(ti, ck), where cd(ti, ck) =
A

A + C
. (18)

In [29] is addressed the so-called over-weighting problem, where the weighting
scheme erroneously attributes excessive importance to rare (singular) terms: a
regularization method applicable to existing schemes is proposed as a solution.

3 A Supervised Variant of Inverse Document Frequency

Here we introduce a supervised variant of tf.idf. The basic idea of our proposal
is to avoid decreasing the weight of terms contained in documents belonging to
the same category, so that words that appear in several documents of the same
category are not disadvantaged, as instead happens in the standard formulation
of idf. We refer to this variant with the name idfec (Inverse Document Frequency
Excluding Category). Therefore, the proposed category frequency factor scheme
is formulated as

idfec (ti, ck) = log
( |DT \ck| + 1

max (1, |d ∈ DT \ck : ti ∈ d|)
)

, (19)

where “DT \ck” denotes training documents not labeled with ck. Using the pre-
vious notation, the formula becomes:

tf.idfec (ti, dj) = tf(ti, dj) · log
(

C + D

max (1, C)

)

. (20)
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Note that with this variant of idf we can have particular cases. If the i -th word
is only contained in j -th document, or only in documents belonging to ck, the
denominator becomes 0. To prevent division by 0, the denominator is replaced
by 1 in this particular case.

The tf.idfec scheme is expected to improve classification effectiveness over
tf.idf because it discriminates where each term appears. For any category ck, the
importance of a term appearing in many documents outside of it is penalized as
in tf.idf. On the other side, the importance is not reduced by appearances in the
positive examples of ck, so that any term appearing mostly within the category
itself retains an high global weight.

This scheme is similar to tf.rf [17], as both penalize weights of a term ti
according to the number of negative examples where the ti appears. The differ-
ence is in the numerator of the fraction, which values positive examples with the
term in rf and negative ones without it in idfec.

To illustrate these properties we use a numerical example. Considering the
notation shown in Table 1, suppose we have a corpus of 100 training documents
divided as shown in Table 2, for two terms t1 and t2 and a category ck.

Table 2. Example of document distribution for two terms.

ck ck ck ck

t1 27 5 t2 10 25

t1 3 65 t2 20 45

We can easily note how the term t1 is very representative, and then discrimi-
nant, for the category ck since it is very frequent within it (A/(A+B) = 27/30)
and not in the rest of the documents (C/(C + D) = 5/70). Similarly we can
see that t2 does not seem to be a particularly discriminating term for ck. In the
standard formulation, the idf is

idf(t1) = log(100/(27 + 5)) = log(3.125)

and for our best competitor rf is

rf(t1, ck) = log(2 + 27/5) = log(7.4),

while with the idfec we obtain

idfec (t1, ck) = log((65 + 5)/5) = log(14).

For t2 we have instead:

idf(t2) = log(2.857), rf(t2, ck) = log(2.4), idfec(t2, ck) = log(2.8).

We can see that our supervised version of idf can separate the weights of
the two terms according to the frequency of terms in documents belonging to
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ck or not. In fact, while with the standard idf the weights of t1 and t2 are very
similar, with idfec t1 has a weight much greater than t2 since t1 is more frequent
and discriminative for the category ck. This kind of behavior is also exhibited
by rf, but our method yields an even higher weight for the relevant term t1.

In its base version, tf.idfec takes into account only the negative examples (C
and D in Table 1). Instead it could be helpful, especially for the classification
task, also to take into account how many documents belonging to ck contain the
term, i.e. how much the term occurs within the category more than in the rest
of the collection. Considering this, in a way similar to [28], we propose to mix
our idea with that of the rf in a new version of our weighting scheme, called
tf.idfec-based (tf.idfec-b. for short) and expressed by the following formula:

tf.idfec-b.(ti, dj) = tf(ti, dj) · log
(

2 +
A + C + D

max(1, C)

)

(21)

Using the example in the Table 2, the new term weighting scheme becomes
for t1 and t2 respectively:

idfec-b.(t1, ck) = log(21.4), idfec-b.(t2, ck) = log(5.2).

With this term weighting scheme, the difference in weight between a very com-
mon term (t2) and a very discriminative one (t1) is even more pronounced.

4 Experimental Setup

We performed extensive experimental evaluation to compare the effectiveness of
the proposed term weighting approach with other schemes. In the following, we
describe in detail the organization of these experiments.

4.1 Benchmark Datasets

We used commonly employed text collections as benchmarks for text categoriza-
tion by topic and sentiment classification in our experiments.

The Reuters-21578 corpus1 consists in 21,578 articles collected from
Reuters. According to the ModApté split, 9,100 news stories are used: 6,532
for the training set and 2,568 for the test set. One intrinsic problem of the
Reuters corpus is the skewed category distribution. In the top 52 categories,
the two most common categories (earn and acq) contain, respectively, 43 % and
25 % of the documents in the dataset, while the average document frequency of
all categories is less than 2 %. In literature, this dataset is used considering a
various number of categories: we considered two views of this corpus, Reuters-
10 and Reuters-52 where only the 10 and the 52 most frequent categories are
considered, respectively.

1 http://www.daviddlewis.com/resources/testcollections/reuters21578/.

http://www.daviddlewis.com/resources/testcollections/reuters21578/
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The 20 Newsgroups corpus2 is a collection of 18,828 Usenet posts parti-
tioned across 20 discussion groups. Some newsgroups are very closely related to
each other (e.g. comp.sys.ibm.pc. hardware/comp.sys.mac.hardware), while oth-
ers are highly unrelated (e.g. misc.forsale/soc.religion.christian). Likely to [17]
we randomly selected 60 % of documents as training instances and the remaining
40 % make up the test set. Contrarily to Reuters, documents of 20 Newsgroups
are distributed rather uniformly across categories.

Movie Review Data3 contains 2,000 user reviews about movies evenly
distributed between positive and negative. We took the v2.0 distribution, using
the first 8 of the 10 provided folds for training and the remaining 2 to test.

The Multi-Domain Sentiment Dataset4 [1] contains user reviews from
Amazon.com of products of different categories (domains): for this it is mostly
used to test transfer learning methods [10]. We considered separately the domains
books, dvd, electronics and kitchen, using for each the standard 2,000 reviews
evenly divided between positive and negative polarity. We used the first 800
reviews for each polarity as training set and the last 200 as test set.

4.2 Documents Processing and Learning Workflow

For each dataset, all documents were pre-processed by removing punctuation,
numbers and stopwords from a predefined list, then by applying the common
Porter stemmer to remaining words. This does not hold for the MDSD datasets,
for which we used an already pre-processed distribution where n-grams are con-
sidered as terms in addition to single words.

We performed feature selection to keep only a useful subset of terms. Specif-
ically, we extracted for each category the p terms appearing in most of its docu-
ments, where for p the following values were tested: 25, 50, 75, 150, 300, 600, 900,
1200, 1800, 2400, 4800, 9600, 14400, 19200 (the last two only for sentiment clas-
sification). This feature selection method may be considered counterproductive
since we selected the most common terms, but it is actually correct considering
the use of the VSM as the terms result to be as less scattered as possible. The
task of term weighting is therefore crucial to increase the categorization effec-
tiveness, giving a weight to each term according to the category to which the
documents belong.

Since we tested both supervised and unsupervised term weighting methods,
we used two different procedures. For unsupervised methods we processed the
training set in order to calculate the collection frequency factor for each term,
which was then multiplied by the logarithmic term frequency factor (referred
to as tf in the following) for each term in training and test set. Finally, cosine
normalization (Eq. 1) was applied to normalize the term weights.

For supervised methods we used the multi-label categorization approach,
where a binary classifier is created for each category. That is, for each category

2 http://people.csail.mit.edu/jrennie/20Newsgroups/.
3 http://www.cs.cornell.edu/people/pabo/movie-review-data/.
4 https://www.cs.jhu.edu/∼mdredze/datasets/sentiment/.

http://people.csail.mit.edu/jrennie/20Newsgroups/
http://www.cs.cornell.edu/people/pabo/movie-review-data/
https://www.cs.jhu.edu/~mdredze/datasets/sentiment/
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ck, training documents labeled with it are tagged as positive examples, while the
remaining one constitute negative examples. We computed statistical informa-
tion related to ck (as described in Table 1) for each term of training documents.
Logarithmic tf and cosine normalization are applied as above.

To train classifiers, we chose to use support vector machines (SVM), which
are usually the best learning approach in text categorization [17,24]: we tested
both the linear kernel and the radial basis function (RBF) kernel. Furthermore,
to test the effectiveness of classification by varying the term weighting scheme
on another algorithm, we used the Random Forest learner [2], chosen for both
its effectiveness and its speed.

4.3 Performance Evaluation

When dealing with text classification datasets, we measured the effectiveness
in terms of precision (π) and recall (ρ) [19]. As a measure of effectiveness that
combines π and ρ we used the well-known F1 measure, defined as:

F1 =
2 · π · ρ

π + ρ
. (22)

For multi-label problems, the F1 is estimated by its micro-average across cate-
gories, extracted from the component-wise sum of their confusion matrices [24].

For two-classes sentiment classification problems, we simply computed accu-
racy as the ratio of correctly classified test documents with respect to the total,
which is equivalent to the micro-averaged F1 measure on the two classes.

To evaluate the difference of performances between term weighting methods,
we employed the McNemar’s significance test [8,16,17], used to compare the
distribution of counts expected under the null hypothesis to the observed counts.

Let’s consider two classifiers fa and fb trained from the same documents
but with two different term weighting methods and evaluated using the same
test set: some test instances are correctly classify by both, while other ones are
misclassified by one or both of them. We denote with n01 the number of test
instances misclassified by fa but not by fb and vice versa with n10 misclassified
only by fb. The null hypothesis for the McNemar’s significance test states that
on the same test instances, two classifiers fa and fb will have the same prediction
errors, which means that n01 = n10 = 0. So the χ statistic is defined as:

χ =
(|n01 − n10| − 1)2

n01 + n10
(23)

χ is approximately distributed as a χ2 distribution with 1 degree of free-
dom, where the significance levels 0.01 and 0.001 correspond respectively to the
thresholds χ0 = 6.64 and χ1 = 10.83. If the null hypothesis is correct, than
the probability that χ is greater than 6.64 is less than 0.01, and similarly 0.001
for a value greater than 10.83. Otherwise we may reject the null hypothesis and
assume that fa and fb have different performances, so the two weighting schemes
have a different impact when used on the particular training set.
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5 Experimental Results

We tested the effectiveness of classification varying the term weighting scheme
on the datasets cited above: for each one we tested the classification varying the
number of features p selected for each category. Due to space constraints, we
show a selection of significant numeric results, describing similarities between
them and other results not shown in detail.

5.1 Text Classification by Topic

We first performed tests on topic classification datasets, which are the primary
target of our weighting schemes.

Table 3 shows the performance of 11 different term weighting methods:
tf.idfec, tf.idfec-based, tf.rf, tf.icf-based, tf.idf, tf.χ2, tf.gss, tf.ig, midf, tf.oddsR
and tf. The best micro-averaged F1 measure across different values of the p
parameter for every dataset and learning algorithm are reported. In general, our
second proposed scheme tf.idfec-based achieved top results in all datasets and
with each classifier.

On Reuters-52 tf.idfec-based outperforms every other scheme with all classi-
fiers: using a SVM with linear kernel, compared with the standard tf.idf we have
a 0.8 % improvement; the gap with standard supervised schemes is even higher.
tf.idfec-based also slightly outperforms tf.rf and tf.icf-based. On Reuters-10 the
results for our proposed methods are very close to other schemes. Consider-
ing only 10 categories, supervised term weighting methods appear less relevant
to classification effectiveness: this can be deduced from the difference between
standard tf.idf and our supervised versions on Reuters-52, which contains the
same documents of Reuters-10 but labeled with more categories. However, our
schemes outperform standard supervised term weighting by more than 10%.
In 20 Newsgroups tf.idfec-based obtains top performances in parity with other
weighting schemes. Using linear SVM, the best result of tf.idfec-based is higher
by 1.8% compared to that obtained from tf.idf and by 23.9% compared with a
standard supervised method like tf.ig.

Observing all the results, we can see that our first proposed scheme tf.idfec
obtains results always in line but slightly lower than the tf.idfec-based variant.
This evidently means that considering only the information about the negative
categories of the terms is not enough to achieve an optimal accuracy. Conversely,
adding information about the ratio between A and C (from notation of Table 1),
it is obtained an optimal mixture that leads to better classification results, using
either SVM or RandomForest classifiers.

We employ the McNemar’s significance test to verify the statistical difference
between performances of the term weighting schemes. We report these results in
Table 4, where each column is related to a dataset and a classifier and the weight-
ing schemes are shown in decreasing order of effectiveness. Schemes not separated
with lines do not give significantly different results, a single line denotes that the
schemes above perform better than the schemes below with a significance level
between 0.01 and 0.001 (A > B), while a double line denotes a significance level
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Table 3. Micro-averaged F1 (in thousandths) best results obtained with different global
weighting factors (“b.” is short for “based”) on topic classification with different learn-
ing algorithms. The best result for each dataset and algorithm is marked in bold.

global wt. → idfec idfec-b. rf icf-b. idf χ2 gss ig midf oddsR None

Reuters-10

SVM(LIN) .929 .933 .933 .930 .930 .847 .863 .852 .920 .918 .932

SVM(RBF) .932 .937 .937 .935 .933 .879 .895 .882 .923 .926 .934

RandomForest .904 .902 .903 .899 .903 .901 .901 .903 .898 .903 .902

Reuters-52

SVM(LIN) .920 .925 .922 .916 .917 .828 .848 .822 .882 .890 .912

SVM(RBF) .925 .927 .926 .924 .922 .848 .873 .848 .886 .895 .915

RandomForest .855 .868 .867 .853 .858 .863 .861 .864 .858 .863 .866

20 Newsgroups

SVM(LIN) .754 .759 .759 .747 .741 .567 .512 .520 .606 .666 .709

SVM(RBF) .712 .713 .712 .713 .702 .587 .555 .56 .609 .664 .677

RandomForest .536 .570 .563 .537 .543 .568 .570 .565 .536 .562 .566

better than 0.001 (A >> B). Results on the Reuters-10 corpus with Random
Forest are missing because there are no significant statistical differences between
them. The table shows that our proposed tf.idfec-based scheme always provides
top effectiveness and that with SVM classifiers, either linear or RBF kernel,
some term weighting methods are more efficient than others. The best meth-
ods in general seem to be the latest supervised methods, such as tf.idfec-based,
tf.rf, tf.icf-based and tf.idfec. Instead, using RandomForest, the classic super-
vised methods seem to work better, with results comparable or slightly below
with respect to tf.idfec-based.

Let’s now observe how classification effectiveness varies by changing the num-
ber of features considered to create the dictionary of the VSM. We show results
on Reuters-10 and 20 Newsgroups using a linear SVM classifier in Fig. 1; results
on Reuters-52 mostly follow the same trends discussed below for Reuters-10. To
keep the plots readable, we show the results on a selection of schemes with best
performances: tf.idfec, tf.idfec-based, tf.rf, tf.icf-based, tf.idf.

The plot for Reuters-10 shows that, when using tf.idfec-based we obtain the
best results by using few features per category, considering the variations of p
described in Sect. 4.2. We note that the best results on Reuters-10 are obtained
with 150 features per category and on Reuters-52 (not shown) with 75 features,
corresponding respectively to overall dictionary sizes of 498 and 970. However, we
can see as the effectiveness of the classification using tf.idfec-based deteriorates
by increasing the number of features considered, therefore introducing terms
less frequent and discriminative. Analysing the behavior of the schemes from
which idfec-based takes its cue, i.e. standard tf.idf and tf.rf, we note that this
performance degradation is probably due to the idf factor of the weight, as even
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Table 4. McNemar’s significance test results. Each column is related to a dataset and
a supervised classifier (‘L’ stands for linear kernel, ‘R’ for RBF), the global weighting
factors are shown in decreasing order of effectiveness, separating groups of schemes by
significance of differences in their performances. Results for RandomForest on Reuters-
10 are omitted as no significant difference is observed between them.

Reuters-10 Reuters-52 20 Newsgroups
SVM(L) SVM(R) SVM(L) SVM(R) RndFor. SVM(L) SVM(R) RndFor.
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Fig. 1. Results obtained on topic classification datasets varying the number of top p
features per category using a SVM classifier with linear kernel. The X axis (in loga-
rithmic scale) indicates the resulting total number of features.
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the tf.idf has the same type of trend results, while tf.rf seems to remain stable
at values comparable to the best results also by increasing the dictionary size.

The right plot of Fig. 1 shows that to obtain the best results with the
20 Newsgroups corpus is necessary a greater number of features. Using tf.idfec-
based we obtain the best result with a dictionary of about 10000 features; after
that the efficiency shows a slight decrease, but more moderate than that shown
in the Reuters dataset.

5.2 Sentiment Classification

We conceived our supervised weighting schemes for text classification by topic,
achieving optimal results in it. However, we tested them also on the sentiment
classification, checking whether they still guarantees good accuracy levels.

In addition to those considered above, we included in the new tests some
weighting schemes especially tailored for sentiment classification: delta idf and
variants thereof, wllr and cdMAX . As only two classes are considered (positive
and negative reviews), we used higher values for the number p of features per

Table 5. Top accuracies (in thousandths) obtained with different global weighting
factors (“b.” is short for “based”) on sentiment classification datasets with different
learning algorithms. The best result for each dataset and algorithm is marked in bold.

global wt. → idfec idfec-b. rf idf ig midf None Δidf Δidfsm wllr cdM

Movie Review Data

SVM(LIN) .842 .845 .842 .842 .837 .83 .837 .797 .827 .79 .845

SVM(RBF) .802 .797 .797 .795 .787 .795 .787 .807 .807 .802 .792

RandomForest .81 .815 .817 .835 .82 .817 .82 .807 .835 .812 .805

MDSD books

SVM(LIN) .802 .802 .81 .802 .805 .802 .805 .77 .797 .767 .8

SVM(RBF) .742 .76 .755 .745 .745 .747 .745 .765 .765 .727 .75

RandomForest .815 .812 .827 .807 .807 .817 .817 .755 .78 .745 .8

MDSD dvd

SVM(LIN) .815 .817 .83 .81 .815 .812 .815 .792 .807 .802 .825

SVM(RBF) .75 .737 .735 .725 .715 .712 .715 .722 .722 .71 .717

RandomForest .812 .807 .82 .812 .807 .807 .805 .77 .785 .77 .817

MDSD electronics

SVM(LIN) .842 .835 .847 .84 .845 .837 .845 .822 .842 .81 .842

SVM(RBF) .772 .767 .78 .765 .762 .772 .762 .787 .787 .755 .765

RandomForest .847 .825 .842 .82 .83 .825 .832 .817 .832 .832 .835

MDSD kitchen

SVM(LIN) .887 .887 .89 .882 .887 .885 .887 .837 .865 .857 .885

SVM(RBF) .82 .817 .815 .81 .81 .81 .81 .822 .822 .81 .815

RandomForest .857 .862 .867 .857 .86 .862 .882 .84 .847 .825 .872
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Fig. 2. Results obtained on sentiment classification datasets varying the number of
top p features per category using a SVM classifier with linear kernel. The X axis
(in logarithmic scale) indicates the resulting total number of features.

class, up to 19,200, as the total number of resulting features is generally lower
for equal values of p. Always given the two-class setting, we evaluate here the
accuracy of a classifier simply as the ratio of correctly classified test documents,
as discussed above.

In Table 5, likely to above, we report the best accuracy obtained testing dif-
ferent values of p on the tested schemes: to give space to sentiment classification-
specific schemes we removed some of the previous ones whose results were not
among the best. In these tests, our schemes outperformed other ones only in
some cases, with tf.rf and especially new schemes yielding strong performances.

Should be noted however that the differences between performances in these
tests are smaller than those observed in topic classification. While some schemes
generally perform better than others, the gaps are not significant in most cases.
McNemar’s significance test confirms this observation: also due to the relatively
low number of available test documents, the performance difference between
almost every possible couple of weighting schemes is statistically not significant.

The plots in Fig. 2 show how the accuracy on the Movie Review data and the
MDSD kitchen domain using a SVM classifier with linear kernel varies for the
tested values of p on a selection of the best performing weighting schemes: tf.idf,
tf.rf, tf .Δidfsm, tf .cdMAX , tf.idfec and tf.idfec-based. The trends for other tested
domains of MDSD are similar enough to those for kitchen, with small differences
mostly on the overall average accuracy level.

With respect to classification by topic, we see again that the difference of
performance between different weighting schemes is more restrained; this holds
also for most of the schemes not shown in the plots. The number of features
per class has instead an important impact on accuracy, with an especially fast
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growth for lower values of p in MDSD: as discussed above, this is due to the
presence of only two classes, yielding an overall low number of features.

Comparing the accuracy trends as p varies for the different schemes, as above,
there is no clear indication of which one is better for different numbers of con-
sidered features. However, we still notice a slight positive trend for tf.idfec and
tf.idfec-based with narrower selections of features and occasionally in other situ-
ations. Comparing the two schemes, contrarily to topic classification where the
tf.idfec-based variant always outperforms the tf.idfec base, the latter here some-
times yields a slightly better accuracy.

For what regards other schemes, tf.rf and tf .cdMAX exhibit some perfor-
mance peaks, especially with higher numbers of features; tf .Δidfsm has instead
a trend which slightly differentiates it from other ones, with some significant
differences of accuracy, either positive or negative.

6 Conclusions

Starting from the general text classification problem, considering both catego-
rization by topic and distinction between positive and negative sentiment, we
briefly reviewed existing methods for both unsupervised and supervised and pro-
posed a novel solution as a modification of the classic tf.idf scheme. We devised
a base tf.idfec scheme where idf is computed without considering documents
belonging to the modeled category: this prevents giving a low weight to terms
largely present in it. The tf.idfec-based variant mixes our base scheme with the
relevance frequency from tf.rf, thus also effectively boosting weights of terms
which appear frequently in the category under analysis.

We performed extensive experimental studies on benchmark datasets for text
classification by topic and by sentiment: the Reuters corpus with either 10 or 52
categories and 20 Newsgroups for the former, the Movie Review Data and the
Multi-Domain Sentiment Dataset for the other. We compared our two weighting
schemes against other known ones using both SVM and Random Forest learning
algorithms and different levels of feature selection.

The results show that the tf.idfec-based method combining idfec and rf gen-
erally gets top results for topic classification. Through statistical significance
tests, we showed that the proposed scheme always achieves top effectiveness and
is never worse than other methods. The results show a close competition between
our tf.idfec-based and tf.rf : the best results obtained with the different datasets
and algorithms, varying the amount of feature selection, are very similar, but
with some differences. tf-rf seems more stable when the number of features is
high, while our tf.idfec-based gives excellent results with few features and shows
some decay (less than 4 %) when the number of features increases.

On the other side, tests on sentiment classification suggest that gaps between
different weighting schemes, including some of them specifically devised for this
task, are not statistically significant, although also due in our case to the low
number of test documents. Here our schemes are not superior to other ones, as
they have not been developed for this task, but generally appear to be nearly as
good as those yielding better accuracy estimates.
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In the future, we plan to test further variants of our scheme, possibly inspired
by existing ones and trying to obtain significantly good results also in sentiment
classification, for which we aim to perform tests on larger datasets. Also, we
are considering to expand the study of existing term weighting schemes for text
categorization and sentiment analysis to a more complete survey, complete of
experimental comparison of their performances on several datasets.
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Abstract. Spatial OLAP (SOLAP) systems are decision-support systems for
the analysis of huge volumes of spatial data. Usually, SOLAP clients provide
decision-makers with a set of graphical, tabular and cartographic displays to
visualize warehoused spatial data. Geovisualization methods coupled with
existing SOLAP systems are limited to interactive (multi) maps. However, a
new kind of geovisualization method recently appears to provide summaries of
geographic phenomena: the chorem-based methods. A chorem is theoretically
defined as a schematized spatial representation, which eliminates any unnec-
essary details to the map comprehension. Therefore, in this paper we investigate
the opportunity to integrate SOLAP and chorem systems in a unique
decision-support system. We propose the ChoremOLAP system that enriches
SOLAP maps with chorems. We apply our proposal to agricultural data analysis,
since both chorems and SOLAP have been rarely used in this application
domain. Using open data provided by the FAO, we show how ChoremOLAP is
well adapted in the agricultural context.

Keywords: Spatial OLAP � Geovisualization � Chorems � Spatial data
warehouse

1 Introduction

Spatial On-Line Analytical Processing (SOLAP) systems allow on-line analyzing huge
volume of spatial data to provide numerical indicators according to some analysis axes
[1]. SOLAP has been successfully applied in several application domains such as
health, agriculture, etc. SOLAP systems integrate Geographic Information Systems
(GIS) functionalities with OLAP systems to provide a cartographic visualization of
these indicators [2]. Decision-makers trigger SOLAP operators by the simple interac-
tion with visual components of SOLAP clients (pivot tables, graphical and cartographic
displays). Therefore, they can easily and interactively explore geo-referenced data
looking for unknown and/or unexpected patterns and/or confirm their decisional
hypothesis on some spatial phenomena. The success of SOLAP rests on the visual
analytic paradigm “Analyze First - Show the Important - Zoom, Filter, Analyze Further
- Details on Demand” [30], and its adaptation to geographic information, the so called
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Geovisualization. Geovisualization integrates the techniques of scientific visualization,
cartography, image analysis, and data mining to provide a theory of methods and tools
for the representation and discovery of spatial knowledge [27]. Geovisualization ana-
lytics tasks are performed using SOLAP operators (Slice and Dice, Roll-up and
Drill-down) whose results are displayed in interactive thematic maps. However, a part
from thematic maps, SOLAP systems lack of advanced Geovisualization techniques as
described in [5]. In particular, summarizing information (i.e. Zoom visual analytic task)
is reduced to aggregation of measures values using SQL aggregation functions of Roll-
Up operator (e.g. SUM, MIN, MAX), but no additional visual summary is provided.

Consequently, sometimes SOLAP cartographic displays are not well adapted to
complex spatial phenomena, which need several or temporal indicators leading to
useless and/or clutterd maps [36].

Per contra, recent results have demonstrated that chorems can be used to both catch
a thematic global view of a territory and its phenomena [11, 14], and investigate
complex spatial phenomena by accessing data characterizing them. A chorem is a
schematized spatial representation, which eliminates any detail unnecessary to the map
comprehension [9]. The main limitation of these approaches is that chorem map
extraction cannot be done on-demand according to spatial decision-makers needs. This
limits the potentiality of the spatial decision-making process, since, as stated in, [27]
high interactivity exploration and analysis are mandatory when dealing with complex
and unknown datasets.

In this paper we carry out our aim of supporting users’ tasks through advanced
solutions and systems, and describe how chorems can be used to perform on-line
analysis through a simple and immediate approach that exploits analysis capabilities of
SOLAP systems. On this basis, in this paper we propose a unique framework, called
ChoremOLAP, that, starting from warehoused spatial datasets, is able to on-line produce
and visualize chorem maps exploiting the functionalities of SOLAP systems. We vali-
date our approach in the context of agricultural data analysis using open data from FAO.

The paper is organized as follows. Section 2 recalls some basic requirements of
agricultural data analysis; Sect. 3 describes main concepts about SOLAP systems and
chorems; Related work about geovisualization in SOLAP and chorems, and the usage
of those systems in the agricultural context are detailed in Sect. 4; Sect. 5 presents a real
case study; The ChoremOLAP system is described in Sect. 6; Sect. 7 presents a
discussion of our proposal; Conclusions and future work are drawn in Sect. 8.

2 Context of Agricultural Data

The current context of data in agriculture is marked by the Spatial Big Data era. Spatial
Big Data is defined as an extension of Big Data, which is characterized by the well-
known Variety, Velocity, Volume and Veracity properties, with spatial data (Shekhar
et al. 2012) [35]. Spatial Big Data is mostly produced by citizens via social networks
(“contributed data”) and Volunteer Geographic Information (VGI) systems (“volunteer
data”) (Spinsanti et al. 2013) [37]. In this context, decision-makers need information
systems able to analyse huge volume of spatial data.
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Also, the transformation of agriculture towards agro-ecology dynamics and preci-
sion practices implies to improve the knowledge of the production process instead of the
technical issues of the production. This goal can be achieved exclusively when
decision-makers are able to acquire a precise and shared knowledge about agricultural
data, activities, products, and their relations with other application domains (e.g. envi-
ronmental data). Therefore, the challenge is to provide decision-support systems with a
set of functionalities to cross different domains data and decision-makers knowledge.

Finally, it also important underline that with Spatial Big Data, citizens are not only
data producers (by means of VGI tools like Openstreet map), but they also play the role
of decision-makers. Indeed, only their participation in the public decision-making
process could grant a social durability of political actions. Then, in this particular
context, decision-makers need information systems supported with user-interfaces
more usable and simple as possible.

As described in the next sections, Spatial OLAP and chorems systems seem
decision-making tools supporting above described requirements for agricultural data
analysis (volume, variety and easiness of use).

3 Main Concepts

3.1 Spatial OLAP

Data warehouses (DW) and OLAP systems are Business Intelligence technologies aim
to support on-line analysis of huge amounts of data. Warehoused data are structured
according the so-called multidimensional model, which represents data according to
different analysis axes (dimensions) and facts [19]. Dimensions are composed of
hierarchies, which define groups for data (members) used as analysis axes. Facts
represent the subjects of analysis, and they are described by numerical measures, which
are analysed at different granularities associated to the levels of hierarchies.
Decision-makers can aggregate measures at coarser hierarchy levels using classical
SQL aggregation functions (AVG, SUM, MIN, MAX, COUNT). OLAP operators are
defined to explore warehoused data. Classical OLAP operator are: Slice which selects
of a part of the data warehouse, Dice which projects a dimension, RollUp which
aggregates measures climbing on a dimension hierarchy, and DrillDown, which is the
reverse of RollUp.

Since OLAP systems do not allow to integrate spatial data into the analysis and
exploration process, Spatial OLAP (SOLAP) systems have been introduced [1].
SOLAP systems integrate OLAP and Geographic Information System functionalities in
a unique framework to take advantage from the analysis capabilities associated to
spatial data. SOLAP redefines main OLAP concepts. In particular, the integration of
spatial data in OLAP dimensions brings to the definition of spatial dimension: non
geometric dimension, spatial geometric dimension (i.e. members with a cartographic
representation) or mixed spatial dimension (i.e. combine cartographic and textual
members). When the studied subject of the decision process is the spatial information
itself, then the concept of spatial measures are introduced. A SOLAP system allows
visualizing results of SOLAP queries using interactive tabular and map displays.
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A typical SOLAP architecture is composed of a Spatial DBMS to store (spatial)
data (for example Spatial Oracle, PostGIS, etc.); a SOLAP server, which implements
the SOLAP operators (for example GeoMondrian, etc.); and a SOLAP client (e.g.
Map4Decision), which combines and synchronizes tabular, graphical, and interactive
maps to visualize the results obtained after executing SOLAP queries. In particular,
data collected using several heterogeneous data sources are integrated in the SDW tier
by means of Spatial Extraction, Transformation, and Loading tools (Spatial ETL). Such
tools as Spatial Data Integrator, GeoKeetle), provide a set of operators to work with
spatial data. Examples of such operators are rename, aggregate, etc. [4, 17, 28].

Warehoused (spatial) data are well-structured good quality data since data sources
are cleaned using (Spatial) ETL tools that implement a quality control protocol.

This kind of SOLAP architecture is referred to as OLAP-GIS integrated. Indeed,
three kinds of SOLAP architecture have been defined [1]. GIS dominant SOLAP tools
do not present the OLAP server, and they define OLAP queries using classical SQL
queries [33]. Therefore, they don’t take advantage of hierarchical navigation and
advanced calculation features of OLAP servers. OLAP dominant tools [5] do not
provide advanced GIS functionalities allowing for only simple cartographic visual-
ization, limiting spatial analysis capabilities. Therefore, it has been recognized that
OLAP-GIS solutions such as described by [20], are best suited for an effective SOLAP
analysis [2].

3.2 Chorems

In the last few years, much work has been done on the chorem concept and on its
exploitation as an appealing visual notation to convey information about phenomena
occurring in specific application domains, such as land use and territorial management.
The term chorem derives from the Old Greek word χώρα (read chora). According to the
definition of the French geographer Roger Brunet [9], a chorem is a schematized spatial
representation, which eliminates any unnecessary details to the map comprehension.
A chorem is a synthetic global view of data of interest which emphasizes salient
aspects. Figure 1 shows an example of a chorem map, which contains chorems
referring to the environmental dynamics of the area around the city of Poitiers, France.

This map results from a participatory process with agents of DREAL Poitou-
Charentes (regional office of the environment) [26]. They handy draw all the infor-
mation needed using a Geographic Information System. Then, they simplify the
geometries of the map using the GIS functionalities according an adapted semiotic.
This chorem map shows the predominance of transport corridors in the organization of
the territory, the urban continuity and the expansion of the cities. Moreover, chorems
show the interaction between these dynamics and the environmental issues of this area.
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4 Related Work

4.1 Geovisualization

Few works investigate using advanced geovisualization methods for SOLAP. A survey
can be found in [3, 5] study the usage of the space-time cube geovisualization
methodology to visualize spatial measures inside pivot table cells. The integration of
geobrowsers (such as Google Earth) in to OLAP clients has been successfully explored
in [15]. Indeed geobrowsers allow a 3D visualization of spatial members, and adding
contextual external geographic information (i.e. layers) via web services. [2] adds
multimedia elements such as photos, videos, etc. to spatial data warehouse data. This
approach allows contextualizing SOLAP in the sense that additional and comple-
mentary data can be used to better understand and explain SOLAP query results.

To conclude, existing SOLAP tools are limited to classical GIS visualization maps
such as interactive cloropleth and thematic maps.

The evolution of chorems both in terms of applications and semantics is extensively
discussed in [13] where the author provides a review about the history of chorem, from
its definition [9] to recent applications [32].

A more recent application of the chorem concept has been illustrated [14] where the
authors show how chorems can be used to visually summarize database content. To this
aim they provide for a definition and a classification of chorems meant both to
homogenize chorem construction and usage, along with a usable framework for
computer systems. In particular, this work emphasizes the role that chorems may play

Fig. 1. Chorems example.

A Framework for Spatio-Multidimensional Analysis Improved by Chorems 63



in supporting decision-makers when analyzing scenarios, by acquiring syntactic
information (what, where and when), as well as semantic aspects (why and what if),
useful to human activity of modelling, interpreting and analysing the reality of interest.
A prototype is also described, targeted to generate chorems from a spatial dataset
through a uniform approach that takes into account both their structure and meaning.

Finally, in [11] the authors enhance the role that a chorem map may play in
geographic domains, by extending the semantics associated with it through a more
expressive visual notation. In particular, by adopting the revisited Shneiderman’s
mantra, namely “Overview, zoom and filter, details on demand” [30], they allow users
to acquire information about a single phenomenon by accessing data characterizing it
from the underlying database. Each task of interaction assumes a context-sensitive
meaning and invokes a proper function among the ones specified in agreement with the
mantra. As an example, when a zoom/filter combination is applied on a chorem, users
are provided with data from spatial dataset which initially contributed to its definition.

The main limitation of previously described approaches is that chorem map
extraction cannot be done on-demand according to spatial decision-makers needs. This
limits the analysis of decision-making process since as stated in [27], a high interac-
tivity exploration and analysis is mandatory when dealing with complex and unknown
datasets.

To be useful for decision-makers, some authors define classes of chorems in order
to help decision-makers to choice the right visual representation for a particular phe-
nomenon. Therefore, from the initial chorematic grid of Brunet, JP Deffontaines et al.
[9, 12] have formalized spatial models to represent agricultural phenomena. S Lardon
and P-L Osty [22] have shown an application of spatial modelling on bushes expansion
in farming lands. Lardon and Piveteau [23] have revised and adapted the chorem grid
for territory management purposes. They distinguished structures (considered space
objects) and dynamics (spatial processes in which these objects are identified). How-
ever, decision-makers have hand-extract and hand-draw their chorems from data
sources.

Thus, the framework presented in the paper enhances chorems systems since it
allows the online extraction and visualization of chorems using SOLAP operators. At
the same time, adding chorems visualization to SOLAP improves its geovisualization
analysis capabilities (c.f. Sect. 7).

4.2 Agricultural Data Analysis

Few works focus on using OLAP and SOLAP systems for the storage and analysis of
agricultural data (for example [10, 29]). A survey is presented in [7]. These works
mainly study farms productions (cotton, milk, etc.) highlighting multidimensional
design issues such as versioning, conceptual design, etc. From an implementation point
of view, OLAP-GIS integrated solutions are mostly used. The SOLAP clients support
only classical geovisualization methods such as interactive thematic and cloropeth
(multi) maps. However, those cartographic visualization methods and tools appear
sufficient because the aggregated indicators (for example sum of cotton produced) of
these spatio-multidimensional models are quite simple (limited to existing SQL
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aggregation functions). Indeed, as we shown in the next sections, when indicators are
more complex, new geovisualization methods are needed.

The usage of chorems in agricultural context has been also few investigated. Only
[21, 24, 25] study the representation of the spatial organization of agricultural activities
using handmade chorems. For example the authors visually represent the proximity of
plots with the farm buildings using the attraction chorem. Contrary to the agricultural
context, chorems have been widely used in other domains such as land management
[23], environmental analysis [26]. However, we believe that the usage of chorems in
the agricultural domain rests unexplored since chorems visualizations are well adapted
to agricultural data and analysis as shown in the next.

The first benefit in using chorems as geovisualization methods in agricultural data
analysis is the decomposition of the concept of “yield”. Indeed, the combination of
production values (for example wheat tons produced) and cultivated plots (hectares
cultivated) is often calculated using a single indicator (i.e. yield) leading to simplified
analyses. For example, the reasons for a yield change can be found either in a better
production process, or in a reduction of cultivated land caused by an important urban
sprawl. In other words, the yield (tons/hectares) variation can be explained either by
increasing the level of production, or by reducing the cultivated surface. Per contra,
using a chorem approach is possible to combine the two parameters of yield indicator
in a single visualization. This allows comparing the changes in the ratio between
production and surface using one simple graphical representation for the two
parameters.

The multi spatial scale visualization offered by chorem visualization also appears as
an important interesting point for agricultural data analysis. Indeed, usually spatial
analysis is based on different divisions of the space with agronomic consistencies:
administrative limits (departments, regions, etc.), or environmental limits (e.g. forests,
urban area, etc.) because these divisions have different topological characteristics (for
example a forest can belong to different departments). In chorem visualization this
duality is not more present since the space is represented by icon-based representations
that do not use the topology of the divisions. Therefore, chorems allow data visual-
ization at these different scales and divisions at the same time, allowing to identify
similar agronomic and managing processes.

The last advantage of the usage of chorem visualization in agriculture is the
potential understanding of the spatial component of data by the decision-makers, who
are more sensitive to the technical and statistical dimensions than to the territorial one.
Indeed, chorems natively include the most important key features of the spatial phe-
nomena in their graphic displays. Then, all categories of decision-makers and citizens
can understand and criticize the different aspects of the geographic phenomena. As
consequence, chorems can be used as mediation and participatory support between and
for the different stakeholders of agriculture.
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5 Case Study

An example of a Spatial DW (SDW), which will be used all along the paper to describe
our proposal, is depicted in Fig. 2 using the UML profile presented in [8]. Here, several
stereotypes have been defined, one for each element of the SDW. For example a spatial
dimension presents the <<SpatialDimension>> stereotype, a spatial level is identified
with <<SpatialAggLevel>> stereotype. The <<Fact>> stereotype designs facts and
numerical and spatial measures have the stereotypes <<NumericalMeasure>> and
<<SpatialMeasure≫.

The SDW is loaded using open-data of FAO [16]. It allows analysis of agricultural
cultivated surface and production per year, country and crop. It presents a spatial
hierarchy grouping countries in areas, and years by decade. Using this SDW it is
possible to answer queries like: “What is the total surface and production of wheat per
country and year?”. More complex analysis could be performed using this SDW. In
particular to evaluate national agricultural policies, it is possible to compare agricultural
production and surface over time, for example using the query: “What are differences
of total surface and production per country on the last 5 years. In our case study, we
work using national wheat production and national wheat area harvested of European

Fig. 2. FAO spatial data warehouse.
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countries between 1991 and 2011. These data allow us to analysing not only the
variations of production and acreage but also variation of crop yields and productivity.
The range of the period studied lets us to do several analysis in different temporal
scales.

6 ChoremOLAP

In this section, we present the theoretical framework for integration of SOLAP and
chorems (Sect. 6.2), and its implementation in a SOLAP tool (Sect. 6.1) (https://www.
youtube.com/watch?v=srx0Hm7BPkw).

6.1 Architecture

ChoremOLAP architecture is described in Fig. 3. It is based on a Relational SOLAP
architecture composed of three tiers: SDW, SOLAP server and SOLAP client.

The Spatial Data Warehouse tier is implemented using the Spatial DBMS PostGIS
[34]. PostGIS is an extension of Postgres providing a native support for spatial data and
spatial analysis functions. This tier is used for storing alphanumeric and spatial mul-
tidimensional data. Warehoused spatial data is stored using the star-schema [31], where
levels of the denormalized spatial dimension present geometric attributes.

Example. The logical model of our case study is shown on Fig. 4, where a table for
each dimension is defined, and one table for the fact.

Fig. 3. ChoremOLAP architecture.
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The spatial dimension presents a geometry column for each spatial level
(Geom_country and Geom_area). We also note that two additional geometries repre-
senting the centroid of the countries and the areas have been defined since, as detailed
in the next sections, they are used for the chorems visualization. □

The SOLAP server used is GeoMondrian [18]. GeoMondrian is an open-source
SOLAP Server supporting GeoMDX. GeoMondrian represents dimensions and mea-
sures using an XML file, which defines a mapping on the logical schema. GeoMon-
drian supports SOLAP queries on the top of Postgis.

The SOLAP client is a web-based client composed of the OLAP client JPivot and
the GIS client OpenLayers. In particular, JPivot is an open-source web-based OLAP
client implementing all OLAP operators by the simple interaction with the pivot table.
JPivot supports MDX. Cartographic visualization of SOLAP queries is provided by the
cartographic web client OpenLayers. Openlayers is an open source JavaScript library
for displaying map data in web browsers.

The architecture presented in [5] has been extended in two ways to support chorems
extraction and visualization as described in Sect. 6.3. We have used this SOLAP
system since it provides an open and customizable visual interface. Indeed, the main
idea for implementing customizable cartographic visual displays in the SOLAP client is
the usage of SLD and GML standards, which are used by standard mapping web
services (e.g., WMS). A Styled Layer Descriptor (SLD) is an XML schema specified
by the Open Geospatial Consortium (OGC) for describing the appearance of map
layers. Moreover, the Geography Markup Language (GML), defined by the Open
Geospatial Consortium, allows expressing geographical features. We use GML to
represent spatial data and the SLD for its appearance.

The original geovisualization proposed method in [5] consists of chloropleth maps
(e.g. coloured geometries) implemented using GML and SLD. Here, we have added the
visualization of icons representing chorems as described in the Sect. 6.2.

In the SOLAP server, we have implemented a component that translates a chorem
query in a classical SOLAP GeoMDX query. In this way, chorem queries are trans-
parently handled by any SOLAP server. The proposed extensions are detailed in the
rest of this section.

Fig. 4. Star-schema of the FAO SDW.
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6.2 Principles

Our geovisualization methods are based on two main groups:

Chorem-based geovisualization methods, which are based on chorems, and Non chorem-based
geovisualization methods, which are classical geovisualization methods.

6.2.1 Chorem-Based Geovisualization Methods Principles
The chorems used in our approach are a subset of chorems identified by [22] that can be
extracted from spatial warehoused data, as shown on Fig. 5. Here, 5 main groups of
chorems are described.

In particular, Grid represents how the territory is divided by actors (for example,
municipalities). Network designs the presence of network structures such as roads,
rivers, but also informational networks drained and supplied the territory. Hierarchy
specifies the different entities and how they organize the territory.

Fig. 5. Chorems and extraction mapping of the ChoremOLAP framework.
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The dynamic chorems result from the temporal evolution of these structures. The
Territorial Dynamic transforms differentiated spaces, even by continuous expansion or
by discrete allocation.

Example. In Fig. 6 an example of instance for each group of chorems is also presented
using our case study. □

Let us now describe what elements of the spatio-multidimensional model are used
to extract chorems (Fig. 5).

Grid chorems group concerns only the geometries of spatial levels.

Example. In our case study the chorem “Area limits” is simply defined using the
spatial level “Area” of the SDW. □

In the same way, Network chorems group is also only associated to spatial levels
defined as spatial network levels in [6].

Hierarchy chorems group refers to spatial members and their numerical properties,
which can change along non-spatial dimensions.

Fig. 6. Chorems of the FAO SDW.

70 F. Johany and S. Bimonte



Example. In our example, “Production increase” chorem is defined using the spatial
level “Country” and the measure “Production”. □

Finally, Territorial Dynamics chorems group is similar to Hierarchy, but here the
properties are strictly related to the geometries of the spatial level (spatial measures).

Example. The “surface” measure is a spatial measure, and so the “Surface Reduction”
chorem is calculated using the spatial level “City” and “surface” measure. □

6.2.2 Non Chorem-Based Geovisualization Methods Principles
The system proposed in [5] allows to displays results of SOLAP queries using
choropleth maps. Here we extended them by using the simplified geometries of the
Grid chorems group.

Moreover, it allows visualizing nominal measures using an iconic representation.
For example, in order to visualize production evolution, we define three icons: if
there is an augmentation, if there is a diminution, and otherwise.

6.3 Extraction and Visualization

In this section, we detail how chorems of Fig. 5 are extracted (Sect. 6.3.1) and visu-
alized (Sect. 6.3.2) on the top of the SOLAP architecture of Fig. 3

6.3.1 Extraction
In order to extract chorems on the top of a classical SOLAP server, we use MDX.
MDX is de-facto standard query language of OLAP servers. MDX allows defining
calculated measures (i.e. measures calculated using measures values stored in the SDW
tier).

The template MDX formula for the Territorial Dynamics chorem is presented in
Fig. 7. The chorem is represented by the calculated measure [Measures].
[ChoremE] that assumes the values:

“−1” the phenomenon reduces
“0”: the phenomenon does not change
“+1” the phenomenon expands

where:
Phenomena is the measure used for the chorem definition. For example

Phenomena = “Surface” allows the extraction of Surface Reduction, Surface
Stagnation and Surface Expansion chorems respectively (Fig. 7);

TimeRange represents the interval between two dates (Date) (for example
TimeRange = 5 allows comparing Phenomena values of each year with 5 years ago
values).

6.3.2 Visualization
The visualization of the Grid chorems group is simply achieved by the visualization of
simplified geometries of the spatial levels members stored in the SDW tier (Fig. 5).

Example. An example of Grid visualization is shown on Fig. 8. □
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The visualization of the Territorial Dynamics chorems group is implemented using
a simple SLD template (Fig. 9).

An SLD template is generated for each combination of non spatial members
(NonSpatialDimensionsMembersChorem) present in the pivot table result (for
example “2000”). It also defines a rule for each chorem value ChoremValue cor-
responding to the calculated measure [Measures].[ChoremE] (−1, 0, +1). For
each rule, an image associate to the chorem value is visualized (ChoremImage). The
location where this image is displayed is represented using GML. We use the centroid
of the spatial member, when it is a polygon stored in the spatial dimension table
(Fig. 4).

Fig. 7. Territorial Dynamics chorem MDX template.

Fig. 8. Visualization of the Grid chorem.
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Example. Figure 10 shows an example of the chorems Surface Stagnation, Surface
Reduction, and Surface Expansion for each country in 2000. Decision-makers rapidly
“see” that Italy presents a surface reduction, while France has a surface expansion. □

The Hierarchy chorems group is implemented in the same way, but here we present
only an example of visualization.

Example. An example of Hierarchy chorem visualization of the production on 2000 is
shown on Fig. 11 (Italy and Switzerland are in the same category, while France
production is higher). □

An example of non-chorem based geovisualization (Sect. 6.2.2) showing a
chloropleth map for the value of the surface on 2000 and the production evolution per
country is shown on Fig. 12.

Fig. 9. Territorial Dynamics chorem SLD template.

Fig. 10. Surface stagnation, surface reduction, and surface expasion.
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7 Discussion

In this section, we analyse how our approach mutually improves SOLAP and chorems
systems.

Fig. 11. Production value.

Fig. 12. Non chorem-based geovisualization.
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7.1 Chorems Improved by SOLAP

As we state in the previous section, ChoremOLAP allows to interactively creating
chorems. This is achieved by simply triggering SOLAP queries, as described in the
following.

SOLAP operators allow to explore the warehoused data on-line aggregating mea-
sures values, and in our tool also chorem values. For example, decision-makers can
move from the “Area” spatial level to the “Country” spatial level by the simply inter-
action with the pivot table of our web-client (i.e. DrillDown operation on the spatial
dimension) (Fig. 13). As shown on Fig. 13(a), the surface chorem is visualized at the
“Area” spatial level. When the decision-maker DrillDowns to the “Country” spatial
level, the chorem map is instantaneously re-calculated for each country (Fig. 13(b)).

(a) Drill Down for automatic chorem extraction and visualization

(b) Drill Down for automatic chorem extraction and visualization (a).

Fig. 13. (a) Drill down for automatic chorem extraction and visualization (b) Drill down for
automatic chorem extraction and visualization
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In the same way, the decision-maker can dynamically change other dimensions. For
example starting from the chorem map of Fig. 13(a), he change the year, for example
moving from 2000 to 1995, and the chorem map is online calculated.

Thus, we can conclude that SOLAP system allows the online creation and visu-
alization of chorem maps.

7.2 SOLAP Improved by Chorems

Let us now describe how SOLAP maps are improved by chorems visualization. To
evaluate the new analysis capabilities offered by our framework from a visualization
point of view, we performed a comparative study of ChoremOLAP against one of the
most advanced commercial SOLAP clients. We compare our proposal to classical
SOLAP visualization methods and we analyze the ability to represent different kind of
SOLAP queries.

In Table 1 we present what and how many measures can be visualized with geo-
visualization methods for SOLAP including our chorem Fig. 13 maps.

In Table 2 we evaluate these geovisualization methods on 6 SOLAP queries. These
queries represent all possible combinations of possible measures involved in a SOLAP
query.

Query Q1 is a classical SOLAP query, therefore there is no need to use chorems.

Table 1. Geovisualization methods for SOLAP.
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Query Q3 concerns one chorem (surface evolution). Here using chorem visual-
ization is very satisfying for the decision-maker since to each nominal value of the
chorem (stagnation, etc.) a particular icon is used. Chloropleth map can be also used,
but decision-maker is forced to mentally associate a colour to a surface evolution.

Thus, chorem maps should be preferable to chloropleth maps for nominal measures.
For the query Q2 chorem maps and chloropleth maps have the same expression

power.
For the Queries Q4 and Q5, our framework presents the same advantage of Query 3.
Query Q6 concerns 2 chorems (surface and production evolution). Therefore,

chloropleth multimaps (one chloropleth map per measure) can be used, but the main
limitation is that the decision-maker has mentally to overlay the maps to compare the
two measures country by country. Thus our approach seems perform chloropleth
multimaps.

Table 2. Evaluation of geovisualization methods.
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To conclude, our geovisualization methods based on chorems do not always
replace classical geovisualization methods of SOLAP tools, but they appear useful
when dealing with phenomena that can be represented as chorems.

However, usability test should be provided to quantify the advantage of using
chorem maps instead of SOLAP maps. They represent our future work.

8 Conclusions and Future Work

Spatial OLAP systems are decision-support systems allowing analysing huge volume
of geo-referenced data. SOLAP systems provide clients with interactive graphic, tab-
ular and cartographic displays. In particular, geovisualization methods used by existing
SOLAP systems are limited to interactive cloropeth and thematic maps. However,
when the analysed spatial phenomena are complex, advanced geovisualization tech-
niques are need. Recently some geovisualization methods and tools have been devel-
oped using chorems. Theoretically, a chorem is a visual summary of a geographic
phenomenon. However, chorem systems are based on pre-defined maps, which limit
potentiality of spatial decision-making process.

Then in this paper we present a framework and its implementation in a SOLAP
architecture for augmenting the analysis capabilities of the SOLAP clients with chorem
maps.

In detail, we propose a set of methods to on-line extract and visualize chorems on
the top of a SDW. We also propose an implementation of our framework using a
general architecture based on standards.

Our proposal is presented using a case study concerning the analysis of agricultural
data. Therefore, all along the paper we describe what are issues related to the analysis
of agricultural data, and how our system meets those requirements.

As future work, we plan to investigate other chorems as defined in [23]. We also
plan to define a usability study to evaluate in a quantitative way the pro and cons of the
usage of chorems instead of classical SOLAP geovisualization methods from a visu-
alization point of view.
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Abstract. Model trees combine the interpretability of decision trees
with the efficiency of multiple linear regressions making them useful
in dynamically attaining predictive analysis on data streams. However,
missing values within the data streams is an issue during the training
phase of a model tree. In this article, we compare different approaches
to deal with incomplete streams in order to measure their impact on
the resulting model tree in terms of accuracy. Moreover, we propose
an online method to estimate and adjust the missing values during the
stream processing. To show the results, a prototype has been developed
and tested on several benchmarks.

Keywords: Data streams · Model trees · Missing values imputation

1 Introduction

Model trees are convenient to predict numerical values from past observations
[28,40]. In fact, they are close to decision trees: they use a formalism that is
intuitive and understandable by domain experts [23]. Even if the accuracy is still
the most critical aspect, the interpretability is important in many applications
of predictive modeling [31].

A model tree can be defined as follows: given a data stream which is an
ordered sequence of observations and where each observation is defined by n
features F1, . . . , Fn, a model tree aims at evaluating the value of a continuous
feature Fi (1 ≤ i ≤ n) according to the values of the other features Fj (j �= i, 1 ≤
j ≤ n). In terms of structure, a model tree is a directed graph composed of nodes,
branches and leaves (Fig. 1). Each node is followed by branches that specify a
test on the feature value (for instance: F1=value), and each leaf corresponds to
a multiple linear regression model that aims at computing the continuous value
to predict (Table 1).

In practice, model trees can be obtained from static data sets by applying the
classical M5 algorithm [28], and new techniques are frequently proposed [12]. To
train a model tree from a stream, an online algorithm has been proposed [16]:
as a consequence, it is possible to dynamically update predictive models from
data sources that are continuously refreshed like networks traffic information,
financial quotes or sensors data.
c© Springer International Publishing Switzerland 2016
M. Helfert et al. (Eds.): DATA 2015, CCIS 584, pp. 81–97, 2016.
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Fig. 1. A simplified version of the model tree that predicts the quality of Portuguese
Vinho Verde white wines by using physico-chemical data [5]: each leaf corresponds to
a multiple linear regression model that evaluates the wine quality (Table 1)

Once built, model trees are characterized as follows:

(a) The complexity of a model tree can be measured by its size (i.e. the number of
nodes) [4]. This indicator is important because it may indicate over-learning
[32]. In addition, a large model tree is hard to visualize and interpret [34].

(b) The accuracy of a model tree is its ability to predict correct values, i.e. the
difference between predicted and expected values. Traditionally, it can be
estimated by considering the data as two parts (training set and evalua-
tion set). In the context of data streams, the accuracy has to be measured
iteratively for each observation of the considered stream. To this end, vari-
ous metrics exist like the Mean Absolute Error (MAE) and the Root Mean
Squared Error (RMSE).

A simple example of predictive model tree design is the following: given a
dataset that describes the physico-chemical properties of a set of Portuguese
Vinho Verde red wines, it is possible to predict the quality of these wines [1,5].
The wine quality is defined by a numerical value that can be considered as a
score: 0 represents a poor wine and 10 represents an excellent wine. To this
end, a model tree can be built from these data in order to predict the quality
of new wines by using the physico-chemical data. From a graphical point of
view, model trees are often represented using node-link diagrams, even if other
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Table 1. Multiple linear regression model for each leaf of the model tree that predicts
the quality of Portuguese Vinho Verde white wines (Fig. 1). The estimated value is a
numerical score between 0 and 10 (0 for a poor wine, 10 for an excellent wine) [5].

Leaf of the model tree Regression model to evaluate the wine quality

LM1 − 0.1122 * volatile acidity + 0 * free sulfur dioxide

+ 0.0049 * alcohol + 6.0006

LM2 − 0.0788 * volatile acidity + 0 * free sulfur dioxide

+ 0.2372 * alcohol + 3.3594

LM3 − 0.0442 * volatile acidity + 0.0003 * free sulfur dioxide

+ 0.0037 * alcohol + 5.047

LM4 − 0.0442 * volatile acidity + 0.0001 * free sulfur dioxide

+ 0.0037 * alcohol + 5.3184

LM5 − 0.0156 * volatile acidity + 0.0121 * free sulfur dioxide

+ 0.3269 * alcohol + 2.0913

representations like concentric circles are possible [27]. In this example, using
this kind of representation helps to highlight that four properties can be used
to predict the wine quality: alcohol, sulphates, fixed acidity and volatile acidity
(Fig. 1, Table 1).

Unfortunately, data quality is often a crucial issue in many real world appli-
cations, especially when data are incomplete [11,44]. As an example, during the
training of a model tree, the learning algorithms can not deal with incomplete
data directly, so the data stream has to be preprocessed as a prior step. Ideally,
the imputation should be realized and controlled in order to have a positive
benefit for further usage [9].

To tackle this issue, we compare in this paper different approaches to deal
with incomplete streams, and we propose an online method to adjust the missing
values estimation in such a way that it tends to increase the trained model tree
accuracy.

The rest of this article is organized as follows. Firstly, related works about
model trees and missing values are mentioned. Then, a method is described in
details in order to solve the identified issues. Finally, the developed software is
presented and the results of experiments are discussed.

2 Related Works

2.1 Alternative to Model Trees

A multitude of techniques exists for predictive analytics, and the main issue for
the data scientist is to select the appropriate technique according to the situation
[39]. The choice mainly depends of the nature of the data (for instance: linear or
non-linear relationships). From a general point of view, model trees have several
advantages over the other techniques:
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– Model trees are not considered as black box models like Artificial Neural Net-
works (some works have been done to explain them [10], but they still remain
very complex to interpret).

– Model trees implicitly performs features selection, in order to find the char-
acteristics that help to build the prediction. In fact, the top nodes on which
the tree is split are essentially the most important variables within the class
attribute of the dataset [3].

– Structure of model trees is easy to visualize and interpret, like for decision
trees and regression trees [20]: the main rules are explicitly described by the
branches of the trees, and the possible predicted values are obtained by using
the formula of the leaves.

Depending of the final use-case, various alternatives exist for building pre-
dictive models [22]. To estimate continuous values, model trees are efficient and
they are often easier to interpret than the other types of models.

2.2 Model Trees and Data Streams

Model trees can be trained from data streams by using the FIMT algorithm
(Fast Increment Model Trees [16]) or the more recent FIMT-DD algorithm (Fast
Increment Model Trees with Drift Detection) [17].

These algorithms are inspired by VFDT (Very Fast Decision Tree), a deci-
sion tree induction method for data streams: VDT aims at guarantying that the
produced tree will be asymptotically close to the batch tree given that enough
examples are analyzed [7]. To do that, VFDT is based on the Hoeffding’s prob-
ability inequalities [15], and they can be applied successfully on large datasets
too [14].

Nevertheless, these techniques do not manage the case of incomplete data
streams and there is a need to deal with missing values [11,26,33,45].

2.3 Dealing with Missing Values

Dealing with missing value is a well-known topic in data mining, especially when
predictive models have to be built on incomplete data. Depending of the nature
of the data absence (missing completely at random, missing at random, missing
not at random) [29], several strategies can be applied:

– Observations with missing data can be simply deleted/ignored: this trivial
approach can be sufficient in a lot of cases.

– Missing values can be estimated and these estimations can be used to train
the predictive models.

– Robust learning methods can be applied in order to minimize the impact of
missing data.

In the next paragraphs, we analyze the pros and cons of these approaches.

Ignoring Observations with Missing Values. The first naive approach sim-
ply discards the observations with missing values [8]. This solution is straight-
forward to apply but has a major drawback: if a lot of data are missing from
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the stream - which is quite frequent in real-world cases [11], then the model tree
will be trained with few observations. In addition, it creates a bias in predictive
models if the values are systematically missing in certain situations (as missing
not at random) [29].

Estimating Missing Values. In order to resolve this issue, data preprocessing
clearly helps to improve the performance of learning algorithms [9,43]. In the lit-
erature, various methods have been proposed to estimate missing values [21,37]:

– A simple solution consists in replacing missing numerical values by the mean
values, and is still used in many statistical software packages. However, this
can highly disrupt the data structure and so degrade the performance of the
statistical modeling [19].

– Regression methods can be used for this task, especially when obvious relation-
ships between the attributes are known. In addition, regression trees are good
candidates because they are efficient and easy to interpret like decision trees [20].

– Artificial neural networks like multilayer perceptrons [35] or Self Organized
Maps [24] have been recently used to preprocess missing hydrological data.
Even though some works have been proposed to render them more inter-
pretable [10], they still tend to have a bad reputation, as they are often con-
sidered as black box models. Nevertheless, they represent an extremely helpful
approach building powerful predictive models, capable of providing satisfac-
tory results.

– The Expectation-Maximization algorithm can be used to impute missing data
with a good confidence level by estimating missing values with a multivariate
normal model [38].

– Nearest-neighbors technique can be applied as follows: for each incomplete
record, similar records are identified (by using a distance formula for a brute
force search: Euclidean, Manhattan, Mahalanobis, etc.) and then used to esti-
mate missing values.

However, processing data streams requires to apply time efficient solutions,
without accessing to historical data. As a result, the classical imputation tech-
niques can be applied on streams by using a certain pool of observations (by using
a sliding window, for example) [44] or by applying specific online/incremental
methods.

Recently, an incremental method has been proposed to cleverly replace miss-
ing values depending of the data type and the data distribution [26]. An other
one suggests to use ensemble learning to fix this issue in data [42].

In our case, training a model tree on a incomplete data stream can be done as
follows: it consists in filling incomplete observations with estimated values dur-
ing the training of the model tree. As discussed previously, a simple application of
this approach can be done by replacing missing value with the means. The impu-
tation method can be implemented too with a set of methods dedicated to data
streams, for example: (a) decision trees for imputing categorical missing values [7],
(b) regression trees or model trees for imputing numerical missing values [16,18].

Unfortunately, these approaches do not take into account the impact of using
these corrected data for the training phase: in other words, they may affect
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positively or negatively the model tree accuracy. To the best of our knowledge,
this aspect is rarely studied in the literature, and we only found few papers that
discussed about the consequences of the missing data estimation on the learned
predictive models [30,33].

Robust Models to Deal with Incomplete Data Streams. It is not always
possible or desirable to impute missing values (for example, if the values are
systematically missing or if it is technically impossible to realize estimations).
In these cases, it is preferable to apply robust models on the incomplete data
streams, i.e. techniques that tolerates uncertain streams [36]. To this end, a lot
of techniques are described in the literature: for example, a recent method was
proposed to build robust regression models for streams [45].

Very often, these robust techniques are based on bagging (or bootstrap aggre-
gating): originally, they aim at reducing the predictive models variance by
splitting data into different samples and defining a model for each of them.
In practice, they help to manage data missingness by cleverly building samples
without missing values [30].

For this paper, we did not consider these bagging techniques and we only
focused on iterative methods that handle missing values by wholly processing
the data streams.

3 Contribution

During the training of a model tree from a data stream, we have seen that it is
mandatory to apply a strategy to deal with missing values.

In the same time, it’s critical to control the impact of the applied strategy
on the learned model [9]. If we want to build a predictive model based on model
trees, then the question is the following: what are the effects of using estimated
values to train the model tree? In fact, it can impact positively or negatively the
model tree size (i.e. the interpretability) and the model tree accuracy (i.e. the
prediction error).

The inputs of the problem are the following: (a) A data stream where each
observation is defined by n features F1, . . . , Fn. (b) A continuous class feature
Fc to predict with a model tree: Fc. (c) A feature with possibly missing values:
Fm (m �= c). We assume that this feature is important for the prediction, i.e. it
is likely used in the leading model tree to predict the value Fc (this hypothesis
was already described in a work about the computation of classification models
for incomplete static datasets [30]).

Given these inputs, various strategies can be applied to train a model tree
to predict Fc and we have selected these ones:

(a) Skipping observations for which data are missing for Fm (Algorithm 1).
(b) Simple estimation of missing data by using the mean value for Fm (computed

in an online way) (Algorithm2).
(c) Advanced estimation of missing data for Fm by using an online imputation

method (Algorithm 3).
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Algorithm 1. Ignoring the observations with missing values.

Require:
1: a data stream (DS)
2: a feature to predict (Fc), a feature with possible missing values (Fm)
Ensure:
3: modelTree ← initialize the model tree to be trained using the data stream DS to

predict the value of Fc

4: while data stream DS not finished do
5: OBS ← get the next observation of the data stream DS
6: if OBS does not contain missing values for Fm then
7: estimate error of modelTree to predict the value of Fc in OBS
8: train modelTree with OBS
9: end if

10: end while

Algorithm 2. Estimating the missing values with the mean.

Require:
1: a data stream (DS)
2: a feature to predict (Fc), a feature with possible missing values (Fm)
Ensure:
3: modelTree ← initialize the model tree to be trained using the data stream DS to

predict the value of Fc

4: mean ← 0
5: count ← 0
6: while data stream DS not finished do
7: OBS ← get the next observation of the data stream DS
8: if OBS does not contain missing values for Fm then
9: OBS′ ←fill OBS with mean

10: estimate error of modelTree to predict the value of Fc in OBS′

11: train modelTree with OBS′

12: else
13: estimate error of modelTree to predict the value of Fc in OBS
14: train modelTree with OBS
15: currentV alue ← current value of Fm

16: mean ← mean ∗ (count − 1) + currentV alue
17: count ← count + 1
18: end if
19: end while

As these strategies don’t offer guarantee about the accuracy of the obtained
trained model tree, we propose an approach to adjust the estimated values
for missing data in order to have a positive impact on the learned model tree
(Algorithm 4). The suggested method aims at choosing a new estimation for each
missing value by using a range defined with: (a) the value that is estimated by
a given imputation method. (b) the current uncertainty/error of the imputation
method.
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Algorithm 3. Estimating the missing values with an imputation method.

Require:
1: a data stream (DS)
2: a feature to predict (Fc), a feature with possible missing values (Fm)
Ensure:
3: modelTree ← initialize the model tree to be trained using the data stream DS to

predict the value of Fc

4: imputationMethod ← initialize an imputation method for estimating missing val-
ues of Fm

5: while data stream DS not finished do
6: OBS ← get the next observation of the data stream DS
7: if OBS contains missing values for Fm then
8: ESTIM ←estimate the missing value for Fm by using imputationMethod
9: OBS′ ←fill OBS with ESTIM

10: estimate error of modelTree to predict the value of Fc in OBS′

11: train modelTree with OBS′

12: else
13: train imputationMethod with OBS
14: estimate error of modelTree to predict the value of Fc in OBS
15: train modelTree with OBS
16: end if
17: end while

First of all, an initial model tree and an imputation method are initial-
ized (Algorithm 4 - lines 3, 4). Then, while the data stream is not finished
(Algorithm 4 - line 5), the following steps are repeated:

– The next observation of the stream is considered (Algorithm4 - line 6). If some
values are missing from the considered observation then:
• An estimation is computed for the missing value by applying the imputation

method (Algorithm 4 - line 8).
• The confidence level of the imputation method is evaluated by the algorithm

using the Mean Absolute Error (Algorithm4 - line 9).
• By defining a boundary with this confidence level, the algorithm tries dif-

ferent estimations in such a way that the selected estimation will have a
low impact on the trained model tree (Algorithm 4 - lines 10, 11, 12). This
step is time-efficient, because it consists in simply selecting the estimation
which does not tend to increase the model tree’s error-rate.

• The selected estimation is used to fill the incomplete observation
(Algorithm 4 - line 15). This completed observation is used to train the
model tree (Algorithm 4 - line 17).

– If the considered observation is complete then it is used to train both the
imputation method (Algorithm 4 - line 19) and the model tree (Algorithm 4 -
line 21).

Progressively, by incrementally processing the data stream, the algorithm
aims at training the predictive model tree with adjusted estimations for the
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Algorithm 4. Estimating the missing values with an imputation model tree, and

adjusting the estimations.

Require:
1: a data stream (DS)
2: a feature to predict (Fc), a feature with possible missing values (Fm)
Ensure:
3: modelTree ← initialize the model tree to be trained using the data stream DS to

predict the value of Fc

4: imputationMethod ← initialize an imputation method for estimating missing val-
ues of Fm

5: while data stream DS not finished do
6: OBS ← get the next observation of the data stream DS
7: if OBS contains missing values for Fm then
8: ESTIM ←estimate the missing values for Fm by using imputationMethod
9: MAE ←evaluate the current Mean Absolute Error of imputationMethod

10: for V AL between [ESTIM − MAE, ESTIM + MAE] do
11: OBSval ←fill OBS with V AL
12: impact(V AL) ← measure the impact of training modelTree with OBSval

13: end for
14: select V ALbest for which impact(V ALbest) is lower
15: OBS′ ←fill OBS with V ALbest

16: estimate error of modelTree to predict the value of Fc in OBS
17: train modelTree with OBS′

18: else
19: train imputationMethod with OBS
20: estimate error of modelTree to predict the value of Fc in OBS
21: train modelTree with OBS
22: end if
23: end while

incomplete data. For each missing value in the stream, it tends to favor an
estimation that leads to a more accurate and more interpretable model tree, by
potentially neglecting the quality of the estimation.

The algorithm do not need specific settings, so the user only has to select
a stream, a continuous class attribute and an attribute with potential missing
values. Nevertheless, integrating additional parameters is possible. For example,
during the preliminary tests, we have tried to add a parameter to set the size
of the computed boundaries (Alg.), but we have quickly seen it was useless.
In addition, the computed boundary may be obtained by using other statistics
about the considered feature (standard deviation, for example).

4 Experiments

4.1 Prototype

In order to validate the approach described in this paper, a prototype has
been implemented as a JAVA standalone tool. It is mainly based on Cadral,
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an in-house data analysis platform [6] leveraging MOA, a widely-used data min-
ing library for data streams [2]. More precisely, MOA provides algorithms for
model tree induction on streams, and especially an implementation of the FIMT-
DD algorithm [17].

The prototype provides a framework to dynamically analyze data streams
by allowing a high user interactivity (play/pause/stop the stream, select the
processing speed, process by bulk, etc.). To this end, it provides a user interface
for data stream exploration, including statistics and data visualizations (Fig. 2):
the graphical representation of the model trees relies on the JUNG library [25]
(Fig. 1), and the plots are made by using JFreeChart [13].

Various streams can be loaded and processed in the prototype because it
is capable of importing/exporting data as CSV files or ARFF files (the format
adopted by MOA and Weka [41]).

Fig. 2. The interface of the JAVA prototype helps to visually inspect data streams, for
example the voltage values in the sensor data stream [1].

4.2 Evaluation Protocol

We have evaluated our approach on streams related to various domains (Tables
2 and 3). The data come from the UCI Machine Learning repository [1], the
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Table 2. The considered data streams and their characteristics like the rows and
features counts.

Data stream Source repository # rows # considered features

Ailerons Regression Datasets 13 750 41

Pole Regression Datasets 15 000 48

MV Artificial Domain Regression Datasets 40 768 11

Hyper Plane Stream Stream Data Mining 100 000 11

KDD Cup 99 Stream Data Mining 145 585 42

3D spatial network UCI Machine Learning 434 874 4

YearPredictionMSD UCI Machine Learning 515 345 13

Forest Covertype UCI Machine Learning 581 012 55

Sensor Stream Stream Data Mining 2 219 803 6

Table 3. For each considered data stream, the considered continuous class to predict
with the model tree, and the attribute used to create artificial missing values.

Data stream Attribute to predict (class) Attribute with missing values

Ailerons Goal Se

Pole foo f6

MV Artificial Domain y x10

Hyper Plane Stream Attribute1 Attribute0

KDD Cup 99 dst host rerror rate dst host srv rerror rate

3D spatial network Altitude Latitude

YearPredictionMSD Year attr11

Forest Covertype Aspect Elevation

Sensor Stream Voltage Humidity

Stream Data Mining Repository1 and the Regression Datasets repository2. In
order to realize meaningful tests, the selection was made in view to process a
large range of rows counts and features count for the datasets.

To this end, these datasets have been considered as streams, i.e. they have
been iteratively processed in an online way (in one pass, without accessing to
the historical data). In each case:

(a) A continuous class has been considered to build model trees (Table 3).
(b) For a randomly selected attribute of the stream, artificial missing values have

been introduced into 20 % of observations, in order to check the imputation
method (Table 3).

1 http://www.cse.fau.edu/xqzhu/stream.html.
2 http://www.dcc.fc.up.pt/ltorgo/.

http://www.cse.fau.edu/xqzhu/stream.html
http://www.dcc.fc.up.pt/ltorgo/
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(c) 10 % of the observations have been used to compute the prediction error of
the trained model tree (validation set). In this set, the real values are known
for the selected continuous class and no missing data have been introduced.

Then, the different approaches to train the model tree have been tested on
these streams (Algorithms 1, 2, 3 and 4). In each case, the following metrics have
been measured to evaluate both the leading model tree and the results of the
missing values imputation process:

(a) The model trees size after the training phase (obtained by simply counting
the nodes and the leaves).

(b) The model trees accuracy regarding the validation set (MAE and RMSE,
obtained by comparing the predicted values with the expected values).

(c) The confidence level of the missing value imputation (MAE and RMSE,
obtained by comparing the estimated values with the original values – i.e. the
values before creating artificial gaps into the the data streams).

Finally, the MOA’s implementation of the FIMT-DD algorithm was config-
ured with two parameters: splitConfidence and gracePeriod. Even if default val-
ues are provided by the implementation, we have realized a empirical sensitivity
analysis in order to find the best configuration (i.e. leading to a good tradeoff for
the accuracy and the size of the produced model tree): (a) splitConfidence = 0.1
(b) gracePeriod = 200.

4.3 Results

After the experiments, we have analyzed the model trees obtained after having
applied different strategies to deal with missing values (Tables 4, 5, 6 and 7).

Firstly, we can observe that skipping the incomplete observations
(Algorithm 1) leads in general to better results than training the model tree
with observations that are filled with tested imputation methods (Algorithms
2, 3 and 4). For example, by considering the YearPredictionMSD data stream,
the first one leads to a model tree with RMSE = 10.55 and the second one
leads to a model tree with RMSE = 61.48. These results confirm that using an
imputation method can have dramatic effects on the learned model tree.

Secondly, if the imputation is really needed (for values that are missing not
at random), we can observe that our approach (Algorithm 4) generally leads to
more accurate model trees, in comparison to those that are obtained by using the
other approaches (Algorithm 2 and 3). For example, by considering the KDD Cup
99 data stream, the skipping approach (Algorithm 1) leads to a model tree with
RMSE = 81.50 and the second one leads to a model tree with RMSE = 63.45.
We can note an exception for the Forest Covertype data stream: the accuracy is
exactly the same for two approaches (RMSE = 0.12), but the model tree size
is slightly smaller in the second case (5797 instead of 5805).

Thirdly, our technique has a positive impact on the model tree size too if we
compare to the classical imputation method (Algorithm3): for instance, the gain
on the size is 28 % for the Pole stream, 4 % for the KDD Cup 99 stream, etc.
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Table 4. Results with the skipping method (Algorithm 1). For each data stream, the
size and the error rate of the trained model tree are reported (MAE and RMSE are
evaluated on the validation set, i.e. 10 % of the values).

Data stream Trained model tree

Model tree size MAE RMSE

Ailerons 83 ± 0.00 ± 0.00

Pole 75 ± 8.68 ± 14.50

MV Artificial Domain 221 ± 1.28 ± 1.70

Hyper Plane Stream 475 ± 0.50 ± 0.58

KDD Cup 99 1 131 ± 0.75 ± 81.50

3D spatial network 3 403 ± 12.85 ± 16.33

YearPredictionMSD 4 091 ± 7.91 ± 10.55

Forest Covertype 4 641 ± 0.07 ± 0.12

Sensor Stream 17 737 ± 0.06 ± 0.14

Table 5. Results with the mean estimation method (Algorithm 2). For each data
stream, the size and the error rate of the trained model tree are reported (MAE and
RMSE are evaluated on the validation set, i.e. 10% of the values). Moreover, the error
rates of the missing values imputation are reported too (MAE and RMSE are evaluated
on the fake missing data, i.e. 20 % of data).

Data stream Trained model tree Missing values imputation

Model tree size MAE RMSE MAE RMSE

Ailerons 73 ± 0.00 ± 0.00 ± 0.00 ± 0.00

Pole 107 ± 8.68 ± 14.50 ± 17.05 ± 20.93

MV Artificial Domain 287 ± 1.23 ± 1.62 ± 50.45 ± 58.16

Hyper Plane Stream 655 ± 0.50 ± 0.58 ± 0.50 ± 0.57

KDD Cup 99 1 423 ± 0.60 ± 63.45 ± 0.13 ± 0.32

3D spatial network 4 273 ± 12.91 ± 16.36 ± 0.24 ± 0.28

YearPredictionMSD 5 123 ± 7.90 ± 10.55 ± 6.28 ± 8.32

Forest Covertype 5 805 ± 0.08 ± 0.12 ± 0.14 ± 0.18

Sensor Stream 22 177 ± 0.06 ± 0.14 ± 4.91 ± 15.41

It is interesting because it is not the main goal of our technique. But again,
skipping the incomplete observations provides model trees that are smaller than
the other approaches, included our approach. And for some cases (the Sensor
stream for example), the obtained model trees are big so it does not help their
visualization/interpretation.

Fourthly, if we compare our approach (Algorithm4) to the classical imputation
approach (Algorithm 3), we can see that the missing values imputation is posi-
tively impacted. For instance, if we consider the Sensor stream, the confidence
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Table 6. Results with the model tree estimation method (Algorithm 3). For each data
stream, the size and the error rate of the trained model tree are reported (MAE and
RMSE are evaluated on the validation set, i.e. 10 % of the values). Moreover, the error
rates of the missing values imputation are reported too (MAE and RMSE are evaluated
on the fake missing data, i.e. 20 % of data).

Data stream Trained model tree Missing values imputation

Model tree size MAE RMSE MAE RMSE

Ailerons 105 ± 0.02 ± 0.19 ± 0.01 ± 0.01

Pole 139 ± 28.73 ± 32.74 ± 7.09 ± 13.14

MV Artificial Domain 369 ± 26.87 ± 33.00 ± 51.14 ± 59.17

Hyper Plane Stream 661 ± 0.50 ± 0.58 ± 0.51 ± 0.59

KDD Cup 99 1 423 ± 1.01 ± 108.58 ± 0.14 ± 0.34

3D spatial network 4 273 ± 13.28 ± 16.72 ± 0.20 ± 0.23

YearPredictionMSD 5 123 ± 43.53 ± 61.48 ± 5.55 ± 7.30

Forest Covertype 5 797 ± 0.08 ± 0.12 ± 0.09 ± 0.14

Sensor Stream 22 177 ± 1.15 ± 1.52 ± 4.23 ± 15.40

Table 7. Results with our adjustment method (Algorithm 4). For each data stream,
the size and the error rate of the trained model tree are reported (MAE and RMSE
are evaluated on the validation set, i.e. 10 % of the values). Moreover, the error rates
of the missing values imputation are reported too (MAE and RMSE are evaluated on
the fake missing data, i.e. 20 % of data).

Data stream Trained model tree Missing values imputation

Model tree size MAE RMSE MAE RMSE

Ailerons 95 ± 0.01 ± 0.01 ± 0.00 ± 0.01

Pole 101 ± 7.97 ± 13.35 ± 3.80 ± 10.83

MV Artificial Domain 287 ± 1.21 ± 1.60 ± 14.46 ± 22.52

Hyper Plane Stream 637 ± 0.50 ± 0.58 ± 0.18 ± 0.34

KDD Cup 99 1 423 ± 0.60 ± 63.45 ± 0.14 ± 0.31

3D spatial network 4 273 ± 12.90 ± 16.36 ± 0.05 ± 0.10

YearPredictionMSD 5 123 ± 7.91 ± 10.55 ± 1.95 ± 4.05

Forest Covertype 5 805 ± 0.08 ± 0.12 ± 0.05 ± 0.09

Sensor Stream 22 177 ± 0.06 ± 0.14 ± 1.68 ± 14.80

level of the imputation is better by using our approach (RMSE = 14.8) than by
using the other one (RMSE = 15.4).

Fifthly, we can say that the mean estimation is surprisingly not so bad: in
our tests, replacing missing values by the current mean instead of estimating
them with an imputation method leads to more or less the same accuracy for
the leading model tree.
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As a conclusion, we can say that it is globally more efficient to ignore incom-
plete observations during the training of a model tree from a stream. In fact, it
saves a computation overhead and it avoids to introduce uncertain estimations in
the model tree. This result was already observed for he induction of classification
methods on classical datasets [30].

Nevertheless, it is not always desirable to skip incomplete parts because it
can introduce a bias (in particular when data are not missing at random, for
example). In this case, the presented results show that our adaptation approach
(Algorithm 4) allows to obtain results which are better than using a mean esti-
mation (Algorithm 2) or a more sophisticated imputation (Algorithm3).

5 Conclusion

In this paper, we studied the impact of several missing values estimation meth-
ods to build predictive model trees on incomplete data streams. Moreover, we
presented an algorithm that aims at adjusting the missing values estimation in
order to help the training phase in a way that resulting model trees are more
accurate. Our method helps to obtain model trees that are more correct than
those obtained with other imputation methods; it is helpful when missing data
estimation is really needed, especially when values are not missing at random.

The considered imputation methods were integrated and tested in a JAVA
prototype, and the effectiveness of our algorithm was demonstrated and dis-
cussed on various data streams.

In future works, we will apply our method on large real-world data streams
related to e-commerce and live sensors management. In addition, we have in
view to improve the estimation method by applying dynamically an appropriate
strategy according to the randomness of the missing data.
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Abstract. In all organizations, access assignments are essential in order
to ensure data privacy, permission levels and the correct assignment of
tasks. Traditionally, such assignments are based on total enumeration,
with the consequence that constant effort has to be put into maintain-
ing the assignments. This problem still persists when using abstraction
layers, such as group and role concepts, e.g. Access Control Matrix and
Role-Based Access Control. Role and group memberships are statically
defined and members have to be added and removed constantly. This
paper describes a novel approach – Hypergraph-Based Access Control
HGAC – to assign human and automatic subjects to access rights in a
declarative manner. The approach is based on an organizational meta-
model and a declarative language. The language is used to express queries
and formulate predicates. Queries define sets of subjects based on their
properties and their position in the organizational model. They also con-
tain additional information that causes organization-specific and user-
defined relations to be active or inactive depending on predicates. In
HGAC, the subjects that have a specific permission are determined by
such a query. The query itself is not defined statically but created by tra-
versing a hypergraph path. This allows a structured aggregation of per-
missions on resources. Consequently, multiple resources can share parts
of their queries.

Keywords: Access control · Attribute-based access control ·
Language expressions · Organizational metamodel · Organizational
model · Identity management

1 Introduction

Nowadays, companies have to deal with permanent change. Subjects (e.g. human
actors, machines, printers, etc.) join, leave or move within the organization. The
rearrangement of whole departments is also common. Therefore, the flexibility of
the organizational structure is essential to react to such changes, cf. [29]. Other-
wise, the organization risks to lose their partners, e.g. deliverers and customers,
and elimination from the market, cf. [13].
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The organizational structure is currently shaped by work in project teams,
global teams, networks and global teams in networks (cf. [13]). [20] formalizes
a metamodel for modeling arbitrary organization structures that provides the
required flexibility and complexity.

Access assignments have to be appropriate to policies that are declared in the
company, cf. [7, p. 4]. Consequently, the validity of relations has to be restricted
to realize these policies, cf. [22]. This is fulfilled by different types of predicates
assigned to the relations.

Language expressions restrict the validity based on context information, para-
meters handed from application systems and/or attributes of subjects respec-
tively resources in a company (cf. [19]). Figure 3 shows an example of a restricted
relation based on parameters. The restricted relation with the language expres-
sion damage > "1500" is traversed if the parameter handed from the application
system corresponding to “damage” fulfills the predicate.

A hyperedge in the organizational model – also called hyper-relation –
restricts a relation by role. This means that a relation in the organizational
model is only traversed if an entity acts in the appropriate role, cf. [19,22].
Figure 3 depicts a hyperedge between two subjects and a role. The relation is
traversed if the origin subject acts in the role in that the hyperedge ends in.

This contribution compares approaches for defining access assignments and
establishes the novel HGAC. The conjunction of three components – organiza-
tional model, declarative language and hypergraph-based access control – are a
powerful mechanism to declare access assignments that are stable over time and
fit the organizational circumstances and policies.

The formulated language expression (query) is used to define the access
assignments in application systems. It defines policies of the company. Policies
do not change often, and neither does the expression. Consequently, all applica-
tion systems create no maintenance effort concerning access assignments after
the initial definition of the expressions. Every time a subject joins, leaves or
moves within the company, only logically centralized organizational model, cf.
Sect. 6, has to be changed. The application systems are not affected.

Knorr describes in [12] an approach to assign access rights by workflows that
are modeled with petri nets. If a subject is assigned to a task in a process, the sub-
ject automatically gets the rights to objects needed to execute the task. The def-
inition of responsible subjects is done by role-based access control (RBAC). The
approach is only valid in workflows. All other application systems are excluded1.

Outline

In order to demonstrate key issues of widespread approaches, Sects. 2.1 and 2.2
describe the access control matrix and role-based access control.

Section 3 then introduces the novel approach called hypergraph-based access
control. After the organizational metamodel (Sect. 3.1), an example of an orga-
nizational model is described (Sect. 3.2). Section 3.3 defines the formal specifi-

1 The approach is only suited for process-oriented organizational structures. The func-
tional and divisional perspective is omitted.



100 A. Lawall

cation of HGAC, which combines organizational information with access right
assignment. This novel approach is explained by example in Sect. 3.4.

The subsequent Sect. 4 illustrates the proposed declarative language with
syntax (Sect. 4.1) and semantics (Sect. 4.2). The language is used to declare the
specific subjects that are assigned to access rights.

The paper concludes with a case study (Sect. 5) and the overall conclusion
of the contribution (Sect. 6).

2 Access Control

For the definition of access rights exist different approaches. The following sec-
tions describe the access control matrix (ACM) and the wide-spread role-based
access control (RBAC).

The basic model of access control consists generally of a tuple, cf. [1, p. 22]
and [7, p. 6]. It consists of sets S,R and O. The set S includes all subjects
substantiated by enumeration and represents users and processes. The access
rights R, e.g. read, write for files and execute for processes, are the operations
on concrete objects of the set O. The elements of O - files, processes, tables,
devices, and so on - are the objects on which subjects have access rights.

“There is usually a direct relationship between the cost of administra-
tion and the number of associations that must be managed in order to
administer an access control policy: The larger the number of associa-
tions, the costlier and more error-prone access control administration.”
[4, p. 19]

A concrete access right Z is defined as Z = (s, r, o) with s ∈ S, r ∈ R and o ∈ O.
In general, there are two variations to define access rights. All subjects have all
access rights on all objects except rights that are explicitly revoked with tuples
Z. Another concept is that no subject has any access rights on any object until
the access right is explicitly defined. The second case is the most used approach2.

2.1 Access Control Matrix – ACM

The basic idea of the access control matrix was introduced in [10]. The formal-
ization of [27,28] is used to describe the access control matrix (ACM).

The configuration of a concrete access control matrix is defined with ACM =
(S,R,O, (Rt)s∈S,o∈O)3. The access control matrix (Rt)s∈S,o∈O consists of ele-
ments Rt ⊆ R, where subjects s ∈ S are represented as rows and objects o ∈ O
are represented as columns. An entry Rt in the matrix is the access right Rt of
subject s to object o (see Fig. 1).

A configuration in an application system (e.g. workflow management systems,
internet portals, database management systems, enterprise resource planning
systems) with processes and files is given with:
2 This case is used in the remaining paper.
3 t indicates the point of time of a configuration in a system.
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{execute}

objects

su
bj

ec
ts

processesfiles

f1 f2 f3 p1 p2 p3

u1

u2

p1

{write}

{read} {write} {execute}

{read, 
write}

{execute} {execute}

{write}

(a) Configuration of an Access Control Matrix (cf. [28]).

(b) Access Control Matrix as graph.

Fig. 1. Representations of an Access Control Matrix.

– S = {u1, u2, p1} is the set of users u1, u2 and process p1
– R = {read, write, execute} is the set of rights for processes (execute) and files

(read, write)
– O = {f1, f2, f3, p1, p2, p3} is the set of objects with files and processes
– (Rt)s∈S,o∈O is represented as Fig. 1a respectively Fig. 1b

Discussion. The static definition of subjects assigned with access rights on
objects is a problem regarding the continuous change in companies. Especially
human subjects joining, moving or leaving companies are of interest concerning
access rights and policies. Subjects are not limited to persons. Also automatic
subjects like machines, computers and agents (cf. [18]) are involved. Software
and hardware are similarly fluctuating in companies. The combination of the
different application systems K and applications A makes the validity of access
rights/policies at a specific point in time error-prone. A consistent state across
all application systems is almost impossible.

Another aspect is the high maintenance effort resulting from continuous
changes. The administrators, the responsible users or both are challenged by
this effort.

The approximated maintenance effort in ACM for subject s ∈ S joining j(s),
moving m(s) or leaving l(s) is:
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ACMj(s),m(s) =
∑

k∈K

∑

a∈A
|Os,k,a| · |Rk,a| (1)

ACMl(s) =
∑

k∈K

∑

a∈A
|Os,k,a| (2)

The determination of all subjects that are assigned to access right r on an object
o is another problem. All subjects of a company have to be resolved from the
involved column o. Each entry in the access control matrix has to be compared
with the right r to decide if the subject is assigned to the right. In the worst
case |S| · |R| comparisons per object are needed.

2.2 Role-Based Access Control – RBAC

Instead of assigning subjects individually to objects with their concrete access
rights like in Sect. 2.1 – the access control matrix – subjects are associated with
one or more roles (User Assignment, UA). A role is associated with a corre-
sponding set of access rights to objects (Permission Assignment, PA). A sub-
ject’s access to objects is based on the access rights of the roles to which the
subject is assigned, cf. [6,23–26].

Sessions

Subjects Roles
Access
Rights

Objects

Permissions

Dynamic Separation of Duty

Static Separation
of Duty

Subject
Assignment

Permission
Assignment

Role Hierarchy

Fig. 2. Role-based Access Control adapted by [5].

Administrators for identity management tasks have to manage the access
rights to an ideally small number of role definitions, rather than many individual
user permissions, cf. [30].

There are more RBAC implementations extending the mentioned core
RBAC. In [2,3], the extensions of RBAC include role hierarchies, constraints
and the combination of role hierarchies and constraints (cf. Fig. 2). Role hier-
archies are used to inherit access rights. For example, a head of a department
is superior to his clerk and has also same access rights to all objects which the
clerk is assigned to.

The constraint extension restricts the Subject Assignment and the assignment
in role hierarchies with Static Separation of Duty in RBAC with constraints.
Dynamic Separation of Duty restricts the active roles of a subject in a session,
cf. Fig. 2.
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Discussion. The main factor for using RBAC compared to the access control
matrix is to reduce management costs. If access rights are assigned to a subject’s
role, the maintenance effort for managing individual access rights is eliminated,
cf. [4, p. 19]. This means that as a subject moves into or out of a job function
within an organization, access to the associated roles is granted and automati-
cally rescinded. The administration effort is decreased because the reassignment
of subjects to roles compared to the assignment of subjects to access rights has
less work load. If there are more roles than subjects needed, the effort is higher.

The problem remains that the new role subject assignment has to be done in
all application systems K and applications A. Another aspect is that the User
Assignment is static with regards to access rights. The access rights in a com-
pany for objects (e.g. processes, files,...) are often based on context-4, attribute-5

and/or parameter-6values. This is difficult with the RBAC approach. For each
characteristic policy, a separate role is needed. Technical roles (roles in appli-
cations) are no longer job functions as intended in RBAC, cf. [4, p. 10]. Thus,
the organizational job functions are not congruent to the roles in RBAC. An
permanent effort in maintaining the mapping between job functions and roles
is essential to ensure consistent policies/access rights. Thus a consistent access
right assignment spread over all application systems with fluctuating subjects
is hardly possible. The approximated maintenance effort in RBAC for subject
s ∈ S joining j(s), moving m(s) or leaving l(s) is:

RBACj(s),m(s),l(s) =
∑

k∈K

∑

a∈A
|Roles,k,a| (3)

The permission definition based on RBAC is more stable over time than using
the access control matrix in the application systems respectively applications.
Because the assignment of a role to permissions remains the same, the Subject
Assignment changes.

Using RBAC, the determination of all subjects assigned to access right r
on an object o is the following: Subjects are assigned to their roles by UA and
permissions are assigned to roles by PA. In order to determine all assigned
subjects, all roles with the right r on o need to be found by evaluating PA.
In a second step, all subjects assigned to these roles have to be resolved by
evaluating UA.

3 Hypergraph-Based Access Control – HGAC
The HGAC approach is based on organizational information (cf. Sects. 3.1 and
3.2). This information is contained in a hypergraph, as defined in Sect. 3.3. Sub-
jects that have access rights on objects are declared using language expressions
(cf. Sect. 4).
4 The context in which a subject acts (e.g. “purchase” in a workflow).
5 Access rights are assigned using attributes of e.g. a subject (like “Hiring Year” > 2).
6 Access rights defined by parameters passed from an application system. If for exam-

ple the “damage” in an insurance case amounts to 200000, only subjects fulfilling
this are responsible.



104 A. Lawall

3.1 Organizational Metamodel

The organizational model, described in Sect. 3.2 conforms to the metamodel
formulated in this section. The metamodel consists in general of the set of entity-
types E and the relation-types REL.

The excerpt of the metamodel7 consists of the following entity-types
E = OU ∪ RO ∪ S:

– Organizational units OU = OU i∪OUe∪OUΥ , e.g. departments, subdivisions,
etc.
• Internal organizational units OU i are used in the example, cf. Fig. 3. These

entity-types are used to represent organizational units within the organi-
zation.

• External organizational units OUe extend the organizational units. These
entity-types are used to model organizational units from partner organiza-
tions. This makes it possible to model inter-organizational scenarios and
to specify access rights across company borders.

• Templates of organizational units OUΥ (general organizational units) are
situated on the template level, cf. [21]. The templates define the general
structure of similar organizational units. A template for a Claims Depart-
ment generally consists of one Head and three Clerks. The departments
Car Damages and House Damages are concrete manifestations of this tem-
plate. In Fig. 3, the department House Damages deviates from the afore-
mentioned template. It has an additional role DB-Agent and two subjects,
instead of three, are assigned to the Clerk role.

– Roles RO = ROi ∪ ROe ∪ ROΥ describe the roles in which subjects act.
• Internal roles ROi correspond to the internal organizational units. They

represent the intra-organizational roles (cf. Fig. 3).
• External roles ROe are role entities from partner organizations.
• Templates of roles ROΥ (general roles) are on the template level. Templates

for roles are also part of the organizational metamodel, cf. [21]. Elements
of ROΥ are used in conjunction with the templates of organizational units.
Templates of roles include the number of subjects that can be assigned to
a specific role (e.g. three subjects act as Clerk).

– Subjects S = Si ∪ Se encompass human as well as automatic subjects.
• Internal subjects Si represent intra-organizational subjects (e.g. u1, u2, u3,

p1 in Fig. 3).
• External subjects Se are used to specify subjects from partner organiza-

tions. Thus, access rights for external subjects can be declared.

The set of relation-types REL = RELs∪RELo∪RELu∪RELe formally specifies
the interconnections and consists of:

– The structural relation-type rels ∈ RELs with

rels ⊂ (OU i ∪ OUe) × (OU i ∪ OUe ∪ ROi ∪ ROe) (4)

7 The basic metamodel is formally described in [14,19,21].
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rels ⊂ (ROi ∪ ROe) × (ROi ∪ ROe ∪ S) (5)

rels ⊂ OUΥ × (OUΥ ∪ ROΥ ) (6)

rels ⊂ ROΥ × ROΥ (7)
– The sets8 of organization-specific relation-types RELo (deputy, supervision,

reporting) and user-defined relation-types RELu with ∀r ∈ RELo ∪ RELu:

r ⊂ (OU i ∪ OUe) × (OU i ∪ OUe ∪ ROi ∪ ROe ∪ S) (8)

r ⊂ (ROi ∪ ROe) × (ROi ∪ ROe ∪ S) (9)

r ⊂ S × (S ∪ ROi ∪ ROe) (10)

r ⊂ OUΥ × ROΥ (11)

r ⊂ ROΥ × ROΥ (12)
– The extension relation-type rele ∈ RELe with

rele ⊂ OUΥ × (OU i ∪ OUe) (13)

rele ⊂ ROΥ × (ROi ∪ ROe) (14)

Formula (4) defines the structural interconnections between internal/external
organizational units and roles. Formula (5) formalizes the interconnections
between internal/external roles and other internal/external roles and subjects.
The formulas (6) and (7) define the structural relations between templates of
organizational units and templates of roles.

Organization-specific and user-defined relations are formalized in formulas
(8) to (12). The semantics of the relation-types are different but some formulas
are similar to the aforementioned. Formula (8) is almost identical to (4) but
in (8) are the subjects included. (9) is syntactically identical to (5). Formula
(10) interconnects subjects with other subjects and internal/external roles. The
formulas (11) and (12) determine possible interconnections on the template level.

The remaining formulas (13) and (14) define connections between elements
of the template level and their concrete representations on the instance level.

Role-dependent relations (cf. Fig. 3, deputyship between u1 and u2) are used
to restrict organization-specific and user-defined relations. Whether the relations
are active depends on the active role a subject acts in. Role-dependent relations
can be used by relations following formulas (8) and (10). The tuple (x, y) with
x ∈ (ROi ∪ ROe), y ∈ (ROi ∪ ROe ∪ S) – corresponding to formula (9) – has
the acting role already declared in variable x. Role-dependent relations do not
exist on the template level, cf. formulas (11) and (12).

3.2 Organizational Model

For clarity, external and template entities (cf. Sect. 3.1) are excluded in this
example. External entities are used analogously as internals. The manual mod-
eling of the external entities is described in [19]. The automatic propagation of
these entities to partner companies is described in [15]. The detailed mechanism
of the templates are described in [21].
8 The organization-specific and user-defined relations can be constrained, cf. [19].
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Fig. 3. Excerpt of an Organizational Model of an Insurance Company.

Structural Relations. Figure 3 shows an example model of an insurance
company. The model consists of the department House Damages, the subjects
u1, u2, u3 (human subjects) and p1 (automatic subjects) with their functional
units Head, Clerk and DB-Agent. The subject u1 is also working as QM-Officer
a position within another department.

Organization-Specific Relations. Beside the structural relations, the com-
pany’s model contains further relations – organization-specific relations9 (e.g.
deputy, supervisor and reporting relations) that interconnect entities. In this
example, the Head u1 has a deputy u2 if u1 acts as Head of the department
House Damages10. If u1 acts as QM-Officer, then u2 is not a possible deputy.

In case the DB-Agent p1 is unavailable, a constrained deputy relation to u3

is evaluated at first. If the parameter-based11 predicate (damage > "1500") of
the relation is fulfilled, it transfers all access rights of p1 to u3. In this scenario,
the subject u3 is a Clerk responsible for expensive insurance cases. If u3 and p1
are simultaneously unavailable, the general deputy relation between DB-Agent
and Clerk is evaluated. The result set consists of subject u2 which is then the
deputy. u3 is not an element of this set because of unavailability. This algorithm
represents a prioritization mechanism.

Another variant to restrict the validity of relations are context-sensitive con-
straints (not included in the example). A constraint assigned to a deputy relation

9 In [16–18], the complete metamodel and formal language including, i.a. constraints,
are specified.

10 It is possible to restrict any and all organization-specific relations to be role-
dependent.

11 If a value is handed from an application system to the organizational model via the
formal language, the expression is called parameter-based.
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of a subject is fulfilled if the context is identical to the context provided by an
application system.

3.3 Formal Specification of HGAC
The formal specification of a hypergraph defined by [9] will be redefined for
the access control with HGAC. A hypergraph as defined by [9] is a graph
Ghyp = (V,E) with the set of nodes V = {v1, v2, ..., vn} and the set of hyperedges
E = {E1, E2, ..., Em}. A directed hyperedge Ei = (S,Z) consists of arbitrary
non-empty sets of start nodes S ⊆ V and target nodes Z ⊆ V .

The set of start nodes in HGAC contains one entity – the Permission. This
start node is substituted in the formal specification as α := Permission.

The access control hypergraph GPerm = (V,E) is defined as:

– The set of nodes V = {α, o1, ..., ol} with og ∈ O ∧ g = 1, ..., l
• The node α is the reference node of all access right definitions.
• O the set of objects which are assigned to rights.

– The set of edges E = {rh
j | rh

j ∈ ξj ∧ h = 1, ..., d} consists of ternary relations
rh
j (j : relation-types for rights, d : number of relations per relation-type)

• R: set of relation-types of rights
• ξj ∈ R: set of relations of a specific relation-type of a right
• ∀rh

j (rh
j ∈ ξj) : rh

j ⊆ ({α} ∪ ξj) × (O ∪ ξj) × L:12

* The element {α}∪ξj of the tuple declares the start of an edge in GPerm.
α ∈ V is the first start node of every relation of a relation-type j of an
hyperedge. Afterwards, arbitrary relations rb

j ∈ ξj with b = 1, ..., |ξj | − 1
can be the start of an edge of the same relation-type j.

* O ∪ ξj defines the end of an edge in the graph. This can be a concrete
object o ∈ (O ⊂ V ) or a set of relations of a relation-type ξj .

* A language expression L is a valid element of language L(G)13. The
empty word ε is included in the language L(G) as well.

• fL : rh
j → L extracts the language expression L assigned to the hyper-

relation rh
j .

– The subjects S result from evaluating the language expressions L on the
model.
• L ⇒∗ Spart ⊆ S defines the result set Spart of the language expression

L. The symbol ⇒∗ indicates the resulting subjects of the language expres-
sion L by traversing the organizational model. The traversal algorithms are
formalized in [19,21].

• Spath =
e⋃

p=1
Spart with e equals the path length, defines the set of all sub-

jects assigned to access right j on the path P o∈O
j . This path starts in α

and ends in o ∈ O. All language expressions L of the relations rh
j on P o∈O

j

12 The relation r1j includes always the “Permission” (α) node.
13 The syntax and semantic of the language is defined in [17].
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are concatenated with OR14. The resulting expression is evaluated on the
model to get the subjects Spath.

The set of all subjects assigned to an access right j for an object o ∈ O can
be evaluated differently. It is possible to compare all paths of a right j related
to the object o.

Starting the traversal in object o is more efficient because an unnecessary
evaluation of paths containing O \o is excluded. The direction of the concatena-
tion of the language expressions is in “reverse” order. The reverse and forward
concatenation of language expressions results in identical subjects.

3.4 Definition of Access Rights

An example (cf. Fig. 4) configuration of the hypergraph GPerm = (V,E) is:

– O = {f1, f2, f3, p1, p2, p3}: the set of objects containing files and processes
– V = {α, f1, f2, f3, p1, p2, p3}
– E = {r1read, rel

1
s , rel

2
s , rel

3
s , rel

4
s , rel

5
s , r

1
exec, r

2
exec, r

3
exec, r

4
exec, r

5
exec}

• R = {READ,WRIT E , EXECUT E}
• ξread =

{
r1read

}

Head(H
ouse

 D
amages) DB-Agent(House Damages) WITH damage = <value>

DB-Agent(House Damages)

"u2" OR DB-Agent(House Damages)

Clerk(House Damages).ATT.HiringYear > "5"

DB-Agent(House Damages)

Head(House Damages) OR 

Clerk(House Damages).ATT.ProcessFlag = true

Relation-type
Write

Read

Execute

Fig. 4. Access Rights defined by using a Hypergraph and Formal Expressions.

14 The empty word ε is excluded from this concatenation.
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• ξwrite =
{
rel1s , rel

2
s , rel

3
s , rel

4
s , rel

5
s

}

• ξexec =
{
r1exec, r

2
exec, r

3
exec, r

4
exec, r

5
exec

}

• r1read = ({α}, {f2}, "u2" OR DB-Agent(House Damages))
• rel1s =

({α}, {rel2s , rel
3
s}, ε

)

• rel2s = ({rel1s}, {f3}, DB-Agent(House Damages))
• rel3s = ({rel1s}, {rel4s , rel

5
s}, Head(House Damages))

• rel4s = ({rel3s}, {f2}, DB-Agent(House Damages) WITH damage =
"2000")

• rel5s =
({rel3s}, {f1}, ε

)

• r1exec =
({α}, {r2exec, r

3
exec}, ε

)

• r2exec = ({r1exec}, {p1}, Clerk(House Damages).ATT.HiringYear > "5")
• r3exec =

({r1exec}, {r4exec, r
5
exec}, ε

)

• r4exec = ({r3exec}, {p2}, Head(House Damages) OR
Clerk(House Damages).ATT.Processflag = "true")

• r5exec = ({r3exec}, {p3}, DB-Agent(House Damages))
– The set of subjects S = {u1, u2, u3, p1} (human and automatic)15 (cf. Fig. 3):

• fL
(
r1read

)
= "u2" OR DB-Agent(House Damages) ⇒∗ Spart = {u2, p1}

• fL
(
rel2s

)
= fL

(
r5exec

)
= DB-Agent(House Damages) ⇒∗ Spart = {p1}

• fL
(
rel3s

)
= Head(House Damages) ⇒∗ Spart = {u1}

• fL
(
rel4s

)
= DB-Agent(House Damages) WITH damage = "2000" ⇒∗

Spart = {p1}
• fL

(
r2exec

)
= Clerk(House Damages).ATT.HiringYear > "5" ⇒∗ Spart =

{u2}16
• fL

(
r4exec

)
= Head(House Damages) OR Clerk(House Damages) .ATT.

Processflag = "true" ⇒∗ Spart = {u1, u3}17
• fL

(
rel1s

)
= fL

(
rel5s

)
= fL

(
r1exec

)
= fL

(
r3exec

)
= ε ⇒∗ Spart = ∅

– The set of all subjects assigned to access rights on an object o ∈ O:
• Access right WRIT E to an object f1 is assigned to subject u1:

* Path P f1
WRIT E =

(
rel5s , rel

3
s , rel

1
s

)

* Spath = ∅ ∪ {u1} ∪ ∅ = {u1}
• Access right WRIT E to an object f2 is assigned to subjects u1, p1 and

access right READ to u2, p1:
WRIT E :
∗ Path P f2

WRIT E =
(
rel4s , rel

3
s , rel

1
s

)

∗ Spath = {p1} ∪ {u1} ∪ ∅ = {u1, p1}
READ:
∗ Path P f2

READ =
(
r1read

)

∗ Spath = {u2, p1}
• Access right WRIT E to an object f3 is assigned to subject p1:

15 The following results can be different in cases of absence of subjects depending on
deputy relations.

16 u3 is not included in the resulting set of subjects because the attribute-based pred-
icate is not fulfilled.

17 u3 is included in the resulting set of subjects because the value of his attribute fulfills
the attribute-based predicate.
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* Path P f3
WRIT E =

(
rel2s , rel

1
s

)

* Spath = {p1} ∪ ∅ = {p1}
• Access right EXECUT E to an object p1 is assigned to subject u2:

* Path P p1
EXECUT E =

(
r2exec, r

1
exec

)

* Spath = {u2} ∪ ∅ = {u2}
• Access right EXECUT E to an object p2 is assigned to subjects u1, u3:

* Path P p2
EXECUT E =

(
r4exec, r

3
exec, r

1
exec

)

* Spath = {u1, u3} ∪ ∅ ∪ ∅ = {u1, u3}
• Access right EXECUT E to an object p3 is assigned to subject p1:

* Path P p3
EXECUT E =

(
r5exec, r

3
exec, r

1
exec

)

* Spath = {p1} ∪ ∅ ∪ ∅ = {p1}
The definition of a specific access right using (hyper-) relations and language

expressions in conjunction with the organizational model simplifies the mainte-
nance if the company’s organization changes. This is established by the logically
centralized organizational model and the language expressions that are stored
in the hypergraph.

The maintenance effort for applying company policies decreases with HGAC.
In the example, the path P f2

WRIT E =
(
rel4s , rel

3
s , rel

1
s

)
defines the access right

WRIT E assigned to object f2. The subjects resulting from the language expres-
sion DB-Agent(House Damages) WITH damage = "2000" assigned to the rela-
tion rel4s is exclusively valid for object f2.

The relation rel3s with the language expression Head(House Damages) is valid
for the objects f1 and f2. The expression does not have to be stored twice. Thus,
HGAC provides a mechanism to avoid redundancies.

Access rights for new objects in application systems can be integrated at
any point of the access right hypergraph. The user can reuse previously defined
relations and assigned expressions. The user connects the new relation to the
hypergraph. If needed, he assigns a new language expression to get the appro-
priate set of subjects that have access to the new object.

For example, a user adds an object f4 (e.g. financial report for the depart-
ment House Damages) to an application system. The policy for this object
implies that the Head and Clerks of the department House Damages can access
it, but not the DB-Agent. Therefore, the user instantiates a relation of the type
WRIT E and assigns the expression Clerk(House Damages). This new relation
rel6s = ({rel3s}, {f4}, Clerk(House Damages)) originates in rel3s

18 and ends in
object f4. Thus, the policy is defined by reusing existing parts. This avoids
redundancies.

For clarification, all redundant expressions (e.g. DB-Agent (House Damages))
shown in Fig. 4 are “redundantly” written to simplify reading. Such recurring
expressions can be stored in macros, so that changes in the macro affect all
(hyper-) relations that store this macro. Macros avoid redundancies in the defi-
nition of access rights respectively policies with HGAC.

18 rel3s includes Head(House Damages).
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4 Declarative Language

The domain-specific language L(G) is defined by the context-free grammar
G = (N,Σ,P, SG) with the set of non-terminals N , the alphabet Σ with
N ∩ Σ = ∅, the production rules P and the start symbol SG with SG ∈ N (cf.
[8]). Each production rule has the format l → r with l ∈ N and r ∈ (N ∪ Σ)∗.

4.1 Syntax

Non-terminals that expand only to one specific sequence of terminals (keywords)
are represented as e.g. ‘NOT’, ‘WITH’.

The grammar G1 for defining queries is a tuple of:

– The set of non-terminals N1 = {start, query, actor, funits, funit, oudef,
ounits, ounit, relationTokens,withParams, contextDefinition,
attConstraints, kcv, parameter, kvp, id, string}

– The alphabet of terminals Σ1 = {‘a’,‘b’,...,‘z’,‘A’,‘B’,...,‘Z’,‘ä’,‘ü’,‘ö’,‘Ä’,‘Ü’,
‘Ö’,‘0’,‘1’,...,‘9’,‘ ’,‘-’,‘(’,‘)’,‘,’,‘.’,‘*’,‘=’,‘<’,‘>’}19

– The set of production rules P1
20

start → query | query logic query | ε
query → actor|actor ‘AS’ funits
query → query ‘NOT’ query
query → query ‘FALLBACKTO’ query
query → query ‘WITH’ withParams
query → funits ‘(’oudef ‘)’
query → relationTokens ‘(’query‘)’
query → ‘(’query logic query‘)’
query → ‘(’query‘).’attConstraints
actor → ‘*’ |id|string
funits → funit| ‘(’funit logic funit‘)’
funit → ‘*’ |id|string
oudef → ounit|ounits logic ounits
ounits → ounit| ‘(’ounits logic ounits‘)’
ounit → ‘*’ |id|string|ounit ‘SUBS’
relationTokens → (‘ALL’ | ‘ANY’)? id (‘OF’|‘TO’)
withParams → contextDefinition|parameter| withParams ‘,’
withParams
contextDefinition → ‘CONTEXT=’ context (‘,’ context)∗
attConstraints → ‘ATT.’ kcv
kcv → id comp string| ‘(’kcv logic kcv‘)’
parameter → kvp (‘,’ kvp)∗
kvp → id ‘=’ string
logic → ‘AND’ | ‘OR’
comp → (‘=’ | ‘<=’ | ‘>=’ | ‘<’ | ‘>’ | ‘!=’)

19 The terminals derived from the non-terminal string are also included.
20 Meaning of meta-symbols: ? means 0 or 1 and * means 0 to ∞ occurrences.
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id → ([‘a’-‘z’,‘A’-‘Z’] | ‘ ’ | ‘Ä’ | ‘ä’ | ‘Ü’ | ‘ü’ | ‘Ö’ | ‘ö’) ([‘a’-‘z’,‘A’-‘Z’] | ‘Ä’ |
‘ä’ | ‘Ü’ | ‘ü’ | ‘Ö’ | ‘ö’ |[0 − 9]| ‘ ’ | ‘-’)∗

string → ‘"’ id ‘"’
– The set of start symbols SG1 = {start}
The grammar G2 for defining predicates on relations is a tuple of:

– The set of non-terminals N2 = {internal, relPred, parameteratt, context,
parameter, attribute, kcv, logic, id}

– The alphabet of terminals Σ2 = Σ1

– The set of production rules P2
21

internal → relPred| relPred logic relPred|ε
relPred → context|parameteratt| ‘(’relPred‘)’ | ‘(’relPred logicrel
Pred‘)’
parameteratt → parameter|attribute| ‘(’parameteratt logicparameter
att‘)’
context → id| ‘(’context logic context‘)’
parameter → kcv| ‘(’parameter logic parameter‘)’
attribute → ‘ATT.’ kcv| ‘(’attribute logic attribute‘)’

– The set of start symbols SG2 = {internal}
The grammar G is the result of the union of grammars G1 and G2

22. This
equals G = {N1 ∪ N2, Σ1, P1 ∪ P2∪ {sG → start | internal}, {sG}} A language
expression L is syntactically correct if L is derivable starting from the set of
start symbols of the language: L(G) = {L ∈ Σ∗ | SG �∗

G L}. The bottom-up
approach for the syntactical evaluation is also possible.

4.2 Semantics

Language expressions are formulated within or outside of the organizational
model. Within means that the expression is inside of an organizational model
and represents a predicate assigned to a relation. The grammar for the definition
of predicates is G2.

The syntax for queries is defined by the grammar G1. They are the outside
perspective. Application systems pass language expressions to the organizational
model (via organizational server, cf. Sect. 6, Fig. 6). The expression is then eval-
uated on the organizational model which yields subjects.

The semantics of the domain-specific language L(G) is described informally
for brevity. The semantics of queries that are formulated to get the appropriate
set of subjects is the following23 – L(G1):

21 Production rules for non-terminals kcv, logic and id correspond to those in P1.
22 Union of context-free grammars according to [11].
23 Composite access rights can be defined by the concatenation of queries with logical

AND and OR.
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– Based on Structural Relations are queries describing a concrete subject,
e.g. “u1”, subjects having a specific role in a specific organizational unit e.g.
Clerk (House Damages), or subjects having a specific role in any organiza-
tional unit e.g. Clerk(*).

– Separation of Duty is expressed by the NOT-clause mostly used in workflow
management systems, e.g. SUPERVISOR OF(<initiator>) NOT <initiator>,
to prevent the initiator of a process from approving his own request for pur-
chase.

– Prioritization defines primary candidates and an alternative to fall back to.
If the set of primary candidates is empty, the second query is evaluated, e.g.
Clerk (House Damages) FALLBACKTO Head(House Damages).

– Parameter Passing is done using WITH. Application systems pass para-
meters to the organizational model, e.g. DB-Agent(House Damages) WITH
damage ="1000".

– Acting Role describes the role in which a subject acts. This is used to decide
if role-dependent relations are valid, e.g. the deputy relation between u1 and
u2. This deputyship is only valid if u1 acts as Head (cf. Sect. 3.2). There are
different possibilities to formulate such queries. The implicit enumeration of
roles e.g. Head(House Damages) specifies the role Head. The explicit variant
to pass a role to the organizational model when directly naming a subject is
possible with e.g. u1 AS Head.

– Subjects Restricted by Attributes are subjects that fulfill the attribute
constraints. The expression Clerk(House Damages).ATT.HiringYear > "2"
describes the subjects that have been on the job for more than two years.

– Based on Organization-specific Relations that are deputyship, super-
vision and reporting dependencies. This can also be used for audits. If, for
example, all possible deputies have to be listed, the expression ANY DEPUTY
OF(p1) can be used. The possible subjects are u2 and u3, stemming from the
predicated and not predicated deputy relations from p1 and DB-Agent. ANY
ignores predicates (e.g. damage > "1500" or role-dependent predicates). ALL
indicates that the relation is to be followed transitively.

The semantic of predicates on relations that are used to declare organizational
circumstances are24 – L(G2):

– General Validity means that if no predicate is assigned to a relation (ε) it is
always valid, e.g. the deputy relation between the roles DB-Agent and Clerk.

– Based on the Current Context the Subject is supposed to act in,
specific relations can be valid or invalid. This has consequences for organiza-
tional regulations, e.g. u2 can only be u1’s deputy, if u1 acts as Head, not if he
acts as QM-Officer. Another context can be a “purchase”. A predicate is e.g.
purchase.damage >"1500". The deputyship between p1 and u3 is dependent
on the context “purchase”.

– Based on Attributes of the Subjects, subjects can be filtered from the
result set. Relations on the path do not change their validity by this mecha-
nism.

24 Predicates can be based on a combination of context, attributes and parameters.
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– Based on Parameters from application systems, the relations may be valid
or invalid. This directly influences the traversal of relations within the orga-
nizational model.

Discussion. The novel approach HGAC reduces the maintenance effort to zero.
If subjects join, move or leave the company, no changes have to be done concern-
ing access right assignment. The access rights are immediately and automatically
consistent.

On the one hand, this is enabled by the organizational (meta-) model of the
company’s circumstances, cf. Sect. 3.2, and on the other hand by the declarative
language, cf. Sect. 4. The policies are formulated in language expressions that
describe the requirements for access.

The expressions declare queries for policies/access rights in application sys-
tems. They are based on organizational structures (entities and relations) and
consider properties of subjects (attributes).

Additionally, the language is used to define predicates. They are used for
policies that are formulated on relations in the organizational model. The con-
junction of queries and predicates is a powerful tool for defining policies.

Characteristic technical roles, as needed in RBAC, to define the needed poli-
cies/access rights are obsolete. Policies are described by language expressions
and structured using hyperedges in HGAC. Thus, changes – property changes
(e.g. name, hiring year, salary, etc.) and relation changes (e.g. join, move, leave,
new supervisor or deputy relation, etc.) – concerning subjects do not affect the
access right and policy definitions.

If, for example, a subject s ∈ S joins j(s), moves m(s) or leaves l(s) the
company, the effort25 in HGAC maintaining access rights in the application sys-
tems is:

HGACj(s),m(s),l(s) = 0 (15)

The only maintenance effort is in the organizational model, cf. Sect. 5.
Structuring access rights is limited in ACM and RBAC approaches. The

access rights can be structured hierarchically, e.g. for directory rights and con-
tained directories and files. This is an object-centered view. The objects are
generally structured. HGAC favors an operator-centered view. The operators
(i.a. read, write) are structured and the subjects are declared by the language
expressions. This makes it easy to find all subjects that have a specific access
right to a specific object.

5 Case Study

In order to validate and compare the approach, a case study was conducted. Two
objects with access rights assigned using RBAC were evaluated. These objects
are directories on a file server:
25 The effort is identical for relation changes, e.g. adding a supervisor relation in the

organizational model.
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Relation-type

Execute, List, Read

Modify, Execute, List, Read, Write

Full Access, Modify, Execute, List, Read, Write

Admin(University)

Member(Research Department)

Member(Datacenter)

Member(IT
-Infrastructure)

Lecturer(*) OR Student(*) OR Research Assistant(University) 

OR *(Administration)
*(International Office)

Fig. 5. Access Rights of the Case Study in HGAC.

– “Project X” (cf. Table 1) is an arbitrarily selected directory of a research
project.

– “International” (cf. Table 2) is a directory containing resources for academic
international affairs.

Tables 1 and 2 show the permissions that are assigned to different roles for the
objects. They also list the number of subjects that are assigned to the individual
roles. The set R = {full access,modify, execute, list, read, write} defines the
access rights that can be assigned. For brevity, they are denoted in the tables as
{f,m, e, l, r, w} correspondingly.

As can be seen from the amount of subjects, an ACM approach would not be
practical with almost 4000 subjects, even for such a small number of objects26.

A detailed look at the subject assignments revealed a number of inconsisten-
cies:

– Subjects occur multiple times in different roles.
– Subjects are assigned to roles that have more rights than the subject should

have. A student assistant had the role of a researcher.
– The ad-hoc role AD − HOC is a technical role specific to the object “Inter-

national”. It is not used anywhere else and contains a reference to a subject
that does no longer exist in the directory server.

– There exist a number of pseudo-subjects, such as test accounts that allow
system administrators to impersonate members of specific roles.

26 subjects * objects * access rights ≈ 4000 · 2 · 6.
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Table 1. Access Rights on Object
“Project X” by Role.

Rights R Role Subjects in
Role

f, m, e, l, r, w RoleA 16

f, m, e, l, r, w RoleB 13

f, m, e, l, r, w RoleC 42

f, m, e, l, r, w RoleD 4

e, l, r RoleE 13

Table 2. Access Rights on Object “Inter-
national” by Role.

Rights R Role Subjects in
Role

f, m, e, l, r, w RoleA 16

e, l, r RoleF 193

e, l, r RoleG 150

f, m, e, l, r, w RoleH 64

e, l, r RoleI 3983

e, l, r RoleJ 172

e, l, r RoleK 305

e, l, r RoleL 178

e, l, r RoleM 65

m, e, l, r, w AD − HOC 5

– Technical roles (subjects with the same rights) and organizational roles (sub-
jects with the same job position) are mixed arbitrarily.

This list of discrepancies illustrates how error-prone the maintenance of join,
move and leave operations is in RBAC. For each operation, all affected role
assignments have to be maintained. In HGAC, these operations have to be per-
formed once in the organizational model.

Figure 5 shows the hypergraph in HGAC that is equivalent to the represen-
tation in RBAC. For clarity, the different sets of rights {e, l, r}, {f,m, e, l, r, w}
and {m, e, l, r, w} are represented as one relation-type each in the depiction. The
actual hypergraph contains a relation-type per access right.

The key of the representation of an RBAC model in HGAC is the formulation
of the roles as language expressions:

– RoleA represents the IT-administrators of the University: Admin
(University)

– RoleB, RoleC and RoleD are technical roles for members of the Research
Department: Member(Research Department)

– RoleE are employees of the IT-Infrastructure department: Member
(IT- Infrastructure)

– RoleF and RoleG encompass lecturers of the university: Lecturer(*).
– RoleH are employees of the Datacenter department: Member(Datacenter).
– RoleI RoleJ and RoleK represent different types of students, e.g. external

and internal students. As they appear together, they can be represented as
Student(*).

– RoleL represents all administrative employees of the university,
*(Administration).

– RoleM are research assistants of the University, as can be described as
Research Assistant(University).
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System 1 System 2 System n...

Organization 
Server

Query Result

Fig. 6. Organizational Server connected with Application Systems adapted from [20].

– The special role AD−HOC contains all employees of the International Office
of the university. The expression *(International Office) describes them.

6 Conclusion

The approaches ACM and RBAC require extensive maintenance effort
(cf. Eqs. (1)–(3)) to accommodate fluctuating subjects in the company. This
effort is erased in HGAC (cf. Eq. (15)). The language expressions declaring poli-
cies/access rights are more stable over time than total enumeration used by
ACM and RBAC. Access rights are defined in HGAC in a descriptive manner.
The description can be based on organizational structures (i.a. departments, job
functions, supervisor relations) and properties (i.a. name, hiring year, salary).
In addition, parameters from application systems or different contexts can be
decisive. The contexts are defined by the nature of necessary tasks or of com-
mon resources. The organizational model includes the definition of responsible
subjects for the administration of the organizational model itself. This decreases
the workload of administrators and distributes the work to the subjects that
maintain the organizational model.

The subject that joins, moves or leaves the company causes maintenance
effort in all application systems respectively applications which is prone to error.
As a consequence, the definition of consistent access rights that conform to
reality is facilitated.

The concept of HGAC in conjunction with an organizational server solves the
afore-mentioned problems (cf. Fig. 6). The systems hand the language expres-
sions (query) to the organizational server holding the organizational model
of the company. The expressions are evaluated on the model and the set of
authorized subjects are handed back to the system (result). All connected sys-
tems are immediately in synchronization with organizational facts if the new
organizational conditions are modeled in the organizational server. This makes
access rights consistent over various application systems.
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The focus for future research is the extension of the language to overcome
problems resulting from renaming organizational entities. A macro-like mecha-
nism will be examined to have a single point of maintenance for expressions.
Macros remedy the redundant storage of identical expressions. They are refer-
ences to expressions. Only expressions referenced by macros have to be changed.
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Abstract. The problem of data storing in configurable information systems is
solved today by introducing redundancy in the storage structure and interaction
logic between information system and storage. Causes which are forcing
developers of configurable information systems to introduce such a redundancy
are rooted in diverse ways to present system parts and the absence of a single
coherent system model. To avoid redundancy and to create new generation of
configurable information systems an unified abstraction. Studies have shown
that the most appropriate abstraction to a subject area as well as to information
systems is the action abstraction. An information system inherently is nothing
but a reflection of user actions with the help of computer technology.
The paper proposes a new approach to data warehousing in configurable

information systems which is based on the action abstraction and NoSQL
technology. Warehouse model and basic principles of its functioning are
presented.

Keywords: Data storage � NoSQL � Configurable information system �
GlobalsDB

1 Introduction

The transition to a new generation of information systems (IS) [1] - configurable IS
(CoIS) [2], differ both in architecture [3] and the principles of operation [4], causes the
appearance of another data storing principles and ways of its implementation [5].

Setting aside technical and methodological features of development processes an IS
can be considered as a reflection of user actions performed using other means, but with
the same result [6]. We considered classical approaches to a design of flexible software
systems [7], and formulated the following abstract scheme of an IS design process from
the “main abstraction” [8] viewpoint (Fig. 1).

Initial state of a domain is a performing certain actions by user. First step in
transition to an information system is describing user actions in the form of business
process model that is fixing his actions. Depending on design concepts representation
of business processes can vary, but in any case there is the first step to avoiding the
usual to an user “action” abstraction. Next step is representation of a business process
as a set of abstractions describing an information system, which is capable to per-
forming the process. Usually, the set abstractions at the modelling stage is the structural
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(IDEF, DFD) or object (UML) model. At the design and implementation stage
abstractions are interface, business logic and data, which is absolutely not comparable
with user’s “action” abstraction. Despite the fact that as a result we change user action
(performed manually) to end-user action (performed by an information system), the
form of presentation varies significantly. This variety creates a lot of problems, and the
main problem is misunderstanding between an user and a developer. The reasons are
lies in application of classical analysis methods to nonclassical problem for them [9].

In our opinion, the only abstraction that can represent IS in adequate to a domain
and to an user form is the base abstraction for action synthesis (BAfAS) [10]. BAfAS is
the fixed set of characteristics with variable content [11]. Changing content determines
the assignment of actions, while the fixed structure of an action representation (char-
acteristics: element, function, tool, result) allows to use one abstraction throughout the
process of creating an IS - from a study of subject area, prior to an implementation and
an operation of the system [12]. This, in turn, will require different methods of system
analysis and synthesis based on the “action” abstraction. The paper introduces the
concept of configurable information system’s storage based on the “action” abstraction
and NoSQL technologies.

Configurable information system should primarily provide the flexibility to cus-
tomizing, extending and changing functionality with minimal effort [13]. In this con-
text, there is necessity to shift from the traditional IS partitioning to “interface”,
“business logic” and “data” to a common base abstraction [14]. Base abstraction should
be the unified way of an IS representation. For many years there was the problem of
misunderstanding between developer and end-user [15], caused by substitution of
concepts in the implementation of the system: the end-user requires automation of
specific actions or his entire activity, while the developer operates mentioned above
aspects – “interface”, “business logic”, “data” [16].

BAfAS allows to simulate the user activity, but not parts of an information system,
reproducing the user’s actions (as it does a lot of existing methodologies). This is the
principally new viewpoint on information systems [6]. To describe an end-user’s
activity BAfAS uses a simple set of characteristics - elements, functions, tools and
results. Regardless of the detalization level this set stays fixed and represents the shape.
Filling the BAfAS shape with content (specification of elements, functions, etc.) is a
process of construction an action. Actions could form the activity by general charac-
teristics, by binding through “result = element” or by nesting in each other.

Fig. 1. Abstract scheme of the classical IS design process.
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The task different from data storing is arising [17]. There is necessity to storage of
action types, filling content and implementation of which will allow to obtain tradi-
tional data facts (i.e. stored named values). Action types and actions (as a reflection of
the user work with information system), always consist of a fixed set of characteristics
and have enhanced binding possibilities [18] laid down in the BAfAS. The set of stored
action types and actions is not simply the result of the user work with IS, but also the IS
configuration. Filling the structure of action type with content is the process of con-
figuring an IS. Performing of action and remembering this process is a reflection of the
user work with IS. The configurable information system’s storage should have the next
number of new properties:

• Shifting the focus in storage: key aspect is action type (reflects configuration of the
IS) and the action itself (lead to obtain the fact), not some fact taken separately
(result of action);

• Expansion of the connection’s significance between stored objects. In the classical
approach the relationship between instances of stored data objects means their
mutual affiliation. In the case of storing actions connection determines the sequence
of steps in automated end-user activity.

The possibility of using widespread data storage technologies for obtaining of the
above properties requires analysis. In the paper we represent CoIS storage concept that
are based on the BAfAS and NoSQL-technologies. The action storing model and
requirements to CoIS storage is formulated in the second section. The third section
presents the results of data storage technologies analysis in case of their application to
solve described problem. The fourth section describes a conceptual model of CoIS
storage.

2 The Model of Action Representation in Configurable
Information Systems

The data model (the most close in meaning term) includes three aspects [19] - data
structure, data manipulation rules and tools to ensure integrity. At the stage of for-
mulating action storage conception in CoIS we will focus on the structural aspect. The
use of classical approaches for creating configurable information systems invariably
leads to complication turnkey solutions from a technical point of view [20]. Despite the
apparent simplicity of operation configurable systems, their support without the
involvement of technical experts is difficult.

One reason for the complexity of created solutions is no single view (abstraction)
on an IS. Consequence of this is multiple interfaces to make an adequate state of system
components (e.g., ORM-layer, resulting a relational database adequate to the object
model). The system should be presented in a unified manner to resolve this issue. This
manner could be a base abstraction, which is a reflection of user’s actions. Base
abstraction should be used to present both logic of interaction with user, stored action
results and configuration of the system itself. The actions that can be performed, but
does not include values of characteristics represent the system configuration. Actions
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that have been performed with certain values of characteristics - represent the result of
user work with the information system [6].

Consequently, the model of action representation in configurable information
system, being adequate to unified BAfAS model, should use the action as a basic
storage unit. From the structural aspect in the model of action representation can be
distinguished: action type, action (performed), constant.

Action type is a reflection of the user’s work unit, expressed by:

• used elements:
• applied functions;
• tool that regulates rules of applying functions to elements;
• the result that can be obtained by performing the action.

Result corresponds to the purpose of action implementation. It should be noted that
the action type has only specified the expected outcome in the form of performing
goals, while the value of the result appears after the action implementation. Action type
is the basic unit of storage and representation in configurable information system. An
example of the user’s action type can be “calculation of the monthly wage of an
employee” (Fig. 2).

As elements the action type uses information on number of days worked (which in
turn is the result of Action type “counting the number of days worked”) and infor-
mation about the cost of one working day (which is the constant - action type with
non-specified elements, functions, and tools, but with specified result value). As
functions the action type uses the mathematical operator “multiplication”. The tool in
this case is a multiplication rule, included in one of the system modules.

In case of representing a system as actions erased a clear separation on the “data”,
“business logic” and “interface”. The IS model becomes more adequate to picture of
the real world. Described action type can be repeatedly reproduced to calculation of the
monthly wage. In such context, the action type is much like the concept of the function
in a programming language, but unlike function the action is not a fragment of code

Fig. 2. Action type “calculation of the monthly wage of an employee”.
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which access data and GUI across multiple interfaces. Action is independent stored
element, which can be configured and used as a source of values.

Action is a result of performing the action type at any point in time, containing
specific values of all characteristics, including the value of result (Fig. 3). In the context
of above described example, the action can be a particular employee wages for a
particular month. BAfAS will allow to store not only the wage value, but also its
production process. This largely enhances the warehousing possibilities in terms of
maintaining the integrity and historicity changes.

Constant is a special case of the action type, which does not have the content of
elements, functions and tools, the combination of which allowed us to obtain the result
value (Fig. 2).

From structural viewpoint the model of action representation in configurable
information system differs from the currently known data models and requires alter-
native ways to implement. More in detail the differences are presented in the next
section.

3 Analysis of the Applicability for Existing Storage
Technologies

In order to evaluate the applicability of existing storage technologies for configurable
information system we denote key requirements dictated by the model of action rep-
resentation [21]:

• Fixed structure of action representation. Regardless of the action content, it must
always be presented in four characteristics - elements, functions, tools and results.

• Any of action characteristics actions may have no content or the content may be
presented by a plurality of elements with different types;

Fig. 3. Action “particular employee wages for a particular month”.
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• As the value type for each of characteristics (except the result) may be action results
or a whole action. Herewith in particular action can be used as single types, and
various combinations thereof.

The basic storage unit should meet these requirements, because in the other case it
will again cause a problem complicating the system [22], and may also exhibit negative
performance [23]. From the many created for today data storage technologies clearly
the declared basic storage unit only have two - relational and object-oriented. In the
first case the basic storage unit is a relation that allows to group and record the
individual facts. In the second case, the basic storage unit is a class that contains a set of
attributes and operations. Results of analysis mentioned above data storage technolo-
gies from the viewpoint of BAfAS implementation are shown in Table 1.

None of the submitted data storage technology is not able to meet the requirements.
This is a consequence of the narrow focus and it affects the final form of the base
storage unit [24].

To meet the model requirements configurable information system’s storage tech-
nology can be obtained in one of two ways:

• development of its own storage technology which has adequate representation in the
form of action;

• use of existing storage technologies, allowing to independently define the base
storage unit structure.

First method is more efficient in terms of the final result, second method has fewer
risks and deadlines. As part of the study is expected to first carry out optimization and
testing of the model on existing technologies, and then go on to create their own
technology.

Table 1. Results of analysis.

Requirement Relational technology Object-oriented technology

Fixed structure Unavailable. The structure of
relationship is determined at
the time of its setting on
domains, the number of which
can be arbitrary

Available. Class is always
represented by the name,
attributes and methods

Multiple values of
characteristics

Unavailable. Relation instance
contains one value of each
domain

Partially available. Class
instance is characterized by a
specific attribute values. The
problem can be solved by
complex data types

The multiplicity of
values types for a
single
characteristic

Unavailable. Each domain is a
separate data type

Partially available. Class
attribute has a specific value
type. The problem can be
solved by complex data types
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For today there is a whole class of models and data storage technologies, combined
by the term NoSQL [25]. These solutions include next types: family of columns,
key-value, document-oriented etc. Because information systems are focused on factual
information storage, document-oriented ways of presenting information is not appli-
cable, in addition, they require additional processing after extraction of information
(document) from the storage. Actions have a clear structure and themselves, in turn,
form a complex structure - user activity. Therefore, the key-value technology is not
applicable too, since storage is not natively focused on associated data objects. Men-
tioned requirements are met by column family-based types of NoSQL storage.

NoSQL storages oriented to work with families of columns have different ways of
presenting data [26]. Of greatest interest are so-called schema-free systems [27, 28],
wherein the base storage unit has no deterministic structure of representation. The unit
structure can be initially set in the adequate to configurable information system form.
Such systems use basically principles laid down in the hierarchical and network data
models - each data object is a sparse hierarchical tree of elements. Next, consider the
conceptual model of the configurable information system’s storage based on
NoSQL-technology.

4 Conceptual Model of the Configurable Information
System’s Storage

Both action types and actions must meet BAfAS requirements. In this connection,
convenient to introduce the storage concept as a multi-layered storing system of actions
(Fig. 4). The base of the storage (also the basic storage unit and the first layer) is an
BAfAS, consisting of four characteristics - elements, functions, tools and results.

Fig. 4. Conceptual model of the configurable information system’s storage.
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The next layer is the system configuration, expressed by action types. Each action
type is the result of applying the basic abstraction to non-automated user activity.
Action type contains elements, functions and tools, which implementation will lead to
obtain the target result. Every action type can be repeatedly reproduced thereby will be
memorized actions reflecting the user work with the system.

The system configuration representing by connected action types (base layer) are
created once at the configuring stage. During the IS operation we are building up the
layers reflecting results of a different action types in variable contexts (secondary
layer). Each secondary layer is a result of action types implementation fixed at a certain
point in time. Horizontal upbuilding of the base layer occurs during system configu-
ration by adding new action type. Vertical upbuilding occurs in IS operation (in new
times we perform action types from the base layer). Multi-layered character of the
storage is a consequence of using the unified abstraction in the process of creating and
operating the system. Next consider models of action type, action and constant taking
into account the NoSQL technology.

Figure 5 shows the model of BAfAS representation in NoSQL configurable
information system’s storage. Action type is formed through the common pattern (base
abstraction for action synthesis), which includes the name of the action, and a list of
four characteristics with their constituent components. Result in the description of
action type is degenerate, since the action is described, but not yet implemented. Due to
schema-free technology the number of components and their types can be determined
dynamically.

Action, in contrast to an action type, has values of characteristics. Each value is
accompanied by a time-stamped obtaining or assignment. Action also store the result of

Fig. 5. Model of BAfAS representation in NoSQL configurable information system’s storage.
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its implementation, and the timestamp of result value is considered as the moment of
action implementation. Constants are a particular example of an action type, because
they are recorded at the configuration stage. They have degenerated characteristics of
elements, tools and functions and contain only the result with the timestamp.

As we seen in Fig. 5, each base storage unit is a named tree that describes the user
action. Inside a node may be hierarchy describing the embedding of actions at each
other and allowing to describe complex user activities.

Described above components are basic components of the conceptual model of the
configurable information system’s storage. Storage itself is done at the expense of
hierarchical trees constructing. Next, the example from of the first part shows the
general concept of the storage (Fig. 6).

Storage is logically divided into two aspects - configuration and operation.

• The configuration aspect is those components that can be reused for the repro-
duction of user activity. This includes action types that reflect the user’s work. They
comprise the specification of characteristics (elements, functions and tools), but
they do not contain specific values. Also the configuration aspect include constants,
as they contain pre-defined during configuration values and do not reflect the user’s
work.

• The operational aspect is action types from a configuration aspect, supplemented by
value of specified characteristics and implementation results. Thus the operational
aspect represents the actions performed by the user within information system. Each
characteristic’s value is accompanied by a timestamp. The action implementation
time is determined by the result’s timestamp.

User work with the system

User work with the system

Information system configuration

Information system configuration

Calculation of the 

monthly wage 

Results

Elements

Days worked

Rate of payment

Functions

Tools Multiplying rule

9500

15.09.2014 21:06:00

15.09.2014 21:05:00

Counting of days 
worked

Result

Elements

Days in the month

Days off

Truancies

Functions

Tools Subtraction rule

19

01.09.2014 15:00:00

31

01.09.2014 15:00:00

10
01.09.2014 15:00:00

Days in the month
«Subtract»

Days off
«Subtract»
Truancies

01.01.2008 10:00:00

2
01.09.2014 15:00:00

«Subtract»
«-»

01.01.2008 10:00:00

The value of the 
base rate of pay for 

one day

Result

Tools

Functions

Elements

500

21.04.2012 10:37:00

“Multiply”
«*»

01.01.2008 10:00:00

Days worked 
«Multiply» 

Rate of payment

01.01.2008 10:00:00

Fig. 6. Example of filling NoSQL storage of configurable information system.
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Drawing an analogy with object-oriented and relational technologies it can be said
that the action type (by destination) is like a class (entity), and the action is like an
object (entity instance). However, unlike entities and classes the action storage model
has significantly greater opportunities:

• it is more dynamic;
• it has more semantics than the current data models;
• it is more adequate to picture of the real world.

Main ideological difference of the proposed storage is that it is not based on a set of
separated actions, but on BAfAS, which allows to receive various types of user actions
for further reproduction.

The proposed storage allows the use of different types of characteristic’s values,
thereby building a sequence of action types, the implementation of which leads to a
result (data fact). By using BAfAS we met requirements of the action representation
model in configurable information system, and also the conditions for its implemen-
tation without additional funds to bring an adequate form (interfaces). The possibility
of “growth” at the expense of schema-free allows unlimited detalization of actions. It
also allow to describe complex activities.

Fig. 7. Pattern “Action abstraction” in a NoSQL storage.
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5 NoSQL Patterns for Warehouse Implementation

Implementation of storage is carried out on the base of GlobalsDB DBMS [27, 28].
A key feature of this solution is the full supporting of schema-free approach. At the
heart of the repository are permanently stored global variables – globals.

The approach to implementation of described storage model is based on creation of
a special data structure. This structure is a multidimensional sparse array. Structural
elements of the array are the metrics chosen to describe the subject domain. In our case,
this metrics - user action’s characteristics.

In accordance with the ideology of action abstraction, it is subdivided into ele-
ments, functions, tools and result. Action abstraction (Fig. 7) is a basic pattern for the
model of user actions delegated for an information system. Action abstraction can take
next forms: action type, action, and constant (as described in Sect. 2).

Connection of actions are carried out by a special system “IS_A_RESULT” global.
The value of “IS_A_RESULT” global is a link to other global containing desired value.
There is an important feature in representing a system by set of actions - any char-
acteristic of action abstraction may be the result of another action. This significantly
extends classical representation of data processing, which applies only one connection
type – “result-element”.

Fig. 8. User’s actions tree.
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Creation of user actions model is a process of sequential building the tree by
instances of the pattern “action abstraction”. So, to set described payroll model was
created next actions tree (Fig. 8).

This tree contains both the specification and user actions in the form of their types,
and results of actions. The system configuration layer in the form of the action types is
described by using globals with prefixes named TD*. Results of system working
process are store in globals prefixed name RESULT_ *, where “*” is an absolute time,
set at the time of result obtaining. This set of globals is a preliminary stage of operation
of the repository.

6 Conclusions

For today the creation of flexible information system is the process of introducing
redundancy in the storage structure and interaction logic between information system
and storage. Such redundancy is a result of application of classical analysis methods to
nonclassical problem for them. It creates a lot of difficulties - from the loss of pro-
ductivity due to overhead costs to the reduction of fault-tolerance.

The paper proposed the basis for storing data in the cardinally new way – by using
abstraction of action synthesis (BAfAS) because of an information system inherently is
nothing but a reflection of user actions with the help of computer technology.
Accordingly, a model of information system is a set of complexly linked actions. And
the process of its creation - is a realization of user action properties with the help of
computer technology. Similar to the information system model, a reflection of user’s
works with the system are also a sequence of committed actions.

Since an information system model and the user’s actions are represented by a
single abstraction and have dynamic in nature, they are needed to be kept in a uniform
way. The aim of storing in this case is different from the existing today. We don’t need
to store individual values. Data warehouse of configurable information system should
allow to memorize a set of complexly linked actions with the possibility of its multiple
executions.

Representation of configurable information system, storing of its configuration and
its operating results as a set of actions will eliminate currently existing problems, such
as: growth of the technical complexity with enhancing flexibility, misunderstanding
between end-user and developer, extraction requirements, etc.

BAfAS allows to bring the storage to a new level - data semantics, their occurrence
are clearly documented in a readable form for an user. This in turn has a positive effect
on both the modeling process, and the process of operation and improvement of the
system by end-user.

The model of action representation in configurable information system and storage
model proposed in this paper have the following advantages:

• Storing data in an adequate form to information system model;
• Eliminate the need for additional mechanisms of transformation and interfaces

between the storage and information system.
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Described NoSQL storage prototype shows, that idea of whole system represen-
tation by actions has real possibilities of implementing. But anyway there is a signif-
icant list of challenges to be solved for storage creation. This list consist of next major
items:

• the creation of set of stored procedures to implementation of manipulation rules for
user actions and its structure;

• developing of “action integrity” similarly to data integrity. Cause there is more
complex dependencies between actions;

• developing of case tools for modeling the whole information system in terms of
actions.

There is one problem in flexible data storing that was already solved by NoSQL
schema-free technologies. It allows to realize high-performance solutions devoid of
drawbacks structure-independent databases [17, 21].
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Abstract. Modern database systems are very often in the position to
store their entire data in main memory. Aside from increased main
emory capacities, a further driver for in-memory database system has
been the shift to a column-oriented storage format in combination with
lightweight data compression techniques. Using both mentioned software
concepts, large datasets can be held and efficiently processed in main
memory with a low memory footprint. Unfortunately, hardware becomes
more and more vulnerable to random faults, so that e.g., the probabil-
ity rate for bit flips in main memory increases, and this rate is likely
to escalate in future dynamic random-access memory (DRAM) mod-
ules. Since the data is highly compressed by the lightweight compression
algorithms, multi bit flips will have an extreme impact on the reliabil-
ity of database systems. To tackle this reliability issue, we introduce
our research on error resilient lightweight data compression algorithms
in this paper. Of course, our software approach lacks the efficiency of
hardware realization, but its flexibility and adaptability will play a more
important role regarding differing error rates, e.g. due to hardware aging
effects and aggressive processor voltage and frequency scaling. Arith-
metic AN encoding is one family of codes which is an interesting can-
didate for effective software-based error detection. We present results
of our research showing tradeoffs between compressibility and resiliency
characteristics of data. We show that particular choices of the AN-code
parameter lead to a moderate loss of performance. We provide evaluation
for two proposed techniques, namely AN-encoded Null Suppression and
AN-encoded Run Length Encoding.

1 Introduction

Data management is a core service for every business or scientific application
in today’s data-driven world. The data life cycle comprises different phases
starting from understanding external data sources and integrating data into
a common database schema. The life cycle continues with an exploitation phase
c© Springer International Publishing Switzerland 2016
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by answering queries against a potentially very large database and closes with
archiving activities to store data with respect to legal requirements and cost effi-
ciency. While understanding the data and creating a common database schema
is a challenging task from a modeling perspective, efficiently and flexibly storing
and processing large datasets is the core requirement from a system architectural
perspective [17,28].

With an ever increasing amount of data in almost all application domains, the
storage requirements for database systems grows quickly. In the same way, the
pressure to achieve the required processing performance increases, too. To tackle
both aspects in a consistent uniform way, data compression as software concepts
plays an important role. On the one hand, data compression drastically reduces
storage requirements. On the other hand, compression also is the cornerstone
of an efficient processing capability by enabling “in-memory” technologies. As
shown in different papers, the performance gain of in-memory data processing
for database systems is massive because the operations benefit from its higher
bandwidth and lower latency [1,6,14,18].

Aside from the developments in the data compression domain, the hardware
sector has seen important developments, too. Servers with terabytes of main
memory are available for a reasonable price, so that the entire data pool in a
compressed form can be kept and processed completely in main memory. In order
to increase main memory density and to put more functionality into integrated
circuits (ICs), transistor feature sizes are decreased more and more. On the one
hand, this leads to performance improvements in each hardware generation. On
the other hand, ICs become more and more vulnerable to external influences
like cosmic rays, electromagnetic radiation, low voltages, and heat dissipation.
Data Centers already face crucial error rates in dynamic random-access memory
(DRAM) [13,25] including multi bit flips which cannot be handled by typical
SECDED1 ECC DRAM anymore. These error rates are likely to increase in the
future, and will become a major challenge for in-memory database systems. We
argue that ECC DRAM alone is not the silver bullet, because the employed
codes are statically integrated into hardware with fixed parameters.

Generally, the field of error correcting codes as well as the field of data com-
pression techniques are well-established. In order to tackle the above mentioned
resiliency challenge for in-memory database system, we propose to tightly com-
bine existing techniques from the corresponding files in an appropriate way:
resiliency-aware data compression techniques. Of course, our software approach
lacks the efficiency of resiliency-aware hardware realization like ECC DRAM,
but its flexibility and adaptability will play a more important role regarding
differing error rates, e.g., due to hardware aging effects and aggressive proces-
sor voltage and frequency scaling. Our main idea is to minimize the amount of
useful information (bits)—using data compression—which are then enriched by
redundant information (bits) to protect against bit flips. As a side constraint,
our resiliency-aware compressed data should allow to directly work on that data
representation without explicitly decompressing and re-encoding the data. This

1 Single-error correcting and double-error detecting.
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constraint is important to achieve query processing performance expected by
in-memory database systems. Furthermore, error detection should be possible in
an online fashion, so that wrong results can be excluded to a well-defined degree.

Our Contribution. To show the potential and challenges in this research direc-
tion, we present our first research results in this paper. From the field of error
correcting codes, we have chosen the family of arithmetic AN codes as a very
promising alternative (or complementary) to ECC DRAM, since its very nature
allows to do arithmetic operations – including comparisons – without the need
of decoding. Consequently, arithmetic AN codes are suitable for both transac-
tional and analytical database workloads. From the data compression domain, we
decided to use two heavily-used lightweight techniques: Null Suppression [1,22],
and Run Length Compression [1]. In detail, our contributions are as follows:

1. We show how to tightly combine arithmetic AN encoding with Null Suppres-
sion [1,22], and Run Length Compression [1] as concrete examples for our
resiliency-aware data compression techniques or AN-encoded lightweight data
compression techniques. As we are going to show, the combination approach
differs and depends on various factors.

2. We introduce our AN-encoded data compression techniques in our data com-
pression modularization concept. Generally, our modularization concept offers
an efficient and an easy-to-use way to describe, to compare, and to adapt
(AN-encoded) lightweight data compression techniques.

3. We provide an analysis of how the basic parameter A of AN encoding can be
chosen to detect various amounts of bit flips.

4. We show that there are “good” As with very low performance penalties to
enable online error detection for compressed data.

5. We provide a performance evaluation for the “good” As for both AN-encoded
Null Suppression and AN-encoded Run Length Compression.

Outline. The remainder of this paper is structured as follows: In Sect. 2, we
present related work with a brief overview of existing lightweight compression
techniques and give a detailed insight into AN encoding in Sect. 3. Then, we
present how to integrate AN encoding with two compression schemes in Sect. 4.
Next, we present our evaluation in Sect. 5, where we discuss “good” As and
provide throughput comparisons for one of the “good” As. Finally, we conclude
the paper in Sect. 6.

2 Related Work

Before we present our novel approach of resiliency-aware data compression tech-
niques, we briefly review related work on (1) lightweight data compression tech-
niques frequently used in-memory database system in Sect. 2.1 and (2) generic
and database-specific resilience mechanism in Sect. 2.2 and 2.3.
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2.1 Lightweight Data Compression Techniques

In the area of conventional data compression a multitude of approaches exists.
Classic compression techniques like arithmetic coding [31], Huffman [12], or
Lempel-Ziv [32] achieve high compression rates, but the computational effort is
high. Therefore, those techniques are usually denoted as heavyweight. Especially
for in-memory database systems, a variety of lightweight compression algorithms
has been developed. These achieve good compression rates similar to heavy-
weight methods by utilizing context knowledge, but they require much faster
compression and decompression.

The main archetypes or classes of lightweight compression techniques are
dictionary compression (DICT) [2,5,16], delta coding (DELTA) [18,22], frame-
of-reference (FOR) [7,33], Null Suppression (NS) [1,21,22,27], and Run-Length
Encoding (RLE) [3,22]. DICT replaces each value by its unique key. DELTA
and FOR represent each value as the difference to its predecessor or a certain
reference value, respectively. These three well-known techniques try to represent
the original data as a sequence of small integers, which is then suited for actual
compression using a scheme from the family of NS. NS is the most well-studied
kind of lightweight compression. Its basic idea is the omission of leading zeros
in small integers. Finally, RLE tackles uninterrupted sequences of occurrences
of the same value, so-called runs. In its compressed format, each run is repre-
sented by its value and length, i.e., by two uncompressed integers. Therefore,
the compressed data is a sequence of such pairs.

2.2 Generic Resilience Mechanisms

Increased memory density, decreased transistor feature sizes and more are major
drivers in the area of hardware development. On the one hand, this leads to per-
formance improvements in each hardware generation. On the other hand, the
hardware becomes more and more vulnerable to external influences. As sev-
eral researches have already stated, especially main memory becomes a severe
cause for hardware based failures [13,15,19,25,26]. These errors can be classi-
fied into static or hard errors as permanently corrupted bits and dynamic or soft
errors as transiently corrupted bits. In particular, dynamic errors are produced,
e.g., by cosmic rays, electromagnetic radiation, low voltage and increased heat
dissipation.

While dynamic error rates are still quite low, it is predicted that they increase
substantially in the near future [13]. Moreover, dynamic errors already have a
significant impact on large-scale applications on massive data sets. The field
of fault tolerance against dynamic memory errors is not new and several tech-
niques are well-known. A generally applicable approach is executing the same
computation multiple times. In this case, any dynamic error can be detected by
comparing the final results – except when both results have the very same error
which is just assumed to not happen. The most well-known technique in this
class is Triple Modular Redundancy. Error detection and error correction codes
represent a second class. In this case, the coding schemes introduce redundancy
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to the data [20]. Regarding DRAM bit flips, the most commonly used app-
roach is hardware-based (72,64)-Hamming ECC [20], which realizes single-error
correction and double-error detection (SECDED). Many other general coding
algorithms are available, whereas the enhanced coding schemes are more robust,
however their coding results in higher memory overhead and higher computa-
tional costs. Generally, the major problem of ensuring a low dynamic error prob-
ability by employing generally applicable techniques is dramatically increasing
costs for memory and computational power.

2.3 Database-Specific Resilience Mechanism

In the past, several techniques have been presented to deal with certain error
classes. To our best knowledge, no research was done in the field of databases to
protect in-memory data against arbitrary bit flips, except our own investigations
on error detecting B-Trees [15]. We presented software based adaptations for
B-Trees, a widely used database index structure, to cope with increasing bit
flip rates in main memory. We showed that pointer sanity checks, parity bits
and checksums can deliver comparable or better error detection on commodity
hardware compared to ECC hardware, since they are able to detect more than
2 bit flips in 8-byte words. Furthermore, we showed that checksums are able to
detect more bit flips and provide higher reliability which is highly desired for
database systems.

In the field of databases, other relevant related work mainly concentrates on
handling errors during I/O operations, or regards situations where the system
inadvertently writes to wrong memory regions, e.g. due to software bugs like
buffer overflows or broken pointers. For instance, [8,9] harden also the well-known
B-Tree and variants against errors during I/O operations or against certain other
tree corruptions. On the one hand these techniques are offline methods, which
means they are periodically executed. On the other hand, they may be very
heavy-weight, especially when comparing entries between several indices, and
may not be suited for online error detection. Furthermore, bit flips may lead
to false positives and false negatives when querying such trees between these
maintenance checks.

Sullivan et al. [29] deal with corruptions due to arbitrary writes by employing
hardware memory protection for individual pages. Memory pages are protected
using hardware directives and the protection is removed only when accessing the
pages through a special interface. The routines for protecting and unprotecting
require kernel calls which leads to high performance penalties. Additionally, while
a page is unprotected other threads may still corrupt data. Furthermore, this
does not help against bit flips as they are not induced by stray writes, but by the
hardware itself. Furthermore, Bohannon et al. [4] handle the case for in-memory
database systems by computing XOR-checksums over certain protected memory
regions. A codeword table is maintained which stores the original checksums.
Pages are then later validated against this table. This again helps detecting
undesired, arbitrary writes, but bit flips may corrupt the codeword table and,
e.g., correct pages may then mistakenly be regarded as corrupted.
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3 Error Detection by Arithmetic Codes

To tackle our vision of resiliency-aware data compression techniques, we decided
to utilize arithmetic codes2 as our resilience technique in a first step. Arithmetic
codes are a long known technique to detect hardware errors at runtime caused
by transient (e.g., dynamic bit flips) and permanent (e.g., stuck-at-1) hardware
faults [23]. This is achieved by adding redundancy to processed data, i.e., a larger
domain of possible data words is created. The domain of possible words contains
the smaller subset of valid code words – the so-called encoded data items. Arith-
metic codes are preserved by correct arithmetic operations, that is, a correctly
executed operation taking valid code words as input produces a result that is
also a valid code word.

3.1 Basic Idea of an Encoding

The underlying idea of AN encoding is simple: multiply each data word n by a
predefined constant A, i.e., the code word n̂ is computed as:

n̂ = n · A (1)

As a result of this multiplication (encoding), the domain of values expands such
that only the multiples of A become valid code words, and all other values
are considered non-code. As an example, if one wants to encode a set of 2-bit
numbers {0, 1, 2, 3} with A = 11, then the set of code words is {0, 11, 22, 33},
while 1, 10, 34 are all examples of non-code words.

If a bit flip affects an encoded value, the corrupted value becomes non-code
with a probability of (A− 1)/A. If n̂ = 11 and the least significant bit is flipped,
then the new value n̂er = 10 and is non-code. To detect this fault, we have to
check if the value is still a multiple of A:

n̂ mod A = 0 (2)

Finally, to decode the value, we have to divide the code word n̂ by A:

n = n̂/A (3)

For any given native data width X – usually X ∈ {8, 16, 32, 64} – processors’
integer arithmetic modular arithmetic, i.e. the equation a ∗ b = c implicitly
transforms into |a∗b| ≡ |c| mod 2X for unsigned integers, or a∗b ≡ c mod 2X−1

for signed integers. By that, for several A’s there exists a multiplicative inverse
A−1 so that

n = n̂/A = n̂ ∗ A−1 (4)

For instance, 641−1 ≡ 6700417 mod 232 and Table 1 lists the available inverses
for 32-bit unsigned integers for the given A’s – in our case any even number has
no inverse. Consequently, for some A’s the division is replaced by a multiplication
which is usually much faster on modern processors.
2 Please note that some codes for lossless data compression are also called arithmetic

codes. These are not equivalent with the ones used throughout this paper.
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3.2 Beneficial Features of an Encoding

Generally, arithmetic code or AN-encoding offers some features that are benefi-
cial for database systems. One of the features of AN encoding is the ability to
directly process encoded data, i.e., there is no need to decode values before work-
ing on them. Most database-related operations can be performed on encoded
values; these operations include addition, subtraction, negation, comparisons,
etc. For example, the addition of two valid code words 11 + 22 = 33 produces
an expected code word, and 11 is less than 22 just like their original counter-
parts. Encoded multiplication and division are also possible, but require some
adjustments.

This encoded processing feature is beneficial for in-memory database systems.
AN-encoded data words can be read from main memory, processed using com-
plex queries and stored back without the need for intermediate decoding, which
reduces the overhead for resiliency mechanism. Examples of database operations
on encoded data include scans, projections, aggregate computations, joins, etc.

3.3 Application Challenge

AN encoding is an arithmetic encoding scheme, allowing certain arithmetic oper-
ations directly on encoded data with relatively little overhead as well as mul-
tiplication and division with higher overhead. However, AN encoding does not
pose any restrictions on a value of A. This constant must be carefully chosen
to suit the needs of a particular application. The choice of A affects three para-
meters: fault coverage, memory footprint, and encoding/decoding performance.
As a rule of thumb, greater values of A result in higher fault coverage, higher
memory footprint and worse performance. The challenge is to find an A provid-
ing sufficiently high fault detection rate at a low cost of memory blow-up and
performance slowdown.

In general, some “good” A’s with the best trade-offs can be found. In terms
of fault coverage, there is no known formula to find the best A, so the researchers
resort to experimental results [11]. Memory blow-up depends on the size of
A in bits; for example, encoding one 22-bit integer with a 10-bit A requires
22 + 10 = 32 bits, i.e., an increase of 45%. Finally, performance slowdown
can be negligible during encoding (since multiplication requires only 2 − 3 CPU
cycles, see the note on multiplicative inverses above), but can be a bottleneck
during checks and decoding (since division is an expensive CPU instruction). To
alleviate this decoding impact, A must be chosen such that the division operation
is substituted by a sequence of shifts, adds, and multiplies [30].

4 Resiliency-Aware Data Compression

To the best of our knowledge, nowadays no additional information is added to
explicitly detect bit flip corruption of compressed data in main memory data-
base systems. In order to tackle an increasing bit flip error rate, in particular
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for dynamic errors, we want to tightly combine techniques from both fields of
lightweight data compression and resilience techniques like AN encoding. On the
one hand, lightweight data compression reduces or eliminates data redundancy
to represent data using less bits. On the other hand, resilience techniques intro-
duces data redundancy to detect bit flips. Therefore, both fields have opposing
aims and combined approaches have to be carefully designed, so that benefits
of both fields remain. Anyways, by compressing data, (almost) exclusively those
bits which contain actual information are taken into account by the AN-encoding
process. As we are going to show later, based on a well-defined and specific app-
roach, the overhead of resiliency-aware data compression is less compared to
uncompressed data, so that the approach is beneficial for database systems.

As next, we are going to present two specific AN-encoded compression scheme
extensions: (i) AN-encoded Null Suppression in Sect. 4.1 and (ii) AN-encoded
Run-Length Compression in Sect. 4.2.

4.1 AN-encoded Null Suppression

Null Suppression (NS) is the most well-studied kind of lightweight data compres-
sion technique. Its basic idea to the omission of leading zeros in small integers.
This technique further distinguishes between bit-wise and byte-wise null sup-
pression where either all leading zero bits or leading zero bytes containing only
zero bits are stripped off. Usually, some kind of compression mask denotes how
many bits or bytes were omitted from the original value. Decompression works
by adding the leading zeros back.

Fig. 1. Compression Scheme for Modularization for AN-encoded Null Suppression.

General Idea

The general idea of our AN-encoded Null Suppression technique is illustrated in
Fig. 1. The illustration is based on our modularization concept for lightweight
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data compression methods [10]. Our scheme is a recursion module for subdi-
viding data sequences several times. The first module in each recursion is a
Tokenizer splitting the input sequence in finite subsequences or single values
at the finest level of granularity. For that, the Tokenizer can be parameterized
with a calculation rule. The finite output sequence of the Tokenizer serves as
input for the Parameter Calculator, which is our second module. Parameters
are often required for the encoding and decoding. Therefore, we introduce this
module, whereas this module knows special rules (parameter definitions) for the
calculation of several parameters. Our third module as depicted in Fig. 1 is the
Encoder, which can be parameterized with a calculation rule for the processing
of an atomic input value, whereas the output of the Parameter Calculator is
an additional input. Its input is a token that cannot or shall not be subdivided
anymore. In practice the Encoder gets a single integer value to be mapped into
a binary code. The fourth and last module is the Combiner. It determines how
to arrange the output of Encoder together with the output of the Parameter
Calculator. Generally, these four main modules including the illustrated assem-
bly in Fig. 1 are enough to specify a large number of lightweight data compression
algorithms.

Our AN-encoded Null Suppression algorithm works as follows and is depicted
in Fig. 1: We use a very simple Tokenizer outputting single integer values of
an input data sequence. This Tokenizer instance can be characterized as data
independent and non-adaptive, whereas only the beginning of the data sequence
has to be known. For each value, the Parameter Calculator determines the
number of necessary bytes (omission of leading zero bytes), whereas each value
is multiplied by an value A for resiliency before. The corresponding formula is
depicted in Fig. 1. The determined number of bytes is used in the subsequent
Encoder to compute the bit representation of the AN-encoded value. The binary
representations for whole compressed AN-encoded values are concatenated in the
Combiner, symbolized by a star. That means, our AN-encoded Null Suppression
technique encodes the values first and compresses afterwards. The compression
mask itself is also AN-encoded.

SIMD-Based Implementation

In recent years, research in the field of lightweight data compression has mainly
focussed on the efficient implementation of the techniques on modern hardware
e.g., using vectorization capabilities of modern CPUs (SSE or AVX extensions).
Schlegel et al. [24] presented 4-Wise Null Suppression as vectorized version.
4-Wise NS eliminates leading zeros at byte level and processes blocks of four
integer values at a time. During compression the number of leading zero bytes
of each of the four values is determined. This yields four 2-bit descriptors, which
are combined to an 8-bit compression mask. The compression of the values is
done by a SIMD byte permutation bringing the required lower bytes of the
values together. This requires a permutation mask, which is looked up in an
offline-created table using the compression mask as a key. After the permu-
tation, the code words have a horizontal layout, i.e. code words of subsequent
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basicstyle

1 compress (in elements[], out buffer [])

2 {

3 for (i = 0; i < |elements |; i = i + 4)

4 {

5 n1 = elements[i] * A;

6 . . .
7 n4 = elements[i+3] * A;

8 z1 = count_zero_bytes (n1);

9 . . .
10 z4 = count_zero_bytes (n4);

11 mask = (z4 << 6) | (z3 << 4) | (z2 << 2) | z1;

12 buffer ← (mask * A);

13 buffer ← n1;

14 . . .
15 buffer ← n4;

16 }

17 }

Listing 1.1. Pseudo code for AN encoded 4-wise Null Suppression. elements is the
input array while buffer is the output array. |elements| denotes the array’s number
of elements.

values are stored in subsequent memory locations. The compressed data is thus a
sequence of compressed blocks. The decompression simply reads the compression
mask, looks up the appropriate permutation mask which reinserts the leading
zeros bytes and applies the permutation. Based on that principle, we are able to
introduce our resiliency-aware extension of 4-Wise NS as an efficient vectorized
implementation of our AN-encoded Null Suppression technique as illustrated in
Fig. 1.

Encoding and Compression. Encoded compression for NS works as follows.
Listing 1.1 shows the pseudo code for a 4-Wise encoded NS scheme (processing
four 32-bit integers at once in a vectorized version). There are input and output
arrays to function compress, where elements stores original data and buffer

receives the compressed and encoded data. Four data items are processed in
each loop iteration (line 3). First, each item is multiplied by A (lines 5–7) and
afterwards the leading zero bytes are counted (lines 8–10). This can be done
by counting the leading zero bits using compiler intrinsics (_builtin_clz() for
g++) and then dividing by 8. The bit compression mask contains the number of
leading zeros. It is computed by ORing the lower 2 bits of the zero byte counts
together (line 11). Finally, the mask is encoded and the compressed encoded
words are stored in the output buffer (lines 12–15). Assuming a little endian
system, the leading zero bytes of a compressed value are inherently overwritten
by the next appended data item, by advancing the write pointer by the number
of non-zero bytes of the item just written.
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1 decompress ( in bu f f e r [ ] , out e lements [ ] )
2 {
3 f o r ( i = 0 ; i < | bu f f e r | ; )
4 {
5 mask = bu f f e r [ i ] ∗ A−1 ;
6 i f (mask % A != 0) e r r o r ( ) ;
7 mask = mask ∗ A−1 ;
8 i = i + 1 ;
9 non ze ro byte s = mask & 0 × 3 ;

10 item = bu f f e r [ i ] & (0xFFFFFFFF >> ( non ze ro byte s ∗ 8 ) ) ;
11 i f ( item % A != 0) e r r o r ( ) ;
12 e lements ← item ∗ A−1 ;
13 i = i + 4 − non ze ro byte s ;
14 mask = mask >> 2 ;
15 non ze ro byte s = mask & 0 × 3 ;
16 . . .
17 }
18 }
Listing 1.2. Pseudo code for AN encoded NS decompression. buffer is the input
array while elements is the output array containing the uncompressed, decoded items.
| buffer | denotes the array’s number of elements.

Decompression and Decoding. Decompression and decoding is also straight-
forward. Listing 1.2 shows the according pseudo code. In this case, function
decompress again receives an input and an output buffer and a loop iterates over
the input buffer of AN-encoded and compressed data (lines 1,3). First, the com-
pression mask is loaded, checked for errors and decoded (lines 5–7). Then, the
buffer position is incremented (line 8), the number of non-zero bytes – denoted
by the mask’s lowest 2 bits – of the first data item is extracted (line 9) and
the according bytes are stored (line 10). The restored item is checked against
A and errors may be handled (line 11). Then, the decoded data item is stored
in the output array and the read position of the input buffer is advanced by the
number of non-zero bytes (lines 12,13). Finally, the mask is shifted right, so that
the same steps can be repeated for the next three items, since always 4 items
are represented by a single-byte compression mask (lines 14–16).

4.2 AN-encoded Run-Length Compression

The basic idea of Run-Length Compression (RLE) is to compress consecutive
sequences of a same value – the runs. For compression, the distinct original
value is stored together with the number of uninterrupted appearances – the
run length. For decompression, these values are rolled out again.

General Idea

In contrast to our AN-encoded Null Suppression compression scheme, our AN-
encoded RLE approach compresses first and encodes afterwards, since runs are
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Fig. 2. Compression Scheme for Modularization for AN Run Length Encoding.

condensed to the value and its run length, therefore encoding only 2 values
instead of long runs of values (see Fig. 2). That means, we reduce the neces-
sary work for encoding using compression. In detail, AN-encoded RLE compres-
sion works as follows: Consecutive appearances of values are counted—the run
lengths—using a data dependent Tokenizer. Whenever a new value is encoun-
tered, the previous value and its run length are encoded and written to the out-
put. While the run-length is computed and encoded in Parameter Calculator,
the value is encoded in the Encoder. The Combiner produces the resulting AN-
encoded RLE output sequence. Decompression is done by reading in pairs of
encoded values and their encoded run lengths. After checking both of them
against A the decoded value is written “run length” times to the output buffer.

SIMD-Based Implementation

The SIMD variants differ only in comparing multiple input values against the
current one, for compression, and in writing out multiple values at once. Since
the encoding and decoding only takes place on the single values and their run
lengths, changes to the algorithm are actually the same as to the sequential
variant.

4.3 Summary

As shown in this section, the combination of AN-encoding and compression
schemes differ, whereas the combination is straightforward. Nevertheless, the
combination is useful from a database perspective and the AN-encoding inte-
grates seamless in efficient vectorized compression techniques. However, our two
examples are only a starting point and further research is necessary to protect
compressed data in an efficient way. Additionally, the parameterization of the
AN-encoding approach has a high impact as presented in the next section which
is also a open topic.
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Table 1. Information about A: parameter A; invA: the inverse for 32-bit integers
(if applicable); |A|: the number of effective bits of A; p1 . . . p6: the respective proba-
bilities of not detecting 1 . . . 6 bit flips; NS comp. rate: NS compression rate for 16-
effective-bits random integers; overhead : memory overhead of AN-encoded compression
compared to the unencoded compressed ratio.

A inv(A) |A| p1 p2 p3 p4 p5 p6 NS comp.
rate

NS over-
head

compr. - - - - - - - 0.561 -

3 2,863,311,531 2 0.0 14.2 3.74 2.73 1.124 0.567 0.729 30%

5 3,435,973,837 3 0.0 7.2 3.31 1.73 0.890 0.439 0.762 36%

13 3,303,820,997 4 0.0 2.2 1.72 0.93 0.515 0.282 0.793 41%

26 — 5 0.0 2.2 1.72 0.93 0.515 0.282 0.803 43%

59 2,693,454,067 6 0.0 0.0 0.51 0.34 0.210 0.130 0.808 44%

118 — 7 0.0 0.0 0.51 0.34 0.210 0.130 0.810

250 — 8 0.0 0.0 0.25 0.19 0.133 0.088 0.811 45%

507 2,837,897,523 9 0.0 0.0 0.08 0.07 0.046 0.040 0.936 67%

641 6,700,417 10 0.0 0.0 0.08 0.06 0.040 0.030 0.962 71%

965 485,131,021 10 0.0 0.0 0.00 0.04 0.032 0.025 0.996 78%

7567 3,745,538,415 13 0.0 0.0 0.00 0.00 0.007 0.007 1.054 88%

58659 2,839,442,059 16 0.0 0.0 0.00 0.00 0.000 0.001 1.061 89%

5 Evaluation

In this section, we first discuss the choice of the constant A and what trade-offs
it introduces. Then, we show the experimental results of applying AN encoding
to Null Suppression and Run Length Encoding using 32-bit integers with only 16
effective bits to guarantee compressibility. We present throughput measurements
for both sequential and SIMD implementations using A = 641. The experiments
were run on a machine with an ASUS P9X79 Pro mainboard running a 12-core
Intel i7-3960X CPU and 8 X 4 GiB (32 GiB) DRAM on an Ubuntu 15.04 OS.
Generally, our measurements were executed on different sizes of random data
sets, in particular 8, 16, 32, 64, 128, and 256 Million integers. Since all encoding /
compression is done by copying instead of in-place operations, we use copying as
a baseline. To ensure that the compiler does not generate undesired SIMD code,
we use the GCC compiler flag -fno-tree-vectorize.

5.1 An Encoding

As mentioned earlier, the choice of parameter A affects the fault detection
rate, memory blow-up, and encoding/decoding performance. Table 1 shows some
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(a) Runtime (b) MIPS

Fig. 3. Performance Evaluation of Sequential Algorithms.

“good” A’s that range in their fault coverage3, bit size and memory overhead,
and whether there exists a multiplicative inverse for 32-bit arithmetic and thus
fast decoding. For example, A = 3 has a size of 2 bits which leads to a 6%
memory increase for 32-bit integers and we are able to detect all single bit flips
but only 86% of double bit flips. On the other extreme, A = 58, 659 ensures
detecting up to 5 bit flips, but is 16 bits wide, leading to 50% memory increase
of 32-bit integers. In the end, the choice of A depends on how many bit flips
should be detectable and how much redundancy is tolerable.

5.2 Compression Rates of AN-encoded Data Compression

AN-encoded Null Suppression. The last two columns of Table 1 show the
typical compression rates for Null Suppression and the overhead of our AN
encoding compared to pure NS. Notice that the original compression rate is
about 0.561, and our AN-encoded NS scheme introduces a memory overhead of
30-89%. The overhead regarding uncompressed data reduces with smaller value
ranges. For example, 16-bit compressible data using A = 641 occupies 3.8%
less space than uncompressed 32-bit data (0.962), while using (A = 3) occupies
27.1% less space. The memory footprint of AN-encoded NS-compressed data
exceeds uncompressed data when using an A which is more than 10 bits large.

AN-encoded Run Length Encoding. Since we assume 16 effective bits of
data and A = 641 there is no actual memory overhead for RLE when comparing
pure and AN-encoded RLE. If the values and run lengths are further compressed
– e.g. using Null Suppression – then AN-coding incurs the overhead of the bits
of the used A. RLE was tested with a fixed run length of 16.

3 The probabilities for the table are taken from the experimental results of [11]; they
can be found on https://www4.cs.fau.de/Research/CoRed/experiments.

https://www4.cs.fau.de/Research/CoRed/experiments
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(a) Runtime (b) MIPS

Fig. 4. Performance Evaluation of SIMD Algorithms.

5.3 Performance of Encoding / Compression

Figures 3 and 4 show the throughput measurements for our AN-encoded com-
pression techniques for the sequential as well as SIMD (SSE 4.1) versions, respec-
tively, using A = 641. In the experiments, we varied the size of the data sets.
Table 2 lists the average number of MIPS, which is quit stable for all algorithms
across the sizes of the sets.

Copying the data from one array to another is the baseline. AN-encoding
itself leads to almost no overhead, which can be attributed to the good pipelining
of simple multiplications. The SIMD RLE variant is faster than purely copying,
because only an eighth of the original number of values is written: Instead of 16
32-bit integers, only 1 value and 1 run length, both 32 bits wide, are written.

For Null Suppression, AN-encoding incurs an overhead of 483/601 = 0.8020%
and 725/896 = 0.8119% for sequential and SIMD variants, respectively. Next to
the additional multiplication, the increased amount of data written to memory is
responsible for the increase in runtime. The overhead for our AN-encoded RLE
is 804/818 = 0.982% and 1, 639/1, 677 = 0.982% for sequential and SIMD vari-
ants, respectively. Depending on the run lengths, the multiplication for encoding
is negligible, since much fewer ones than for NS are actually executed (one eighth,
as described above).

5.4 Performance of Decoding / Decompression

Table 3 outlines the average MIPS for decoding / decompressing from the
encoded / compressed formats. As expected, pure AN-coding exhibits (almost)
the same results as encoding, since there exists a multiplicative inverse for
A = 641 and the differences are negligible.

Decoding Null Suppression is slower than Compression, since more data
is written back to memory than during decoding. AN-encoded NS decoding
becomes much worse now, because every encoded value is first tested against
A using the modulo operation and then decoded back by multiplying with the
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Table 2. Average MIPS for encoding from raw data. Absolute and relative (compared
to Copy) numbers are given.

Copy AN NS AN+NS RLE AN+RLE

Abs Rel Abs Rel Abs Rel Abs Rel Abs Rel Abs Rel

Sequential 1,016 1.00 978 0.96 601 0.59 483 0.48 818 0.81 804 0.79

SIMD 1,339 1.00 1,333 1.00 896 0.67 725 0.54 1,677 1.25 1,639 1.22

Table 3. Average MIPS for decoding. Absolute and relative (compared to Copy) num-
bers are given.

Copy AN NS AN+NS RLE AN+RLE

Abs Rel Abs Rel Abs Rel Abs Rel Abs Rel Abs Rel

Sequential 1,016 1.00 1,013 1.00 500 0.49 260 0.26 1,051 1.03 994 0.98

SIMD 1,339 1.00 1,317 0.98 750 0.56 570 0.43 1,258 0.94 1,339 1.00

inverse. Decoding overead is as high as 260/500 = 0.5248% and 570/750 =
0.7624% for sequential and SIMD code, respectively.

RLE decoding is very fast since on the one hand much less memory is read
compared to what is read – due to the run length of 16 – and on the other hand
unrolling of values is much simpler than NS decoding.

5.5 Summary

We find these results encouraging. The choice of parameter A provides trade-
offs in terms of error detection capability, memory overhead, and performance
penalty, while the speeds of the compression schemes are affected differently by
the encoding overhead – both in terms of added complexity of code as well as
dependency on the data characteristics.

6 Conclusion

Modern database systems are very often in the position to store their entire
data in main memory. The reasons are manifold: (i) increased main memory
capacities, (ii) column-oriented storage format and (iii) lightweight data com-
pression techniques. Unfortunately, hardware becomes more and more vulnerable
to random faults, so that e.g., the probability rate for bit flips in main memory
increases, and this rate is likely to escalate in future dynamic random-access
memory (DRAM) modules. Since the data is highly compressed by the light-
weight compression algorithms, multi bit flips will have an extreme impact on
the reliability of database systems. To overcome this issue, we have introduce
our research on error resilient lightweight data compression algorithms in this
paper. In detail, we have utilized arithmetic AN encoding, which is one fam-
ily of codes which is an interesting candidate for effective software-based error
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detection. We have presented two algorithms: (i) AN-encoded Null Suppres-
sion and (ii) AN-encoded Run Length Encoding. We have shown in our exper-
iments that by using AN encoding, much higher bit flip detection capabilities
are achievable than with SECDED ECC. Furthermore, Our evaluation indicates
that data compression schemes augmented with AN encoding become resilient at
a low memory and performance cost. As an example, a “golden” A of 641 makes
16-bit data completely resilient to single and double bit flips. Depending on the
scenario and the compression schemes, AN encoding results in little to no per-
formance penalties. Of course, encoding leads to memory overhead, but we also
showed that gains over uncompressed data are still possible. For instance, AN
encoded Null Suppression occupies 4% less space than uncompressed data, with
a 5-10% slowdown of compression/decompression speed for the case of SIMD.
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