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To our parents

## Preface

This monograph is intended for engineers, scientists, and mathematicians interested in linear systems and control. It is concerned with the analysis and control of systems whose behavior is governed by linear ordinary differential equations. Our approach is based mainly on state space models. These models arise naturally in the description of physical systems. Many of the classical results in linear systems, including the linear quadratic regulator problem, are presented. An introduction to $H^{\infty}$ analysis and control is also given. The major prerequisite is a standard graduate-level course in linear algebra. However, on occasion we use some elementary results from least squares optimization theory and operator theory. These results are reviewed in the appendix. It is believed that an operator perspective provides a deep understanding of certain aspects of linear systems, along with a set of tools which are useful in system analysis and control design.

The monograph begins by presenting the basic state space model used in linear systems and control. Some physical examples from mechanics are given to motivate the state space model. Then we study both state space and input-output stability of linear systems. Lyapunov techniques are developed to analyze state space stability. Finally, we use these results to present some stability results for mechanical systems.

Next we study controllability and observability for state space systems. All the classical results on controllability and observability are presented. Standard least squares optimization techniques are used to solve a controllability optimization problem and an observability optimization problem. This naturally leads to the controllability and observability Gramians. The connections between stability and these Gramians are studied. The duality between controllability and observability is given. Using invariant subspaces and matrix representations of linear operators, we present the controllable and observable decomposition for a linear system. The singular value decomposition provides an efficient algorithm for computing the controllable and observable decomposition.

The backward shift operator plays a fundamental role in operator theory. Here we use the backward shift operator to develop realization theory. The backward shift approach to realization theory provides a natural geometric setting for realization theory and simplifies some of the classical proofs. All the standard results in realization theory are given. For example, we show that a realization is controllable and observable if and only if it is minimal. Then we show that all minimal realizations of the same transfer function are similar. The classical Kalman-Ho algorithm is presented.

Using standard linear algebra techniques, we present the classical solutions to the eigenvalue placement problem in state feedback control of controllable linear systems. First we study the single input-single output case. Ackermann's formula is presented. Then we solve
the eigenvalue placement problem for multivariable systems.
State feedback results are used to develop state estimators for detectable systems. By combining the stabilization results with the state estimators, we present the classical observerbased output feedback controllers. Finally, we present a short chapter on the zeros of a state space system.

The solution to the linear quadratic regulator problem plays a fundamental role in designing feedback controllers. Here we present a solution to the linear quadratic regulator problem by using standard least squares optimization techniques. For example, the adjoint of a certain operator readily yields the corresponding two-point boundary value problem, the feedback solution and a closed form solution for the Riccati differential equation. We also provide a simple derivation of the solution to the tracking problem. Many of the classical results associated with the quadratic regulator problem are also presented. For instance, we obtain stabilizing controllers from the solution of the algebraic Riccati equation. A spectral factorization of a certain positive operator is presented. Then this factorization is used to develop the classical root locus interpretation of the feedback controllers obtained from the solution of the linear quadratic regulator problem.

Motivated by the linear quadratic regulator problem, we present a separate chapter on the Hamiltonian matrix and its role in computing the stabilizing solution to the algebraic Riccati equation. The Hamiltonian matrix plays a fundamental role in linear system theory and is also used in studying $H^{\infty}$ analysis and control.

The last two chapters present an introduction to $H^{\infty}$ analysis and control. First we study the analysis problem. Our approach is based on an abstract optimization problem. Then we introduce a max-min optimization problem to study the full state feedback $H^{\infty}$ control problem. This max-min optimization problem is essentially a combination of the linear quadratic regular problem and the disturbance attenuation problem. The solutions to these optimization problems are obtained by completing the squares of certain operators. This yields the appropriate Riccati equation and the corresponding $H^{\infty}$ controller. Finally, we also present a controller which is a trade-off between the optimal $H^{\infty}$ and $H^{2}$ controller.

The authors are indebted to George Leitmann and Bob Skelton for their encouragement and inspiration.

Martin J. Corless
Arthur E. Frazho
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## Chapter 1

## Systems and Control

In this chapter we introduce the basic state space model used throughout this monograph. Some elementary examples from mechanical systems are given to motivate this model. Then we introduce the transfer function for a state space model. Some basic state space realization results are presented.

### 1.1 Notation

In this section we introduce some notation used throughout this monograph. The reader can choose to go directly to the next section and refer back to this section as the need arises. The set of all complex numbers is denoted by $\mathbb{C}$. Throughout, all linear spaces are complex vector spaces unless stated otherwise. The inner product on a linear space is denoted by $(\cdot, \cdot)$. To be precise, the inner product on a linear space $\mathcal{H}$ is a complex valued function mapping $\mathcal{H} \times \mathcal{H}$ into $\mathbb{C}$ with the following properties
(i) $(f, h)=\overline{(h, f)}$;
(ii) $(\alpha f+\beta g, h)=\alpha(f, h)+\beta(g, h)$;
(iii) $(h, h) \geq 0$;
(iv) $(h, h)=0$ if and only if $h=0$.

Here $f, g$ and $h$ are arbitrary vectors in $\mathcal{H}$ while $\alpha$ and $\beta$ are arbitrary complex numbers. The inner product $(\cdot, \cdot)$ is linear in the first variable and conjugate linear in the second variable. An inner product space is simply a linear space with an inner product. If $\mathcal{H}$ is an inner product space, then the norm of the vector $h$ is the non-negative real number defined by $\|h\|=\sqrt{(h, h)}$. The Cauchy-Schwartz inequality states that $|(f, h)| \leq\|f\|\|h\|$ for all $f$ and $h$ in $\mathcal{H}$. Moreover, we have equality $|(f, h)|=\|f\|\|h\|$ if and only if $f$ and $h$ are linearly dependent. Finally, it is noted that if $\mathcal{H}$ is an inner product space, then we have the triangle inequality, namely, $\|f+h\| \leq\|f\|+\|h\|$ for all $f$ and $h$ in $\mathcal{H}$.

Let $\mathcal{H}$ be an inner product space. Then we say that a sequence $\left\{h_{i}\right\}_{0}^{\infty}$ is a Cauchy sequence in $\mathcal{H}$ if each $h_{i}$ is in $\mathcal{H}$ and $\left\|h_{i}-h_{j}\right\|$ approaches zero as $i$ and $j$ tend to infinity. An inner product space is complete if every Cauchy sequence converges to a vector in $\mathcal{H}$,
that is, if $\left\{h_{i}\right\}_{0}^{\infty}$ is any Cauchy sequence in $\mathcal{H}$, then $\left\{h_{i}\right\}_{0}^{\infty}$ converges to a vector $h$ in $\mathcal{H}$. A Hilbert space is simply a complete inner product space. A Hilbert space is separable if it is the closure of a countable set. Throughout we only consider separable Hilbert spaces. If $\mathcal{H}$ is a (separable) Hilbert space, then there exists an orthonormal basis $\left\{\varphi_{j}\right\}_{1}^{m}$ for $\mathcal{H}$ where $m$ is possibly infinite. In fact, $m$ is the dimension of $\mathcal{H}$. In this case, every $h$ in $\mathcal{H}$ admits a Fourier series expansion of the form

$$
\begin{equation*}
h=\sum_{j=1}^{m}\left(h, \varphi_{j}\right) \varphi_{j} \quad(h \in \mathcal{H}) \tag{1.1}
\end{equation*}
$$

Moreover, we also have Parseval's relation

$$
\begin{equation*}
(h, g)=\sum_{j=1}^{m}\left(h, \varphi_{j}\right)\left(\varphi_{j}, g\right) \quad(h, g \in \mathcal{H}) \tag{1.2}
\end{equation*}
$$

In particular, $\|h\|^{2}=\sum_{1}^{m}\left|\left(h, \varphi_{j}\right)\right|^{2}$.
If $\mathcal{F}$ is a subset of a linear space $\mathcal{H}$, then $\bigvee \mathcal{F}$ denotes the linear span of $\mathcal{F}$, that is the space of all linear combinations of elements of $\mathcal{F}$. If $\mathcal{H}$ is a Hilbert space, then $\bigvee \mathcal{F}$ is the closed linear span of $\mathcal{F}$.

Throughout $\mathbb{C}^{n}$ is the Hilbert space determined by the set of all complex $n$-tuples of the form $\left[x_{1}, x_{2}, \cdots, x_{n}\right]^{t r}$ where $x_{j}$ is in $\mathbb{C}$ for all $j=1,2, \cdots, n$ and $t r$ denotes the transpose. The inner product on $\mathbb{C}^{n}$ is given by

$$
(x, y)=\sum_{j=1}^{n} x_{j} \bar{y}_{j}
$$

where $x=\left[x_{1}, x_{2}, \cdots, x_{n}\right]^{t r}$ and $y=\left[y_{1}, y_{2}, \cdots, y_{n}\right]^{t r}$.
Furthermore, $L^{2}[a, b]$ is the Hilbert space formed by the set of all square integrable Lebesgue measurable functions over the interval $[a, b]$, that is, $f$ is in $L^{2}[a, b]$ if and only if $f$ is Lebesgue measurable on $[a, b]$ and

$$
\int_{a}^{b}|f(t)|^{2} d t<\infty
$$

The inner product on $L^{2}[a, b]$ is given by

$$
(f, g)=\int_{a}^{b} f(t) \overline{g(t)} d t
$$

Now let $\mathcal{U}$ be a Hilbert space. Then $L^{2}([a, b], \mathcal{U})$ denotes the Hilbert space formed by the set of all square integrable Lebesgue measurable functions on $[a, b]$ with values in $\mathcal{U}$. The inner product on $L^{2}([a, b], \mathcal{U})$ is given by

$$
(f, g)=\int_{a}^{b}(f(t), g(t))_{\mathcal{U}} d t
$$

where $(f(t), g(t))_{\mathcal{U}}$ is the inner product on $\mathcal{U}$. For example, $L^{2}\left([a, b], \mathbb{C}^{n}\right)$ is the Hilbert space formed by the set of $n$-tuples of the form $f=\left[f_{1}, f_{2}, \cdots, f_{n}\right]^{t r}$ where $f_{j}$ is a vector in $L^{2}[a, b]$ for all $j=1,2, \cdots, n$. The inner product on $L^{2}\left([a, b], \mathbb{C}^{n}\right)$ is given by

$$
(f, g)=\sum_{j=1}^{n} \int_{a}^{b} f_{j}(t) \overline{g_{j}(t)} d t
$$

where $g=\left[g_{1}, g_{2}, \cdots, g_{n}\right]^{t r}$ is in $L^{2}\left([a, b], \mathbb{C}^{n}\right)$.
We say that $T$ is an operator if $T$ is a linear map from a linear space $\mathcal{H}$ into a linear space $\mathcal{K}$. The kernel or null space of $T$ is denoted by $\operatorname{ker} T$, and the range of $T$ is denoted by $\operatorname{ran} T$. Now let $\mathcal{H}$ and $\mathcal{K}$ be Hilbert spaces and $T$ be an operator from $\mathcal{H}$ into $\mathcal{K}$. The norm of $T$ is defined by

$$
\|T\|:=\sup \{\|T h\|: h \in \mathcal{H} \text { and }\|h\| \leq 1\}
$$

We say that $T$ is a bounded operator if $\|T\|$ is finite. Throughout this monograph we deal mainly with bounded operators. So, all of our operators acting between Hilbert spaces are bounded unless stated otherwise. The set of all bounded operators from $\mathcal{H}$ into $\mathcal{K}$ is denoted by $\mathcal{L}(\mathcal{H}, \mathcal{K})$. Notice that if $T, R$ and $S$ are operators acting between the appropriate Hilbert spaces, then $\|T R\| \leq\|T\|\|R\|$ and $\|T+S\| \leq\|T\|+\|S\|$.

As before, let $T$ be a bounded operator mapping $\mathcal{H}$ into $\mathcal{K}$. Then the adjoint $T^{*}$ of $T$ is the linear operator from $\mathcal{K}$ into $\mathcal{H}$ uniquely determined by $(T h, k)=\left(h, T^{*} k\right)$ for all $h$ in $\mathcal{H}$ and $k$ in $\mathcal{K}$. It is well known that $T$ and $T^{*}$ have the same norm, that is, $\|T\|=\left\|T^{*}\right\|$. If $\mathcal{H}$ is finite dimensional, then $\|T\|^{2}$ equals the largest eigenvalue of $T^{*} T$. Finally, it is noted that if $T$ is a matrix from $\mathbb{C}^{n}$ into $\mathbb{C}^{m}$, then $T^{*}$ is the conjugate transpose of $T$, that is, $T^{*}=\bar{T}^{t r}$. On several occasions we will use some elementary results from Hilbert spaces. For some references on Hilbert spaces see Akhiezer-Glazman [2], Balakrishnan [8], Conway [30], Gohberg-Goldberg [53], Halmos [59] and Taylor-Lay [117].

### 1.2 State space description

A common model for describing a dynamic system is given by the following state space representation

$$
\begin{align*}
& \dot{x}=A x+B u  \tag{1.3}\\
& y=C x+D u
\end{align*}
$$

where the state $x(t)$ belongs to $\mathcal{X}$ while the input $u(t)$ lives in $\mathcal{U}$ and the output $y(t)$ lives in $\mathcal{Y}$ for all time $t \geq 0$. Unless otherwise noted, we always assume that the state space $\mathcal{X}$, the input space $\mathcal{U}$ and the output space $\mathcal{Y}$ are finite dimensional Hilbert spaces. The system operator $A$ acts on $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$, while $C$ maps $\mathcal{X}$ into $\mathcal{Y}$ and $D$ maps $\mathcal{U}$ into $\mathcal{Y}$. The state space system in (1.3) is denoted by $\{A, B, C, D\}$. In many applications $A$, $B, C$ and $D$ are matrices acting between the appropriate Euclidean spaces. If an initial condition $x_{0}=x(0)$ is specified and the input $u$ is given, then there is a unique solution to the differential equation in (1.3). In this case, the output $y$ is uniquely determined by the initial state $x_{0}$ and the input $u$.

Example 1.2.1 The forced linear oscillator. Probably one of the simplest models in studying mechanical systems is the forced linear oscillator shown in Figure 1.1. It consists of a small body of mass $m>0$, a linear spring with spring constant $k>0$, and a linear dashpot with damping coefficient $c>0$. At each instant of time $t$, the body is subject to a force $u(t)$. Applying Newton's second law, we arrive at the following differential equation

$$
\begin{equation*}
m \ddot{y}+c \dot{y}+k y=u \tag{1.4}
\end{equation*}
$$

where $y(t)$ is the displacement of the body from its equilibrium position. Now let $x_{1}=y$ and $x_{2}=\dot{y}$. Using $\dot{x}_{1}=x_{2}$ and $\dot{x}_{2}=\ddot{y}$, it follows that (1.4) admits the state space form

$$
\begin{aligned}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right] } & =\left[\begin{array}{cc}
0 & 1 \\
-k / m & -c / m
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\left[\begin{array}{c}
0 \\
1 / m
\end{array}\right] u \\
y & =\left[\begin{array}{ll}
1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] .
\end{aligned}
$$

In this case the displacement $y=x_{1}$ is the output. Notice that in this example $D=0$. However, if we choose the acceleration $\ddot{y}$ of the mass as the output, then the corresponding D matrix is nonzero.


Figure 1.1: The forced linear oscillator

Example 1.2.2 By following the technique in the previous example, one can convert any linear differential equation to a state space system of the form (1.3). To see this, consider any scalar input-output system, with input $u(t)$ and output $y(t)$, described by an $n$-th order differential equation of the form

$$
\begin{equation*}
y^{(n)}+a_{n-1} y^{(n-1)}+\cdots+a_{1} \dot{y}+a_{0} y=u \tag{1.5}
\end{equation*}
$$

where $y^{(j)}$ denotes the $j$-th derivative of $y$ and $a_{j}$ is a scalar for $j=0,1, \cdots, n-1$. To convert this system to state space form, let $x_{1}=y, x_{2}=\dot{y}, \cdots, x_{n}=y^{(n-1)}$. Then using $\dot{x}_{j}=x_{j+1}$ for $j=1,2, \cdots, n-1$ along with $\dot{x}_{n}=y^{(n)}$, we obtain

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2} \\
\vdots \\
\vdots \\
\dot{x}_{n-1} \\
\dot{x}_{n}
\end{array}\right] } & =\left[\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-2} & -a_{n-1}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
\vdots \\
x_{n-1} \\
x_{n}
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
1
\end{array}\right] u  \tag{1.6}\\
y & =\left[\begin{array}{llllll}
1 & 0 & 0 & \cdots & 0 & 0
\end{array}\right] x .
\end{align*}
$$

The initial state is given by $x(0)=\left[y(0), y^{(1)}(0), \cdots, y^{(n-1)}(0)\right]^{t r}$ where $t r$ denotes the transpose. Therefore, one can readily obtain a state space representation for any system described by (1.5).

Example 1.2.3 Axisymmetric spacecraft.


Figure 1.2: The axisymmetric spacecraft
We consider here the rotational motion of an axisymmetric spacecraft which is subject to two body-fixed input torques $u_{1}$ and $u_{2}$ about axes which are perpendicular to the symmetry axis. This is illustrated in Figure 1.2. If we choose a body-fixed axes system with origin at the center of mass, with axes corresponding to $u_{1}, u_{2}$ and whose 3 -axis corresponds to the axis of symmetry, the rotational motion of the axisymmetric spacecraft can be described by

$$
\begin{aligned}
& I_{1} \dot{\omega}_{1}=\left(I_{2}-I_{3}\right) \omega_{2} \omega_{3}+u_{1} \\
& I_{2} \dot{\omega}_{2}=\left(I_{3}-I_{1}\right) \omega_{3} \omega_{1}+u_{2} \\
& I_{3} \dot{\omega}_{3}=0
\end{aligned}
$$

where $\omega_{1}, \omega_{2}, \omega_{3}$ denote the components of the spacecraft angular velocity vector with respect to the body-fixed axes; the positive scalars $I_{1}, I_{2}, I_{3}$ are the principal moments of inertia of the spacecraft with respect to the body-fixed axes and $I_{1}=I_{2}$. From the third equation above $\omega_{3}$ is constant. If we introduce the constants $\alpha:=\left(I_{1}-I_{3}\right) \omega_{3} / I_{1}$ and $\beta:=1 / I_{1}$, define state variables $x_{1}:=\omega_{1}, x_{2}:=\omega_{2}$ and output variables $y_{1}:=x_{1}, y_{2}:=x_{2}$, we obtain

$$
\begin{aligned}
& \dot{x}_{1}=\alpha x_{2}+\beta u_{1} \\
& \dot{x}_{2}=-\alpha x_{1}+\beta u_{2} \\
& y_{1}=x_{1} \\
& y_{2}=x_{2} .
\end{aligned}
$$

This readily yields the state space form in (1.3) where

$$
A=\left[\begin{array}{rr}
0 & \alpha \\
-\alpha & 0
\end{array}\right], \quad B=\left[\begin{array}{cc}
\beta & 0 \\
0 & \beta
\end{array}\right], \quad C=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad D=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
$$

Now let us return to the state space description (1.3). For a specified initial condition $x(0)=x_{0}$ the state $x(t)$ at time $t$ for the system in (1.3) is uniquely given by

$$
\begin{equation*}
x(t)=e^{A t} x_{0}+\int_{0}^{t} e^{A(t-\tau)} B u(\tau) d \tau \tag{1.7}
\end{equation*}
$$

The output $y(t)$ of the state space system $\{A, B, C, D\}$ in (1.3) is determined by

$$
\begin{equation*}
y(t)=C e^{A t} x_{0}+\int_{0}^{t} C e^{A(t-\tau)} B u(\tau) d \tau+D u(t) \tag{1.8}
\end{equation*}
$$

where the initial state $x_{0}=x(0)$ is specified. Clearly,

$$
\begin{equation*}
y(t)=C e^{A t} x_{0}+\int_{0}^{t} G(t-\tau) u(\tau) d \tau \tag{1.9}
\end{equation*}
$$

where $G$ is the operator valued function defined by

$$
\begin{equation*}
G(t)=C e^{A t} B+\delta(t) D \tag{1.10}
\end{equation*}
$$

Here $\delta(t)$ is the unit Dirac delta function. So, if the initial state $x_{0}=0$, then (1.9) defines a linear time invariant map of the form

$$
\begin{equation*}
y(t)=\int_{0}^{t} G(t-\tau) u(\tau) d \tau \tag{1.11}
\end{equation*}
$$

In particular, if $u(t)=\delta(t) u_{0}$ for some constant $u_{0}$ in $\mathcal{U}$ and $x_{0}=0$, then $y(t)=G(t) u_{0}$. Motivated by this, we call the function $G$ in (1.10) the impulse response for $\{A, B, C, D\}$. Clearly, if $\mathcal{U}=\mathbb{C}^{1}$ and $u_{0}=1$, then $G(t)$ is precisely the output $y(t)$ for $u(t)=\delta(t)$. Finally, it is worth emphasizing that, under zero initial conditions, the input-output response of $\{A, B, C, D\}$ is completely determined by its impulse response via (1.11).

### 1.3 Transfer functions

In this section we introduce the notion of a transfer function for a linear system. Recall that the Laplace transform of a measurable function $f$ on $[0, \infty)$ with values in a finite dimensional space $\mathcal{E}$ is defined by

$$
\begin{equation*}
\mathbf{f}(s)=\mathcal{L}(f)(s)=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{1.12}
\end{equation*}
$$

for appropriate values of $s$ in $\mathbb{C}$. (The set of all complex numbers is denoted by $\mathbb{C}$.) The Laplace transform of the function $f$ is denoted by $\mathbf{f}$ and has values in $\mathcal{E}$. Notice that a boldface $\mathbf{f}$ is used to represent the Laplace transform of $f$. If $f$ is exponentially bounded, that is, if $\|f(t)\| \leq M e^{\gamma t}$ for some finite scalars $M$ and $\gamma$, then $\mathbf{f}$ is an analytic function in the region of $\mathbb{C}$ defined by $\Re(s)>\gamma$. Clearly, the Laplace transform operator $\mathcal{L}$ is linear. Finally, by convention, $\mathcal{L}(\delta)=1$ where $\delta$ is the unit Dirac delta function.

Recall that $\mathcal{L}(\dot{f})(s)=s f(s)-f(0)$. By taking the Laplace transform of the state space equations in (1.3), we obtain

$$
\begin{aligned}
s \mathbf{x}(s)-x_{0} & =A \mathbf{x}(s)+B \mathbf{u}(s) \\
\mathbf{y}(s) & =C \mathbf{x}(s)+D \mathbf{u}(s)
\end{aligned}
$$

where $\mathbf{x}, \mathbf{y}, \mathbf{u}$ are the Laplace transforms of $x, y, u$, respectively and $x_{0}=x(0)$. Solving these equations for y in terms of $x_{0}$ and u yields

$$
\begin{equation*}
\mathbf{y}(s)=C(s I-A)^{-1} x_{0}+\left[C(s I-A)^{-1} B+D\right] \mathbf{u}(s) \tag{1.13}
\end{equation*}
$$

The transfer function $\mathbf{G}$ for system $\{A, B, C, D\}$ is defined by

$$
\begin{equation*}
\mathbf{G}(s)=C(s I-A)^{-1} B+D \tag{1.14}
\end{equation*}
$$

Recall that the impulse response of system $\{A, B, C, D\}$ given by

$$
G(t)=C e^{A t} B+\delta(t) D
$$

Using the following Laplace transform result:

$$
\mathcal{L}\left(e^{A t}\right)(s)=(s I-A)^{-1}
$$

we have $\mathbf{G}=\mathcal{L}(G)$, that is, the transfer function $\mathbf{G}$ is the Laplace transform of the impulse response $G$. Clearly, $\mathbf{G}$ is analytic everywhere except possibly at the eigenvalues of $A$.

When $x(0)=0$, the relationship between the Laplace transform of the input $\mathbf{u}$ and the Laplace transform of the output $\mathbf{y}$ is given by

$$
\begin{equation*}
\mathbf{y}(s)=\mathbf{G}(s) \mathbf{u}(s) \tag{1.15}
\end{equation*}
$$

In other words, when the initial conditions are zero, the transfer function is the multiplication operator which maps $\mathbf{u}$ into $\mathbf{y}$. Recall that convolution in the time domain corresponds to multiplication in the $s$-domain. Hence,

$$
y(t)=\int_{0}^{t} G(t-\tau) u(\tau) d \tau
$$

Obviously, $\mathbf{G}$ and $G$ uniquely determine each other. So, for zero initial conditions, the input-output response of the system $\{A, B, C, D\}$ is completely determined by its transfer function.

### 1.3.1 Proper rational functions

A operator valued polynomial $N$ is a function from $\mathbb{C}$ into some space $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ of operators which can be expressed as

$$
N(s)=N_{0}+s N_{1}+\cdots+s^{n} N_{n}
$$

where $N_{0}, \ldots, N_{n}$ are in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. If $N$ is nonzero, then the degree of $N$ (which we denote by $\operatorname{deg} N$ ) is the largest integer $m$ for which $N_{m}$ is non-zero. We say that an operator valued function $\mathbf{G}$ of a complex variable is a proper rational function if $\mathbf{G}(s)=N(s) / d(s)$ where $N$ is an operator valued polynomial, $d$ is a scalar valued polynomial and $\operatorname{deg} N \leq \operatorname{deg} d$. If $\operatorname{deg} N<\operatorname{deg} d$, then we say that $\mathbf{G}$ is a strictly proper rational function. Notice that $\mathbf{G}$ is a proper rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ if and only if $\mathbf{G}$ admits a decomposition
of the form $\mathbf{G}(s)=N(s) / d(s)+D$ where $N$ is an operator valued polynomial, $d$ is a scalar valued polynomial satisfying $\operatorname{deg} N<\operatorname{deg} d$, and $D$ is a constant in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. In other words, $\mathbf{G}$ is a proper rational function if and only if $\mathbf{G}$ admits a decomposition of the form $\mathbf{G}(s)=\mathbf{G}_{o}(s)+D$ where $\mathbf{G}_{o}$ is a strictly proper rational function and $D$ is a constant.

We claim that the transfer function $\mathbf{G}$ of a finite dimensional system $\{A$ on $\mathcal{X}, B, C, D\}$ is a proper rational function. To see this, recall that $(s I-A)^{-1}$ can be expressed as

$$
\begin{equation*}
(s I-A)^{-1}=\operatorname{adj}(s I-A) / \operatorname{det}[s I-A] \tag{1.16}
\end{equation*}
$$

where adj $(s I-A)$ is the algebraic adjoint (or adjugate) of $s I-A$ and $\operatorname{det}[s I-A]$ is the characteristic polynomial of $A$. Since adj $(s I-A)$ is an operator valued polynomial whose degree is strictly less than the degree of $\operatorname{det}[s I-A]$, it follows that $(s I-A)^{-1}$ is a strictly proper rational function. Hence, $C(s I-A)^{-1} B$ is also a strictly proper rational function. Recalling from (1.14) that $\mathbf{G}(s)=C(s I-A)^{-1} B+D$, it follows that the transfer function $\mathbf{G}$ is a proper rational function. Hence, $\mathbf{G}$ is a proper rational function of the form $\mathbf{G}=N / d$ where $d$ is the characteristic polynomial of $A$. Therefore, the poles of $\mathbf{G}$ are contained in the eigenvalues of $A$. We say that $A$ is stable if all the eigenvalues of $A$ are contained in the open left half plane $\{s: \Re s<0\}$. So, if $A$ is stable, then $\mathbf{G}$ is also stable, that is, all the poles of $\mathbf{G}$ are contained in the open left hand plane. Finally, it is noted that $\mathbf{G}$ is a strictly proper rational function if and only if $D$ equals zero.

Suppose $\mathbf{G}=N / d$ is a proper rational function. Then, we define the relative degree of $\mathbf{G}$ to be $\operatorname{deg} d-\operatorname{deg} N$. If $\mathbf{G}$ is a transfer function for $\{A, B, C, D\}$, then $\mathbf{G}$ has relative degree zero if and only if $D$ is non-zero. When $D$ is zero, the following result provides a state space characterization of relative degree.
Lemma 1.3.1 Suppose $\mathbf{G}$ is a transfer function for a system $\{A, B, C, 0\}$ and

$$
\begin{align*}
C A^{j} B & =0  \tag{1.17a}\\
C A^{r-1} B & \neq 0 \tag{1.17b}
\end{align*} \quad \text { for } \quad j=0,1, \cdots, r-2,
$$

Then

$$
\begin{align*}
& C A^{j}(s I-A)^{-1} B=s^{j} \mathbf{G}(s) \quad \text { for } \quad j=0,1, \cdots, r-1  \tag{1.18a}\\
& C A^{r}(s I-A)^{-1} B=s^{r} \mathbf{G}(s)-C A^{r-1} B . \tag{1.18b}
\end{align*}
$$

Furthermore, $\mathbf{G}=N / d$ where $d$ is the characteristic polynomial of $A$ while $N$ is a polynomial of degree $\operatorname{deg}(d)-r$ and whose highest order coefficient is $C A^{r-1} B$. In particular, G has relative degree $r$. Finally, if $r$ equals the dimension of the state space, then $\mathrm{G}(s)=C A^{r-1} B / d(s)$.
Proof. We first demonstrate (1.18a) by induction. Since,

$$
\mathbf{G}(s)=C(s I-A)^{-1} B,
$$

the equality in (1.18a) clearly holds for $j=0$. Suppose now the equality (1.18a) holds for some $j=k \leq r-2$. Then for $j=k+1$,

$$
\begin{aligned}
C A^{k+1}(s I-A)^{-1} B & =C(A-s I+s I) A^{k}(s I-A)^{-1} B \\
& =-C A^{k} B+s C A^{k}(s I-A)^{-1} B \\
& =s^{k+1} \mathbf{G}(s)
\end{aligned}
$$

Hence, (1.18a) holds for $j=k+1$. So, by induction it holds for $j=0,1, \cdots, r-1$. We also obtain that

$$
C A^{r}(s I-A)^{-1} B=-C A^{r-1} B+s C A^{r-1}(s I-A)^{-1} B=-C A^{r-1} B+s^{r} \mathbf{G}(s) ;
$$

hence ( 1.18 b ) also holds.
Recall that $\mathbf{G}=N / d$ where $d$ is the characteristic polynomial of $A$ and $N$ is a polynomial of degree strictly less than the degree of $d$. Hence, $C A^{r}(s I-A)^{-1} B=M(s) / d(s)$ where $M$ is a polynomial of degree strictly less that the degree of $d$. It now follows from (1.18b) that

$$
\frac{M(s)}{d(s)}=-C A^{r-1} B+s^{r} \frac{N(s)}{d(s)}
$$

that is,

$$
s^{r} N(s)=C A^{r-1} B d(s)+M(s)
$$

The properties of $d$ and $M$ imply that $s^{r} N(s)$ is a polynomial of degree $\operatorname{deg}(d)$ and whose highest order coefficient is $C A^{r-1} B$. Hence, $N$ is a polynomial of degree $\operatorname{deg}(d)-r$ and the coefficient of its highest order term is $C A^{r-1} B$.

### 1.3.2 Power series expansions

We now claim that if $G$ is a proper rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$, then for sufficiently large $s$, the function $\mathbf{G}$ admits a power series expansion of the form

$$
\begin{equation*}
\mathbf{G}(s)=\sum_{i=0}^{\infty} s^{-i} G_{i} \tag{1.19}
\end{equation*}
$$

where each $G_{i}$ is in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. To see this let $\mathbf{G}=N / d$ where $N$ is a polynomial with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ and $d$ is a scalar valued polynomial satisfying $\operatorname{deg} N \leq \operatorname{deg} d$. Considering $s=1 / \lambda$ and letting $\tilde{G}(\lambda)=\mathbf{G}(1 / \lambda)$, we obtain

$$
\tilde{G}(\lambda)=\frac{N(1 / \lambda)}{d(1 / \lambda)}=\frac{\lambda^{n} N(1 / \lambda)}{\lambda^{n} d(1 / \lambda)}=\frac{\tilde{N}(\lambda)}{\tilde{d}(\lambda)}
$$

where $n$ is the degree of $d$. Here $\tilde{N}$ and $\tilde{d}$ are the polynomials of degree at most $n$ defined by $\tilde{N}(\lambda)=\lambda^{n} N(1 / \lambda)$ and $\tilde{d}(\lambda)=\lambda^{n} d(1 / \lambda)$, respectively. Since $\tilde{d}(0)$ equals the coefficient of $s^{n}$ in the polynomial $d$, it is nonzero. Hence, $\tilde{G}$ is analytic at zero. So, for sufficiently small $\lambda$, the function $\tilde{G}$ has a power series expansion of the form $\tilde{G}(\lambda)=\sum_{0}^{\infty} \lambda^{i} G_{i}$ where each $G_{i}$ is in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Therefore, for $s$ sufficiently large, $\mathbf{G}$ admits a power series expansion of the form (1.19). Moreover, the infinite sequence $\left\{G_{i}\right\}_{0}^{\infty}$ and $\mathbf{G}$ uniquely determine each other.

Now assume that $\mathbf{G}$ is a proper rational function of the form $\mathbf{G}=N / d$ where $d$ is a scalar valued polynomial and $N$ is an operator valued polynomial defined by

$$
\begin{align*}
d(s) & =d_{0}+s d_{1}+\cdots+s^{n-1} d_{n-1}+s^{n} d_{n} \quad\left(d_{n} \neq 0\right)  \tag{1.20}\\
N(s) & =N_{0}+s N_{1}+\cdots+s^{n-1} N_{n-1}+s^{n} N_{n} . \tag{1.21}
\end{align*}
$$

Hence,

$$
\begin{equation*}
N(s)=d(s) \mathbf{G}(s)=\sum_{i=0}^{\infty} d(s) s^{-i} G_{i} \tag{1.22}
\end{equation*}
$$

where $G_{i}$ is the coefficient of $s^{-i}$ in the power series expansion of $\mathbf{G}$. Equating the coefficients of $s^{j}$ in (1.22) for $j=n, n-1, \cdots, 0$, yields

$$
\begin{align*}
N_{n} & =d_{n} G_{0} \\
N_{n-1} & =d_{n-1} G_{0}+d_{n} G_{1} \\
& \vdots  \tag{1.23}\\
N_{j} & =d_{j} G_{0}+d_{j+1} G_{1}+\cdots+d_{n-1} G_{n-j-1}+d_{n} G_{n-j} \\
& \vdots \\
N_{0} & =d_{0} G_{0}+d_{1} G_{1}+\cdots+d_{n-1} G_{n-1}+d_{n} G_{n} .
\end{align*}
$$

These equations can be written in the following compact form:

$$
\left[\begin{array}{c}
N_{0}  \tag{1.24}\\
N_{1} \\
N_{2} \\
\vdots \\
N_{n-1} \\
N_{n}
\end{array}\right]=\left[\begin{array}{cccccc}
d_{0} I & d_{1} I & \cdots & d_{n-2} I & d_{n-1} I & d_{n} I \\
d_{1} I & d_{2} I & \cdots & d_{n-1} I & d_{n} I & 0 \\
d_{2} I & d_{3} I & \cdots & d_{n} I & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots & \vdots \\
d_{n-1} I & d_{n} I & \cdots & 0 & 0 & 0 \\
d_{n} I & 0 & \cdots & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
G_{0} \\
G_{1} \\
G_{2} \\
\vdots \\
G_{n-1} \\
G_{n}
\end{array}\right]
$$

(The block matrix in the above expression is a Hankel matrix.) Since $N$ is a polynomial, the coefficients of $s^{-j}$ in $\sum_{0}^{\infty} d(s) s^{-i} G_{i}$ are zero for all integers $j \geq 1$. For $j=1$, we obtain

$$
\begin{equation*}
0=d_{0} G_{1}+d_{1} G_{2} \cdots+d_{n-1} G_{n}+d_{n} G_{n+1} \tag{1.25}
\end{equation*}
$$

In fact, for any integer $k \geq 1$, we have

$$
\begin{equation*}
0=d_{0} G_{k}+d_{1} G_{k+1}+\cdots+d_{n-1} G_{k+n-1}+d_{n} G_{k+n} \quad(k \geq 1) \tag{1.26}
\end{equation*}
$$

The above considerations lead to the following result.
Lemma 1.3.2 Let $\mathrm{G}=\sum_{0}^{\infty} s^{-i} G_{i}$ be the power series expansion for a proper rational function $\mathbf{G}$ and suppose $d$ is a scalar valued polynomial of the form (1.20). Then $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial if and only if (1.26) holds. Moreover, in this case, $N$ is given by (1.21) and (1.23).

When $\mathrm{G}=N / d$ and $N$ and $d$ are known, the above results allow us to recursively compute the operators in the sequence $\left\{G_{i}\right\}_{0}^{\infty}$ directly from the polynomials $N$ and $d$. Specifically, $\left\{G_{i}\right\}_{0}^{n}$ can be recursively computed from (1.23) or (1.24), while $\left\{G_{i}\right\}_{n+1}^{\infty}$ is recursively computed from

$$
\begin{equation*}
G_{k}=-\frac{d_{n-1} G_{k-1}+d_{n-2} G_{k-2}+\cdots+d_{0} G_{k-n}}{d_{n}} \quad(k \geq n+1) . \tag{1.27}
\end{equation*}
$$

The following result uses state space methods to compute the coefficients in the power series expansion for a transfer function.

Proposition 1.3.3 Let $\sum_{0}^{\infty} s^{-1} G_{i}$ be the power series expansion for a proper rational function $\mathbf{G}$. Then $\mathbf{G}$ is the transfer function for a system $\{A, B, C, D\}$ if and only if

$$
\begin{equation*}
G_{0}=D \quad \text { and } \quad G_{i}=C A^{i-1} B \quad(\text { for all } i \geq 1) \tag{1.28}
\end{equation*}
$$

The proof of this result depends upon the following classical result.
Lemma 1.3.4 Let $T$ be an operator on $\mathcal{X}$ satisfying $\|T\|<1$. Then $I-T$ is invertible. Moreover, in this case,

$$
\begin{equation*}
(I-T)^{-1}=\sum_{k=0}^{\infty} T^{k} \tag{1.29}
\end{equation*}
$$

Finally, $\left\|(I-T)^{-1}\right\| \leq 1 /(1-\|T\|)$.
Proof. Let $R_{n}$ be the operator on $\mathcal{X}$ defined by $R_{n}=\sum_{k=0}^{n} T^{k}$. We claim that $R_{n}$ converges to a bounded operator $R=\sum_{k=0}^{\infty} T^{k}$ (in the operator topology) as $n$ tends to infinity. To see this, let $r=\|T\|$. Obviously, $\left\|T^{k}\right\| \leq r^{k}$ for all integers $k \geq 0$. If $n$ and $m$ are any two positive integers satisfying $n>m$, then

$$
\left\|R_{n}-R_{m}\right\|=\left\|\sum_{k=m+1}^{n} T^{k}\right\| \leq \sum_{k=m+1}^{n}\left\|T^{k}\right\| \leq \sum_{k=m+1}^{\infty} r^{k}=\frac{r^{m+1}}{1-r} \rightarrow 0
$$

as $m$ tends to infinity. The last equality follows from the geometric series $\sum_{0}^{\infty} r^{k}=1 /(1-r)$. So, $R_{n}$ converges to the operator $R=\sum_{0}^{\infty} T^{k}$ as $n$ approaches infinity. To verify that $R$ is a bounded operator simply notice that

$$
\|R\| \leq \sum_{k=0}^{\infty}\left\|T^{k}\right\| \leq \sum_{k=0}^{\infty} r^{k}=\frac{1}{1-r}=\frac{1}{1-\|T\|}
$$

To show that $R$ is the inverse of $I-T$, observe that

$$
(I-T) R_{n}=(I-T)\left(I+T+T^{2}+T^{3}+\cdots+T^{n}\right)=I-T^{n+1}
$$

Because $T^{n+1}$ converges to zero, the sequence $\left\{(I-T) R_{n}\right\}_{0}^{\infty}$ converges to $I$. Since $\left\{R_{n}\right\}_{0}^{\infty}$ converges to $R$, this implies that $(I-T) R=I$. Because $R_{n}$ and $I-T$ commute, we also have $R(I-T)=I$. Therefore, $I-T$ is invertible and $\sum_{0}^{\infty} T_{k}$ is the inverse of $I-T$.

Proof of Proposition 1.3.3. By definition, $G$ is the transfer function for a system $\{A, B, C, D\}$ if and only if $\mathbf{G}(s)=C(s I-A)^{-1} B+D$. Notice that

$$
(s I-A)^{-1}=\frac{1}{s}\left(I-\frac{A}{s}\right)^{-1}
$$

Whenever $|s|>\|A\|$, it follows that $\|A / s\|<1$. According to Lemma 1.3.4, we have

$$
\begin{equation*}
(s I-A)^{-1}=\sum_{i=0}^{\infty} \frac{A^{i}}{s^{i+1}} \quad(\text { if }|s|>\|A\|) . \tag{1.30}
\end{equation*}
$$

Therefore, $\mathbf{G}$ is the transfer function for a system $\{A, B, C, D\}$ if and only if it has a power series expansion of the form

$$
\begin{equation*}
\mathbf{G}(s)=D+\sum_{i=1}^{\infty} \frac{C A^{i-1} B}{s^{i}} \tag{1.31}
\end{equation*}
$$

By matching like coefficients of $1 / s^{i}$, it follows that $\mathbf{G}(s)=\sum_{0}^{\infty} G_{i} / s^{i}$ is the transfer function for a system $\{A, B, C, D\}$ if and only if (1.28) hold.

We say that $\{A, B, C, D\}$ is a state space realization of $\mathbf{G}$ if $\mathbf{G}$ is the transfer function for $\{A, B, C, D\}$. Consider any proper rational function $\mathbf{G}$ with a power series expansion of the form $\sum_{0}^{\infty} G_{i} / s^{i}$. Then the above analysis shows that $\{A, B, C, D\}$ is a realization of $\mathbf{G}$ if and only if (1.28) holds. So, with out loss of generality we say that $\{A, B, C, D\}$ is a realization of a sequence of operators $\left\{G_{i}\right\}_{0}^{\infty}$ if (1.28) holds.

Now suppose that $\{A, B, C, D\}$ is a state space realization of G and $d$ is a scalar valued polynomial defined by (1.20). Then, according to Lemma 1.3.2 and Proposition 1.3.3, we can express $\mathbf{G}$ as $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial if and only if

$$
\begin{equation*}
C A^{k-1} d(A) B=0 \quad(k \geq 1) \tag{1.32}
\end{equation*}
$$

where $d(A)=d_{0} I+d_{1} A+\cdots d_{n-1} A_{n-1}+d_{n} A^{n}$. Since $A$ and $d(A)$ commute, the above condition is equivalent to

$$
\begin{equation*}
C A^{i} d(A) A^{j} B=0 \quad(i, j \geq 0) \tag{1.33}
\end{equation*}
$$

Moreover, in this case, $N$ is given by (1.21) and

$$
\begin{align*}
N_{n} & =d_{n} D \\
N_{n-1} & =d_{n-1} D+d_{n} C B \\
& \vdots  \tag{1.34}\\
N_{j} & =d_{j} D+d_{j+1} C B+\cdots+d_{n-1} C A^{n-j-2} B+d_{n} C A^{n-j-1} B \\
& \vdots \\
N_{0} & =d_{0} D+d_{1} C B+\cdots+d_{n-1} C A^{n-2} B+d_{n} C A^{n-1} B .
\end{align*}
$$

When $D=0$, we obtain that $N_{n}=0$ and

$$
\left[\begin{array}{llll}
N_{0} & N_{1} & \cdots & N_{n-1}
\end{array}\right]=\left[\begin{array}{llll}
C B & C A B & \cdots & C A^{n-1} B \tag{1.35}
\end{array}\right] \Upsilon
$$

or

$$
\left[\begin{array}{c}
N_{0}  \tag{1.36}\\
N_{1} \\
\vdots \\
N_{n-1}
\end{array}\right]=\Upsilon\left[\begin{array}{c}
C B \\
C A B \\
\vdots \\
C A^{n-1} B
\end{array}\right]
$$

where $\Upsilon$ is the invertible Hankel matrix given by

$$
\Upsilon=\left[\begin{array}{cccccc}
d_{1} I & d_{2} I & \cdots & d_{n-2} I & d_{n-1} I & d_{n} I \\
d_{2} I & d_{3} I & \cdots & d_{n-1} I & d_{n} I & 0 \\
d_{4} I & d_{4} I & \cdots & d_{n} I & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots & \vdots \\
d_{n-1} I & d_{n} I & \cdots & 0 & 0 & 0 \\
d_{n} I & 0 & \cdots & 0 & 0 & 0
\end{array}\right]
$$

Summarizing, we have the following result.

Lemma 1.3.5 Let $\mathbf{G}$ be a transfer function for a state space system $\{A, B, C, D\}$ and $d a$ scalar valued polynomial defined by (1.20). Then $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial if and only if (1.33) holds. Moreover, in this case, $N$ is given by (1.21) and (1.34). When $D=0$, the coefficients of $N$ are also given by $N_{n}=0$ and (1.35) or (1.36).

Remark 1.3.1 (Cayley-Hamilton Theorem) We have already seen that if $\mathbf{G}$ is the transfer function for $\{A, B, C, D\}$, then it can be expressed as $\mathbf{G}=N / d$ where $d$ is the characteristic polynomial of $A$. Hence, the characteristic polynomial of $A$ must satisfy (1.33). In particular, if we consider $B=C=I$ and $i=j=0$, we obtain that $d(A)=0$. This yields the Cayley-Hamilton Theorem, namely if $A$ is an operator on a finite dimensional space $\mathcal{X}$, then $d(A)=0$ where $d$ is the characteristic polynomial of $A$.

### 1.4 State space realizations of transfer functions

We say that $\{A$ on $\mathcal{X}, B, C, D\}$ is a state space realization of $\mathbf{G}$ if $\mathbf{G}$ is the transfer function for $\{A, B, C, D\}$, that is, (1.14) holds. The dimension of the state space $\mathcal{X}$ is the dimension of the realization $\{A, B, C, D\}$. The analysis in the previous section shows that all transfer functions are proper rational functions. This is part of the following basic result in system theory.

Theorem 1.4.1 Let $\mathbf{G}$ be an operator valued function of a complex variable. Then $\mathbf{G}$ admits a finite-dimensional state space realization if and only if $\mathbf{G}$ is a proper rational function.

Proof. We only need to prove that a proper rational function $G$ has a finite-dimensional state space realization. Our proof is motivated by the form of the matrix $A$ in equation (1.6) of Example 1.2.2. Let $\mathbf{G}$ be a proper rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Then $\mathbf{G}$ admits a decomposition of the form

$$
\begin{equation*}
\mathbf{G}=N / d+D \tag{1.37}
\end{equation*}
$$

where $N$ is a polynomial with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ and $d$ is a scalar valued polynomial of the form

$$
\begin{equation*}
N(s)=\sum_{k=0}^{n-1} N_{k} s^{k} \quad \text { and } \quad d(s)=s^{n}+\sum_{k=0}^{n-1} a_{k} s^{k} . \tag{1.38}
\end{equation*}
$$

Here $D, N_{0}, \cdots, N_{n-1}$ are operators in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ while $a_{0}, \cdots, a_{n-1}$ are scalars. Now let $\mathcal{X}=\oplus_{1}^{n} \mathcal{U}$ be the linear space formed by the set of all $n$-tuples of vectors from $\mathcal{U}$, that is, let $\mathcal{X}$ be the linear space consisting of all vectors of the form $\left[u_{1}, u_{2}, \cdots, u_{n}\right]^{t r}$ where $u_{j}$ is a vector in $\mathcal{U}$ for all integers $j=1,2, \cdots, n$. (Recall that $t r$ denotes transpose.) Let $A$ be the block matrix on $\mathcal{X}$ and $B$ the block matrix from $\mathcal{U}$ into $\mathcal{X}$ and $C$ the block matrix from $\mathcal{X}$
into $\mathcal{Y}$ defined by

$$
\begin{align*}
A & =\left[\begin{array}{cccccc}
0 & I & 0 & \cdots & 0 & 0 \\
0 & 0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & I \\
-a_{0} I & -a_{1} I & -a_{2} I & \cdots & -a_{n-2} I & -a_{n-1} I
\end{array}\right], \quad B=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
I
\end{array}\right]  \tag{1.39}\\
C & =\left[\begin{array}{cccccc}
N_{0} & N_{1} & N_{2} & \cdots & N_{n-2} & N_{n-1}
\end{array}\right] .
\end{align*}
$$

Define $V$ as the polynomial with values in $\mathcal{L}(\mathcal{U}, \mathcal{X})$ given by

$$
V(s)=\left[\begin{array}{lllll}
I & s I & s^{2} I & \cdots & s^{n-1} I
\end{array}\right]^{t r}
$$

Here $I$ is the identity on $\mathcal{U}$. Then,

$$
\begin{aligned}
(s I-A) V(s) & =\left[\begin{array}{cccccc}
s I & -I & 0 & \cdots & 0 & 0 \\
0 & s I & -I & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & s I & -I \\
a_{0} I & a_{1} I & a_{2} I & \cdots & a_{n-2} I & \left(s+a_{n-1}\right) I
\end{array}\right]\left[\begin{array}{c}
I \\
s I \\
\vdots \\
\vdots \\
s^{n-2} I \\
s^{n-1} I
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
d(s) I
\end{array}\right] \\
& =B d(s) .
\end{aligned}
$$

Hence, whenever $s$ is not an eigenvalue of $A$,

$$
(s I-A)^{-1} B=V(s) / d(s)
$$

This along with the definition of $C$, implies that

$$
C(s I-A)^{-1} B=\left[\begin{array}{llll}
N_{0} & N_{1} & \cdots & N_{n-1}
\end{array}\right] V(s) / d(s)=N(s) / d(s)
$$

The above equation and (1.37) yields $\mathbf{G}(s)=C(s I-A)^{-1} B+D$. Therefore, $\{A, B, C, D\}$ is a finite dimensional realization of $\mathbf{G}$.

Remark 1.4.1 Let G be a proper rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ of the form (1.37) where $N$ and $d$ are polynomials as defined in (1.38). Moreover, let $A, B, C$ be the block matrices defined in (1.39). Then the proof of the previous theorem shows that $\{A, B, C, D\}$ is a realization of $\mathbf{G}$. In particular, any proper rational function of the form (1.37), (1.38) admits a state space realization whose state dimension is at most $n \cdot \operatorname{dim} \mathcal{U}$.

We now present another finite dimensional state space realization of a proper rational function $\mathbf{G}$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Since $\mathbf{G}$ is proper and rational, it has a power series expansion of the form $\mathbf{G}(s)=\sum_{i=0}^{\infty} s^{-i} G_{i}$ where each $G_{i}$ is in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Also $G$ can be expressed as in (1.37) where $N$ and $d$ are polynomials as defined in (1.38). Now let $\mathcal{X}=\oplus_{1}^{n} \mathcal{Y}$
be the linear space formed by the set of all $n$-tuples of vectors from $\mathcal{Y}$. Let $A$ be the block matrix on $\mathcal{X}$ and $B$ the block matrix from $\mathcal{U}$ into $\mathcal{X}$ and $C$ the block matrix from $\mathcal{X}$ into $\mathcal{Y}$ defined by

$$
\begin{align*}
A & =\left[\begin{array}{cccccc}
0 & I & 0 & \cdots & 0 & 0 \\
0 & 0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & I \\
-a_{0} I & -a_{1} I & -a_{2} I & \cdots & -a_{n-2} I & -a_{n-1} I
\end{array}\right], \quad B=\left[\begin{array}{c}
G_{1} \\
G_{2} \\
\vdots \\
\vdots \\
G_{n-1} \\
G_{n}
\end{array}\right]  \tag{1.40}\\
C & =\left[\begin{array}{cccccc}
I & 0 & 0 & \cdots & 0 & 0
\end{array}\right] .
\end{align*}
$$

It follows from (1.27) that $-a_{0} G_{1}-a_{1} G_{2}-\cdots-a_{n-1} G_{n}=G_{n+1}$. This along with the shift structure of $A$ implies that $A B=\left[G_{2} G_{3} \cdots G_{n+1}\right]^{t r}$. By induction with (1.27), one can readily show that, for any integer $k \geq 0$, we have $A^{k} B=\left[G_{k+1} G_{k+2} \cdots G_{k+n}\right]^{t r}$. Using the structure of $C$ yields $C A^{k} B=G_{k+1}$ for all $k \geq 0$. Recalling Proposition 1.3.3, we see that $\mathbf{G}(s)=C(s I-A)^{-1} B+D$, that is, $\{A, B, C, D\}$ is a realization of $\mathbf{G}$. Thus, any proper rational function of the form (1.37), (1.38) admits a state space realization whose state dimension is at most $n \cdot \operatorname{dim} \mathcal{Y}$.

Remark 1.4.2 By combining Remark 1.4.1 with our previous analysis, we obtain the following result. Any proper rational function $\mathbf{G}$ of the form (1.37), (1.38) with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ admits a state space realization whose state dimension is at most $n \cdot m$ where $m$ is the minimum dimension of the spaces $\mathcal{U}$ and $\mathcal{Y}$.

In many applications such as mechanical systems one encounters higher order vector differential equations of the form

$$
\begin{equation*}
y^{(n)}+A_{n-1} y^{(n-1)}+\cdots+A_{1} \dot{y}+A_{0} y=u \tag{1.41}
\end{equation*}
$$

Here the input $u$ and output $y$ are functions with values in $\mathcal{U}$ and $A_{j}$ are operators on $\mathcal{U}$ for $j=0,1, \cdots, n-1$. By following Example 1.2.2, set $x_{j}=y^{(j-1)}$ for $j=1,2, \cdots, n$. Let $\mathcal{X}$ be the space defined by $\mathcal{X}=\oplus_{1}^{n} \mathcal{U}$. Then a state space realization for this system is given by

$$
\begin{equation*}
\dot{x}=A x+B u \quad \text { and } \quad y=C x \tag{1.42}
\end{equation*}
$$

where $A$ on $\mathcal{X}$ and $B$ from $\mathcal{U}$ into $\mathcal{X}$ and $C$ from $\mathcal{X}$ into $\mathcal{U}$ are given by

$$
A=\left[\begin{array}{cccccc}
0 & I & 0 & \cdots & 0 & 0  \tag{1.43}\\
0 & 0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & I \\
-A_{0} & -A_{1} & -A_{2} & \cdots & -A_{n-2} & -A_{n-1}
\end{array}\right], \quad B=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
I
\end{array}\right]
$$

By taking the Laplace transform of (1.41) with all the initial conditions set equal to zero, we obtain $\Omega(s) \mathbf{y}(s)=\mathrm{u}(s)$ where $\Omega$ is the operator valued polynomial defined by

$$
\begin{equation*}
\Omega(s)=A_{0}+A_{1} s+A_{2} s^{2}+\cdots+A_{n-1} s^{n-1}+s^{n} I . \tag{1.44}
\end{equation*}
$$

It follows from Exercise 1 below that $\Omega(s)^{-1}=C(s I-A)^{-1} B$. In other words, $\Omega^{-1}$ is the transfer function for the system $\{A, B, C, 0\}$ defined in (1.43).

A matrix of the form of $A$ in (1.43) is called a companion matrix or a block companion matrix when $\operatorname{dim} \mathcal{U}>1$. Companion matrices play a fundamental role in systems and control. If $M$ is any operator on a finite dimensional space, then $\operatorname{det}[M]$ is the determinant of any matrix representation of $M$. The following result provides a complete characterization of the eigenvalues and eigenvectors for companion matrices.

Lemma 1.4.2 Let $A$ be the (block) companion matrix on $\oplus_{1}^{n} \mathcal{U}$ given in (1.43) and $\Omega$ the corresponding operator valued polynomial in (1.44). Then $\lambda$ is an eigenvalue of $A$ if and only if $\operatorname{det}[\Omega(\lambda)]=0$. Furthermore, all eigenvectors $v$ corresponding to a specified eigenvalue $\lambda$ are given by

$$
v=\left[\begin{array}{c}
w  \tag{1.45}\\
\lambda w \\
\vdots \\
\lambda^{n-1} w
\end{array}\right]
$$

where $w$ is a nonzero vector in the kernel of $\Omega(\lambda)$.
Proof. Recall that $\lambda$ is an eigenvalue of $A$ if and only if $A v=\lambda v$ where $v$ is a nonzero vector in $\mathcal{X}=\oplus_{1}^{n} \mathcal{U}$. Clearly, any such vector admits a decomposition of the form

$$
v=\left[\begin{array}{llll}
w_{1} & w_{2} & \cdots & w_{n}
\end{array}\right]^{t r}
$$

where $w_{j}$ is in $\mathcal{U}$ for all $j$. By using the structure of $A$, it follows that $A v=\lambda v$ if and only if

$$
\begin{aligned}
& w_{2}=\lambda w_{1}, w_{3}=\lambda w_{2}, \cdots, w_{n}=\lambda w_{n-1} \text { and } \\
& -A_{0} w_{1}-A_{1} w_{2}-\cdots-A_{n-1} w_{n}=\lambda w_{n} .
\end{aligned}
$$

These relationships are equivalent to

$$
\begin{align*}
& w_{2}=\lambda w_{1}, w_{3}=\lambda^{2} w_{1}, \cdots, w_{n}=\lambda^{n-1} w_{1} \text { and } \\
& \left(\lambda^{n} I+\lambda^{n-1} A_{n-1}+\cdots+\lambda A_{1}+A_{0}\right) w_{1}=0 \tag{1.46}
\end{align*}
$$

By setting $w=w_{1}$, the first $n-1$ equations show that $v$ admits a representation of the form (1.45). In particular, $v \neq 0$ is equivalent to $w \neq 0$. Furthermore, the last expression in (1.46) shows that $\lambda$ is an eigenvalue of $A$ if and only if $\Omega(\lambda) w_{1}=0$. Therefore, $\lambda$ is an eigenvalue of $A$ if and only if $\operatorname{det}[\Omega(\lambda)]=0$. From the proceeding analysis it should be clear that all the eigenvectors corresponding to a specified eigenvalue $\lambda$ are given by $v$ in (1.45) where $\Omega(\lambda) w=0$ and $w \neq 0$.

Scalar transfer functions. The scalar valued case plays an important role in many applications. Let $\mathbf{g}$ be any scalar valued proper rational function. Then $\mathbf{g}$ admits a decomposition of the form

$$
\begin{equation*}
\mathbf{g}(s)=\frac{c_{1}+c_{2} s+\cdots+c_{n} s^{n-1}}{a_{0}+a_{1} s+\cdots+a_{n-1} s^{n-1}+s^{n}}+\gamma \tag{1.47}
\end{equation*}
$$

Let $A, B$ and $C$ be the matrices defined by

$$
\left.\begin{array}{rl}
A & =\left[\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-2} & -a_{n-1}
\end{array}\right], B=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
1
\end{array}\right]  \tag{1.48}\\
C & =\left[\begin{array}{ccccc}
c_{1} & c_{2} & c_{3} & \cdots & c_{n-1}
\end{array} c_{n}\right.
\end{array}\right] .
$$

Then our previous analysis shows that $\{A, B, C, \gamma\}$ is a realization of g . Moreover, $\lambda$ is an eigenvalue for the companion matrix $A$ in (1.48) if and only if $\lambda$ is a zero of the polynomial $a_{0}+a_{1} s+\cdots+a_{n-1} s^{n-1}+s^{n}$. In this case, all corresponding eigenvectors for $A$ are scalar multiples of $\left[1, \lambda, \lambda^{2}, \cdots, \lambda^{n-1}\right]^{t r}$. Finally, it is noted that the poles of $\mathbf{g}$ are contained in the eigenvalues of $A$.

Exercise 1 Suppose $\mathbf{G}=N \Omega^{-1}$ where $N$ and $\Omega$ are polynomials of the form

$$
\begin{equation*}
N(s)=\sum_{k=0}^{n-1} N_{k} s^{k} \quad \text { and } \quad \Omega(s)=s^{n} I+\sum_{k=0}^{n-1} A_{k} s^{k} \tag{1.49}
\end{equation*}
$$

Here $N_{0}, \cdots, N_{n-1}$ are operators in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ while $A_{0}, \cdots, A_{n-1}$ are operators in $\mathcal{L}(\mathcal{U}, \mathcal{U})$. Let $\mathcal{X}$ be the space defined by $\mathcal{X}=\oplus_{1}^{n} \mathcal{U}$. Then show that a state space realization for this system is given by

$$
\begin{equation*}
\dot{x}=A x+B u \quad \text { and } \quad y=C x \tag{1.50}
\end{equation*}
$$

where $A$ on $\mathcal{X}$ and $B$ from $\mathcal{U}$ into $\mathcal{X}$ and $C$ from $\mathcal{X}$ into $\mathcal{Y}$ are given by

$$
\left.\begin{array}{rl}
A & =\left[\begin{array}{cccccc}
0 & I & 0 & \cdots & 0 & 0 \\
0 & 0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & I \\
-A_{0} & -A_{1} & -A_{2} & \cdots & -A_{n-2} & -A_{n-1}
\end{array}\right], \quad B=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
N_{0}
\end{array} N_{1}\right.  \tag{1.51}\\
N_{2} & \cdots
\end{array} N_{n-2} \quad N_{n-1}\right] . \quad \begin{aligned}
& C=\left[\begin{array}{c} 
\\
0 \\
I
\end{array}\right] \\
& C
\end{aligned}
$$

### 1.5 Notes

All the results in this section are classical. For further results on linear systems see Brockett [21], Chen [26], DeCarlo [33], Delchamps [34], Fuhrmann [47], Kailath [68], PoldermanWillems [98], Rugh [110], Skelton [114] and Sontag [116]. For some references on Hilbert
spaces see Akhiezer-Glazman [2], Balakrishnan [8], Conway [30], Gohberg-Goldberg [53], Halmos [59] and Taylor-Lay [117]. For an in-depth study of operator theory and its applications see Gohberg-Goldberg-Kaashoek [54, 55].

## Chapter 2

## Stability

In this chapter we will present some classical results on state space stability and input-output stability. We will also present some elementary stability results for mechanical systems.

Let us establish some terminology used in this chapter and throughout the monograph. Let $P$ be an operator on a Hilbert space $\mathcal{H}$. Then we say that $P$ is a positive operator if $(P h, h) \geq 0$ for all $h$ in $\mathcal{H}$. The notation $P \geq 0$ means that $P$ is positive. If $P$ is a positive operator, then $P$ is a self-adjoint operator. In general when we write $P \geq Q$ we mean that $P$ and $Q$ are two self-adjoint operators and $P-Q$ is positive. (It is easy to construct examples where $P-Q$ is positive and $P$ and $Q$ are not self-adjoint.) If $\mathcal{H}$ is finite dimensional, then $P$ is positive if and only if $P$ is a self-adjoint operator and all the eigenvalues of $P$ are greater than or equal to zero. Following Halmos [58], we say that $P$ is a strictly positive operator if there exists a constant $\delta>0$ such that $(P h, h) \geq \delta\|h\|^{2}$ for all $h$ in $\mathcal{H}$. So, $P$ is strictly positive if and only if $P$ is positive and invertible. If $\mathcal{H}$ is finite dimensional, then $P$ is strictly positive if and only if $P$ is a self-adjoint operator and all the eigenvalues of $P$ are strictly greater than zero. Moreover, in the finite dimensional case, $P$ is strictly positive if and only if $(P h, h)>0$ for all nonzero $h$ in $\mathcal{H}$. So, if $\mathcal{H}$ is finite dimensional, then the notation $P>0$ means that $P$ is strictly positive. Finally, it is noted that our terminology is slightly different from the standard terminology used in linear algebra. If $\mathcal{H}=\mathbb{C}^{n}$, then our strictly positive operator is usually referred to as a positive definite matrix, and our positive operator is usually defined as a positive semi-definite matrix.

### 2.1 State space stability

This section is devoted to the stability of systems described by

$$
\begin{equation*}
\dot{x}=A x \tag{2.1}
\end{equation*}
$$

where $A$ is an operator on a finite dimensional Hilbert space $\mathcal{X}$ and $t \geq 0$. We say that the system $\dot{x}=A x$ is stable if

$$
\lim _{t \rightarrow \infty} x(t)=0
$$

for every solution $x$ to (2.1). Recall that every solution $x$ to (2.1) is given by $x(t)=e^{A t} x_{0}$ where $x_{0}$ is a constant vector in $\mathcal{X}$. Therefore, the system $\dot{x}=A x$ is stable if and only if $e^{A t}$
converges to zero as $t$ tends to infinity. The following basic result completely characterizes the stability of $\dot{x}=A x$ in terms of the eigenvalues of $A$.

Theorem 2.1.1 The system $\dot{x}=A x$ in a finite dimensional space is stable if and only if all the eigenvalues of $A$ have nonzero negative real part, that is, all the eigenvalues of $A$ are in $\{s \in \mathbb{C}: \Re(s)<0\}$. In this case, there exists positive constants $m$ and $\alpha>0$ such that $\left\|e^{A t}\right\| \leq m e^{-\alpha t}$ for all $t \geq 0$.

Proof. Recall the Laplace transform result: $\mathcal{L}\left(e^{A t}\right)=(s I-A)^{-1}$. If $L$ is any operator on the finite dimensional space $\mathcal{X}$, then $\operatorname{det}[L]$ denotes the determinant of any matrix representation of $L$. Because $A$ is on a finite dimensional space, $(s I-A)^{-1}=N(s) / d(s)$ where $N$ is the algebraic adjoint of $A$ and $d(s)=\operatorname{det}[s I-A]$ is the characteristic polynomial of $A$. The roots of $d$ are the eigenvalues of $A$. Moreover, $N$ is a polynomial with values in $\mathcal{L}(\mathcal{X}, \mathcal{X})$ satisfying $\operatorname{deg} N<\operatorname{deg} d$. By computing the partial fraction expansion of $N / d$, we obtain that

$$
\begin{equation*}
(s I-A)^{-1}=\sum_{j=1}^{m} \sum_{k=0}^{\tau_{j}} \frac{R_{j k}}{\left(s-\lambda_{j}\right)^{k+1}} \tag{2.2}
\end{equation*}
$$

where $\lambda_{1}, \lambda_{2} \ldots, \lambda_{m}$ are the distinct roots of $d$, or equivalently, the eigenvalues of $A$ and $R_{j k}$ are operators on $\mathcal{X}$ for all $j, k$. Moreover, $R_{j r_{j}}$ is nonzero for all $j$. Hence,

$$
\begin{equation*}
e^{A t}=\sum_{j=1}^{m} \sum_{k=0}^{r_{j}} \frac{t^{k}}{k!} e^{\lambda_{j} t} R_{j k} \tag{2.3}
\end{equation*}
$$

Therefore, $e^{A t}$ approaches zeros as $t$ approaches infinity if and only if $\Re\left(\lambda_{j}\right)<0$ for all $j$.
Equation (2.3) implies that

$$
\left\|e^{A t}\right\| \leq \sum_{j=1}^{m} \sum_{k=0}^{r_{j}} \frac{t^{k}}{k!} e^{\mathfrak{R}\left(\lambda_{j}\right) t}\left\|R_{j k}\right\|
$$

for all $t \geq 0$. Now assume that $A$ is stable. From this it readily follows that there exists positive constants $m$ and $\alpha>0$ such that $\left\|e^{A t}\right\| \leq m e^{-\alpha t}$ for all $t \geq 0$.

Notice that the previous proof provides a method to compute $e^{A t}$. To be more specific, compute the operators $R_{j k}$ in the partial fraction expansion of $(s I-A)^{-1}$. Then $e^{A t}$ is given by (2.3).

By a slight abuse of terminology we say that an operator $A$ on a finite dimensional space is stable if all its eigenvalues have nonzero negative real part. Finally, $e^{A t}$ is stable if $A$ is stable.

### 2.2 Mechanical systems

In this section we present a general class of mechanical systems and an elementary stability result. We have already seen a one degree-of-freedom mechanical system in Chapter 1, that is, $m \ddot{q}+c \dot{q}+k q=0$. Obviously, $m, c$ and $k$ are positive operators on $\mathbb{C}^{1}$. The following example illustrates how positive operators naturally occur in a two degree-of-freedom mechanical system.

Example 2.2.1 Consider the simple structure illustrated in Figure 2.1. It consists of two


Figure 2.1: A simple structure
"floors" of masses $m_{1}>0$ and $m_{2}>0$ connected by linear springs of spring constants $k_{1}>0$, $k_{2}>0$ and dashpots with damping coefficients $c_{1}>0, c_{2}>0$. The scalars $y_{1}, y_{2}$ are the horizontal displacements of the floors from their equilibrium positions. An application of Newton's Second Law to each floor yields:

$$
\begin{aligned}
& m_{1} \ddot{y_{1}}+\left(c_{1}+c_{2}\right) \dot{y}_{1}-c_{2} \dot{y}_{2}+\left(k_{1}+k_{2}\right) y_{1}-k_{2} y_{2}=0 \\
& m_{2} \ddot{y_{2}}-c c_{2} \dot{y_{1}}+c_{2} \dot{y}_{2}-c k_{2} y_{1}+k_{2} y_{2}=0 .
\end{aligned}
$$

Let $q$ be the vector in $\mathbb{C}^{2}$ defined by $q=\left[y_{1}, y_{2}\right]^{t r}$ where $t r$ denotes the transpose. Then this system can be described by the following second order vector differential equation:

$$
M \ddot{q}+C \dot{q}+K q=0
$$

where the $M, C, K$ are the operators given by

$$
M=\left[\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}\right], \quad C=\left[\begin{array}{cc}
c_{1}+c_{2} & -c_{2} \\
-c_{2} & c_{2}
\end{array}\right], \quad K=\left[\begin{array}{cc}
k_{1}+k_{2} & -k_{2} \\
-k_{2} & k_{2}
\end{array}\right]
$$

Since $m_{1}>0$ and $m_{2}>0$, the operator $M$ is strictly positive. Finally, in this example, $C$ and $K$ are also strictly positive.

A general mechanical system with $n$ degrees-of-freedom is described by

$$
\begin{equation*}
M \ddot{q}+C \dot{q}+K q=0 \tag{2.4}
\end{equation*}
$$

where $q$ lives in an $n$-dimensional vector space $\mathcal{Q}$ and $M$ is a strictly positive operator on $\mathcal{Q}$, while $C$ and $K$ are operators on $\mathcal{Q}$. The initial conditions for this differential equation are given by $q(0)$ and $\dot{q}(0)$. Here $M$ is called the inertia operator, $K$ is the stiffness operator, and $C$ is the damping operator. This differential equation can be used to model a large class of linear mechanical systems; see Meirovitch [89]. We say that system (2.4) is stable if $q(t)$ approaches zero as $t$ approaches infinity for every solution $q$.

To convert the mechanical system in (2.4) to state space form, let $\mathcal{X}=\mathcal{Q} \oplus \mathcal{Q}$ be the $2 n$-dimensional linear space consisting of all vectors of the form $\left[q_{1}, q_{2}\right]^{t r}$ where $q_{1}$ and $q_{2}$
are vectors in $\mathcal{Q}$. If we set $x=[q, \dot{q}]^{t r}$, then the mechanical system (2.4) admits a state description of the form $\dot{x}=A x$ where $A$ is the block matrix on $\mathcal{X}$ defined by

$$
A=\left[\begin{array}{cc}
0 & I  \tag{2.5}\\
-M^{-1} K & -M^{-1} C
\end{array}\right] .
$$

We claim that the mechanical system (2.4) is stable if and only its state space representation $\dot{x}=A x$ is stable. Clearly, if $\dot{x}=A x$ is stable, then $q(t)$ approaches zero as $t$ tends to infinity, and thus, the corresponding mechanical system is stable. Now assume that the mechanical system is stable. Let $\lambda$ be any nonzero eigenvalue of $A$. Because $A$ is a block companion matrix, the eigenvector corresponding to $\lambda$ is a vector of the form $v=[w, \lambda w]^{t r}$ where $w$ is a nonzero vector in $\mathcal{Q}$; see Lemma 1.4.2. For the initial condition $x(0)=v$, the solution to the differential equation $\dot{x}=A x$ is given by $x(t)=e^{A t} v=\left[e^{\lambda t} w, \lambda e^{\lambda t} w\right]^{t r}$. Since $q$ is the first component of $x$, and the mechanical system is stable, we must have $\Re(\lambda)<0$. So, all the eigenvalues of $A$ have nonzero negative real part. Therefore, $\dot{x}=A x$ is stable, which proves our claim.

Theorem 2.2.1 Let $\Omega$ be the second order operator valued polynomial defined by

$$
\begin{equation*}
\Omega(s)=s^{2} M+s C+K \tag{2.6}
\end{equation*}
$$

where $M, C$ and $K$ are all operators on $\mathcal{Q}$ with $M$ invertible. Then the corresponding mechanical system in (2.4) is stable if and only if all the roots of the polynomial $\operatorname{det}[\Omega(s)]$ have nonzero negative real part.

Proof. We have just seen that the mechanical system in (2.4) is stable if and only if the system $\dot{x}=A x$ is stable where $A$ is given by (2.5). According to Lemma 1.4.2, the eigenvalues of $A$ in (2.5) are given by the set of all complex numbers $\lambda$ such that $\operatorname{det}[\Omega(\lambda)]=0$. Hence, $\dot{x}=A x$ is stable if and only if all the roots of $\operatorname{det}[\Omega]$ have nonzero negative real part. This completes the proof.

We are now ready to state a basic stability result for mechanical systems.
Theorem 2.2.2 If $M, C$ and $K$ are all strictly positive operators on $\mathcal{Q}$, then the corresponding mechanical system in (2.4) is stable.

Proof. Let $\Omega$ be the operator valued polynomial defined in (2.6). From Theorem 2.2.1, the mechanical system in (2.4) is stable if and only if all the roots of the polynomial $\operatorname{det}[\Omega]$ have nonzero negative real part. If $\lambda$ is a root of $\operatorname{det}[\Omega]$, then $\Omega(\lambda) v=0$ for some nonzero vector $v$ in $\mathcal{Q}$. Thus,

$$
\begin{equation*}
0=(\Omega(\lambda) v, v)=\lambda^{2}(M v, v)+\lambda(C v, v)+(K v, v) . \tag{2.7}
\end{equation*}
$$

It is well known (use the quadratic formula) that the roots of a second order polynomial with nonzero positive real coefficients have nonzero negative real parts. Since $M, C$, and $K$ are positive operators and $v \neq 0$, it follows from (2.7) that $\Re(\lambda)<0$. Therefore, all roots of $\operatorname{det}[\Omega]$ have nonzero negative real parts and the mechanical system is stable.

If $K$ is positive and singular, then the mechanical system in (2.4) is not stable. To see this, notice that $\Omega(0)=K$ and thus $\operatorname{det}[\Omega(0)]=0$. Hence, it follows from Theorem 2.2.1 that the mechanical is not stable. However, the following result demonstrates that stability is possible when $C$ is positive and singular.

Theorem 2.2.3 Assume that $M$ and $K$ are strictly positive operators on $\mathcal{Q}$ and $C$ is a positive operator on $\mathcal{Q}$. Then the corresponding mechanical system in (2.4) is stable if and only if the kernel of

$$
\left[\begin{array}{c}
K-\sigma M  \tag{2.8}\\
C
\end{array}\right]
$$

is zero for all real numbers $\sigma>0$.
Proof. If $v$ is a nonzero vector in the kernel of $[K-\sigma M \quad C]^{t r}$ for some $\sigma>0$, then $\Omega(\lambda) v=0$ for $\lambda=\imath \sqrt{\sigma}$ where $\Omega(\lambda)$ is defined in (2.6). According to Theorem 2.2.1, this readily implies that the mechanical system is not stable.

On the other hand, if the mechanical system in (2.4) is unstable, then there exists a scalar $\lambda$ and a nonzero vector $v$ in $\mathcal{Q}$ such that $\Re(\lambda) \geq 0$ and $\Omega(\lambda) v=0$. Thus (2.7) holds. We claim that $(C v, v)=0$. Since $C$ is positive, $(C v, v) \geq 0$. If $(C v, v)>0$, then $(\Omega(\lambda) v, v)$ is a quadratic polynomial with nonzero positive coefficients. Thus, $\Re(\lambda)<0$ which contradicts that fact that $\Re(\lambda) \geq 0$; hence $(C v, v)=0$. So, $\lambda^{2}(M v, v)+(K v, v)=0$ and hence, $\lambda= \pm v \sqrt{\sigma}$ where $\sigma=(K v, v) /(M v, v)$. Since $(C v, v)=0$, we have $C v=0$. (To see this, simply notice that $0=(C v, v)=\left\|C^{1 / 2} v\right\|^{2}$ where $C^{1 / 2}$ is the positive square root of $C$. Therefore, $C^{1 / 2} v=0$ and $C v=C^{1 / 2} C^{1 / 2} v=0$.) We now obtain $(-\sigma M+K) v=\Omega(\lambda) v=0$. Thus $v$ is in the kernel of $[K-\sigma M, C]^{t r}$. This completes the proof.

Example 2.2.2 Recall the two story structure of Example 2.2.1. There we assumed that both of the damping coefficients $c_{1}$ and $c_{2}$ were nonzero and positive. However, an application of the above theorem shows that for stability, one only needs one of the damping coefficients to be nonzero and positive, and the other to be greater than or equal to zero.

### 2.3 Input-output stability

This section is concerned with input-output stability of linear systems. To begin, consider a linear map $T$ defined by

$$
\begin{equation*}
y(t)=(T u)(t)=\int_{0}^{t} G(t-\tau) u(\tau) d \tau \tag{2.9}
\end{equation*}
$$

where $G$ is a Lebesgue measurable function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ and the input $u(t)$ has values in $\mathcal{U}$ while the output $y(t)$ has values in $\mathcal{Y}$. Throughout we always assume that both $\mathcal{U}$ and $\mathcal{Y}$ are finite dimensional Hilbert spaces. We say that the input-output map $T$ defined in (2.9) is stable, if $T$ defines a bounded operator from $L^{2}([0, \infty), \mathcal{U})$ into $L^{2}([0, \infty), \mathcal{Y})$. We say that $G$ is in $L^{1}(\mathcal{U}, \mathcal{Y})$ if $G$ is a Lebesgue measurable function on $[0, \infty)$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ and its $L^{1}$ norm

$$
\begin{equation*}
\|G\|_{1}:=\int_{0}^{\infty}\|G(t)\| d t \tag{2.10}
\end{equation*}
$$

is finite. This sets the stage for the following useful result.
Proposition 2.3.1 If $G$ is in $L^{1}(\mathcal{U}, \mathcal{Y})$, then the linear map $T$ in (2.9) is a bounded operator from $L^{2}([0, \infty), \mathcal{U})$ into $L^{2}([0, \infty), \mathcal{Y})$. Moreover, $\|T\| \leq\|G\|_{1}$.

Proof. If $y=T u$, then an application of the Cauchy-Schwartz inequality yields

$$
\begin{aligned}
\|y(t)\|^{2} & \leq\left(\int_{0}^{t}\|G(t-\tau)\|\|u(\tau)\| d \tau\right)^{2} \\
& =\left(\int_{0}^{t}\|G(t-\tau)\|^{1 / 2}\|G(t-\tau)\|^{1 / 2}\|u(\tau)\| d \tau\right)^{2} \\
& \leq \int_{0}^{t}\|G(t-\tau)\| d \tau \cdot \int_{0}^{t}\|G(t-\tau)\|\|u(\tau)\|^{2} d \tau \\
& \leq\|G\|_{1} \int_{0}^{t}\|G(t-\tau)\|\|u(\tau)\|^{2} d \tau
\end{aligned}
$$

The Cauchy-Schwartz inequality was used to obtain the second inequality. By integrating the previous inequality and changing the order of integration, we have

$$
\begin{aligned}
\int_{0}^{\infty}\|y(t)\|^{2} d t & \leq\|G\|_{1} \int_{0}^{\infty} \int_{0}^{t}\|G(t-\tau)\|\|u(\tau)\|^{2} d \tau d t \\
& =\|G\|_{1} \int_{0}^{\infty} \int_{\tau}^{\infty}\|G(t-\tau)\| d t\|u(\tau)\|^{2} d \tau \\
& =\|G\|_{1}^{2}\|u\|^{2}
\end{aligned}
$$

Therefore, $\|y\| \leq\|G\|_{1}\|u\|$. This completes the proof.
The following result yields another useful bound for the operator $T$.
Corollary 2.3.2 Let $G$ be a Lebesgue measurable function with values in $\mathcal{L}(\mathbb{C}, \mathcal{Y})$ satisfying

$$
\begin{equation*}
\|G(t)\| \leq m e^{-2 \alpha t} \quad(t \in[0, \infty)) \tag{2.11}
\end{equation*}
$$

for some $m \geq 0$ and $\alpha>0$. Then $G$ is in $L^{1}(\mathbb{C}, \mathcal{Y})$. Furthermore, the linear map $T$ in (2.9) defines a bounded operator from $L^{2}[0, \infty)$ into $L^{2}([0, \infty), \mathcal{Y})$ and

$$
\begin{equation*}
\|T\| \leq\|G\|_{1} \leq\left\|e^{\alpha t} G\right\|_{2} / \sqrt{2 \alpha} \leq m / 2 \alpha \tag{2.12}
\end{equation*}
$$

where $\|\cdot\|_{2}$ denotes the $L^{2}([0, \infty), \mathcal{Y})$ norm.
Proof. Using the Cauchy-Schwartz inequality, we have

$$
\begin{aligned}
\|G\|_{1}^{2} & =\left(\int_{0}^{\infty}\|G(t)\| d t\right)^{2} \\
& =\left(\int_{0}^{\infty}\left\|e^{\alpha t} G(t)\right\| e^{-\alpha t} d t\right)^{2} \\
& \leq \int_{0}^{\infty}\left\|e^{\alpha t} G(t)\right\|^{2} d t \cdot \int_{0}^{\infty} e^{-2 \alpha t} d t \\
& =\left\|e^{\alpha t} G\right\|_{2}^{2} / 2 \alpha \leq\left\|m e^{-\alpha t}\right\|_{2}^{2} / 2 \alpha=m^{2} / 4 \alpha^{2}
\end{aligned}
$$

This along with Proposition 2.3 .1 readily yields the inequality in (2.12).

Remark 2.3.1 Recall that we have equality in the Cauchy-Schwartz inequality if and only if the corresponding vectors are linearly dependent. From the proof of the above inequality, it should be clear that we have the equality $\|G\|_{1}=\left\|e^{\alpha t} G\right\|_{2} / \sqrt{2 \alpha}$ in (2.12) if and only if there is a scalar $k$ such that $\left\|G(t) e^{\alpha t}\right\|=k e^{-\alpha t}$, or equivalently, $\|G(t)\|=k e^{-2 \alpha t}$.

Now consider the linear system $\{A, B, C, D\}$ defined by

$$
\begin{equation*}
\dot{x}=A x+B u \quad \text { and } \quad y=C x+D u \tag{2.13}
\end{equation*}
$$

where $A$ is on a finite dimensional state space $\mathcal{X}$. As before, the input $u(t)$ lives in $\mathcal{U}$ while the output $y(t)$ lives in $\mathcal{Y}$. If the initial condition is zero, then the input-output map $R$ corresponding to (2.13) is given by

$$
\begin{equation*}
y(t)=(R u)(t)=\int_{0}^{t} C e^{A(t-\tau)} B u(\tau) d \tau+D u(t) \tag{2.14}
\end{equation*}
$$

Motivated by this we say that $\{A, B, C, D\}$ is input-output stable if $R$ in (2.14) defines a bounded operator from $L^{2}([0, \infty), \mathcal{U})$ into $L^{2}([0, \infty), \mathcal{Y})$. Notice that if $A$ is stable, that is, if all the eigenvalues of $A$ have nonzero negative real part, then $G(t)=C e^{A t} B$ is in $L^{1}(\mathcal{U}, \mathcal{Y})$. Hence, the operator $T$ in (2.9) corresponding to this $G$ is bounded. Thus, $R=T+D$ is bounded. Therefore, if $A$ is stable, then $\{A, B, C, D\}$ is input-output stable. The converse of this fact is not necessarily true. For example, choose $A=1$ and $B=C=D=0$. Then clearly $A$ is unstable while $R=0$ obviously bounded. Summing up our previous analysis yields the following result.
Proposition 2.3.3 If all the eigenvalues of $A$ have nonzero negative real part, then the system $\{A, B, C, D\}$ is input-output stable.

### 2.4 The $H^{\infty}$ norm

To compute the norm of the input-output operator $T$ in (2.9), we need the Hardy space $H^{\infty}(\mathcal{U}, \mathcal{Y})$. Throughout $H^{\infty}(\mathcal{U}, \mathcal{Y})$ is the Hardy space of all functions $\mathbf{G}$ which are analytic for $\Re(s)>0$, take values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ and whose $H^{\infty}$ norm

$$
\begin{equation*}
\|\mathbf{G}\|_{\infty}:=\sup \{\|\mathbf{G}(s)\|: \Re(s)>0\} \tag{2.15}
\end{equation*}
$$

is finite. Notice that a rational function $\mathbf{G}$ is in $H^{\infty}(\mathcal{U}, \mathcal{Y})$ if and only if $\mathbf{G}$ is a proper rational function whose poles are in the open left half plane of $\mathbb{C}$, that is, $\{s \in \mathbb{C}: \Re(s)<0\}$. Now we are ready to state the following classical result; see Chapter IX, Section I of Foias-Frazho [39].
Theorem 2.4.1 Suppose $G$ is a Lebesgue measurable function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ and $D$ is in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Let $R$ be the linear map defined by

$$
\begin{equation*}
y(t)=(R u)(t)=\int_{0}^{t} G(t-\tau) u(\tau) d \tau+D u(t) \tag{2.16}
\end{equation*}
$$

where $u$ is in $L^{2}([0, \infty), \mathcal{U})$. Then $R$ defines a bounded operator from $L^{2}([0, \infty), \mathcal{U})$ into $L^{2}([0, \infty), \mathcal{Y})$ if and only if the Laplace transform $\mathbf{G}$ of $G$ is a function in $H^{\infty}(\mathcal{U}, \mathcal{Y})$. In this case $\|R\|=\|\mathbf{G}+D\|_{\infty}$.

The following result can be used to obtain a proof of Proposition 2.3.1.
Lemma 2.4.2 If $G$ is in $L^{1}(\mathcal{U}, \mathcal{Y})$, then its Laplace transform $\mathbf{G}$ is in $H^{\infty}(\mathcal{U}, \mathcal{Y})$. Moreover, $\|\mathbf{G}\|_{\infty} \leq\|G\|_{1}$.

Proof. Recall that the Laplace transform $\mathbf{G}$ of $G$ is defined by

$$
\mathrm{G}(s)=\int_{0}^{\infty} e^{-s t} G(t) d t
$$

Now let us show that $G$ analytic for $\Re(s)>0$. Consider any complex number $s$ with $\Re(s)>0$. Since $\left|e^{-s t}\right| \leq 1$, it follows that $\left\|e^{-s t} G(t)\right\|=\left|e^{-s t}\right|\|G(t)\| \leq\|G(t)\|$. Moreover, there is a finite number $\beta$ such that $\left|t e^{-s t}\right| \leq \beta$ for all $t \geq 0$; hence $\left\|t e^{-s t} G(t)\right\| \leq \beta\|G(t)\|$. Since $G$ is in $L^{1}(\mathcal{U}, \mathcal{Y})$, it now follows that the functions on $[0, \infty)$ given by $e^{-s t} G(t)$ and its derivative with respect to $s$ are both in $L^{1}(\mathcal{U}, \mathcal{Y})$. So we can interchange the integral and the derivative to show that the derivative of $\mathbf{G}$ exists for all $\Re(s)>0$. Hence, $\mathbf{G}$ is analytic in $\Re(s)>0$. Moreover, we have

$$
\|\mathbf{G}(s)\| \leq \int_{0}^{\infty}\left|e^{-s t}\right|\|G(t)\| d t \leq\|G\|_{1}
$$

Therefore, $\|\mathrm{G}\|_{\infty} \leq\|G\|_{1}$ and $\mathbf{G}$ is a function in $H^{\infty}(\mathcal{U}, \mathcal{Y})$ which proves our claim.
Consider any $G$ in $L^{1}(\mathcal{U}, \mathcal{Y})$. By the previous lemma, $\mathbf{G}$ is in $H^{\infty}(\mathcal{U}, \mathcal{Y})$ and $\|\mathbf{G}\|_{\infty} \leq$ $\|G\|_{1}$. Theorem 2.4.1 now implies that the operator $T$ in (2.9) defines a bounded operator with $\|T\|=\|\mathbf{G}\|_{\infty}$. Hence, $\|T\| \leq\|G\|_{1}$. This readily proves Proposition 2.3.1.

The following result is an immediate consequence of Theorem 2.4.1
Theorem 2.4.3 Let $\mathbf{G}$ be the transfer function for a finite dimensional system $\{A, B, C, D\}$ and $R$ be the input-output map defined by

$$
\begin{equation*}
(R u)(t)=\int_{0}^{t} C e^{A(t-\tau)} B u(\tau) d \tau+D u(t) \tag{2.17}
\end{equation*}
$$

Then $\{A, B, C, D\}$ is input-output stable if and only if $\mathbf{G}$ is in $H^{\infty}(\mathcal{U}, \mathcal{Y})$. Moreover, in this case $R$ is a bounded operator from $L^{2}([0, \infty), \mathcal{U})$ into $L^{2}([0, \infty), \mathcal{Y})$ and $\|R\|=\|\mathbf{G}\|_{\infty}$. In particular, if all the eigenvalues of $A$ have nonzero negative real part, then $\mathbf{G}$ is in $H^{\infty}(\mathcal{U}, \mathcal{Y})$ and $\{A, B, C, D\}$ is input-output stable.

If $\mathbf{G}$ is the transfer function for $\{A, B, C, D\}$, then we say that $\mathbf{G}$ is stable if all the poles of $\mathbf{G}$ are in the open left half plane, or equivalently, $\mathbf{G}$ is in $H^{\infty}(\mathcal{U}, \mathcal{Y})$.

If $P$ is any self-adjoint operator on $\mathcal{X}$, then $\lambda_{\max }(P)$ denotes the largest eigenvalue of $P$. Now let $G$ be a Lebesgue measurable function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Then $d_{1}(G)$ is the scalar defined by

$$
d_{1}(G)=\sup \left\{\|G u\|_{1}: u \in U \text { and }\|u\| \leq 1\right\} .
$$

Note that $d_{1}(G)$ can be infinite. However, if $G$ is in $L^{1}(\mathcal{U}, \mathcal{Y})$, then $d_{1}(G)$ is finite and satisfies $d_{1}(G) \leq\|G\|_{1}$. If $\mathcal{U}=\mathbb{C}^{1}$, then $d_{1}(G)=\|G\|_{1}$. Finally, let $N$ be an operator from $\mathcal{U}$ into $\mathcal{Y}$, then the adjoint of $N$ is denoted by $N^{*}$. Recall $N^{*}$ is the unique operator from $\mathcal{Y}$ into $\mathcal{U}$ defined by $(N u, y)=\left(u, N^{*} y\right)$ for all $u$ in $\mathcal{U}$ and $y$ in $\mathcal{Y}$. This sets the stage for the following result which is a generalization of Corollary 2.3.2.

Theorem 2.4.4 Let $G$ be a Lebesgue measurable function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ where $\mathcal{U}$ is finite dimensional. Suppose that there are positive scalars $m$ and $\alpha>0$ satisfying $\|G(t)\| \leq m e^{-2 \alpha t}$ for all $t \geq 0$. Then the operator

$$
\begin{equation*}
\Pi=\int_{0}^{\infty} e^{2 \alpha t} G(t)^{*} G(t) d t \tag{2.18}
\end{equation*}
$$

is a well defined positive operator on $\mathcal{U}$. Moreover, the Laplace transform $\mathbf{G}$ of $G$ is in $H^{\infty}(\mathcal{U}, \mathcal{Y})$ and satisfies the following bounds:

$$
\begin{equation*}
\|\mathbf{G}\|_{\infty}^{2} \leq d_{1}(G)^{2} \leq \lambda_{\max }(\Pi) / 2 \alpha \tag{2.19}
\end{equation*}
$$

Proof. Consider any unit vector $u$ in $\mathcal{U}$. It follows from the hypotheses that $G u$ is in $L^{1}(\mathbb{C}, \mathcal{Y})$. Applying Lemma 2.4.2, we have $\|\mathbf{G} u\|_{\infty} \leq\|G u\|_{1} \leq d_{1}(G)$. Thus,

$$
\|\mathbf{G}\|_{\infty}=\sup \left\{\|\mathbf{G} u\|_{\infty}: u \in \mathcal{U} \text { and }\|u\| \leq 1\right\} \leq d_{1}(G)
$$

This readily establishes the first inequality in (2.19). To show that $\Pi$ is a well defined operator, let $u$ and $v$ be two arbitrary vectors in $\mathcal{U}$. Then, using the exponential bound on $G(t)$, we obtain

$$
\begin{align*}
|(\Pi u, v)| & =\left|\int_{0}^{\infty} e^{2 \alpha t}\left(G(t)^{*} G(t) u, v\right) d t\right|=\left|\left(e^{\alpha t} G u, e^{\alpha t} G v\right)\right| \\
& \leq\left\|e^{\alpha t} G u\right\|_{2}\left\|e^{\alpha t} G v\right\|_{2} \leq\left\|m e^{-\alpha t}\right\|_{2}^{2}\|u\|\|v\| \leq m^{2}\|u\|\|v\| / 2 \alpha \tag{2.20}
\end{align*}
$$

Hence, ( $\Pi u, v$ ) is finite for all $u$ and $v$. Thus, $\Pi$ is a well defined operator on $\mathcal{U}$. In fact, by choosing $v=\Pi u$ in (2.20), yields $\|\Pi\| \leq m^{2} / 2 \alpha$. Since $(\Pi u, u)=\left\|e^{\alpha t} G u\right\|_{2}^{2} \geq 0$, it follows that $\Pi$ is a positive operator. To obtain the second inequality in (2.19), let $u$ be a unit vector in $\mathcal{U}$. Then using the Cauchy-Schwartz inequality, we have

$$
\begin{aligned}
\|G u\|_{1}^{2} & =\left(\int_{0}^{\infty}\left\|e^{\alpha t} G(t) u\right\| e^{-\alpha t} d t\right)^{2} \\
& \leq \int_{0}^{\infty}\left\|e^{\alpha t} G(t) u\right\|^{2} d t \cdot \int_{0}^{\infty} e^{-2 \alpha t} d t \\
& =(\Pi u, u) / 2 \alpha \leq \lambda_{\max }(\Pi) / 2 \alpha
\end{aligned}
$$

Therefore, $d_{1}(G)^{2} \leq \lambda_{\max }(\Pi) / 2 \alpha$.

### 2.5 Notes

The results in this chapter are classical. For stability results on nonlinear differential equations see Khalil [74] and Vidyasagar [124]. A detailed study of mechanical systems is presented in Meirovitch [89]. For some further results on mechanical systems and feedback control see Meirovitch [90] and Skelton [114]. For some classical results on $H^{\infty}$ functions see Garnett [50] and Hoffman [64].

## Chapter 3

## Lyapunov Theory

In this chapter we develop and use some special Lyapunov equations to study the stability of linear systems. These Lyapunov equations naturally lead to some stability bounds for linear systems. Finally, we use Lyapunov techniques to derive some fundamental stability results for linear mechanical systems.

### 3.1 Basic Lyapunov theory

This section is devoted to basic Lyapunov stability results for state space systems described by

$$
\begin{equation*}
\dot{x}=A x \tag{3.1}
\end{equation*}
$$

where $A$ acts on a finite dimensional vector space $\mathcal{X}$ and $t \geq 0$. Recall that the operator $A$, or equivalently, the system $\dot{x}=A x$ is stable if and only if all the eigenvalues of $A$ have nonzero negative real part. Notice that the scalar system $\dot{x}=a x$ is stable if and only if $2 \Re(a)=a+\bar{a}<0$. The generalization of $a+\bar{a}$ to system (3.1) is $A+A^{*}<0$. Motivated by this, we say that $A$ or system (3.1) is dissipative if $A+A^{*}<0$. Clearly, $A$ is dissipative if and only if $2 \Re(A x, x)<0$ for all nonzero $x$. If $A$ is dissipative, then $A$ is stable. To see this, consider any eigenvalue $\lambda$ of $A$ and a corresponding unit eigenvector $v$, that is, $A v=\lambda v$ and $\|v\|=1$. Then $0>2 \Re(A v, v)=2 \Re(\lambda)$. Since this holds for every eigenvalue, $A$ is stable. However, if $A$ is stable, then $A$ it is not necessarily dissipative. For example, consider the operator

$$
A=\left[\begin{array}{rr}
-1 & 3 \\
0 & -1
\end{array}\right]
$$

Clearly, $A$ is stable. The eigenvalues for the operator $A+A^{*}$ are $\{-5,1\}$. So, $A$ is not dissipative.

Recall that an operator $A$ is similar to another operator $F$ on $\mathcal{F}$ if there exists an invertible transformation $T$ from $\mathcal{X}$ into $\mathcal{F}$ such that $F=T A T^{-1}$. Since similarity transformations preserve eigenvalues, they also preserve stability. Later we will see that $A$ is stable if and only if $A$ is similar to a dissipative operator. Assume that $A$ is similar to a dissipative operator $F$, that is, there exists a similarity transform $T$ satisfying

$$
T A T^{-1}+T^{-*} A^{*} T^{*}=F+F^{*}<0
$$

The adjoint of the inverse of $T$ is denoted by $T^{-*}$. Let $P$ be the strictly positive operator on $\mathcal{X}$ defined by $P:=T^{*} T$. (Because $T$ is invertible, it follows that $(P x, x)=\|T x\|^{2}>0$ for all nonzero $x$ in $\mathcal{X}$, and thus $P$ is strictly positive.) Pre-multiplying and post-multiplying the previous inequality by $T^{*}$ and $T$, respectively, yields

$$
\begin{equation*}
P A+A^{*} P<0 . \tag{3.2}
\end{equation*}
$$

So, if $A$ is similar to a dissipative operator, then $A$ is stable and there exists a strictly positive operator $P$ satisfying (3.2). We now show that the existence of a strictly positive operator $P$ satisfying (3.2) guarantees stability.

Lemma 3.1.1 Let $A$ be an operator on a finite-dimensional vector space and suppose that there exists a strictly positive operator $P$ satisfying (3.2). Then $A$ is stable.

Proof. Consider any eigenvalue $\lambda$ of $A$. Let $v$ be an eigenvector corresponding to $\lambda$, that is, $A v=\lambda v$ where $v \neq 0$. Then

$$
0>\left(\left(P A+A^{*} P\right) v, v\right)=(P A v, v)+(P v, A v)=(\lambda+\bar{\lambda})(P v, v)
$$

Hence, $2 \Re(\lambda)(P v, v)<0$. Because $P>0$, we must have $\Re(\lambda)<0$. Since this holds for every eigenvalue, $A$ is stable.

A strictly positive operator $P$ which satisfies the inequality in (3.2) will be referred to as a Lyapunov operator for (3.1) or $A$. If $A$ is dissipative, then the Lyapunov operator for $A$ is simply the identity operator. Clearly, $I$ is strictly positive. So, the above lemma also shows that all dissipative systems are stable.

Remark 3.1.1 Let $A$ be an operator on a finite-dimensional vector space satisfying

$$
\begin{equation*}
A Q+Q A^{*}<0 \tag{3.3}
\end{equation*}
$$

where $Q$ is strictly positive. Then from the above lemma, $A^{*}$ is stable, and hence, $A$ is stable.

So far we have shown that if (3.2) holds for some $P$, then $A$ is stable. Is the converse true? That is, if $A$ is stable, does there exist an operator $P$ such that (3.2) holds. Moreover, if this is true how does one find such an operator $P$. To answer this question notice that inequality (3.2) is equivalent to

$$
\begin{equation*}
P A+A^{*} P+\Omega=0 \tag{3.4}
\end{equation*}
$$

where $\Omega$ is a strictly positive operator. This linear operator equation is known as a Lyapunov equation. So, one approach to looking for Lyapunov operators could be to choose a strictly positive operator $\Omega$ and determine whether the Lyapunov equation has a strictly positive solution for $P$. The following result shows that if $A$ is stable, then (3.4) has a solution $P$ for every $\Omega$.

Lemma 3.1.2 Let A be stable operator on a finite dimensional vector space. Then for every operator $\Omega$, the Lyapunov equation (3.4) has a unique solution $P$ and this solution is given by

$$
\begin{equation*}
P=\int_{0}^{\infty} e^{A^{*} t} \Omega e^{A t} d t \tag{3.5}
\end{equation*}
$$

Moreover, if $\Omega$ is strictly positive (respectively positive), then $P$ is strictly positive (respectively positive).

Proof. First, let us show that $P$ given by (3.5) is a solution to the Lyapunov equation in (3.4). Because $A$ is stable, $\left\|e^{A t}\right\| \leq m e^{-\alpha t}$ for some positive $m$ and $\alpha>0$; see Theorem 2.1.1. Therefore, the integral in (3.5) exists, and this $P$ is a well defined operator. Recall that

$$
e^{A t} A=\frac{d e^{A t}}{d t} \quad \text { and } \quad A^{*} e^{A^{*} t}=\frac{d e^{A^{*} t}}{d t}
$$

Using this and (3.5), we obtain

$$
\begin{aligned}
P A+A^{*} P & =\int_{0}^{\infty}\left[e^{A^{*} t} \Omega e^{A t} A+A^{*} e^{A^{*} t} \Omega e^{A t}\right] d t \\
& =\int_{0}^{\infty}\left[e^{A^{*} t} \Omega \frac{d e^{A t}}{d t}+\frac{d e^{A^{*} t}}{d t} \Omega e^{A t}\right] d t \\
& =\int_{0}^{\infty} \frac{d\left(e^{A^{*} t} \Omega e^{A t}\right)}{d t} d t \\
& =\lim _{t_{1} \rightarrow \infty} \int_{0}^{t_{1}} \frac{d e^{A^{*}} \Omega e^{A t}}{d t} d t \\
& =\lim _{t_{1} \rightarrow \infty} e^{A^{*} t_{1}} \Omega e^{A t_{1}}-\Omega=-\Omega
\end{aligned}
$$

Therefore, the operator $P$ defined in (3.5) is a solution to Lyapunov equation (3.4).
To demonstrate that the solution to this Lyapunov equation is unique, consider any $P$ satisfying (3.4). Then for any $t_{1}>0$, we have

$$
\begin{aligned}
\int_{0}^{t_{1}} e^{A^{*} t} \Omega e^{A t} d t & =-\int_{0}^{t_{1}} e^{A^{*} t}\left(P A+A^{*} P\right) e^{A t} d t \\
& =-\int_{0}^{t_{1}} \frac{d\left(e^{A^{*} t} P e^{A t}\right)}{d t} d t \\
& =P-e^{A^{*} t_{1}} P e^{A t_{1}}
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\int_{0}^{t_{1}} e^{A^{*} t} \Omega e^{A t} d t=P-e^{A^{*} t_{1}} P e^{A t_{1}} \tag{3.6}
\end{equation*}
$$

By letting $t_{1}$ approach infinity and using the fact that $A$ is stable, we see that $P$ is given by (3.5). Hence $P$ is unique.

To complete the proof, assume that $\Omega$ is positive. Then for any $x$ in $\mathcal{X}$, we have

$$
\begin{equation*}
(P x, x)=\left(\int_{0}^{\infty} e^{A^{*} t} \Omega e^{A t} d t x, x\right)=\int_{0}^{\infty}\left(\Omega e^{A t} x, e^{A t} x\right) d t \geq 0 \tag{3.7}
\end{equation*}
$$

So, if $\Omega$ is positive, then $P$ is positive. If $\Omega$ is strictly positive, then there exists an $\epsilon>0$ such that $\Omega \geq \epsilon I$. Using this in (3.7) along with $x \neq 0$, yields

$$
(P x, x)=\int_{0}^{\infty}\left(\Omega e^{A t} x, e^{A t} x\right) d t \geq \epsilon \int_{0}^{\infty}\left\|e^{A t} x\right\|^{2} d t>0
$$

In this case, $P$ is strictly positive. This completes the proof.
Using the above two lemmas, we can now state the main result of this section.

Theorem 3.1.3 Let A be an operator on a finite dimensional vector space. Then the following statements are equivalent.
(a) The system $\dot{x}=A x$ is stable.
(b) There exist strictly positive operators $P$ and $\Omega$ satisfying the Lyapunov equation (3.4).
(c) For any strictly positive operator $\Omega$, the Lyapunov equation (3.4) has a strictly positive solution $P$. In this case $P$ is the only solution.
(d) The operator $A$ is similar to a dissipative operator.

Proof. The first lemma shows that (b) implies (a). The second lemma states that (a) implies (c). Hence, (b) implies (c). To see that (c) implies (b), pick any strictly positive $\Omega$. So, (b) holds and thus, (a), (b), (c) are equivalent.

To complete the proof, we have to prove the equivalence of (d). Recall that all dissipative operators are stable. So, if $A$ is similar to a dissipative operator, then $A$ is stable. In other words, (d) implies (a). On the other hand, if $A$ is stable, then there is a strictly positive operator $P$ such that

$$
P A+A^{*} P+I=0
$$

Since $P$ is strictly positive, it admits a strictly positive square root denoted by $P^{1 / 2}$. Multiplying both sides of the previous Lyapunov equation by $P^{-1 / 2}$ yields

$$
P^{1 / 2} A P^{-1 / 2}+P^{-1 / 2} A^{*} P^{1 / 2}=-P^{-1}<0
$$

This shows that $A$ is similar to the dissipative operator $P^{1 / 2} A P^{-1 / 2}$.
Since the stability of $A$ is equivalent to the stability of $A^{*}$, one can state the above theorem by replacing $P$ with $Q$ and replacing (3.4) with

$$
\begin{equation*}
A Q+Q A^{*}+\Omega=0 \tag{3.8}
\end{equation*}
$$

This readily yields the following result.

Corollary 3.1.4 Let $A$ be an operator on a finite dimensional vector space. Then the following statements are equivalent.
(a) The system $\dot{x}=A x$ is stable.
(b) There exist strictly positive operators $Q$ and $\Omega$ satisfying the Lyapunov equation (3.8).
(c) For any strictly positive operator $\Omega$, the Lyapunov equation (3.8) has a strictly positive solution $Q$. In this case $Q$ is the only solution.
(d) The operator $A$ is similar to a dissipative operator.

Exercise 2 As before, let $A$ be an operator on a finite dimensional vector space. Consider the Lyapunov equation

$$
\begin{equation*}
P A+A^{*} P+2 \alpha P+\Omega=0 \tag{3.9}
\end{equation*}
$$

where $\Omega$ is some strictly positive operator and $\alpha$ is a positive scalar. Then show that this equation has a strictly positive solution if and only if all the eigenvalues for $A$ are in $\{s \in \mathbb{C}: \Re(s)<-\alpha\}$. In this case, show that the solution to (3.9) is unique.

### 3.1.1 Lyapunov functions

Let us present a connection between Lyapunov functions and the Lyapunov equation given in (3.4). To this end, consider the nonlinear system given by $\dot{x}=f(x)$ where $f$ is a continuous function mapping $\mathbb{R}^{n}$ into $\mathbb{R}^{n}$. For simplicity of presentation in this section only, we assume that $\mathcal{X}=\mathbb{R}^{n}$ is the real vector space consisting of all $n$ tuples of the form $\left[x_{1}, x_{2}, \cdots, x_{n}\right]^{\text {tr }}$ where $x_{j}$ is in $\mathbb{R}$ for $j=1,2, \cdots, n$. Let $V$ be a function from $\mathbb{R}^{n}$ into $\mathbb{R}$. Recall that the derivative of $V$ at $x$ is the linear operator from $\mathbb{R}^{n}$ into $\mathbb{R}$ defined by

$$
D V(x) h:=\left.\frac{d}{d \epsilon} V(x+\epsilon h)\right|_{\epsilon=0} \quad\left(h \in \mathbb{R}^{n}\right)
$$

where $\epsilon$ is a scalar. We say that $V$ is a positive definite function if $V$ is a continuously differentiable function from $\mathbb{R}^{n}$ into $\mathbb{R}$ satisfying the following three conditions: $V(x)>0$ for all nonzero $x$ in $\mathbb{R}^{n}$ while $V(0)=0$ and $V(x)$ approaches infinity as $\|x\|$ tends to infinity. For example, if $P$ is a strictly positive matrix on $\mathbb{R}^{n}$, then the quadratic function given by $V(x)=(P x, x)$ is a positive definite function. (By strictly positive on $\mathbb{R}^{n}$ we mean that $P$ is a real valued self-adjoint matrix on $\mathbb{R}^{n}$ and $(P x, x)>0$ for all nonzero $x$ in $\mathbb{R}^{n}$.) A function $V$ is a Lyapunov function for $\dot{x}=f(x)$ if $V$ is a positive definite function and

$$
D V(x) f(x)<0 \quad(\text { for all } x \neq 0)
$$

Notice that $\dot{V}(x(t))=D V(x(t)) f(x(t))$. So, if $V$ is a Lyapunov function, then $\dot{V}(x(t))<0$ for all nonzero $x(t)$, that is, $V(x(t))$ is a decreasing function of $t$. Using this along with the properties of Lyapunov functions, one can prove the following well known result; see Khalil [74] and Vidyasagar [124].

Theorem 3.1.5 Consider the system $\dot{x}=f(x)$ where $f$ is a continuous function on $\mathbb{R}^{n}$. Assume that there exists a Lyapunov function $V$ for $\dot{x}=f(x)$. Then for every initial condition the differential equation $\dot{x}=f(x)$ has a solution. Moreover, every solution $x$ can be extended to the interval $[0, \infty)$ and satisfies

$$
\lim _{t \rightarrow \infty} x(t)=0
$$

Lyapunov functions play an important role in the stability analysis and control design of nonlinear systems; see Khalil [74] and Vidyasagar [124]. In general it can be difficult to construct a Lyapunov function for an arbitrary nonlinear system.

Constructing Lyapunov functions for a stable linear system $\dot{x}=A x$ is quite simple. To see this, assume that $A$ is a stable operator on $\mathcal{X}$. Let $\Omega$ be any strictly positive matrix on $\mathbb{R}^{n}$ and $P$ the solution to the following Lyapunov equation

$$
\begin{equation*}
P A+A^{*} P+\Omega=0 \tag{3.10}
\end{equation*}
$$

Theorem 3.1.3 shows that $P$ is strictly positive. Thus, $V(x)=(P x, x)$ is a positive definite function. We claim that this $V(x)$ is a Lyapunov function for the differential equation $\dot{x}=A x$. To verify this simply notice that $D V(x) h=(P h, x)+(P x, h)$ where $h$ is in $\mathbb{R}^{n}$. So, using $f(x)=A x$ along with (3.10), we obtain

$$
D V(x) A x=(P A x, x)+(P x, A x)=-(\Omega x, x)
$$

Clearly, $-(\Omega x, x)<0$ for all nonzero $x$. Therefore, any stable linear system $\dot{x}=A x$ has a Lyapunov function of the form $V(x)=(P x, x)$. Furthermore, the above analysis shows that each strictly positive operator $\Omega$ uniquely determines a quadratic Lyapunov function $V(x)=(P x, x)$ where $P$ is this unique solution to the Lyapunov equation in (3.10).

Exercise 3 Show that $V(x)=x^{2}$ is a Lyapunov function for $\dot{x}=-x^{3}$. Compute the general solution to this nonlinear differential equation to verify that $x(t)$ approaches 0 as $t$ approaches infinity for all initial conditions.

### 3.2 Lyapunov functions and related bounds

In this section we use the Lyapunov equation to establish some bounds on a linear system.

### 3.2.1 Bounds on $e^{A t}$

In this section we will use the Lyapunov equation in (3.10) to compute some bounds on $\left\|e^{A t}\right\|$ in terms of the operators $P$ and $\Omega$. This analysis begins with the following fundamental result.

Lemma 3.2.1 Let $A$ be an operator on a finite dimensional space $\mathcal{X}$ satisfying

$$
\begin{equation*}
A+A^{*} \leq-2 \alpha I \tag{3.11}
\end{equation*}
$$

where $\alpha \geq 0$. Then $\left\|e^{A t}\right\| \leq e^{-\alpha t}$ for all $t \geq 0$.

Proof. First assume that $A$ is marginally dissipative, that is, $A+A^{*} \leq 0$. Now let $g$ be the function defined by $g(t)=\left\|e^{A t} x\right\|^{2}$ where $x$ is in $\mathcal{X}$. Then

$$
\dot{g}(t)=\frac{d}{d t}\left(e^{A t} x, e^{A t} x\right)=\left(A e^{A t} x, e^{A t} x\right)+\left(e^{A t} x, A e^{A t} x\right)=2 \Re\left(A e^{A t} x, e^{A t} x\right) \leq 0
$$

Because $\dot{g}(t) \leq 0$, it follows that $g$ is nonincreasing and its maximum is obtained at zero. Thus,

$$
\left\|e^{A t} x\right\|^{2}=g(t) \leq g(0)=\|x\|^{2}
$$

Hence, $e^{A t}$ is contractive for all $t \geq 0$, that is, $\left\|e^{A t}\right\| \leq 1$ for all $t \geq 0$. So, if $A$ is marginally dissipative, then $e^{A t}$ is contractive for all $t \geq 0$. However, if $A+A^{*} \leq-2 \alpha I$, then $A+\alpha I$ is marginally dissipative. Therefore, $\left\|e^{(A+\alpha I) t}\right\| \leq 1$, or equivalently, $\left\|e^{-A t}\right\| \leq e^{-\alpha t}$ for all $t \geq 0$. This completes the proof.

If $A$ is dissipative, then $A+A^{*} \leq-2 \alpha I$ for some $\alpha>0$. In this case, the above lemma shows that the solution to the differential equation $\dot{x}=A x$ with $x(0)=x_{0}$ satisfies the bound $\|x(t)\| \leq e^{-\alpha t}\left\|x_{0}\right\|$ for all $t \geq 0$. This bound motivated the definition of dissipative. If $R$ is an operator on $\mathcal{X}$, then $\lambda_{\max }(R)$ is the largest real eigenvalue of $R$ while $\lambda_{\min }(R)$ is the smallest real eigenvalue of $R$. This sets the stage for the following result which is a generalization of the previous lemma.

Theorem 3.2.2 Let $A$ be a stable operator on a finite dimensional space $\mathcal{X}$ and $\Omega$ a strictly positive operator on $\mathcal{X}$. Let $P$ be the unique solution for the Lyapunov equation (3.10). Then all the eigenvalues of $P^{-1} \Omega$ are nonzero positive real numbers. Moreover, if $\alpha=$ $\lambda_{m i n}\left(P^{-1} \Omega\right) / 2$, then

$$
\begin{equation*}
\left\|e^{A t}\right\| \leq\left(\frac{\lambda_{\max }(P)}{\lambda_{\min }(P)}\right)^{1 / 2} e^{-\alpha t} \tag{3.12}
\end{equation*}
$$

Proof. By multiplying both sides of the Lyapunov equation (3.10) by $P^{-1 / 2}$, we obtain

$$
\begin{equation*}
P^{-1 / 2} A^{*} P^{1 / 2}+P^{1 / 2} A P^{-1 / 2}=-P^{-1 / 2} \Omega P^{-1 / 2} \leq-2 \alpha I \tag{3.13}
\end{equation*}
$$

where $2 \alpha$ is the smallest eigenvalue of $P^{-1 / 2} \Omega P^{-1 / 2}$. So, if $F=P^{1 / 2} A P^{-1 / 2}$, then $F$ is similar to $A$ and $F+F^{*} \leq-2 \alpha I$. According to the previous lemma, we have $\left\|e^{F t}\right\| \leq e^{-\alpha t}$. Thus,

$$
\begin{aligned}
\left\|e^{A t}\right\| & =\left\|P^{-1 / 2} e^{F t} P^{1 / 2}\right\| \leq\left\|P^{-1 / 2}\right\|\left\|e^{F t}\right\|\left\|P^{1 / 2}\right\| \\
& \leq\left\|P^{-1 / 2}\right\|\left\|P^{1 / 2}\right\| e^{-\alpha t}
\end{aligned}
$$

Since $\left\|P^{1 / 2}\right\|^{2}=\lambda_{\max }(P)$ and $\left\|P^{-1 / 2}\right\|^{2}=1 / \lambda_{\min }(P)$, we readily obtain the bound in (3.12).
To complete the proof it remains to show that $2 \alpha=\lambda_{\min }\left(P^{-1 / 2} \Omega P^{-1 / 2}\right)$ also equals $\lambda_{\text {min }}\left(P^{-1} \Omega\right)$. First notice that $P^{-1 / 2} \Omega P^{-1 / 2}$ is similar to $P^{-1} \Omega$. This follows from

$$
P^{1 / 2}\left(P^{-1} \Omega\right) P^{-1 / 2}=P^{-1 / 2} \Omega P^{-1 / 2}
$$

So, $P^{-1} \Omega$ and $P^{-1 / 2} \Omega P^{-1 / 2}$ have the same eigenvalues. In particular, all the eigenvalues of $P^{-1} \Omega$ are nonzero positive real numbers. Furthermore, $\lambda_{\min }\left(P^{-1} \Omega\right)$ is the smallest eigenvalue of $P^{-1 / 2} \Omega P^{-1 / 2}$. Hence, $2 \alpha=\lambda_{\min }\left(P^{-1} \Omega\right)$. This completes the proof.

To obtain some additional insight into Lyapunov functions, let $A$ be a stable operator on $\mathcal{X}$ and $\Omega$ a strictly positive operator on $\mathcal{X}$. Let $P$ be the solution to the Lyapunov equation in (3.10). Recall that $P$ is strictly positive. Now let $\mathcal{X}_{P}$ be the inner product space consisting of all vectors in $\mathcal{X}$ and determined by the inner product $(x, y)_{P}=(P x, y)$ where $x$ and $y$ are in $\mathcal{X}$. Because $P$ is strictly positive, it follows that $\mathcal{X}_{P}$ is a well defined Hilbert space. Let $U$ be the "identity" operator mapping $\mathcal{X}$ into $\mathcal{X}_{P}$ defined by $U x=x$. Obviously, $U$ is invertible. We claim that

$$
\begin{equation*}
\|U\|^{2}=\lambda_{\max }(P) \text { and }\left\|U^{-1}\right\|^{2}=1 / \lambda_{\min }(P) \tag{3.14}
\end{equation*}
$$

The first equality follows from

$$
\begin{aligned}
\|U\|^{2} & =\sup \left\{\|U x\|_{P}^{2}:\|x\| \leq 1\right\} \\
& =\sup \{(P x, x):\|x\| \leq 1\}=\lambda_{\max }(P)
\end{aligned}
$$

To verify the second equality notice that

$$
\begin{aligned}
\left\|U^{-1}\right\|^{2} & =\sup \left\{\left\|U^{-1} x\right\|^{2}:\|x\|_{P} \leq 1\right\}=\sup \{(x, x):(P x, x) \leq 1\} \\
& =\sup \left\{\left(P^{-1} y, y\right):\|y\|^{2} \leq 1\right\}=\lambda_{\max }\left(P^{-1}\right)=1 / \lambda_{\min }(P) .
\end{aligned}
$$

The third equality was obtained by replacing $x$ by $P^{-1 / 2} y$. This completes the proof of (3.14).

Now let $A_{0}$ be the operator on $\mathcal{X}_{P}$ defined by $A_{0} x=A x$. Clearly, $A_{0} U=U A$ and thus $A_{0}$ is similar to $A$. In particular, $e^{A_{0} t}=U e^{A t} U^{-1}$. Using the Lyapunov equation in (3.10), we obtain

$$
\begin{equation*}
2 \Re\left(A_{0} x, x\right)_{P}=(P A x, x)+(P x, A x)=-(\Omega x, x)=-\left(P^{-1} \Omega x, x\right)_{P} \tag{3.15}
\end{equation*}
$$

Since $\left(P^{-1} \Omega x, x\right)_{P}=(\Omega x, x)>0$ for all nonzero $x$, it follows that $P^{-1} \Omega$ is a strictly positive operator on the space $\mathcal{X}_{P}$. In particular, all the eigenvalues of $P^{-1} \Omega$ are nonzero and positive. Using $\alpha=\lambda_{\text {min }}\left(P^{-1} \Omega\right) / 2$ in (3.15), we obtain

$$
\begin{equation*}
A_{0}+A_{0}^{*} \leq-2 \alpha I \tag{3.16}
\end{equation*}
$$

Therefore, $A_{0}$ is dissipative. According to Lemma 3.2.1, we have $\left\|e^{A_{0} t}\right\| \leq e^{-\alpha t}$. By consulting (3.14), we obtain

$$
\left\|e^{A t}\right\|=\left\|U^{-1} e^{A_{0} t} U\right\| \leq\left\|U^{-1}\right\|\|U\|\left\|e^{A_{0} t}\right\|=\left(\frac{\lambda_{\max }(P)}{\lambda_{\min }(P)}\right)^{1 / 2} e^{-\alpha t}
$$

This yields another proof of Theorem 3.2.2. Finally, this analysis also shows that any stable operator is similar to a dissipative operator.

### 3.2.2 Some system bounds

Let $A$ be an operator on a finite dimensional space $\mathcal{X}$ and let $\Gamma_{\max }(A)$ be the real number defined by

$$
\Gamma_{\max }(A)=-\max \{\Re(\lambda): \lambda \text { is an eigenvalue of } A\}
$$

Now consider $\alpha<\Gamma_{\max }(A)$. Then all the eigenvalues of $A+\alpha I$ have nonzero negative real part and thus $A+\alpha I$ is stable. So, if $\Omega$ is any positive operator on $\mathcal{X}$, then there exists a unique positive solution $P$ to the Lyapunov equation $P(A+\alpha I)+(A+\alpha I)^{*} P+\Omega=0$, or equivalently,

$$
\begin{equation*}
P A+A^{*} P+2 \alpha P+\Omega=0 \tag{3.17}
\end{equation*}
$$

In fact, according to Lemma 3.1.2, the solution $P$ is given by

$$
\begin{equation*}
P=\int_{0}^{\infty} e^{\left(A^{*}+\alpha I\right) t} \Omega e^{(A+\alpha I) t} d t \tag{3.18}
\end{equation*}
$$

In particular, if $A$ is stable and $\alpha$ is chosen such that $0<\alpha<\Gamma_{\max }(A)$, then there is a positive solution to the Lyapunov equation (3.17). This Lyapunov equation is used in the following theorem. To present this theorem recall that if $G$ is any function in $L^{1}(\mathcal{U}, \mathcal{Y})$, then $d_{1}(G)$ is defined by

$$
d_{1}(G):=\sup \left\{\|G u\|_{1}: u \in \mathcal{U} \text { and }\|u\| \leq 1\right\}
$$

Throughout it is assumed that both $\mathcal{U}$ and $\mathcal{Y}$ are finite dimensional spaces. (If $\mathcal{U}=\mathbb{C}^{1}$, then $d_{1}(G)=\|G\|_{1}$.) Finally, recall that if $G$ is the impulse response for a finite dimensional stable linear system, then $G$ is in $L^{1}(\mathcal{U}, \mathcal{Y})$ and thus $d_{1}(G)$ is finite.
Theorem 3.2.3 Let $G$ be the impulse response for a stable linear system $\{A, B, C, 0\}$ and $\mathbf{G}$ be its transfer function. Consider $0<\alpha<\Gamma_{\max }(A)$ and let $P$ be the unique solution to the Lyapunov equation

$$
\begin{equation*}
P A+A^{*} P+2 \alpha P+(2 \alpha)^{-1} C^{*} C=0 . \tag{3.19}
\end{equation*}
$$

Then we have the following bounds:

$$
\begin{equation*}
\|\mathbf{G}\|_{\infty} \leq d_{1}(G) \leq \lambda_{\max }\left(B^{*} P B\right)^{1 / 2} \tag{3.20}
\end{equation*}
$$

In particular, if $\mathcal{U}$ is one dimensional, then

$$
\|\mathbf{G}\|_{\infty} \leq\|G\|_{1} \leq\left(B^{*} P B\right)^{1 / 2}
$$

Proof. According to Theorem 2.4.4, we have $\|G\|_{\infty} \leq d_{1}(G)$. This readily proves the first inequality in (3.20). To obtain the second inequality, first notice that because $A+\alpha I$ is stable, $P$ is uniquely determined by (3.18) where $\Omega=(2 \alpha)^{-1} C^{*} C$, that is,

$$
P=\frac{1}{2 \alpha} \int_{0}^{\infty} e^{\left(A^{*}+\alpha I\right) t} C^{*} C e^{(A+\alpha I) t} d t
$$

Let $u$ be any unit vector in $\mathcal{U}$. Then using the previous expression for $P$ along with $G(t)=$ $C e^{A t} B$ and the Cauchy-Schwartz inequality, we have

$$
\begin{aligned}
\|G u\|_{1}^{2} & =\left(\int_{0}^{\infty}\left\|C e^{(A+\alpha I) t} B u\right\| e^{-\alpha t} d t\right)^{2} \\
& \leq \int_{0}^{\infty}\left\|C e^{(A+\alpha I) t} B u\right\|^{2} d t \cdot \int_{0}^{\infty} e^{-2 \alpha t} d t \\
& =\frac{1}{2 \alpha} \int_{0}^{\infty}\left(B^{*} e^{\left(A^{*}+\alpha I\right) t} C^{*} C e^{(A+\alpha I) t} B u, u\right) d t \\
& =\left(B^{*} P B u, u\right) \leq \lambda_{\max }\left(B^{*} P B\right)
\end{aligned}
$$

Therefore, $d_{1}(G)^{2} \leq \lambda_{\max }\left(B^{*} P B\right)$. This completes the proof.
Notice that the above result can also be proven by applying Theorem 2.4.4 with $\Pi=$ $2 \alpha B^{*} P B$.

Exercise 4 Let $A$ be an operator on a finite dimensional vector space $\mathcal{X}$ and $\Omega$ a strictly positive operator on $\mathcal{X}$. Consider the Lyapunov equation

$$
\begin{equation*}
P A+A^{*} P+2 \alpha P+\Omega=0 \tag{3.21}
\end{equation*}
$$

Then show that

$$
\Gamma_{\max }(A)=\sup \{\alpha: \text { there exists a } P>0 \text { solving }(3.21)\} .
$$

Exercise 5 Let $G$ be the impulse response for a stable system $\{A$ on $\mathcal{X}, B, C, 0\}$ and let $\mathbf{G}$ be its transfer function. Suppose that $\Omega$ is a strictly positive operator on $\mathcal{X}$ and $P$ is the unique solution to the Lyapunov equation (3.10). For $\alpha=\lambda_{\min }\left(P^{-1} \Omega\right) / 2$, show that

$$
\|\mathbf{G}\|_{\infty} \leq\|G\|_{1} \leq \alpha^{-1}\|B\|\|C\| \sqrt{\lambda_{\max }(P) / \lambda_{\min }(P)} .
$$

### 3.3 Lyapunov functions for mechanical systems

In this section we use Lyapunov techniques to obtain another proof of the stability result for mechanical systems presented in Theorem 2.2.2. As before, we illustrate the results with the simple model of a two story structure considered in Section 2.2. Recall that this system is described by the following set of differential equations

$$
\begin{gathered}
m_{1} \ddot{y_{1}}+\left(c_{1}+c_{2}\right) \dot{y_{1}}-c_{2} \dot{y_{2}}+\left(k_{1}+k_{2}\right) y_{1}-k_{2} y_{2}=0 \\
m_{2} \ddot{y_{2}}-c_{2} \dot{y_{1}}+c_{2} \dot{y_{2}}-k_{2} y_{1}+k_{2} y_{2}=0 .
\end{gathered}
$$

As before, $m_{1}, m_{2}, c_{1}, c_{2}, k_{1}$ and $k_{2}$ are all nonzero positive scalars. Recall that if $q=\left[y_{1}, y_{2}\right]^{\text {tr }}$, then this system can be described by the following second order vector differential equation:

$$
\begin{equation*}
M \ddot{q}+C \dot{q}+K q=0 \tag{3.22}
\end{equation*}
$$

where the strictly positive operators $M, C$ and $K$ are given by

$$
M=\left[\begin{array}{cc}
m_{1} & 0 \\
0 & m_{2}
\end{array}\right], \quad C=\left[\begin{array}{cc}
c_{1}+c_{2} & -c_{2} \\
-c_{2} & c_{2}
\end{array}\right] \text { and } K=\left[\begin{array}{cc}
k_{1}+k_{2} & -k_{2} \\
-k_{2} & k_{2}
\end{array}\right] .
$$

The kinetic energy for this system is given by

$$
\frac{m_{1} \dot{y}_{1}^{2}+m_{2} \dot{y}_{2}^{2}}{2}=(M \dot{q}, \dot{q}) / 2
$$

and the potential energy is given by

$$
\frac{k_{1} y_{1}^{2}+k_{2}\left(y_{2}-y_{1}\right)^{2}}{2}=(K q, q) / 2
$$

Consider now a general mechanical system described by (3.22) where $q(t)$ is a vector which describes the configuration of the system. As before, assume that $M, K$, and $C$ are strictly positive. The kinetic energy of the system is given by $(M \dot{q}, \dot{q}) / 2$, and the potential energy of the system is given by $(K q, q) / 2$. The total system energy is

$$
(K q, q) / 2+(M \dot{q}, \dot{q}) / 2
$$

Recall that, if we define the state vector $x=[q, \dot{q}]^{t r}$, then the mechanical system in (3.22) has a state space description of the form $\dot{x}=A x$ where

$$
A=\left[\begin{array}{cc}
0 & I  \tag{3.23}\\
-M^{-1} K & -M^{-1} C
\end{array}\right] .
$$

We now look for a Lyapunov operator $P$ which guarantees the stability of $A$. For a candidate consider the operator associated with the total energy, that is,

$$
P=\frac{1}{2}\left[\begin{array}{cc}
K & 0  \tag{3.24}\\
0 & M
\end{array}\right]
$$

Clearly, $P$ is strictly positive. Moreover, a simple calculation shows that

$$
\begin{equation*}
P A+A^{*} P+\Omega=0 \tag{3.25}
\end{equation*}
$$

where

$$
\Omega=\left[\begin{array}{ll}
0 & 0 \\
0 & C
\end{array}\right]
$$

Since $\Omega$ is positive and singular, we cannot infer that $\dot{x}=A x$ is stable with our current Lyapunov results. However, later Lyapunov results will show that this $P$ is sufficient to establish stability.

To obtain a stability result with our existing Lyapunov theory, consider the following candidate Lyapunov operator

$$
P=\frac{1}{2}\left[\begin{array}{cc}
K+\epsilon C & \epsilon M \\
\epsilon M & M
\end{array}\right]=\frac{1}{2}\left[\begin{array}{cc}
K & 0 \\
0 & M
\end{array}\right]+\frac{\epsilon}{2}\left[\begin{array}{cc}
C & M \\
M & 0
\end{array}\right] .
$$

For sufficiently small $\epsilon>0$, this $P$ is strictly positive. A simple calculation verifies that the Lyapunov equation in (3.25) holds where $\Omega$ is now given by

$$
\Omega=\left[\begin{array}{cc}
\epsilon K & 0 \\
0 & C-\epsilon M
\end{array}\right] .
$$

For sufficiently small $\epsilon>0$, the operator $C-\epsilon M$ is strictly positive, and thus, $\Omega$ is also strictly positive. Hence, $\dot{x}=A x$ is stable. So, if the operators $M, C$, and $K$ are all strictly positive, then the corresponding mechanical system is stable. This yields a Lyapunov based proof of Theorem 2.2.2.

### 3.4 Notes

The results in this section are classical. For further results on Lyapunov functions and their applications in control systems see Khalil [74] and Vidyasagar [124]. For some further results on mechanical systems see Meirovitch [89, 90] and Skelton [114].

## Chapter 4

## Observability

In this chapter we study the concept of observability for linear systems. The classical tests for observability are given. The connections between observability, stability and Lyapunov equations are presented. Finally, some of the proofs in this chapter use the Projection Theorem and classical least squares results from Hilbert space. These results are reviewed in the appendix on least squares.

### 4.1 Observability

This section is devoted to observability of linear systems. Consider the linear system

$$
\begin{equation*}
\dot{x}=A x+B u \quad \text { and } \quad y=C x+D u \tag{4.1}
\end{equation*}
$$

where $A$ is an operator on a finite dimensional space $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$, while the operator $C$ maps $\mathcal{X}$ into $\mathcal{Y}$ and $D$ maps $\mathcal{U}$ into $\mathcal{Y}$. This system is said to be observable over an interval $\left[0, t_{1}\right]$ (with $t_{1}>0$ ), if given the input $u(t)$ and output $y(t)$ over this interval, one can uniquely determine the state trajectory $x(t)$ on this interval. Clearly, the state $x(t)$ over $\left[0, t_{1}\right]$ and the initial state $x(0)$ uniquely determine each other. Therefore, the system $\{A, B, C, D\}$ is observable over $\left[0, t_{1}\right]$ if and only if given the input $u(t)$ and the output $y(t)$ over $\left[0, t_{1}\right]$ one can uniquely determine the initial state $x(0)$.

Recall that the solutions to the differential equation in (4.1) satisfy

$$
\begin{equation*}
C e^{A t} x(0)=g(t):=y(t)-\int_{0}^{t} C e^{A(t-\tau)} B u(\tau) d \tau-D u(t) \tag{4.2}
\end{equation*}
$$

Since both $u(t)$ and $y(t)$ are known, equation (4.2) shows that the system $\{A, B, C, D\}$ is observable over $\left[0, t_{1}\right]$ if and only if given the function $g(t)$ over $\left[0, t_{1}\right]$ one can uniquely determine the initial state $x(0)$ from $g(t)=C e^{A t} x(0)$. Therefore, the observability of the system $\{A, B, C, D\}$ depends only on the pair $\{C, A\}$ and is independent of the operators $B, D$ and the input $u$. Motivated by this, we say that the pair $\{C, A\}$ is observable over [ $0, t_{1}$ ] if the system $\dot{x}=A x$ and $y=C x$ is observable over $\left[0, t_{1}\right]$, that is, given the output $y(t)=C x(t)$ over the interval $\left[0, t_{1}\right]$ one can uniquely determine the initial state $x(0)$. Obviously, the system $\{A, B, C, D\}$ is observable if and only if the pair $\{C, A\}$ is observable.

Let $T$ be the operator from $\mathcal{X}$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Y}\right)$ defined by

$$
\begin{equation*}
(T x)(t)=C e^{A t} x \quad(x \in \mathcal{X}) \tag{4.3}
\end{equation*}
$$

Notice that the pair $\{C, A\}$ is observable over $\left[0, t_{1}\right]$ if and only if the operator $T$ is one to one, or equivalently, $\operatorname{ker} T=\{0\}$. (The kernel or null space of an operator is denoted by ker.) Throughout, we call $\mathcal{X}_{\bar{o}}:=\operatorname{ker} T$ the unobservable subspace for the pair $\{C, A\}$ or system (4.1). We claim that $\mathcal{X}_{\bar{o}}$ is an invariant subspace for $A$, that is, $A \mathcal{X}_{\bar{o}} \subset \mathcal{X}_{\bar{o}}$. To see this, assume that $x \in \mathcal{X}_{\bar{\partial}}$, that is, $T x=0$. Then differentiating $C e^{A t} x=0$ yields $0=C e^{A t} A x=(T A x)(t)$. Hence, $A x$ is also in $\mathcal{X}_{\tilde{\partial}}$ and thus $\mathcal{X}_{\dot{\partial}}$ is invariant for $A$.

The observability matrix associated with $\{C, A\}$ is the block matrix defined by

$$
W_{o}=\left[\begin{array}{c}
C  \tag{4.4}\\
C A \\
\vdots \\
C A^{n-1}
\end{array}\right]
$$

where $n$ is the dimension of $\mathcal{X}$. The following result shows that $W_{o}$ and $T$ have the same kernel, and hence, the observability of $\{C, A\}$ is independent of the interval.

Lemma 4.1.1 Let $T$ be the operator from a $n$-dimensional space $\mathcal{X}$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Y}\right)$ defined by (4.3) where $A$ is an operator on $\mathcal{X}$ and $C$ maps $\mathcal{X}$ into $\mathcal{Y}$. Then

$$
\begin{equation*}
\mathcal{X}_{\tilde{\partial}}:=\operatorname{ker} T=\bigcap\left\{\operatorname{ker} C A^{k}: k=0,1,2, \cdots\right\}=\operatorname{ker} W_{o} . \tag{4.5}
\end{equation*}
$$

Moreover, $\mathcal{X}_{\bar{o}}$ is an invariant subspace for $A$.
Proof. Notice that $x$ is in the kernel of $T$ if and only if $C e^{A t} x=0$ for $0 \leq t \leq t_{1}$. By using the power series expansion for $e^{A t}$, we see that $x$ is in the kernel of $T$ if and only if

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{C A^{k} x}{k!} t^{k}=0 \quad\left(\text { for } 0 \leq t \leq t_{1}\right) \tag{4.6}
\end{equation*}
$$

Because a power series is zero if and only if the coefficients of $t^{k}$ are all zero, it follows that $x$ is in the kernel of $T$ if and only if $C A^{k} x=0$ for all $k \geq 0$. This proves the second equality in (4.5). By the Cayley-Hamilton Theorem, $A^{k}$ can be expressed as a linear combination of $\left\{I, A, \cdots, A^{(n-1)}\right\}$ for each integer $k \geq 0$. In particular,

$$
\operatorname{ker} W_{o}=\left\{x \in \mathcal{X}: C A^{k} x=0 \text { for all } k \geq 0\right\}
$$

Hence, $x$ is in the kernel of $T$ if and only if $x$ is in the kernel of the observability matrix $W_{o}$. Therefore, $T$ and $W_{o}$ have the same kernel. We have already shown that $\mathcal{X}_{\bar{\sigma}}$ is an invariant subspace for $A$.

Clearly, the kernel of $W_{o}$ is independent of the interval $\left[0, t_{1}\right]$. According to the previous lemma $\operatorname{ker} T=\operatorname{ker} W_{o}$, and hence, $\operatorname{ker} T$ is also independent of the interval $\left[0, t_{1}\right]$. Since the pair $\{C, A\}$ is observable over $\left[0, t_{1}\right]$ if and only if $\operatorname{ker} T=\{0\}$, we see that observability is
independent of the time interval $\left[0, t_{1}\right]$. So, from now on we drop the interval $\left[0, t_{1}\right]$ when referring to observability of the pair $\{C, A\}$ or the system $\{A, B, C, D\}$.

Throughout $\mathcal{X}_{o}$ denotes the orthogonal complement of the unobservable subspace $\mathcal{X}_{\bar{o}}$, that is, $\mathcal{X}_{o}=\mathcal{X} \ominus \mathcal{X}_{\dot{\boldsymbol{O}}}$. The subspace $\mathcal{X}_{o}$ is called the observable subspace associated with the pair $\{C, A\}$. Since $\mathcal{X}_{\bar{o}}=\operatorname{ker} T=\operatorname{ker} W_{o}$, we have

$$
\begin{equation*}
\mathcal{X}_{o}=(\operatorname{ker} T)^{\perp}=\left(\operatorname{ker} W_{o}\right)^{\perp}=\operatorname{ran} W_{o}^{*} ; \tag{4.7}
\end{equation*}
$$

see Lemma 16.2.1 in the Appendix. It follows that the pair $\{C, A\}$ is observable if and only if ran $W_{o}^{*}=\mathcal{X}$. Using the Cayley-Hamilton Theorem, we can also obtain the following characterization of the observable subspace:

$$
\begin{equation*}
\mathcal{X}_{o}=\operatorname{ran} W_{o}^{*}=\bigvee_{k=0}^{n-1} A^{* k} C^{*} \mathcal{Y}=\bigvee_{k=0}^{\infty} A^{* k} C^{*} \mathcal{Y} \tag{4.8}
\end{equation*}
$$

Recall that $V$ denotes the linear span. Summing up this analysis yields the following classical result.

Theorem 4.1.2 Suppose that $A$ is an operator on a n-dimensional space $\mathcal{X}$ and $C$ is an operator mapping $\mathcal{X}$ into $\mathcal{Y}$. Let $W_{o}$ be the observability matrix defined in (4.4). Then the following statements are equivalent.
(i) The pair $\{C, A\}$ is observable.
(ii) The operator $W_{o}$ is one to one, that is, $\operatorname{ker} W_{o}=\{0\}$.
(iii) The operator $W_{o}^{*}$ is onto, that is, ran $W_{o}^{*}=\mathcal{X}$.
(iv) The rank of $W_{o}$ is $n$.

Corollary 4.1.3 Let $A$ be an operator on a $n$-dimensional space $\mathcal{X}$ and $C$ an operator mapping $\mathcal{X}$ into $\mathbb{C}^{1}$. Then the pair $\{C, A\}$ is observable if and only if its observability matrix $W_{o}$ is nonsingular.

Example 4.1.1 Consider a mechanical system consisting of two small blocks of equal mass $m$ constrained to move without friction along a horizontal line and connected together by a linear spring of coefficient $k>0$; see Figure 4.1.1. Letting $q_{1}$ and $q_{2}$ denote the displacements


Figure 4.1: A mechanical system
of the blocks from an equilibrium configuration, an application of Newton's second law yields

$$
\begin{aligned}
m \ddot{q}_{1} & =k\left(q_{2}-q_{1}\right) \\
m \ddot{q}_{2} & =-k\left(q_{2}-q_{1}\right) .
\end{aligned}
$$

Consider the state variables $x_{1}=q_{1}, x_{2}=q_{2}, x_{3}=\dot{q}_{1}$ and $x_{4}=\dot{q}_{2}$. Then this system has the state space description $\dot{x}=A x$ where

$$
A=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-k / m & k / m & 0 & 0 \\
k / m & -k / m & 0 & 0
\end{array}\right]
$$

We will consider here two options for the measured output.
First consider $y=\frac{1}{2}\left(q_{1}+q_{2}\right)$ which represents the displacement of the mass center from its reference equilibrium position. Then $y=C x$ where

$$
C=\left[\begin{array}{llll}
\frac{1}{2} & \frac{1}{2} & 0 & 0
\end{array}\right]
$$

A simple calculation reveals that rank $W_{o}=2$. So, the pair $\{C, A\}$ is not observable. Physically this makes sense for the following reason. Since the sum of external forces in the horizontal direction is zero, the acceleration of the mass center is always zero. Hence, if the displacement and velocity of the mass center are initially zero, then the displacement of the mass center is zero for all time. However, this does not mean that $q_{1}$ and $q_{2}$ are zero. The two masses can oscillate about the mass center.

For a second choice of measured output consider $y=q_{1}$. In this case

$$
C=\left[\begin{array}{llll}
1 & 0 & 0 & 0
\end{array}\right]
$$

A simple calculation reveals that rank $W_{o}=4$. Hence, the pair $\{C, A\}$ is observable.
Exercise 6 Recall that the equation of motion for the damped linear oscillator is given by

$$
m \ddot{q}+c \dot{q}+k q=u
$$

where the mass $m>0$ while the damping $c$ and spring constant $k$ are non-negative. If $x_{1}=q$ and $\dot{x}_{1}=\dot{q}$, then a state space description for this system is given by

$$
\begin{aligned}
& \dot{x}_{1}=x_{2} \\
& \dot{x}_{2}=-(k / m) x_{1}-(c / m) x_{2}+u / m
\end{aligned}
$$

Show that the following holds.
(a) Position measurement: If $y=x_{1}$, then we have observability.
(b) Velocity measurement: If $y=x_{2}$, then we have observability if and only if $k \neq 0$.
(c) Acceleration measurement: If $y=\dot{x}_{2}$, then we have observability if and only if $k \neq 0$.

### 4.2 Unobservable eigenvalues and the PBH test

As before, let $A$ be an operator on a $n$-dimensional space $\mathcal{X}$ and $C$ an operator from $\mathcal{X}$ to $\mathcal{Y}$ and $W_{o}$ the observability matrix defined in (4.4). Recall that the unobservable subspace $\mathcal{X}_{\overline{\bar{o}}}=\operatorname{ker} W_{o}$ is an invariant subspace for $A$, that is, $A \mathcal{X}_{\bar{o}} \subset \mathcal{X}_{\bar{o}}$. We say that $\lambda$ is an unobservable eigenvalue and $v$ is an unobservable eigenvector for the pair $\{C, A\}$ if $v$ is a nonzero vector in $\mathcal{X}_{\bar{o}}$ and $A v=\lambda v$. So, the set of all unobservable eigenvalues and eigenvectors is precisely the set of all eigenvalues and eigenvectors for the operator $A_{\bar{\sigma}}$ on $\mathcal{X}_{\overline{\bar{o}}}$ defined by $A_{\bar{o}} f=A f$ for $f \in \mathcal{X}_{\bar{o}}$. Since $\{C, A\}$ is observable if and only if $\mathcal{X}_{\bar{o}}=\{0\}$, it follows that $\{C, A\}$ is observable if and only if $\{C, A\}$ has no unobservable eigenvalues. Notice that if $\{v, \lambda\}$ is an unobservable eigenvector eigenvalue pair of $\{C, A\}$, then $C e^{A t} v=C e^{\lambda t} v=0$. In particular, $x(t)=e^{\lambda t} v$ is a solution of

$$
\dot{x}=A x \text { and } y=C x
$$

where $y(t)=0$ for all $t$. Clearly, one cannot distinguish this output $y$ from the trivial solution for $y$ where the initial condition is $x(0)=0$. The following result known as a Popov-Belevitch-Hautus ( PBH ) Lemma provides a useful characterization of unobservable eigenvalues.

Lemma 4.2 .1 (PBH Observability Lemma.) A complex number $\lambda$ is an unobservable eigenvalue of the pair $\{C, A$ on $\mathcal{X}\}$ with eigenvector $v$ if and only if $v$ is a nonzero vector in the kernel of

$$
\Gamma_{\lambda}=\left[\begin{array}{c}
A-\lambda I \\
C
\end{array}\right]
$$

In particular, the pair $\{C, A\}$ is observable if and only if $\operatorname{ker} \Gamma_{\lambda}=\{0\}$ for all complex numbers $\lambda$.

Proof. Assume that $v$ is a nonzero vector in the kernel of $\Gamma_{\lambda}$. Then

$$
A v=\lambda v \quad \text { and } \quad C v=0 .
$$

Clearly, $\lambda$ is an eigenvalue of $A$ with eigenvector $v$. It now follows that $C A^{k} v=\lambda^{k} C v=0$ for all positive integers $k$; hence, $v$ is in $\operatorname{ker} W_{o}$. Therefore, $\lambda$ is an unobservable eigenvalue of the pair $\{C, A\}$ with eigenvector $v$.

Now assume that $\lambda$ is an unobservable eigenvalue of the pair $\{C, A\}$ with eigenvector $v$. Hence, $A v=\lambda v$ and $C v=0$. From this it readily follows that $v$ is a nonzero vector in the kernel of $\Gamma_{\lambda}$. This completes the proof.

Recall that $\{C, A$ on $\mathcal{X}\}$ is similar to another pair $\{\tilde{C}, \tilde{A}$ on $\tilde{\mathcal{X}}\}$ if there exists an invertible operator $R$ from $\tilde{\mathcal{X}}$ onto $\mathcal{X}$ satisfying $R \tilde{A}=A R$ and $\tilde{C}=C R$. Clearly, observability is preserved under a similarity transformation. In many applications, the output $y$ is scalar and $A$ is similar to a diagonal matrix $\tilde{A}$. In this case, the PBH lemma can be used to obtain the following observability result.

Proposition 4.2.2 Consider the pair of matrices

$$
A=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0  \tag{4.9}\\
0 & \lambda_{2} & & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_{n}
\end{array}\right] \quad \text { and } \quad C=\left[\begin{array}{cccc}
c_{1} & c_{2} & \cdots & c_{n}
\end{array}\right]
$$

where $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right\}$ and $\left\{c_{1}, c_{2}, \cdots, c_{n}\right\}$ are scalars. Then $\{C, A\}$ is observable if and only if $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right\}$ are distinct and $c_{i} \neq 0$ for $i=1,2, \cdots, n$.

Proof. For any scalar $\lambda$ the matrix $\Gamma_{\lambda}$ in the PBH Lemma is given by

$$
\Gamma_{\lambda}=\left[\begin{array}{cccc}
\lambda_{1}-\lambda & 0 & \cdots & 0 \\
0 & \lambda_{2}-\lambda & & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_{n}-\lambda \\
c_{1} & c_{2} & \cdots & c_{n}
\end{array}\right]
$$

If $c_{i}=0$, then with $\lambda=\lambda_{i}$, the $i$-th column of $\Gamma_{\lambda}$ is zero. Hence, $\Gamma_{\lambda}$ has a nontrivial kernel and by the PBH Lemma, $\{C, A\}$ is unobservable. If $\lambda_{i}=\lambda_{j}$, then with $\lambda=\lambda_{i}$, the $i$-th and $j$-th columns are linearly dependent. By the PBH Lemma, $\{C, A\}$ is unobservable.

On the other hand, assume that $\left\{\lambda_{j}\right\}_{1}^{n}$ are distinct and $c_{i} \neq 0$ for $i=1,2, \cdots, n$. Clearly, the columns of $\Gamma_{\lambda}$ are linearly independent when $\lambda$ is not an eigenvalue of $A$. Now consider $\lambda=\lambda_{i}$. Because $c_{i} \neq 0$, the $i$-th column of $\Gamma_{\lambda}$ is linearly independent of the other $n-1$ linearly independent columns. So, the kernel of $\Gamma_{\lambda}$ is zero for all $\lambda$. According the PBH Lemma, $\{C, A\}$ is observable.

One can also prove the above result using the operator $T$ from $\mathcal{X}$ into $L^{2}\left[0, t_{1}\right]$ defined in (4.3). Recall that the pair $\{C, A\}$ is observable if and only if the kernel of $T$ is zero. Because $\mathcal{X}=\mathbb{C}^{n}$ and $A$ is a diagonal matrix, $C e^{A t} x=\sum_{i=1}^{n} c_{i} e^{\lambda_{i} t} x_{i}$, where $x_{1}, x_{2}, \cdots, x_{n}$ are the components of $x$. Therefore, the kernel of $T$ is zero if and only if the set $\left\{c_{i} e^{\lambda_{i} t}\right.$ : $i=1,2, \cdots, n\}$ is linearly independent in $L^{2}\left[0, t_{1}\right]$. Clearly, this set is linearly independent if and only if $\left\{\lambda_{j}\right\}_{1}^{n}$ are distinct and $c_{i} \neq 0$ for $i=1,2, \cdots, n$.

Exercise 7 Let $A$ and $C$ be the matrices given in (4.9). Then show that the corresponding observability matrix $W_{o}$ admits a factorization of the form $W_{o}=V^{t r} \Lambda$ where $V$ is the Vandermonde matrix on $\mathbb{C}^{n}$ generated by $\left\{\lambda_{j}\right\}_{1}^{n}$; see (16.49), and $\Lambda=\operatorname{diag}\left(c_{1}, c_{2}, \cdots, c_{n}\right)$ is a diagonal matrix on $\mathbb{C}^{n}$. Using this result give another proof of Proposition 4.2.2.

### 4.3 An observability least squares problem

In this section we will use some classical results on least squares optimization to solve an observability optimization problem. These classical least squares optimization results are reviewed in the Appendix. Recall that the basic observability problem associated with the system $\{A, B, C, D\}$ in (4.1) is given a function $g$ over an interval $\left[0, t_{1}\right]$, find an initial state $x_{0}$ to satisfy $g(t)=C e^{A t} x_{0}$. Clearly, this equation does not have a solution for an arbitrary
function $g$. If $g$ is given by (4.2), there is at least one solution for $x_{0}$. Furthermore, the solution is unique if and only if $\{C, A\}$ is observable. If the solution is not unique one may search for a solution of minimum norm. Moreover, in many systems and control problems the measured output $g$ is corrupted by noise. Hence, one searches for an initial state $x_{0}$ of minimum norm such that $C e^{A t} x_{0}$ approximates $g(t)$ as close as possible. One mathematical formulation of this problem is the following observability least squares optimization problem: Given an output $g$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{Y}\right)$, find an initial state $\hat{x}_{0}$ to solve the following optimization problem

$$
\begin{equation*}
\left\|\hat{x}_{0}\right\|=\inf \left\|x_{0}\right\| \text { subject to }\left\|g-C e^{A t} x_{0}\right\|_{L^{2}}^{2}=\inf \left\{\int_{0}^{t_{1}}\left\|g(t)-C e^{A t} x\right\|^{2} d t: x \in \mathcal{X}\right\} \tag{4.10}
\end{equation*}
$$

The finite time observability Gramian defined by

$$
\begin{equation*}
P(t)=\int_{0}^{t} e^{A^{*} \sigma} C^{*} C e^{A \sigma} d \sigma \tag{4.11}
\end{equation*}
$$

plays a fundamental role in solving this problem. The following lemma permits one to compute $P(t)$ by solving an ordinary differential equation.

Lemma 4.3.1 Let $P(t)$ be the finite time observability Gramian given in (4.11). Then $P(t)$ is positive for all $t \geq 0$. Moreover, $P(t)$ is the solution to the differential equation

$$
\begin{equation*}
\dot{P}=A^{*} P+P A+C^{*} C \tag{4.12}
\end{equation*}
$$

subject to the initial condition $P(0)=0$.
Proof. To verify that $P(t)$ is positive, simply observe that for all $x$ in $\mathcal{X}$, we have

$$
(P(t) x, x)=\int_{0}^{t}\left(e^{A^{*} \sigma} C^{*} C e^{A \sigma} x, x\right) d \sigma=\int_{0}^{t}\left\|C e^{A \sigma} x\right\|^{2} d \sigma \geq 0
$$

So, $P(t)$ is positive. Notice that the definition of $P(t)$ in (4.11) gives $\dot{P}=e^{A^{*} t} C^{*} C e^{A t}$. Moreover,

$$
\begin{aligned}
A^{*} P+P A & =\int_{0}^{t}\left(A^{*} e^{A^{*} \sigma} C^{*} C e^{A \sigma}+e^{A^{*} \sigma} C^{*} C e^{A \sigma} A\right) d \sigma=\int_{0}^{t} \frac{d}{d \sigma} e^{A^{*} \sigma} C^{*} C e^{A \sigma} d \sigma \\
& =\left.e^{A^{*} \sigma} C^{*} C e^{A \sigma}\right|_{0} ^{t}=e^{A^{*} t} C^{*} C e^{A t}-C^{*} C \\
& =\dot{P}-C^{*} C
\end{aligned}
$$

This yields the differential equation in (4.12). Obviously, from (4.11) the initial condition is $P(0)=0$.

Let $T$ be a finite rank operator from $\mathcal{H}$ into $\mathcal{K}$. Then the restricted inverse $T^{-r}$ of $T$ is the unique operator from $\mathcal{K}$ into $\mathcal{H}$ defined by $T^{-r} z=\hat{h}$ where $\hat{h}$ is the unique element in $(\operatorname{ker} T)^{\perp}$ such that $T \hat{h}=P_{\mathcal{R}} z$ and $P_{\mathcal{R}}$ is the orthogonal projection onto the range of $T$; see Section 16.2 in the Appendix. We are now ready to present the main result of this section.

Theorem 4.3.2 Let $A$ be an operator on a finite dimensional vector space $\mathcal{X}$ and $C$ an operator mapping $\mathcal{X}$ into $\mathcal{Y}$ and $g$ a specified vector in $L^{2}\left(\left[0, t_{1}\right], \mathcal{Y}\right)$. Let $P\left(t_{1}\right)$ be the finite time observability Gramian defined in (4.11) or (4.12). Then the following holds.
(i) The solution to the observability optimization problem in (4.10) is unique and is given by

$$
\begin{equation*}
\hat{x}_{0}=P\left(t_{1}\right)^{-\tau} \int_{0}^{t_{1}} e^{A^{+} t} C^{*} g(t) d t \tag{4.13}
\end{equation*}
$$

(ii) The pair $\{C, A\}$ is observable if and only if $P\left(t_{1}\right)$ is strictly positive.
(iii) If the pair $\{C, A\}$ is observable, then the observability optimization problem in (4.10) reduces to the optimization problem

$$
\begin{equation*}
\left\|g-C e^{A t} \hat{x}_{0}\right\|_{L^{2}}^{2}=\inf \left\{\int_{0}^{t_{1}}\left\|g(t)-C e^{A t} x\right\|^{2} d t: x \in \mathcal{X}\right\} \tag{4.14}
\end{equation*}
$$

and the corresponding optimal initial state is given by

$$
\begin{equation*}
\hat{x}_{0}=P\left(t_{1}\right)^{-1} \int_{0}^{t_{1}} e^{A^{*} t} C^{*} g(t) d t \tag{4.15}
\end{equation*}
$$

Proof. As before, let $T$ be the operator from $\mathcal{X}$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Y}\right)$ defined by $T x_{0}=C e^{A t} x_{0}$ for $x_{0} \in \mathcal{X}$. Let $P_{\mathcal{R}}$ be the orthogonal projection onto the range $\mathcal{R}$ of $T$; see Section 16.1 in the Appendix. By employing the Projection Theorem, the observability optimization problem in (4.10) is equivalent to the following minimum norm optimization problem:

$$
\begin{equation*}
\left\|\hat{x}_{0}\right\|=\inf \left\{\left\|x_{0}\right\|: x_{0} \in \mathcal{X} \text { and } T x_{0}=P_{R} g\right\} \tag{4.16}
\end{equation*}
$$

According to Corollary 16.5.2 in Section 16.5, the solution to this optimization problem is unique and is given by

$$
\begin{equation*}
\hat{x}_{0}=\left(T^{*} T\right)^{-r} T^{*} g \tag{4.17}
\end{equation*}
$$

We claim that $T^{*}$ is the operator mapping $L^{2}\left(\left[0, t_{1}\right], \mathcal{Y}\right)$ into $\mathcal{X}$ given by

$$
\begin{equation*}
T^{*} f=\int_{0}^{t_{1}} e^{A^{* t}} C^{*} f(t) d t \quad\left(f \in L^{2}\left(\left[0, t_{1}\right], \mathcal{Y}\right)\right) \tag{4.18}
\end{equation*}
$$

To verify (4.18), simply notice that for any $x$ in $\mathcal{X}$ and $f$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{Y}\right)$, we have

$$
\begin{equation*}
\left(x, T^{*} f\right)_{\mathcal{X}}=(T x, f)_{L^{2}}=\int_{0}^{t_{1}}\left(C e^{A t} x, f(t)\right)_{\mathcal{Y}} d t=\left(x, \int_{0}^{t_{1}} e^{A^{* t}} C^{*} f(t) d t\right)_{\mathcal{X}} \tag{4.19}
\end{equation*}
$$

(The inner product on a Hilbert space $\mathcal{H}$ is denoted by $(g, h)_{\mathcal{H}}$.) Therefore, the adjoint $T^{*}$ of $T$ is given by (4.18). Finally, by combining the definition of $T$ with its adjoint in (4.18), we see that $T^{*} T=P\left(t_{1}\right)$ where $P\left(t_{1}\right)$ is the finite time observability Gramian given in (4.11). Using $T^{*} T=P\left(t_{1}\right)$ along with (4.17) and (4.18), we see that the solution to the observability optimization problem in (4.10) is given by (4.13). This proves Part (i).

Recall that the pair $\{C, A\}$ is observable if and only if the operator $T$ is one to one, or equivalently, $T^{*} T$ is strictly positive. Since $T^{*} T=P\left(t_{1}\right)$ it follows that the pair $\{C, A\}$ is observable if and only if $P\left(t_{1}\right)$ is strictly positive. Hence, Part (ii) holds.

Since the restricted inverse of $P\left(t_{1}\right)$ becomes the actual inverse when $P\left(t_{1}\right)$ is strictly positive, formula (4.15) follows when the pair $\{C, A\}$ is observable. If $\{C, A\}$ is observable, $T$ is one to one, and thus, the optimization problem in (4.16) reduces to $\left\|g-T \hat{x}_{0}\right\|=$ $\inf \|g-T \mathcal{X}\|$. So, when $\{C, A\}$ is observable, the optimization problem in (4.10) reduces to the optimization problem in (4.14). This completes the proof.

Since $T^{*} T=P\left(t_{1}\right)$, it follows that $\|T\|^{2}$ equals the maximum eigenvalue of $P\left(t_{1}\right)$. The singular values of $T$ are the square root of the eigenvalues of $P\left(t_{1}\right)$.

Finally, it is noted that Theorem 4.3.2 can be used to solve the original observability problem posed at the beginning of this chapter. To be specific, let $\{A, B, C, D\}$ be the linear system described in (4.1) where the input $u(t)$ and the output $y(t)$ are known over $\left[0, t_{1}\right]$. Then, the initial state $\hat{x}_{0}$ of smallest norm which corresponds to the above data is given by (4.13) where $g$ is computed according (4.2).

Remark 4.3.1 To see why the operator $P(t)$ defined in (4.11) is called a Gramian, consider the case when $\mathcal{X}=\mathbb{C}^{n}$. Let $\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}$ be the standard orthonormal basis for $\mathbb{C}^{n}$, that is, the $i$-th element of $e_{i}$ is one and all the other components of $e_{i}$ are zero. Let $\psi_{i}$ be the vectors in $L^{2}\left(\left[0, t_{1}\right], \mathcal{Y}\right)$ given by $\psi_{i}(t)=C e^{A t} e_{i}$ for $i=1,2, \cdots, n$. Recall from equation (16.35) in Section 16.3, that by definition the $i j$-th element of the Gram matrix associated with the vectors $\left\{\psi_{1}, \psi_{2}, \cdots, \psi_{n}\right\}$ is given by $G_{i j}=\left(\psi_{j}, \psi_{i}\right)$. Thus,

$$
\begin{aligned}
G_{i j} & =\left(\psi_{j}, \psi_{i}\right)=\int_{0}^{t_{1}}\left(C e^{A t} e_{j}, C e^{A t} e_{i}\right) d t=\left(\int_{0}^{t_{1}} e^{A^{*} t} C^{*} C e^{A t} d t e_{j}, e_{i}\right) \\
& =\left(P\left(t_{1}\right) e_{j}, e_{i}\right)=P_{i j}\left(t_{1}\right)
\end{aligned}
$$

Hence, $P\left(t_{1}\right)=G$. Let $T$ be the operator defined in (4.3) and set $x=\left[x_{1}, x_{2}, \cdots, x_{n}\right]^{t r}$. Then $T x=\sum_{1}^{n} x_{i} \psi_{i}$. Clearly, $T$ is one to one if and only if the vectors $\left\{\psi_{i}\right\}_{1}^{n}$ are linearly independent. Therefore, the pair $\{C, A\}$ is observable if and only if the set $\left\{\psi_{i}\right\}_{1}^{n}$ is linearly independent. Recall that the Gram matrix $G$ is strictly positive if and only if $\left\{\psi_{i}\right\}_{1}^{n}$ is linearly independent. So, the Gram interpretation provides another way of showing that the observability of $\{C, A\}$ is equivalent to $P\left(t_{1}\right)$ being strictly positive.

Exercise 8 Consider the Sobolev space $\mathcal{H}_{1}$ consisting of the set of all differentiable functions with values in $\mathcal{Y}$ under the inner product

$$
\begin{equation*}
(f, h)=\int_{0}^{t_{1}}(f(t), h(t)) d t+\int_{0}^{t_{1}}(\dot{f}(t), \dot{h}(t)) d t \tag{4.20}
\end{equation*}
$$

As before, let $A$ be an operator on $\mathcal{X}$, while $C$ maps $\mathcal{X}$ into $\mathcal{Y}$. Consider the following observability optimization problem: Given a specified function $g$ in $\mathcal{H}_{1}$, find the optimal initial state $\hat{x}_{0}$ in $\mathcal{X}$ satisfying

$$
\left\|\hat{x}_{0}\right\|=\inf \left\|x_{0}\right\| \quad \text { subject to } \quad\left\|g-C e^{A t} x_{0}\right\|_{\mathcal{H}_{1}}=\inf \left\{\left\|g-C e^{A t} x\right\|_{\mathcal{H}_{1}}: x \in \mathcal{X}\right\}
$$

Show that the optimal solution $\hat{x}_{0}$ to this optimization problem is

$$
\hat{x}_{0}=\left(P\left(t_{1}\right)+A^{*} P\left(t_{1}\right) A\right)^{-r}\left[\int_{0}^{t_{1}} e^{A^{*} t} C^{*} g(t) d t+\int_{0}^{t_{1}} A^{*} e^{A^{*} t} C^{*} \dot{g}(t) d t\right]
$$

where $P\left(t_{1}\right)$ is the finite time observability Gramian given in (4.11). Moreover, let $T$ be the operator from $\mathcal{X}$ into $\mathcal{H}_{1}$ defined by $T x_{0}=C e^{A t} x_{0}$. Then show that $T^{*} T$ equals $P\left(t_{1}\right)+$ $A^{*} P\left(t_{1}\right) A$. So, the pair $\{C, A\}$ is observable if and only if $P\left(t_{1}\right)+A^{*} P\left(t_{1}\right) A$ is strictly positive for any $t_{1}>0$.

### 4.4 Stability and observability

This section is devoted to the observability of stable systems. Consider the pair $\{C, A\}$ where $A$ is a stable operator on a finite dimensional vector space $\mathcal{X}$ and $C$ maps $\mathcal{X}$ into $\mathcal{Y}$. Let $T$ be the operator from $\mathcal{X}$ into $L^{2}([0, \infty), \mathcal{Y})$ defined by

$$
\begin{equation*}
(T x)(t)=C e^{A t} x \quad(x \in \mathcal{X}) \tag{4.21}
\end{equation*}
$$

Because $A$ is stable, $T x$ is in $L^{2}([0, \infty), \mathcal{Y})$ for all $x$ in $\mathcal{X}$. So, $T$ is a finite rank linear map from $\mathcal{X}$ into $L^{2}([0, \infty), \mathcal{Y})$. Since any finite rank linear map acting between two Hilbert spaces is bounded, $T$ is bounded. Hence, $T$ is a well defined operator. To directly verify that $T$ is bounded, recall that because $A$ is stable, $\left\|e^{A t}\right\| \leq m e^{-\alpha t}$ for some positive $m$ and $\alpha>0$. Thus, $\|T x\| \leq m\|C\|\left\|e^{-\alpha t}\right\|_{L^{2}}\|x\|$. This implies that $\|T\| \leq m\|C\| / \sqrt{2 \alpha}$. Clearly, the pair $\{C, A\}$ is observable if and only if the operator $T$ is one to one, or equivalently, $\operatorname{ker} T=\{0\}$. Obviously, Lemma 4.1.1 holds with $\left[0, t_{1}\right]$ replaced with $[0, \infty)$, and thus, the unobservable space $\mathcal{X}_{\bar{o}}=\operatorname{ker} T=\operatorname{ker} W_{o}$.

Consider the linear system $\{A, B, C, D\}$ described by (4.1) where $A$ is a stable operator on $\mathcal{X}$. In this case, $C e^{A t} x(0)$ is in $L^{2}([0, \infty), \mathcal{Y})$. So, the vector $g=T x(0)$ defined in (4.2) is also in $L^{2}([0, \infty), \mathcal{Y})$. Recall that the observability problem is to determine an initial state $x_{0}$ given $g$, that is, solve the equation $g=T x_{0}$. Moreover, this equation has a unique solution if and only if $T$ is one to one, or equivalently, $\{C, A\}$ is observable. If the measurement of the output $y$ is corrupted by noise, then $g$ may not be in the range of $T$. In this case, it makes sense to find a vector $\hat{x}_{0}$ with the smallest possible norm to minimize $\|g-T \mathcal{X}\|$. Therefore, when $A$ is stable, this naturally leads the following infinite horizon observability least squares optimization problem: Given a vector $g$ in $L^{2}([0, \infty), \mathcal{Y})$, find an initial state $\hat{x}_{0}$ to solve the optimization problem

$$
\begin{equation*}
\left\|\hat{x}_{0}\right\|=\inf \left\|x_{0}\right\| \text { subject to }\left\|g-C e^{A t} x_{0}\right\|_{L^{2}}^{2}=\inf \left\{\int_{0}^{\infty}\left\|g(t)-C e^{A t} x\right\|^{2} d t: x \in \mathcal{X}\right\} \tag{4.22}
\end{equation*}
$$

The observability Gramian for the pair $\{C, A\}$ is the operator on $\mathcal{X}$ defined by

$$
\begin{equation*}
P=\int_{0}^{\infty} e^{A^{*} \sigma} C^{*} C e^{A \sigma} d \sigma \tag{4.23}
\end{equation*}
$$

Notice that if $P(t)$ is the finite time observability Gramian defined in (4.11), then $P(t) \rightarrow P$ as $t$ approaches infinity. Moreover, because $A$ is stable, $P$ is a positive (bounded) operator
on $\mathcal{X}$. According to Lemma 3.1.2 this $P$ is the unique solution to the following Lyapunov equation:

$$
\begin{equation*}
A^{*} P+P A+C^{*} C=0 \tag{4.24}
\end{equation*}
$$

The observability Gramian $P$ plays a fundamental role in the following result.
Theorem 4.4.1 Let $A$ be a stable operator on a finite dimensional vector space $\mathcal{X}$ and $C$ an operator mapping $\mathcal{X}$ into $\mathcal{Y}$ and $g$ a specified vector in $L^{2}([0, \infty), \mathcal{Y})$. Let $P$ be the observability Gramian for the pair $\{C, A\}$. Then the following holds.
(i) The solution to the observability optimization problem in (4.22) is unique and is given by

$$
\begin{equation*}
\hat{x}_{0}=P^{-\tau} \int_{0}^{\infty} e^{A^{*} t} C^{*} g(t) d t \tag{4.25}
\end{equation*}
$$

(ii) The pair $\{C, A\}$ is observable if and only if $P$ is strictly positive.
(iii) If the pair $\{C, A\}$ is observable, then the observability optimization problem reduces to

$$
\begin{equation*}
\left\|g-C e^{A t} \hat{x}_{0}\right\|_{L^{2}}^{2}=\inf \left\{\int_{0}^{\infty}\left\|g(t)-C e^{A t} x\right\|^{2} d t: x \in \mathcal{X}\right\} \tag{4.26}
\end{equation*}
$$

and the corresponding optimal initial state is given by

$$
\begin{equation*}
\hat{x}_{0}=P^{-1} \int_{0}^{\infty} e^{A^{*} t} C^{*} g(t) d t \tag{4.27}
\end{equation*}
$$

Proof. Let $P_{\mathcal{R}}$ be the orthogonal projection onto the range $\mathcal{R}$ of $T$. By employing the Projection Theorem, the infinite horizon observability optimization problem equivalent to the following minimum norm optimization problem

$$
\begin{equation*}
\left\|\hat{x}_{0}\right\|=\inf \left\{\left\|x_{0}\right\|: x_{0} \in \mathcal{X} \text { and } T x_{0}=P_{\mathcal{R}} g\right\} . \tag{4.28}
\end{equation*}
$$

According to Corollary 16.5.2 in Section 16.5, the solution to this problem is unique and is given by

$$
\begin{equation*}
\hat{x}_{0}=\left(T^{*} T\right)^{-r} T^{*} g \tag{4.29}
\end{equation*}
$$

By replacing $t_{1}$ with $\infty$ in (4.19), it follows that $T^{*}$ is the operator mapping $L^{2}([0, \infty), \mathcal{Y})$ into $\mathcal{X}$ given by

$$
\begin{equation*}
T^{*} g=\int_{0}^{\infty} e^{A^{* t} t} C^{* *} g(t) d t \quad\left(g \in L^{2}([0, \infty), \mathcal{Y})\right) \tag{4.30}
\end{equation*}
$$

Finally, by combining the definition of $T$ with (4.30), we see that $T^{*} T=P$. Using this along with (4.29) and (4.30), we obtain that the solution to the observability optimization problem (4.22) is given by (4.25). This proves Part (i).

Recall that the pair $\{C, A\}$ is observable if and only if the operator $T$ is one to one, or equivalently, $T^{*} T$ is strictly positive. Since $T^{*} T=P$ it follows that the pair $\{C, A\}$ is observable if and only if $P$ is strictly positive. This verifies Part (ii).

Because the restricted inverse of $P$ becomes the actual inverse when $P$ is strictly positive, formula (4.27) follows when the pair $\{C, A\}$ is observable. If $\{C, A\}$ is observable, then $T$ is one to one, and thus, the optimization problem in (4.28) reduces to $\left\|g-T \hat{x}_{0}\right\|=\inf \|g-T \mathcal{X}\|$. So, when $\{C, A\}$ is observable, the optimization problem in (4.22) reduces to the optimization problem in (4.26).

Remark 4.4.1 Let $P$ be the observability Gramian for the pair $\{C, A\}$ where $A$ is stable. Let $T$ be the operator from $\mathcal{X}$ into $L^{2}([0, \infty), \mathcal{Y})$ defined in (4.21). Then $\|T\|^{2}$ is the largest eigenvalue of $P$. Moreover, the singular values of $T$ are the square root of the eigenvalues of $P$. This follows from the fact that $T^{*} T=P$.

The following result uses the observability Lyapunov equation in (4.24) to determine the stability of an observable system.

Theorem 4.4.2 The following statements are equivalent for an observable pair $\{C, A\}$.
(a) The system $\dot{x}=A x$ is stable.
(b) There exists a strictly positive operator $P$ satisfying the Lyapunov equation

$$
\begin{equation*}
A^{*} P+P A+C^{*} C=0 \tag{4.31}
\end{equation*}
$$

Proof. Part (ii) of the previous theorem shows that (a) implies (b). Now assume that (b) holds, that is, there exists a positive operator $P$ satisfying the Lyapunov equation (4.31). Consider any eigenvalue $\lambda$ of $A$. Let $v \neq 0$ be an eigenvector corresponding to $\lambda$, that is, $A v=\lambda v$. Then

$$
-\left(C^{*} C v, v\right)=\left(\left(A^{*} P+P A\right) v, v\right)=(P v, A v)+(P A v, v)=(\bar{\lambda}+\lambda)(P v, v)
$$

Hence, $-\|C v\|^{2}=2 \Re(\lambda)(P v, v)$. Since $P>0$, we must have $(P v, v)>0$. This implies that $\Re(\lambda) \leq 0$. To prove stability, it remains to show that $\Re(\lambda)<0$. If $\Re(\lambda)=0$, then $\|C v\|^{2}=0$, or equivalently, $C v=0$. It now follows that $C A^{k} v=\lambda^{k} C v=0$ for all integers $k \geq 0$. Since $\{C, A\}$ is observable, $v=0$. This contradicts the fact that $v$ is nonzero. So, we have $\Re(\lambda) \neq 0$. Therefore, $A$ is stable.

Exercise 9 Consider the mechanical system

$$
\begin{equation*}
M \ddot{q}+C \dot{q}+K q=0 \tag{4.32}
\end{equation*}
$$

where $M, C$ and $K$ are all strictly positive operators on a finite dimensional space $\mathcal{Q}$; see Section 3.3. By using $x=[q, \dot{q}]^{t r}$, this mechanical system has a state space description of the form $\dot{x}=A x$ where

$$
A=\left[\begin{array}{cc}
0 & I \\
-M^{-1} K & -M^{-1} C
\end{array}\right] .
$$

Let $P$ and $\Omega$ be the positive matrices defined by

$$
P=\frac{1}{2}\left[\begin{array}{cc}
K & 0 \\
0 & M
\end{array}\right] \quad \text { and } \quad \Omega=\left[\begin{array}{ll}
0 & 0 \\
0 & C
\end{array}\right] .
$$

Recall that $P$ corresponds to the total energy of the system. Clearly, $P$ is strictly positive. Moreover, a simple calculation shows that

$$
P A+A^{*} P+\Omega=0 .
$$

Using this Lyapunov equation and Theorem 4.4.2 show that the mechanical system in (4.32) is stable.

### 4.5 Notes

All the results in this section are classical results in linear systems theory. The history of observability and linear systems is well established in Kailath [68], Rugh [110] and elsewhere. So, we will not develop a historical account of observability and linear control systems. For further results on linear systems see Brockett [21], Chen [26], DeCarlo [33], Delchamps [34], Kailath [68], Polderman-Willems [98], Rugh [110], Skelton [114] and Sontag [116]. Using operator techniques to solve observability and controllability problems is also classical; see Balakrishnan [8], Brockett [21], Fuhrmann [47], Naylor-Sell [93], Luenberger [85] and Porter [100]. The PBH test was independently developed by Popov [99], Belevitch [14] and Hautus [61].

For simplicity of presentation only we concentrated on time invariant systems. Many of the results can be easily extended to the time varying case. To see this consider the time varying system $\dot{x}=A(t) x$ and $y(t)=C(t) x(t)$ where $A$ is a continuous function with values in $\mathcal{L}(\mathcal{X}, \mathcal{X})$ and $C$ is a continuous function with values in $\mathcal{L}(\mathcal{X}, \mathcal{Y})$. Let $T$ be the operator from $\mathcal{X}$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ defined by $\left(T x_{0}\right)(t)=C(t) \Phi\left(t, t_{0}\right) x_{0}$ where $x_{0}$ is in $\mathcal{X}$ and $\Phi(t, \tau)$ is the state transition operator for $A$. Then the time varying pair $\{C, A\}$ is observable over the interval $\left[t_{0}, t_{1}\right]$ if the operator $T$ is one to one. The time varying pair $\{C, A\}$ can be observable over one interval and not observable over another interval. Obviously, the time varying pair $\{C, A\}$ is observable over the interval $\left[t_{0}, t_{1}\right]$ if and only if $T^{*}$ is onto, or equivalently, $T^{*} T$ is strictly positive. The adjoint of $T$ is the operator mapping $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ into $\mathcal{X}$ given by

$$
\begin{equation*}
T^{*} f=\int_{t_{0}}^{t_{1}} \Phi\left(t, t_{0}\right)^{*} C(t)^{*} f(t) d t \quad\left(f \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)\right) \tag{4.33}
\end{equation*}
$$

So, the time varying pair $\{C, A\}$ is observable over the interval $\left[t_{0}, t_{1}\right]$ if and only if

$$
P\left(t_{0}\right):=T^{*} T=\int_{t_{0}}^{t_{1}} \Phi\left(t, t_{0}\right)^{*} C(t)^{*} C(t) \Phi\left(t, t_{0}\right) d t
$$

is a strictly positive operator on $\mathcal{X}$. Recall that $\partial \Phi(t, \tau) / \partial \tau=-\Phi(t, \tau) A(\tau)$. Using this along with Leibnitz's Rule, it follows that $P\left(t_{0}\right)$ can be obtained by solving the following differential equation backwards in time

$$
\begin{equation*}
\dot{P}+A(t)^{*} P+P A(t)+C(t)^{*} C(t)=0 \quad\left(P\left(t_{1}\right)=0\right) \tag{4.34}
\end{equation*}
$$

Therefore, the time varying pair $\{C, A\}$ is observable over the interval $\left[t_{0}, t_{1}\right]$ if and only if $P\left(t_{0}\right)$ is strictly positive where $P(t)$ is the solution to the differential equation in (4.34). The observability optimization problem and its solution can also be extended to the time varying setting. In this case, the observability optimization problem becomes: Let $g$ be a specified vector in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ and $P_{\mathcal{R}}$ be the orthogonal projection onto the range of $T$, then find an optimal initial state $\hat{x}_{0}$ in $\mathcal{X}$ such that

$$
\left\|\hat{x}_{0}\right\|=\inf \left\{\left\|x_{0}\right\|: P_{\mathcal{R}} g=T x_{0}\right\}
$$

The solution to this optimization problem is unique and is given by

$$
\hat{x}_{0}=\left(T^{*} T\right)^{-r} T^{*} g=P\left(t_{0}\right)^{-r} \int_{t_{0}}^{t_{1}} \Phi\left(t, t_{0}\right)^{*} C(t)^{*} g(t) d t
$$

## Chapter 5

## Controllability

This chapter is devoted to the controllability of linear systems. Operator techniques are used to solve a controllability least squares optimization problem. Finally, some of the proofs in this chapter use the Projection Theorem and classical least squares results from Hilbert space. These results are reviewed in the Appendix.

### 5.1 Controllability

This section presents some basic controllability results. Consider the linear system

$$
\begin{equation*}
\dot{x}=A x+B u \tag{5.1}
\end{equation*}
$$

where $A$ is an operator on a finite dimensional space $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$. We denote this system by $\{A, B\}$. Roughly speaking, we say that this system is controllable over an interval $\left[t_{0}, t_{1}\right]$ (with $t_{1}>t_{0}$ ) if its state can be "driven" from any initial state to any terminal state over the interval by the appropriate choice of control input. To be more precise, $\{A, B\}$ is controllable over $\left[t_{0}, t_{1}\right]$ if for every pair of states $x_{0}, x_{1}$ in $\mathcal{X}$, there is a control $u$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ such that the solution $x$ of

$$
\begin{equation*}
\dot{x}(t)=A x(t)+B u(t) \quad \text { with } \quad x\left(t_{0}\right)=x_{0} \tag{5.2}
\end{equation*}
$$

satisfies $x\left(t_{1}\right)=x_{1}$. Since system (5.1) is time-invariant, it follows that an input $u$ drives the state from $x_{0}$ to $x_{1}$ over the interval $\left[t_{0}, t_{1}\right]$ if and only if the corresponding "shifted" input $\tilde{u}$, given by $\tilde{u}(t)=u\left(t+t_{0}\right)$, drives the state from $x_{0}$ to $x_{1}$ over the interval [ $\left.0, t_{1}-t_{0}\right]$. Hence, system (5.1) is controllable over $\left[t_{0}, t_{1}\right]$ if and only if it is controllable over $\left[0, t_{1}-t_{0}\right]$. Therefore, without loss of generality, we consider $t_{0}=0$.

Recall that, with $t_{0}=0$, the solutions to the differential equation in (5.2) satisfy

$$
\begin{equation*}
x\left(t_{1}\right)-e^{A t_{1}} x_{0}=\int_{0}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau . \tag{5.3}
\end{equation*}
$$

Let $T$ be the operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{X}$ defined by

$$
\begin{equation*}
T u=\int_{0}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau \tag{5.4}
\end{equation*}
$$

Notice that the pair $\{A, B\}$ is controllable over $\left[0, t_{1}\right]$ if and only if for every pair of states $x_{0}, x_{1}$ in $\mathcal{X}$, there is a control $u$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ such that $x_{1}-e^{A t_{1}} x_{0}=T u$. Since $x_{1}$ is an arbitrary vector in $\mathcal{X}$, it follows that $\{A, B\}$ is controllable if and only if the operator $T$ is onto, or equivalently, $\operatorname{ran} T=\mathcal{X}$. (The range of an operator is denoted by ran.)

Throughout we call $\mathcal{X}_{c}:=\operatorname{ran} T$ the controllable subspace for the pair $\{A, B\}$ or system (5.1). The controllability matrix associated with $\{A, B\}$ is the block matrix defined by

$$
W_{c}=\left[\begin{array}{llll}
B & A B & \cdots & A^{n-1} B \tag{5.5}
\end{array}\right]
$$

where $n$ is the dimension of $\mathcal{X}$. The following result shows that $W_{c}$ and $T$ have the same range, and hence, controllability of $\{A, B\}$ is independent of the interval.
Lemma 5.1.1 Let $A$ be an operator on a $n$-dimensional space $\mathcal{X}$ and $B$ an operator from $\mathcal{U}$ into $\mathcal{X}$. Let $T$ be the operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{X}$ defined in (5.4) and $W_{c}$ the controllability matrix for $\{A, B\}$ in (5.5). Then

$$
\begin{equation*}
\mathcal{X}_{c}:=\operatorname{ran} T=\operatorname{span}\left\{A^{k} B \mathcal{U}: k=0,1,2, \cdots\right\}=\operatorname{ran} W_{c} . \tag{5.6}
\end{equation*}
$$

Moreover, $\mathcal{X}_{c}$ is an invariant subspace for $A$.
Proof. We claim that the adjoint $T^{*}$ of $T$ is the operator from $\mathcal{X}$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ defined by

$$
\begin{equation*}
\left(T^{*} x\right)(t)=B^{*} e^{A^{*}\left(t_{1}-t\right)} x \quad(x \in \mathcal{X}) \tag{5.7}
\end{equation*}
$$

To verify this notice that for $u$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ and $x$ in $\mathcal{X}$, we have

$$
\begin{align*}
\left(u, T^{*} x\right)_{L^{2}} & =(T u, x)_{\mathcal{X}}=\left(\int_{0}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau, x\right)_{\mathcal{X}}=\int_{0}^{t_{1}}\left(e^{A\left(t_{1}-t\right)} B u(t), x\right)_{\mathcal{X}} d t \\
& =\int_{0}^{t_{1}}\left(u(t), B^{*} e^{A^{*}\left(t_{1}-t\right)} x\right)_{\mathcal{U}} d t \tag{5.8}
\end{align*}
$$

Hence, $T^{*}$ is given by (5.7).
By using the formula for $T^{*}$ in (5.7) and $(\operatorname{ran} T)^{\perp}=\operatorname{ker} T^{*}$, we see that $x$ is in $(\operatorname{ran} T)^{\perp}$ if and only if $B^{*} e^{A^{*}\left(t_{1}-t\right)} x=0$ for all $0 \leq t \leq t_{1}$; see Lemma 16.2.1. By setting $\sigma=t_{1}-t$ and using the power series expansion for $e^{A \sigma}$, the vector $x$ is in $(\operatorname{ran} T)^{\perp}$ if and only if

$$
0=B^{*} e^{A^{*} \sigma} x=\sum_{k=0}^{\infty} \frac{B^{*} A^{* k} \sigma^{k} x}{k!} \quad\left(\text { for all } 0 \leq \sigma \leq t_{1}\right)
$$

Recall that a power series is zero if and only if all of its coefficients of $\sigma^{k}$ are zero for all $k \geq 0$. Thus, $x$ is in $(\operatorname{ran} T)^{\perp}$ if and only if $B^{*} A^{* k} x=0$ for all $k \geq 0$. Since the kernel of $B^{*} A^{* k}$ is the orthogonal complement of the range of $A^{k} B$, it now follows that $x$ is in $(\operatorname{ran} T)^{\perp}$ if and only if $x$ is orthogonal to $A^{k} B \mathcal{U}$ for all $k \geq 0$. So, $(\operatorname{ran} T)^{\perp}$ is the orthogonal complement of $\bigvee_{0}^{\infty} A^{k} B \mathcal{U}$. In other words, we obtain

$$
\begin{equation*}
\operatorname{ran} T=\operatorname{span}\left\{A^{k} B \mathcal{U}: k=0,1,2, \cdots\right\}, \tag{5.9}
\end{equation*}
$$

that is, the second equality in (5.6) holds. This equation readily shows that $\mathcal{X}_{c}=\operatorname{ran} T$ is an invariant subspace for $A$. By the Cayley-Hamilton Theorem, $A^{k}$ can be expressed as a linear combination of $\left\{I, A, \cdots, A^{(n-1)}\right\}$ for each integer $k \geq 0$. Therefore, the range of $T$ equals $\operatorname{span}\left\{A^{k} B \mathcal{U}: k=0,1,2, \cdots, n-1\right\}=\operatorname{ran} W_{c}$. This yields (5.6).

Remark 5.1.1 If $x_{0}$ and $x_{1}$ are any two vectors in the controllable subspace $\mathcal{X}_{c}$, then there always exists an input $u$ which drives the state from $x_{0}$ to $x_{1}$ over the interval $\left[0, t_{1}\right]$. To see this, first notice that since $\mathcal{X}_{c}$ is an invariant subspace for $A$, the vector $e^{A t} x_{0}$ is in $\mathcal{X}_{c}$ and thus $x_{1}-e^{A t_{1}} x_{0}$ is also in $\mathcal{X}_{c}$. Since $\mathcal{X}_{c}=\operatorname{ran} T$, there exists an input $u$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ such that $x_{1}-e^{A t_{1}} x_{0}=T u$. According to (5.3) and (5.4), this input drives the state from $x_{0}$ to $x_{1}$ over the interval $\left[0, t_{1}\right]$.

Clearly, the range of $W_{c}$ is independent of the interval $\left[0, t_{1}\right]$. According to the previous lemma, $\operatorname{ran} T=\operatorname{ran} W_{c}$, and hence, the range of $T$ is also independent of the interval $\left[0, t_{1}\right]$. Since the pair $\{A, B\}$ is controllable over $\left[0, t_{1}\right]$ if and only if $\operatorname{ran} T=\mathcal{X}$, we see that controllability is independent of the time interval $\left[0, t_{1}\right]$. So, from now on we drop the interval $\left[0, t_{1}\right]$ when referring to controllability of the pair $\{A, B\}$. Since $W_{c}$ and $T$ have the same range, it also follows that the pair $\{A, B\}$ is controllable if and only if ran $W_{c}=\mathcal{X}$.

We let $\mathcal{X}_{\bar{c}}$ denote the orthogonal complement of the controllable subspace $\mathcal{X}_{c}$ and we call it the uncontrollable subspace associated with $\{A, B\}$. Obviously, the pair $\{A, B\}$ is controllable if and only if $\mathcal{X}_{\bar{c}}$ is zero. Since $\mathcal{X}_{c}=\operatorname{ran} T=\operatorname{ran} W_{c}$, we have

$$
\begin{equation*}
\mathcal{X}_{\bar{c}}=(\operatorname{ran} T)^{\perp}=\left(\operatorname{ran} W_{c}\right)^{\perp}=\operatorname{ker} W_{c}^{*} . \tag{5.10}
\end{equation*}
$$

Hence, the pair $\{A, B\}$ is controllable if and only if $\operatorname{ker} W_{c}^{*}=\{0\}$. Using Cayley-Hamilton, we can also obtain the following characterization of the uncontrollable subspace:

$$
\begin{equation*}
\mathcal{X}_{\bar{c}}=\operatorname{ker} W_{c}^{*}=\bigcap_{k=0}^{n-1} \operatorname{ker} B^{*} A^{* k}=\bigcap_{k=0}^{\infty} \operatorname{ker} B^{*} A^{* k} \tag{5.11}
\end{equation*}
$$

Summing up this analysis yields the following classical result.
Theorem 5.1.2 Let $A$ be an operator on a n-dimensional space $\mathcal{X}$, while $B$ is an operator mapping $\mathcal{U}$ into $\mathcal{X}$ and $W_{c}$ is the controllability matrix in (5.5) associated with $\{A, B\}$. Then the following statements are equivalent.
(i) The pair $\{A, B\}$ is controllable.
(ii) The operator $W_{c}$ is onto, that is, $\operatorname{ran} W_{c}=\mathcal{X}$.
(iii) The rank of $W_{c}$ is $n$.

Corollary 5.1.3 Suppose that $A$ is an operator on a finite dimensional space $\mathcal{X}$ and $B$ is an operator mapping $\mathbb{C}^{1}$ into $\mathcal{X}$. Then the pair $\{A, B\}$ is controllable if and only if its controllability matrix $W_{c}$ is nonsingular.

Duality. As before, let $A$ be an operator on a $n$-dimensional space $\mathcal{X}$, and $C$ an operator from $\mathcal{X}$ into $\mathcal{Y}$. Recall that the observability matrix for the pair $\{C, A\}$ is the block matrix defined by

$$
W_{o}=\left[\begin{array}{c}
C \\
C A \\
\vdots \\
C A^{n-1}
\end{array}\right] .
$$

Moreover, the pair $\{C, A\}$ is observable if and only if $W_{o}$ is one to one. The unobservable subspace $\mathcal{X}_{\overline{\bar{o}}}$ for the pair $\{C, A\}$ is the kernel of $W_{o}$. The observable subspace $\mathcal{X}_{o}$ for $\{C, A\}$ is the orthogonal complement of $\mathcal{X}_{\bar{\sigma}}$. So, $\mathcal{X}_{o}$ equals the range of $W_{o}^{*}$. By replacing $\{C, A\}$ with $\left\{B^{*}, A^{*}\right\}$, it follows that the controllability matrix for $\{A, B\}$ is the adjoint of the observability matrix for $\left\{B^{*}, A^{*}\right\}$. In particular, the controllable subspace for $\{A, B\}$ is the observable subspace for $\left\{B^{*}, A^{*}\right\}$, and the uncontrollable subspace for $\{A, B\}$ is the unobservable subspace for $\left\{B^{*}, A^{*}\right\}$. Hence, the pair $\{A, B\}$ is controllable if and only if $\left\{B^{*}, A^{*}\right\}$ is observable. Obviously, the pair $\{C, A\}$ is observable if and only if $\left\{A^{*}, C^{*}\right\}$ is controllable. Because of this, we say that controllability is the dual of observability.

### 5.2 Uncontrollable eigenvalues and the PBH test

In this section we present the PBH test for controllability. To this end, notice that if $\mathcal{H}$ is an invariant subspace for an operator $M$ on $\mathcal{K}$, then the orthogonal complement $\mathcal{H}^{\perp}$ of $\mathcal{H}$ is an invariant subspace for $M^{*}$. To see this, let $h$ be in $\mathcal{H}$ and $g$ be in $\mathcal{H}^{\perp}$. Then $0=(M h, g)=\left(h, M^{*} g\right)$. Hence, $M^{*} \mathcal{H}^{\perp}$ is orthogonal to $\mathcal{H}$. So, $\mathcal{H}^{\perp}$ is an invariant subspace for $M^{*}$.

As before, let $A$ be an operator on a $n$ dimensional space $\mathcal{X}$ and $B$ an operator from $\mathcal{U}$ to $\mathcal{X}$ and $W_{c}$ the controllability matrix defined in (5.5). Recall that the controllable subspace $\mathcal{X}_{c}=\operatorname{ran} W_{c}$ is an invariant subspace for $A$, that is, $A \mathcal{X}_{c} \subset \mathcal{X}_{c}$. So, the uncontrollable subspace $\mathcal{X}_{\bar{c}}$ is an invariant subspace for $A^{*}$. We say that $\lambda$ is an uncontrollable eigenvalue for the pair $\{A, B\}$ if there is a nonzero vector $v$ in $\mathcal{X}_{\bar{c}}$ such that $A^{*} v=\bar{\lambda} v$. In this case $v$ is called the uncontrollable eigenvector for $\{A, B\}$. Thus, $\lambda$ is an uncontrollable eigenvalue for the pair $\{A, B\}$ if and only if $\lambda$ is an eigenvalue for the operator $A_{\bar{c}}$ on $\mathcal{X}_{\bar{c}}$ defined by $A_{\bar{c}}^{*} x=A^{*} x$ for $x \in \mathcal{X}_{\bar{c}}$. Obviously, $\{A, B\}$ is controllable if and only if its uncontrollable space $\mathcal{X}_{\bar{c}}$ is zero. Therefore, $\{A, B\}$ is controllable if and only if $\{A, B\}$ has no uncontrollable eigenvalues.

Now assume that $\lambda$ is an uncontrollable eigenvalue for the pair $\{A, B\}$ and let $v$ in $\mathcal{X}_{\bar{c}}$ be an eigenvector for $A^{*}$ corresponding to $\bar{\lambda}$. By computing the inner product of $\dot{x}=A x+B u$ with $v$ and using the fact that $\operatorname{ran} B \subset \operatorname{ran} W_{c}=\mathcal{X}_{c}$, we obtain

$$
\frac{d(x, v)}{d t}=(\dot{x}, v)=(A x, v)=\left(x, A^{*} v\right)=\lambda(x, v)
$$

The solution to this differential equation is given by

$$
\begin{equation*}
(x(t), v)=e^{\lambda t}(x(0), v) \tag{5.13}
\end{equation*}
$$

So, if the initial state has a nonzero component in the direction of $v$, then (5.13) shows that regardless of the input $u$, the resulting state trajectory has a component proportional to $e^{\lambda t}$ in the direction of $v$. Since $v$ is orthogonal to the range of $T$ for any $t_{1}$, one cannot drive an initial state with a nonzero $v$ component to an arbitrary vector $x_{1}$ at time $t_{1}$.

We now show that $\lambda$ is an uncontrollable eigenvalue for the pair $\{A, B\}$ if and only if $\bar{\lambda}$ is an unobservable eigenvalue for the pair $\left\{B^{*}, A^{*}\right\}$. Recall that $\mathcal{X}_{\bar{o}}=\operatorname{ker} W_{c}^{*}$ is precisely the unobservable subspace for $\left\{B^{*}, A^{*}\right\}$. Since $\operatorname{ker} W_{c}^{*}=\left(\operatorname{ran} W_{c}\right)^{\perp}=\mathcal{X}_{\bar{c}}$, it follows that $\bar{\lambda}$ is an unobservable eigenvalue for $\left\{B^{*}, A^{*}\right\}$ if and only if $\lambda$ is an uncontrollable eigenvalue for the
pair $\{A, B\}$. By combining these observations with the PBH observability Lemma 4.2.1, we readily obtain the following PBH controllability lemma.

Lemma 5.2.1 (PBH controllability lemma.) A complex number $\lambda$ is an uncontrollable eigenvalue of the pair $\{A$ on $\mathcal{X}, B\}$ if and only if

$$
\operatorname{rank}\left[\begin{array}{ll}
A-\lambda I & B
\end{array}\right]<\operatorname{dim} \mathcal{X} .
$$

In particular, the pair $\{A, B\}$ is controllable if and only if $\operatorname{rank}\left[\begin{array}{ll}A-\lambda I & B\end{array}\right]=\operatorname{dim} \mathcal{X}$ for all complex numbers $\lambda$.

The following result readily follows from Proposition 4.2.2 along with the fact that $\{A, B\}$ is controllable if and only if $\left\{B^{*}, A^{*}\right\}$ is observable.

Proposition 5.2.2 Consider the pair of matrices

$$
A=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0 \\
0 & \lambda_{2} & & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_{n}
\end{array}\right], \quad B=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right]
$$

where $\left\{\lambda_{1}, \cdots, \lambda_{n}\right\}$ and $\left\{b_{1}, \cdots, b_{n}\right\}$ are scalars. Then the pair $\{A, B\}$ is controllable if and only if $\left\{\lambda_{1}, \cdots, \lambda_{n}\right\}$ are distinct and $b_{i} \neq 0$ for $i=1, \cdots, n$.

For some further insight into this proposition, we present a proof which is based on the Vandermonde matrix. For $A$ and $B$ with the above structure, one can readily show that the corresponding controllability matrix $W_{c}$ is given by

$$
W_{c}=\left[\begin{array}{ccccc}
b_{1} & 0 & 0 & \cdots & 0 \\
0 & b_{2} & 0 & \cdots & 0 \\
0 & 0 & b_{3} & & 0 \\
\vdots & \vdots & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & b_{n}
\end{array}\right]\left[\begin{array}{ccccc}
1 & \lambda_{1} & \lambda_{1}^{2} & \cdots & \lambda_{1}^{n-1} \\
1 & \lambda_{2} & \lambda_{2}^{2} & \cdots & \lambda_{2}^{n-1} \\
1 & \lambda_{3} & \lambda_{3}^{2} & \cdots & \lambda_{3}^{n-1} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \lambda_{n} & \lambda_{n}^{2} & \cdots & \lambda_{n}^{n-1}
\end{array}\right]
$$

Notice that the last matrix is precisely the square Vandermonde matrix generated by the scalars $\left\{\lambda_{j}\right\}_{1}^{n}$. According to Remark 16.4.1, this Vandermonde matrix is nonsingular if and only if $\left\{\lambda_{j}\right\}_{1}^{n}$ are distinct. It now follows that $W_{c}$ is nonsingular if and only if $\left\{\lambda_{j}\right\}_{1}^{n}$ are distinct and $b_{i} \neq 0$ for $i=1, \cdots, n$. This proves Proposition 5.2.2.

### 5.3 A controllability least squares problem

Recall that the basic controllability problem associated with the system $\{A, B\}$ in (5.1) is given two vectors $x_{0}$ and $x_{1}$ in $\mathcal{X}$ find an input $u$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ such that for $x(0)=x_{0}$ we have $x\left(t_{1}\right)=x_{1}$, or equivalently,

$$
\begin{equation*}
x_{1}-e^{A t_{1}} x_{0}=\int_{0}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau \tag{5.14}
\end{equation*}
$$

If a solution for $u$ exists, then it is not unique. To see this, let $T$ be the operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{X}$ defined in (5.4). Since $T$ maps an infinite dimensional space into a finite dimensional space, its kernel is infinite dimensional. In particular, this shows that if there is an input $u$ satisfying (5.14), that is, $x_{1}-e^{A t_{1}} x_{0}=T u$, then (5.14) admits infinitely many solutions. Furthermore, a solution exists for every $x_{0}$ and $x_{1}$ if and only if $\{A, B\}$ is controllable.

If we cannot reach $x_{1}$ exactly, then we would like to choose a input $u$ such that $x\left(t_{1}\right)$ comes as close as possible to the specified terminal state $x_{1}$. A more interesting problem is to find an input $u$ with the smallest energy over the class of all inputs $u$ which drive the state $x\left(t_{1}\right)$ as close as possible to $x_{1}$. One mathematical formulation of this problem is the following controllability least squares optimization problem: Given the vectors $x_{0}$ and $x_{1}$ in $\mathcal{X}$, find an input $\hat{u}$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$, to solve the following optimization problem:

$$
\begin{align*}
\|\hat{u}\|^{2}= & \inf \left\{\int_{0}^{t_{1}}\|u(t)\|^{2} d t: \hat{x}\left(t_{1}\right)=e^{A t_{1}} x_{0}+\int_{0}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau\right\} \\
& \text { where } \hat{x}\left(t_{1}\right) \text { is the unique vector in } \mathcal{X} \text { satisfying }  \tag{5.15}\\
\left\|x_{1}-\hat{x}\left(t_{1}\right)\right\|= & \inf \left\{\left\|x_{1}-x\left(t_{1}\right)\right\|: \dot{x}=A x+B u \text { and } x(0)=x_{0}\right\}
\end{align*}
$$

If the pair $\{A, B\}$ is controllable, then there exists an input $u$ such that $x\left(t_{1}\right)=x_{1}$. In this case, $x_{1}=\hat{x}\left(t_{1}\right)$ and the previous optimization problem reduces to finding an input $\hat{u}$ such that

$$
\begin{equation*}
\|\hat{u}\|^{2}=\inf \left\{\int_{0}^{t_{1}}\|u(t)\|^{2} d t: x_{1}=e^{A t_{1}} x_{0}+\int_{0}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau\right\} \tag{5.16}
\end{equation*}
$$

The finite time controllability Gramian defined by

$$
\begin{equation*}
Q(t)=\int_{0}^{t} e^{A \sigma} B B^{*} e^{A^{*} \sigma} d \sigma \tag{5.17}
\end{equation*}
$$

plays a fundamental role in solving this problem. By replacing $\{C, A\}$ in Lemma 4.3 .1 with $\left\{B^{*}, A^{*}\right\}$, we obtain the following result which permits one to compute $Q(t)$ by solving an ordinary differential equation.

Lemma 5.3.1 Let $Q(t)$ be the finite time controllability Gramian given in (5.17). Then $Q(t)$ is positive. Moreover, $Q(t)$ is the solution to the differential equation

$$
\begin{equation*}
\dot{Q}=A Q+Q A^{*}+B B^{*} \tag{5.18}
\end{equation*}
$$

subject to the initial condition $Q(0)=0$.
We are now ready to present the main result of this section.
Theorem 5.3.2 Let $A$ be an operator on a finite dimensional vector space $\mathcal{X}$ and $B$ an operator mapping $\mathcal{U}$ into $\mathcal{X}$ and $x_{0}, x_{1}$ be specified vectors in $\mathcal{X}$. Finally, let $Q\left(t_{1}\right)$ be the finite time controllability Gramian defined in (5.17). Then the following holds.
(i) The solution to the controllability optimization problem in (5.15) is unique and given by

$$
\begin{equation*}
\hat{u}(t)=B^{*} e^{A^{-}\left(t_{1}-t\right)} Q\left(t_{1}\right)^{-r}\left(x_{1}-e^{A t_{1}} x_{0}\right) \tag{5.19}
\end{equation*}
$$

(ii) The pair $\{A, B\}$ is controllable if and only if $Q\left(t_{1}\right)$ is strictly positive.
(iii) If $\{A, B\}$ is controllable, then the controllability optimization problem in (5.15) reduces to the optimization problem in (5.16) and the corresponding optimal input is given by

$$
\begin{equation*}
\hat{u}(t)=B^{*} e^{A^{*}\left(t_{1}-t\right)} Q\left(t_{1}\right)^{-1}\left(x_{1}-e^{A t_{1}} x_{0}\right) \tag{5.20}
\end{equation*}
$$

Proof. As before, let $T$ be the operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{X}$ defined in (5.4). Let $P_{\mathcal{R}}$ be the orthogonal projection onto the range $\mathcal{R}$ of $T$. Notice that $\mathcal{R}=\mathcal{X}_{c}$. By employing the Projection Theorem, the controllability optimization problem in (5.15) is equivalent to the following minimum norm optimization problem:

$$
\begin{equation*}
\|\hat{u}\|=\inf \left\{\|u\|: u \in L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right) \text { and } T u=P_{\mathcal{R}}\left(x_{1}-e^{A t_{1}} x_{0}\right)\right\} \tag{5.21}
\end{equation*}
$$

According to Corollary 16.5 .2 in Section 16.5 , the solution to this problem is unique and given by

$$
\begin{equation*}
\hat{u}=T^{*}\left(T T^{*}\right)^{-T}\left(x_{1}-e^{A t_{1}} x_{0}\right) \tag{5.22}
\end{equation*}
$$

Recall that $T^{*}$ is the operator from $\mathcal{X}$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ given by $\left(T^{*} x\right)(t)=B^{*} e^{A^{*}\left(t_{1}-t\right)} x$; see (5.7). By combining this with the definition of $T$, we see that

$$
\begin{equation*}
T T^{*}=\int_{0}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B B^{*} e^{A^{*}\left(t_{1}-\tau\right)} d \tau=\int_{0}^{t_{1}} e^{A \sigma} B B^{*} e^{A^{*} \sigma} d \sigma=Q\left(t_{1}\right) \tag{5.23}
\end{equation*}
$$

where $Q\left(t_{1}\right)$ is the finite time controllability Gramian given in (5.17). Using $T T^{*}=Q\left(t_{1}\right)$ along with (5.22) and the expression for $T^{*}$, we obtain that the solution to the controllability optimization problem (5.15) is given by (5.19). This proves Part (i).

To verify Part (ii), recall that the pair $\{A, B\}$ is controllable if and only if the operator $T$ is onto, or equivalently, $T T^{*}$ is strictly positive. Since $T T^{*}=Q\left(t_{1}\right)$, it follows that the pair $\{A, B\}$ is controllable if and only if $Q\left(t_{1}\right)$ is strictly positive. To prove Part (iii) simply recall that the restricted inverse of $Q\left(t_{1}\right)$ becomes the actual inverse when $Q\left(t_{1}\right)$ is strictly positive. So, formula (5.20) follows (5.19) when the pair $\{A, B\}$ is controllable.

Recall from Remark 5.1.1 that if $x_{0}$ and $x_{1}$ are any two vectors in the controllable subspace $\mathcal{X}_{c}$, then there always exists an input $u$ which drives the state from $x_{0}$ to $x_{1}$ over the interval [ $\left.0, t_{1}\right]$. In this case, $x_{1}-e^{A t_{1}} x_{0}$ is in ran $T$. In fact, the input $\hat{u}$ of smallest possible norm which drives the state from $x_{0}$ to $x_{1}$ is given by (5.19) in Theorem 5.3.2.

Since $T T^{*}=Q\left(t_{1}\right)$, it follows that $\|T\|^{2}$ equals the largest eigenvalue of $Q\left(t_{1}\right)$. Moreover, the singular values of $T$ are the square root of the nonzero eigenvalues of $Q\left(t_{1}\right)$. Finally, it is noted that by using the formula for $\hat{u}$ in (5.22), we obtain

$$
\begin{equation*}
\|\hat{u}\|^{2}=\left(Q\left(t_{1}\right)^{-r}\left(x_{1}-e^{A t_{1}} x_{0}\right), x_{1}-e^{A t_{1}} x_{0}\right) \tag{5.24}
\end{equation*}
$$

### 5.4 Stability and controllability

This section is devoted to the controllability of stable systems. Consider the linear system $\{A, B\}$ described by (5.1) where $A$ is a stable operator on a finite dimensional vector space
$\mathcal{X}$. Consider any terminal time $t_{1}$ and let $T$ be the operator from $L^{2}\left(\left(-\infty, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{X}$ defined by

$$
\begin{equation*}
T u=\int_{-\infty}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau \quad\left(u \in L^{2}\left(\left(-\infty, t_{1}\right], \mathcal{U}\right)\right) \tag{5.25}
\end{equation*}
$$

Because $A$ is stable, $T$ is bounded, and thus, $T$ is a well defined linear operator. Since $A$ is stable, $\left\|e^{A t}\right\| \leq m e^{-\alpha t}$ for some positive $m$ and $\alpha>0$. An application of the Cauchy-Schwartz inequality, yields

$$
\begin{aligned}
\|T u\| & \leq \int_{-\infty}^{t_{1}}\left\|e^{A\left(t_{1}-\tau\right)}\right\|\|B u(\tau)\| d \tau \leq m\|B\| \int_{-\infty}^{t_{1}} e^{-\alpha\left(t_{1}-\tau\right)}\|u(\tau)\| d \tau \\
& \leq m\|B\|\left[\int_{-\infty}^{t_{1}} e^{-2 \alpha\left(t_{1}-\tau\right)} d \tau\right]^{1 / 2}\|u\|_{L^{2}}=m\|B\|\|u\| / \sqrt{2 \alpha}
\end{aligned}
$$

Therefore, $\|T\| \leq m\|B\| / \sqrt{2 \alpha}$, and $T$ is a well defined linear operator.
We say that the pair $\{A, B\}$ is controllable over the interval $\left(-\infty, t_{1}\right]$ if $T$ is onto. By mimicking the calculation in (5.8), it follows that the adjoint $T^{*}$ of $T$ is the operator from $\mathcal{X}$ to $L^{2}\left(\left(-\infty, t_{1}\right], \mathcal{U}\right)$ given by

$$
\begin{equation*}
\left(T^{*} x\right)(t)=B^{*} e^{A^{*}\left(t_{1}-t\right)} x \quad(x \in \mathcal{X}) \tag{5.26}
\end{equation*}
$$

Using this one may readily show that Lemma 5.1 .1 holds where $\left[0, t_{1}\right]$ is replaced with $\left(-\infty, t_{1}\right]$, and thus, the controllable subspace $\mathcal{X}_{c}=\operatorname{ran} T=\operatorname{ran} W_{c}$. Hence, the controllability of $\{A, B\}$ over $\left(-\infty, t_{1}\right]$ is equivalent to our previous notion of controllability for $\{A, B\}$. So, as before, we drop the interval when discussing controllability.

Because $A$ is stable, we can define the following infinite horizon controllability least squares optimization problem: Given a vector $x_{1} \in \mathcal{X}$, find an input $\hat{u}$ to solve the following optimization problem

$$
\begin{align*}
\|\hat{u}\|^{2}= & \inf \left\{\int_{-\infty}^{t_{1}}\|u(t)\|^{2} d t: \hat{x}\left(t_{1}\right)=\int_{-\infty}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau\right\} \\
& \text { where } \hat{x}\left(t_{1}\right) \text { is the unique vector in } \mathcal{X} \text { satisfying }  \tag{5.27}\\
\left\|x_{1}-\hat{x}\left(t_{1}\right)\right\|= & \inf \left\{\left\|x_{1}-x\left(t_{1}\right)\right\|: x\left(t_{1}\right)=\int_{-\infty}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau \text { and } u \in L_{2}\left(\left(-\infty, t_{1}\right], \mathcal{U}\right)\right\} .
\end{align*}
$$

The controllability Gramian for the pair $\{A, B\}$ is the operator on $\mathcal{X}$ defined by

$$
\begin{equation*}
Q=\int_{0}^{\infty} e^{A \sigma} B B^{*} e^{A^{*} \sigma} d \sigma \tag{5.28}
\end{equation*}
$$

Notice that if $Q(t)$ is the finite time controllability Gramian defined in (5.17), then $Q(t) \rightarrow Q$ as $t$ approaches infinity. According to Lemma 3.1.2 this $Q$ is the unique solution to the following Lyapunov equation:

$$
\begin{equation*}
A Q+Q A^{*}+B B^{*}=0 \tag{5.29}
\end{equation*}
$$

The controllability Gramian $Q$ plays a fundamental role in the solution to the infinite horizon controllability least squares optimization problem.

Theorem 5.4.1 Let $A$ be a stable operator on a finite dimensional vector space $\mathcal{X}$ while $B$ is an operator mapping $\mathcal{U}$ into $\mathcal{X}$ and $x_{1}$ is a specified vector in $\mathcal{X}$. Let $Q$ be the controllability Gramian for $\{A, B\}$. Then the following holds.
(i) The solution to the controllability optimization problem in (5.27) is unique and given by

$$
\begin{equation*}
\hat{u}(t)=B^{*} e^{A^{*}\left(t_{1}-t\right)} Q^{-r} x_{1} . \tag{5.30}
\end{equation*}
$$

(ii) The pair $\{A, B\}$ is controllable if and only if $Q$ is strictly positive.
(iii) If $\{A, B\}$ is controllable, then the controllability optimization problem in (5.27) reduces to

$$
\begin{equation*}
\|\hat{u}\|^{2}=\inf \left\{\int_{-\infty}^{t_{1}}\|u(t)\|^{2} d t: x_{1}=\int_{-\infty}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B u(\tau) d \tau\right\} \tag{5.31}
\end{equation*}
$$

and the cortesponding optimal input is given by

$$
\begin{equation*}
\hat{u}(t)=B^{*} e^{A^{*}\left(t_{1}-t\right)} Q^{-1} x_{1} . \tag{5.32}
\end{equation*}
$$

Proof. Let $P_{\mathcal{R}}$ be the orthogonal projection onto the range $\mathcal{R}=\mathcal{X}_{c}$ of $T$. By employing the Projection Theorem, the infinite horizon controllability optimization problem is equivalent to the following minimum norm optimization problem

$$
\begin{equation*}
\|\hat{u}\|=\inf \left\{\|u\|: u \in L_{2}\left(\left(-\infty, t_{1}\right], \mathcal{U}\right) \text { and } T u=P_{\mathcal{R}} x_{1}\right\} . \tag{5.33}
\end{equation*}
$$

According to Corollary 16.5 .2 in Section 16.5 , the solution to this problem is unique and given by

$$
\begin{equation*}
\hat{u}=T^{*}\left(T T^{*}\right)^{-r} x_{1} \tag{5.34}
\end{equation*}
$$

By combining the definition of $T$ in (5.25) with its adjoint in (5.26), we obtain $T T^{*}=Q$; see (5.28). Using this along with (5.34) and (5.26), we see that the solution to the controllability optimization problem in (5.27) is given by (5.30). This proves Part(i).

To verify Part (ii) recall that the pair $\{A, B\}$ is controllable if and only if the operator $T$ is onto, or equivalently, $T T^{*}$ is strictly positive. Since $T T^{*}=Q$, it follows that the pair $\{A, B\}$ is controllable if and only if $Q$ is strictly positive. Hence, Part (ii) holds.

Because the restricted inverse of $Q$ becomes the actual inverse when $Q$ is strictly positive, formula (5.32) follows when the pair $\{A, B\}$ is controllable. Finally, if $\{A, B\}$ is controllable, $T$ is onto, and thus, the optimization problem in (5.33) reduces to $\|\hat{u}\|=\inf \left\{\|u\|: T u=x_{1}\right\}$. So, the optimization problem in (5.27) reduces to the optimization problem in (5.31) when $\{A, B\}$ is controllable.

Remark 5.4.1 Let $A$ be a stable operator on a finite dimensional vector space $\mathcal{X}$ and $B$ an operator mapping $\mathcal{U}$ into $\mathcal{X}$. Let $Q$ be the controllability Gramian for $\{A, B\}$, and $T$ the operator from $L^{2}\left(\left(-\infty, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{X}$ defined in (5.25). Then using $T T^{*}=Q$, it follows that $\|T\|^{2}$ equals the largest eigenvalue of $Q$. Moreover, the singular values of $T$ are the nonzero eigenvalues of $Q$. Recall that the uncontrollable subspace $\mathcal{X}_{\bar{c}}$ for the pair $\{A, B\}$ is given by $\mathcal{X}_{\bar{c}}=(\operatorname{ran} T)^{\perp}=\operatorname{ker} T^{*}$. Since $T T^{*}=Q$, the kernel of $Q$ equals $\mathcal{X}_{\bar{c}}$. Finally, by using the formula for $\hat{u}$ in (5.34) along with $T T^{*}=Q$, we obtain $\|\hat{u}\|^{2}=\left(Q^{-r} x_{1}, x_{1}\right)$.

Recall that $\{A, B\}$ is controllable if and only if $\left\{B^{*}, A^{*}\right\}$ is observable. By using this duality in Theorem 4.4.2, we readily obtain the following result.

Theorem 5.4.2 Let $\{A, B\}$ be a controllable pair. Then the following statements are equivalent.
(a) The system $\dot{x}=A x$ is stable.
(b) There exists a strictly positive operator $Q$ satisfying the Lyapunov equation

$$
\begin{equation*}
A Q+Q A^{*}+B B^{*}=0 \tag{5.35}
\end{equation*}
$$

Exercise 10 Let $\left\{\alpha_{j}\right\}_{1}^{n}$ be a set complex numbers in the open right half plane. Moreover, let $A$ be the diagonal matrix on $\mathbb{C}^{n}$ and $B$ the column vector given by

$$
A=-\operatorname{diag}\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right) \quad \text { and } \quad B=\left[b_{1}, b_{2}, \cdots, b_{n}\right]^{t r} .
$$

Let $Q$ be the $n \times n$ matrix defined by

$$
Q=\left[\begin{array}{cccc}
\frac{b_{1} \bar{b}_{1}}{\alpha_{1}+\bar{\alpha}_{1}} & \frac{b_{1} \bar{b}_{2}}{\alpha_{1}+\bar{\alpha}_{2}} & \cdots & \frac{b_{1} \bar{b}_{n}}{\alpha_{1}+\bar{\alpha}_{n}}  \tag{5.36}\\
\frac{b_{2} \bar{b}_{1}}{\alpha_{2}+\bar{\alpha}_{1}} & \frac{b_{2} \bar{b}_{2}}{\alpha_{2}+\bar{\alpha}_{2}} & \cdots & \frac{b_{2} \bar{b}_{n}}{\alpha_{2}+\alpha_{n}} \\
\vdots & \vdots & & \vdots \\
\frac{b_{n} \bar{b}_{1}}{\alpha_{n}+\bar{\alpha}_{1}} & \frac{b_{n} \bar{b}_{2}}{\alpha_{n}+\bar{\alpha}_{2}} & \cdots & \frac{b_{n} \bar{b}_{n}}{\alpha_{n}+\bar{\alpha}_{n}}
\end{array}\right] .
$$

A matrix of the form (5.36) is called a Pick matrix. Show that $Q$ is the unique solution to the Lyapunov equation $A Q+Q A^{*}+B B^{*}=0$. In particular, $Q$ is positive. Moreover, show that $Q$ is strictly positive if and only if $\left\{\alpha_{j}\right\}_{1}^{n}$ are distinct and $b_{i} \neq 0$ for all $i=1,2, \cdots, n$.

### 5.5 Notes

All the results in this section are classical results in linear systems theory. The history of controllability and linear systems is well established in Kailath [68], Rugh [110] and elsewhere. So, we will not present a historical account of linear systems. For further results on linear systems see Brockett [21], Chen [26], DeCarlo [33], Delchamps [34], Kailath [68], PoldermanWillems [98], Rugh [110], Skelton [114] and Sontag [116]. Using operator techniques to solve controllability problems is also classical; see Balakrishnan [8], Brockett [21], Fuhrmann [47], Naylor-Sell [93], Luenberger [85] and Porter [100]. The PBH test was independently developed by Popov [99], Belevitch [14] and Hautus [61].

For simplicity of presentation only we concentrated on time invariant systems. Many of these results can be easily extended to the time varying case. To see this consider the time varying system $\dot{x}=A(t) x+B(t) u$ where $A$ is a continuous function with values in
$\mathcal{L}(\mathcal{X}, \mathcal{X})$ and $B$ is a continuous function with values in $\mathcal{L}(\mathcal{U}, \mathcal{X})$. Let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{X}$ defined by

$$
T u=\int_{t_{0}}^{t_{1}} \Phi\left(t_{1}, \tau\right) B(\tau) u(\tau) d \tau \quad\left(u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right)
$$

where $\Phi(t, \tau)$ is the state transition operator for $A$. Then the time varying pair $\{A, B\}$ is controllable over the interval $\left[t_{0}, t_{1}\right]$ if the operator $T$ is onto. The time varying pair $\{A, B\}$ can be controllable over one interval and not controllable over another interval. Obviously, the pair $\{A, B\}$ is controllable over the interval $\left[t_{0}, t_{1}\right]$ if and only if $T^{*}$ is one to one, or equivalently, $T T^{*}$ is strictly positive. The adjoint of $T$ is the operator mapping $\mathcal{X}$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ given by

$$
\begin{equation*}
\left(T^{*} f\right)(t)=B(t)^{*} \Phi\left(t_{1}, t\right)^{*} f \quad(f \in \mathcal{X}) \tag{5.37}
\end{equation*}
$$

So, the time varying pair $\{A, B\}$ is controllable over the interval $\left[t_{0}, t_{1}\right]$ if and only if

$$
P\left(t_{1}\right):=T T^{*}=\int_{t_{0}}^{t_{1}} \Phi\left(t_{1}, t\right) B(t) B(t)^{*} \Phi\left(t_{1}, t\right)^{*} d t
$$

is a strictly positive operator on $\mathcal{X}$. Notice that $P(t)$ can be obtained by solving the following differential equation

$$
\begin{equation*}
\dot{P}=A(t) P+P A(t)^{*}+B(t) B(t)^{*} \quad\left(P\left(t_{0}\right)=0\right) . \tag{5.38}
\end{equation*}
$$

Therefore, the time varying pair $\{A, B\}$ is controllable over the interval $\left[t_{0}, t_{1}\right]$ if and only if $P\left(t_{1}\right)$ is strictly positive where $P(t)$ is the solution to the differential equation in (5.38). The controllability optimization problem and its solution can also be extended to the time varying setting. In this case, the controllability optimization problem becomes: Let $x_{1}$ be a specified vector in $\mathcal{X}$ and $P_{\mathcal{R}}$ be the orthogonal projection onto the range of $T$, then find an optimal control $\hat{u}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ such that

$$
\|\hat{u}\|=\inf \left\{\|u\|: P_{\mathcal{R}} x_{1}=T u\right\}
$$

The solution to this optimization problem is unique and is given by

$$
\hat{u}=T^{*}\left(T T^{*}\right)^{-r} x_{1}=B(t)^{*} \Phi\left(t_{1}, t\right)^{*} P\left(t_{1}\right)^{-r} x_{1}
$$

## Chapter 6

## Controllable and Observable Realizations

In this chapter we will use the controllable and observable subspaces, to obtain the controllable and observable decomposition for a linear system. Some connections to semi-invariant subspaces for linear operators will also be given. Finally, it is shown that if $\mathbf{G}$ is the transfer function of a controllable and observable system, then the polynomial formed by the poles of $\mathbf{G}$ is the minimal polynomial for the corresponding state space system operator.

### 6.1 Invariant subspaces

This section is devoted to invariant subspaces and their matrix representations. Let $M$ be a linear operator mapping $\mathcal{X}$ into $\mathcal{Y}$ and let $\mathcal{H}$ be a subspace of $\mathcal{X}$. (In this section, the vector spaces can be infinite dimensional.) The notation $M \mid \mathcal{H}$ denotes the restriction of the operator $M$ to $\mathcal{H}$, that is, $M \mid \mathcal{H}$ is the operator from $\mathcal{H}$ to $\mathcal{Y}$ defined by $(M \mid \mathcal{H}) x=M x$ where $x$ is in $\mathcal{H}$. Consider any operator $N$ whose range is contained in $\mathcal{H}$. Then $N=P_{\mathcal{H}} N$. (The orthogonal projection onto a subspace $\mathcal{H}$ is denoted by $P_{\mathcal{H}}$.) Moreover, $M N=(M \mid \mathcal{H}) N=$ $(M \mid \mathcal{H})\left(P_{\mathcal{H}} N\right)$. Suppose the kernel of $M$ contains $\mathcal{H}^{\perp}$ and $N$ is any operator whose range is in $\mathcal{X}$. Then, $M N=M P_{\mathcal{H}} N$ and since the range of $P_{\mathcal{H}} N$ is in $\mathcal{H}$, we have $M N=(M \mid \mathcal{H})\left(P_{\mathcal{H}} N\right)$. Finally, let $M$ be an operator on $\mathcal{X}$. Then we say that $S$ is the compression of $M$ to $\mathcal{H}$ if $S$ is the operator on $\mathcal{H}$ defined by $S=P_{\mathcal{H}} M \mid \mathcal{H}$. Clearly, $\|S\| \leq\|M\|$.

Let $M$ be a linear operator mapping $\mathcal{X}$ into $\mathcal{Y}$ and suppose that $\mathcal{X}=\mathcal{X}_{1} \oplus \mathcal{X}_{2} \oplus \cdots \oplus \mathcal{X}_{n}$ is an orthogonal decomposition for $\mathcal{X}$ while $\mathcal{Y}=\mathcal{Y}_{1} \oplus \mathcal{Y}_{2} \oplus \cdots \oplus \mathcal{Y}_{m}$ is an orthogonal decomposition for $\mathcal{Y}$ where $\left\{\mathcal{X}_{j}\right\}_{1}^{n}$ and $\left\{\mathcal{Y}_{i}\right\}_{1}^{m}$ are subspaces of $\mathcal{X}$ and $\mathcal{Y}$, respectively. We say that

$$
\left[\begin{array}{cccc}
M_{11} & M_{12} & \cdots & M_{1 n} \\
M_{21} & M_{22} & \cdots & M_{2 n} \\
\vdots & \vdots & & \vdots \\
M_{m 1} & M_{m 2} & \cdots & M_{m n}
\end{array}\right]:\left[\begin{array}{c}
\mathcal{X}_{1} \\
\mathcal{X}_{2} \\
\vdots \\
\mathcal{X}_{n}
\end{array}\right] \longrightarrow\left[\begin{array}{c}
\mathcal{Y}_{1} \\
\mathcal{Y}_{2} \\
\vdots \\
\mathcal{Y}_{m}
\end{array}\right]
$$

is a matrix representation for $M$ if $M_{i j}$ is the operator mapping $\mathcal{X}_{j}$ into $\mathcal{Y}_{i}$ defined by $M_{i j}=P_{y_{i}} M \mid \mathcal{X}_{j}$. Recall that a unitary operator $W$ is an isometry whose range is onto, or equivalently, $W^{*}=W^{-1}$. (An isometry $V$ is an operator from $\mathcal{V}$ into $\mathcal{K}$ satisfying $V^{*} V=I$.)

Obviously, there exists unitary operators $U_{1}$ and $U_{2}$ such that $U_{1} M U_{2}$ equals its matrix representation. So, we will not distinguish between $M$ and its matrix representation, that is, by a slight abuse of notation we will sometimes use the same symbol for the operator and its matrix representation. Note that the matrix representation for the orthogonal projection $P_{\mathcal{H}}$ onto $\mathcal{H}$ is given by

$$
\left[\begin{array}{ll}
I & 0  \tag{6.1}\\
0 & 0
\end{array}\right]:\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{H}^{\perp}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{H}^{\perp}
\end{array}\right]
$$

Now let $A$ be an operator on $\mathcal{X}$. Recall that $\mathcal{H}$ is an invariant subspace for $A$ if $\mathcal{H}$ is a subspace of $\mathcal{X}$ satisfying $A \mathcal{H} \subset \mathcal{H}$, or equivalently, $A P_{\mathcal{H}}=P_{\mathcal{H}} A P_{\mathcal{H}}$. Since $A \mathcal{H} \subset \mathcal{H}$ if and only if $\left(P_{\mathcal{H}^{\perp}}\right) A \mid \mathcal{H}=0$, it follows that $\mathcal{H}$ is an invariant subspace for $A$ if and only if $A$ admits a matrix representation of the form

$$
\left[\begin{array}{cc}
A_{11} & A_{12}  \tag{6.2}\\
0 & A_{22}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{H}^{\perp}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{H}^{\perp}
\end{array}\right] .
$$

Here $A_{11}$ is the operator on $\mathcal{H}$ given by $A_{11}=P_{\mathcal{H}} A|\mathcal{H}=A| \mathcal{H}$, while $A_{22}$ is the compression of $A$ to $\mathcal{H}^{\perp}$. Finally, notice that, for any integer $k \geq 0$, we have $A_{11}^{k}=P_{\mathcal{H}} A^{k}\left|\mathcal{H}=A^{k}\right| \mathcal{H}$.

We have already seen that $\mathcal{H}$ is an invariant subspace for $A$ if and only if its orthogonal complement $\mathcal{H}^{\perp}$ is an invariant subspace for $A^{*}$. We say that $\mathcal{H}$ is a co-invariant subspace for $A$ if $\mathcal{H}$ is an invariant subspace for $A^{*}$, or equivalently, $\mathcal{H}^{\perp}$ is an invariant subspace for $A$. Hence, $\mathcal{H}$ is a co-invariant subspace for $A$ if and only if $A$ admits a matrix representation of the form

$$
\left[\begin{array}{cc}
A_{11} & 0  \tag{6.3}\\
A_{21} & A_{22}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{H}^{\perp}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{H}^{\perp}
\end{array}\right]
$$

Here $A_{22}$ is the operator on $\mathcal{H}^{\perp}$ given by $A_{22}=P_{\mathcal{H}^{\perp}} A\left|\mathcal{H}^{\perp}=A\right| \mathcal{H}^{\perp}$ while $A_{11}$ is the compression of $A$ to $\mathcal{H}$. Finally, $\mathcal{H}$ is a co-invariant subspace for $A$ if and only if $P_{\mathcal{H}} A=P_{\mathcal{H}} A P_{\mathcal{H}}$. Notice also that, for any integer $k \geq 0$, we have $A_{11}^{k}=P_{\mathcal{H}} A^{k} \mid \mathcal{H}$.

We say that $\mathcal{H}$ is a reducing subspace for $A$ if $\mathcal{H}$ is an invariant subspace for both $A$ and $A^{*}$. Therefore, $\mathcal{H}$ is a reducing subspace if and only if $\mathcal{H}$ is both an invariant subspace and a co-invariant subspace for $A$. Moreover, $\mathcal{H}$ is a reducing subspace for $A$ if and only if $\mathcal{H}^{\perp}$ is a reducing subspace for $A$. Clearly, $\mathcal{H}$ is a reducing subspace for $A$ if and only if $A$ admits a matrix representation of the form

$$
\left[\begin{array}{cc}
A_{11} & 0  \tag{6.4}\\
0 & A_{22}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{H}^{\perp}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{H} \\
\mathcal{H}^{\perp}
\end{array}\right]
$$

Notice that $\mathcal{H}$ is a reducing subspace for $A$ if and only if $A$ commutes with the orthogonal projection $P_{\mathcal{H}}$, that is, $A P_{\mathcal{H}}=P_{\mathcal{H}} A$.

To complete this section, we introduce the notion of a dilation and a semi-invariant subspace. Let $A$ be an operator on $\mathcal{X}$. Then we say that $A$ is a dilation of an operator $T$ on $\mathcal{H}$ if $T$ is the compression of $A$ to $\mathcal{H}$ and

$$
\begin{equation*}
P_{\mathcal{H}} A^{k} \mid \mathcal{H}=T^{k} \quad(\text { for } k=1,2,3, \cdots) \tag{6.5}
\end{equation*}
$$

In other words, $A$ is a dilation of $T$ if and only if $T^{k}$ is the compression of $A^{k}$ to $\mathcal{H}$ for all integers $k \geq 1$. In this case, if $q$ is a polynomial, then (6.5) implies that $q(T)=P_{\mathcal{H}} q(A) \mid \mathcal{H}$.

Moreover, using the expansion $(s I-A)^{-1}=\sum_{0}^{\infty} A^{k} / s^{n+1}$ for $|s|>\|A\|$, we have $(s I-T)^{-1}=$ $P_{\mathcal{H}}(s I-A)^{-1} \mid \mathcal{H}$. Finally, it is noted that dilation theory plays a fundamental role in operator theory; see Gohberg-Goldberg-Kaashoek [55], Foias-Frazho [39] and Sz.-Nagy-Foias [120].

As before, let $A$ be an operator on $\mathcal{X}$. Then $\mathcal{H}$ is a semi-invariant subspace for $A$ if there exists two invariant subspaces $\mathcal{M}$ and $\mathcal{N}$ for $A$ satisfying $\mathcal{H}=\mathcal{N} \ominus \mathcal{M}$ where $\mathcal{M} \subset \mathcal{N}$. In other words, $\mathcal{H}$ is a semi-invariant subspace for $A$ if and only if $\mathcal{N}=\mathcal{M} \oplus \mathcal{H}$ where $\mathcal{M}$ and $\mathcal{N}$ are two invariant subspaces for $A$. In this case, $\mathcal{M}^{\perp}$ and $\mathcal{N}^{\perp}$ are two invariant subspaces for $A^{*}$ satisfying $\mathcal{N}^{\perp} \subset \mathcal{M}^{\perp}$. Using $\mathcal{M} \oplus \mathcal{H} \oplus \mathcal{N}^{\perp}=\mathcal{X}$, we see that $\mathcal{H}=\mathcal{M}^{\perp} \ominus \mathcal{N}^{\perp}$. So, $\mathcal{H}$ is also semi-invariant for $A^{*}$. Therefore, $\mathcal{H}$ is semi-invariant for $A$ if and only if $\mathcal{H}$ is semi-invariant for $A^{*}$. It is easy to show that $\mathcal{H}$ is semi-invariant for $A$ if and only if $A$ admits a matrix representation of the form

$$
A=\left[\begin{array}{ccc}
* & * & *  \tag{6.6}\\
0 & T & * \\
0 & 0 & *
\end{array}\right]:\left[\begin{array}{l}
\mathcal{M} \\
\mathcal{H} \\
\mathcal{N}^{\perp}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{M} \\
\mathcal{H} \\
\mathcal{N}^{\perp}
\end{array}\right]
$$

where $T$ is the compression of $A$ to $\mathcal{H}$. If $A$ is an upper triangular block matrix of the form in (6.6), then $T$ is the compression of $A$ to $\mathcal{H}$, and (6.5) holds, that is, $A$ is a dilation of $T$. This proves half of the following result due to Sarason [111].
Proposition 6.1.1 Let $A$ be an operator on $\mathcal{X}$ and $T$ the compression of $A$ to $\mathcal{H}$. Then $\mathcal{H}$ is a semi-invariant subspace for $A$ if and only if $A$ is a dilation of $T$.

Proof. Assume that $A$ is a dilation of $T$, that is, (6.5) holds. Let $\mathcal{N}$ be the following "controllable" subspace generated by $A$ and $\mathcal{H}$

$$
\mathcal{N}=\bigvee_{k=0}^{\infty} A^{k} \mathcal{H}
$$

Here $\bigvee_{k=0}^{\infty} \mathcal{H}_{k}$ denotes the closed linear span of the subspaces $\mathcal{H}_{k}$ for all integers $k \geq 0$. Obviously, $\mathcal{N}$ is an invariant subspace for $A$. To complete the proof it is sufficient to show that $\mathcal{M}=\mathcal{N} \ominus \mathcal{H}$ is invariant for $A$. To this end, notice that (6.5) yields

$$
P_{\mathcal{H}} A A^{k} h=T T^{k} h=T P_{\mathcal{H}} A^{k} h \quad \text { (for all } k \geq 0 \text { and } h \in \mathcal{H} \text { ) }
$$

Hence, $P_{\mathcal{H}} A\left|\mathcal{N}=T P_{\mathcal{H}}\right| \mathcal{N}$. Consider any $m$ in $\mathcal{M}$. Then $m$ is in $\mathcal{N}$ and $P_{\mathcal{H}} m=0$. Hence, $A m$ is in $\mathcal{N}$ and

$$
P_{\mathcal{H}}(A m)=\left(P_{\mathcal{H}} A \mid \mathcal{N}\right) m=\left(T P_{\mathcal{H}} \mid \mathcal{N}\right) m=T P_{\mathcal{H}} m=0
$$

Since $A m$ is in $\mathcal{N}$ and $P_{\mathcal{H}}(A m)=0$, it follows that $A m$ is in $\mathcal{M}$. Thus $\mathcal{M}$ is invariant for $A$. Therefore, $\mathcal{H}$ is a is semi-invariant subspace for $A$.

### 6.2 The controllable and observable decomposition

In this section we present the controllable and observable decomposition of a linear system. Consider the following continuous time system

$$
\begin{equation*}
\dot{x}=A x+B u \quad \text { and } \quad y=C x+D u \tag{6.7}
\end{equation*}
$$

where $A$ is an operator on a finite dimensional space $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$ while $C$ maps $\mathcal{X}$ into $\mathcal{Y}$ and $D$ maps $\mathcal{U}$ into $\mathcal{Y}$. Recall that the transfer function G for $\{A, B, C, D\}$ is the proper rational function defined by

$$
\begin{equation*}
\mathbf{G}(s)=C(s I-A)^{-1} B+D . \tag{6.8}
\end{equation*}
$$

Recall also that $\{A, B, C, D\}$ is a realization for a proper rational function $\mathbf{G}$ if $\mathbf{G}$ is the transfer function for $\{A, B, C, D\}$, that is, (6.8) holds. In this section, we will use certain invariant subspaces to extract from $\{A, B, C, D\}$ a controllable and observable realization $\left\{A_{c o}, B_{c o}, C_{c o}, D_{c o}\right\}$ of the same transfer function $\mathbf{G}$, that is,

$$
\mathrm{G}(s)=C_{c o}\left(s I-A_{c o}\right)^{-1} B_{c o}+D_{c o}
$$

where $\left\{A_{c o}, B_{c o}\right\}$ is controllable and $\left\{C_{c o}, A_{c o}\right\}$ is observable.
A controllable realization. First we present a specific controllable realization of $\mathbf{G}$. To this end, recall that the controllable subspace $\mathcal{X}_{c}$ for the pair $\{A, B\}$ is given by

$$
\begin{equation*}
\mathcal{X}_{c}=\bigvee_{k=0}^{\infty} A^{k} B \mathcal{U}=\bigvee\left\{A^{k} B \mathcal{U}: 0 \leq k<\operatorname{dim} \mathcal{X}\right\} \tag{6.9}
\end{equation*}
$$

We have seen that $\mathcal{X}_{c}$ is an invariant subspace for $A$. So, $A$ admits a matrix representation of the form:

$$
A=\left[\begin{array}{cc}
A_{c} & *  \tag{6.10}\\
0 & A_{\bar{c}}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{c} \\
\mathcal{X}_{\bar{c}}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{X}_{c} \\
\mathcal{X}_{\bar{c}}
\end{array}\right]
$$

where $\mathcal{X}_{\bar{c}}$ is the uncontrollable subspace defined by $\mathcal{X}_{\bar{c}}=\mathcal{X} \ominus \mathcal{X}_{c}$. Here $A_{c}$ is the operator on $\mathcal{X}_{c}$ defined by $A_{c}=A \mid \mathcal{X}_{c}$ and $A_{\bar{c}}$ is the compression of $A$ to $\mathcal{X}_{\bar{c}}$. Furthermore, the operators $B$ and $C$ admit matrix representations of the form:

$$
B=\left[\begin{array}{c}
B_{c}  \tag{6.11}\\
0
\end{array}\right]: \mathcal{U} \longrightarrow\left[\begin{array}{c}
\mathcal{X}_{c} \\
\mathcal{X}_{\bar{c}}
\end{array}\right] \quad \text { and } \quad C=\left[\begin{array}{ll}
C_{c} & C_{\bar{c}}
\end{array}\right]:\left[\begin{array}{c}
\mathcal{X}_{c} \\
\mathcal{X}_{\bar{c}}
\end{array}\right] \longrightarrow \mathcal{Y}
$$

respectively. Since the range of $B$ is contained in $\mathcal{X}_{c}$, we obtain that $B_{c}=P_{\mathcal{X}_{c}} B=B$. Also, $B_{\bar{c}}=P_{\mathcal{X}_{\bar{c}}} B=0$, that is, the second entry in the matrix representation of $B$ is zero.

We claim that $\left\{A_{c}, B_{c}, C_{c}, D\right\}$ is a controllable realization of $G$. Because $\mathcal{X}_{c}$ is invariant for $A$, we have $A_{c}^{k}=A^{k} \mid \mathcal{X}_{c}$ for all integers $k \geq 0$. Since the range of $B$ is in $\mathcal{X}_{c}$, it follows that $A^{k} B=\left(A^{k} \mid \mathcal{X}_{c}\right) B=A_{c}^{k} B_{c}$ for all integers $k \geq 0$. Hence,

$$
\bigvee_{k=0}^{\infty} A_{c}^{k} B_{c} U=\bigvee_{k=0}^{\infty} A^{k} B U=\mathcal{X}_{c}
$$

So, $\left\{A_{c}^{k} B_{c} \mathcal{U}\right\}_{0}^{\infty}$ spans $\mathcal{X}_{c}$ and $\left\{A_{c}, B_{c}\right\}$ is controllable. For any integer $k \geq 0$, the range of $A^{k} B$ is in $\mathcal{X}_{c}$ and $A^{k} B=A_{c}^{k} B_{c}$. Hence, $C A^{k} B=\left(C \mid \mathcal{X}_{c}\right) A^{k} B=C_{c} A_{c}^{k} B_{c}$. It now follows that $C(s I-A)^{-1} B=C_{c}\left(s I-A_{c}\right)^{-1} B_{c}$. Thus,

$$
\mathbf{G}(s)=C(s I-A)^{-1} B+D=C_{c}\left(s I-A_{c}\right)^{-1} B_{c}+D
$$

Therefore, $\left\{A_{c}, B_{c}, C_{c}, D\right\}$ is a controllable realization of $\mathbf{G}$.
We claim that if $\{C, A\}$ is observable, then $\left\{C_{c}, A_{c}\right\}$ is observable. To prove this it is sufficient to first show that the unobservable subspace $\mathcal{X}_{c \bar{o}}$ for $\left\{C_{c}, A_{c}\right\}$ is the intersection of the controllable subspace $\mathcal{X}_{c}$ and the unobservable subspace $\mathcal{X}_{\bar{\sigma}}$ for $\{A, B, C, D\}$, that is,

$$
\begin{equation*}
\mathcal{X}_{\bar{c} \bar{o}}=\mathcal{X}_{c} \bigcap \mathcal{X}_{\bar{o}} . \tag{6.12}
\end{equation*}
$$

We call $\mathcal{X}_{c \bar{o}}$ the controllable/unobservable subspace for $\{A, B, C, D\}$. Indeed, if $\{C, A\}$ is observable, then $\mathcal{X}_{\bar{o}}=\{0\}$, and hence, $\mathcal{X}_{c} \cap \mathcal{X}_{\bar{o}}=\{0\}$, or equivalently, $\left\{C_{c}, A_{c}\right\}$ is observable. According to Lemma 4.1.1, the subspace

$$
\mathcal{X}_{\bar{c} \bar{o}}=\bigcap_{k=0}^{\infty} \operatorname{ker} C_{c} A_{c}^{k} .
$$

Since $\mathcal{X}_{c}$ is invariant for $A$, we see that $C_{c} A_{c}^{k}=\left(C \mid \mathcal{X}_{c}\right) A^{k}\left|\mathcal{X}_{c}=C A^{k}\right| \mathcal{X}_{c}$. This readily implies that $\operatorname{ker} C_{c} A_{c}^{k}=\mathcal{X}_{c} \cap \operatorname{ker} C A^{k}$ and

$$
\mathcal{X}_{c \bar{o}}=\bigcap_{k=0}^{\infty} \mathcal{X}_{c} \bigcap \operatorname{ker} C A^{k}=\mathcal{X}_{c} \bigcap\left(\bigcap_{k=0}^{\infty} \operatorname{ker} C A^{k}\right)=\mathcal{X}_{c} \bigcap \mathcal{X}_{\bar{o}}
$$

Obviously, $\mathcal{X}_{c}$ and $\mathcal{X}_{\bar{o}}$ are invariant subspaces for $A$. Since the intersection of two invariant subspaces is an invariant subspace, $\mathcal{X}_{\bar{c}}$ is an invariant subspace for $A$. The above analysis yields the following result.

Proposition 6.2.1 Suppose $\mathbf{G}$ is the transfer function for $\{A, B, C, D\}$ and $\mathcal{X}_{c}$ is the controllable subspace for $\{A, B\}$. Let $A_{c}$ on $\mathcal{X}_{c}$ and $B_{c}$ from $\mathcal{U}$ into $\mathcal{X}_{c}$ and $C_{c}$ from $\mathcal{X}_{c}$ into $\mathcal{Y}$ be the operators defined by

$$
\begin{equation*}
A_{c}=A \mid \mathcal{X}_{c} \quad \text { and } \quad B_{c}=B \quad \text { and } \quad C_{c}=C \mid \mathcal{X}_{c} . \tag{6.13}
\end{equation*}
$$

Then $\left\{A_{c}, B_{c}, C_{c}, D\right\}$ is a controllable realization of $\mathbf{G}$ whose unobservable subspace $\mathcal{X}_{c \overline{0}}$ is the invariant subspace of $A$ given by $\mathcal{X}_{c} \cap \mathcal{X}_{\bar{o}}$. In particular, if $\{C, A\}$ is observable, then $\left\{C_{c}, A_{c}\right\}$ is observable.

An observable realization. We now obtain a specific observable realization of a transfer function $\mathbf{G}$. Let $\mathbf{G}$ be the transfer function for $\{A, B, C, D\}$, and let $\mathcal{X}_{\bar{\sigma}}$ be the unobservable subspace for the pair $\{C, A\}$, that is,

$$
\begin{equation*}
\mathcal{X}_{\overline{\bar{o}}}=\bigcap_{k=0}^{\infty} \operatorname{ker} C A^{k} . \tag{6.14}
\end{equation*}
$$

Clearly, $\mathcal{X}_{\bar{\sigma}}$ is a invariant subspace for $A$. So, $A$ admits a matrix representation of the form:

$$
A=\left[\begin{array}{cc}
A_{\bar{o}} & *  \tag{6.15}\\
0 & A_{o}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{\bar{o}} \\
\mathcal{X}_{o}
\end{array}\right] \longrightarrow\left[\begin{array}{l}
\mathcal{X}_{\bar{o}} \\
\mathcal{X}_{o}
\end{array}\right]
$$

where $\mathcal{X}_{o}=\mathcal{X} \ominus \mathcal{X}_{\bar{o}}$ is the observable subspace for $\{C, A\}$. Notice that $\mathcal{X}_{o}$ is a co-invariant subspace for $A$. In other words, $\mathcal{X}_{o}$ is an invariant subspace for $A^{*}$. The operator $A_{o}$ is the compression of $A$ to $\mathcal{X}_{o}$, that is, $A_{o}$ is the operator on $\mathcal{X}_{o}$ defined by $A_{o}=P_{o} A \mid \mathcal{X}_{o}$ where $P_{o}$ is the orthogonal projection onto $\mathcal{X}_{0}$. The operator $A_{\bar{o}}$ on $\mathcal{X}_{\bar{o}}$ is given by the restriction of $A$ to $\mathcal{X}_{\bar{\sigma}}$. Furthermore, the operators $B$ and $C$ admit matrix representations of the form:

$$
B=\left[\begin{array}{c}
B_{\bar{o}}  \tag{6.16}\\
B_{o}
\end{array}\right]: \mathcal{U} \longrightarrow\left[\begin{array}{l}
\mathcal{X}_{\bar{o}} \\
\mathcal{X}_{o}
\end{array}\right] \quad \text { and } \quad C=\left[\begin{array}{ll}
0 & C_{o}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{\bar{o}} \\
\mathcal{X}_{o}
\end{array}\right] \longrightarrow \mathcal{Y}
$$

respectively, where $B_{o}=P_{o} B$ and $C_{o}=C \mid \mathcal{X}_{o}$. Since $\mathcal{X}_{\bar{o}}$ is contained in the kernel of $C$, the first entry of $C$ is zero, that is, $C_{\bar{o}}=C \mid \mathcal{X}_{\bar{o}}=0$. Because $\mathcal{X}_{o}$ is invariant for $A^{*}$, it follows that $A_{o}^{*}=A^{*} \mid \mathcal{X}_{o}$.

We claim that $\left\{A_{o}, B_{0}, C_{0}, D\right\}$ is an observable realization of $\mathbf{G}$. Since $\mathcal{X}_{o}$ is a co-invariant subspace for $A$ and $A_{o}=P_{o} A \mid \mathcal{X}_{o}$, it follows that $A_{o}^{k}=P_{o} A^{k} \mid \mathcal{X}_{o}$ for every integer $k \geq 0$. Because $C \mid \mathcal{X}_{\bar{o}}=0$, we obtain that $\left(C A^{k}\right) \mid \mathcal{X}_{o}=\left(C \mid \mathcal{X}_{o}\right)\left(P_{o} A^{k} \mid \mathcal{X}_{o}\right)=C_{o} A_{o}^{k}$. Hence, the unobservable subspace associated with $\left\{C_{o}, A_{o}\right\}$ is given by

$$
\bigcap_{k=0}^{\infty} \operatorname{ker} C_{o} A_{o}^{k}=\bigcap_{k=0}^{\infty} \operatorname{ker}\left(C A^{k} \mid \mathcal{X}_{o}\right)=\left(\bigcap_{k=0}^{\infty} \operatorname{ker} C A^{k}\right) \bigcap \mathcal{X}_{o}=\mathcal{X}_{\bar{o}} \bigcap \mathcal{X}_{o}=\{0\}
$$

Since the unobservable subspace of $\left\{C_{o}, A_{o}\right\}$ is $\{0\}$, this pair is observable. For every nonnegative integer $k$, we have $\left(C A^{k}\right) \mid \mathcal{X}_{\bar{o}}=0$. Using $\left(C A^{k}\right) \mid \mathcal{X}_{o}=C_{o} A_{o}^{k}$, we obtain $C A^{k} B=$ $\left(C A^{k}\right) \mid \mathcal{X}_{o} P_{o} B=C_{o} A_{o}^{k} B_{o}$. It now follows that

$$
\mathbf{G}(s)=C(s I-A)^{-1} B+D=C_{o}\left(s I-A_{o}\right)^{-1} B_{o}+D .
$$

Hence, $\left\{A_{o}, B_{o}, C_{o}, D\right\}$ is a realization of $\mathbf{G}$.
We now demonstrate that the uncontrollable subspace $\mathcal{X}_{o \bar{c}}$ for $\left\{A_{o}, B_{o}\right\}$ is the intersection of the observable subspace $\mathcal{X}_{o}$ and uncontrollable subspace $\mathcal{X}_{\bar{c}}$ for $\{A, B, C, D\}$. Recall that

$$
\mathcal{X}_{o \bar{c}}=\bigcap_{k=0}^{\infty} \operatorname{ker} B_{o}^{*} A_{o}^{* k} .
$$

Since $\mathcal{X}_{o}$ is invariant for $A^{*}$ and $B_{o}^{*}=B^{*} \mid \mathcal{X}_{o}$, we see that $B_{o}^{*} A_{o}^{* k}=\left(B^{*} \mid \mathcal{X}_{o}\right) A^{* k} \mid \mathcal{X}_{o}=$ $B^{*} A^{* k} \mid \mathcal{X}_{o}$. Hence, $\operatorname{ker} B_{o}^{*} A_{o}^{* k}=\mathcal{X}_{o} \cap \operatorname{ker} B^{*} A^{* k}$ and

$$
\mathcal{X}_{o \bar{c}}=\bigcap_{k=0}^{\infty} \operatorname{ker} B_{o}^{*} A_{o}^{* k}=\bigcap_{k=0}^{\infty}\left(\mathcal{X}_{o} \bigcap \operatorname{ker} B^{*} A^{* k}\right)=\mathcal{X}_{o} \bigcap\left(\bigcap_{k=0}^{\infty} \operatorname{ker} B^{*} A^{* k}\right)=\mathcal{X}_{o} \bigcap \mathcal{X}_{\bar{c}}
$$

that is, the uncontrollable subspace $\mathcal{X}_{o \bar{c}}$ for $\left\{A_{o}, B_{o}\right\}$ is the intersection of the observable subspace $\mathcal{X}_{o}$ and uncontrollable subspace $\mathcal{X}_{\bar{c}}$ for $\{A, B, C, D\}$. Since $\mathcal{X}_{o}$ and $\mathcal{X}_{\bar{c}}$ are coinvariant subspaces for $A$, it follows that their intersection $\mathcal{X}_{o \bar{c}}$ is also co-invariant for $A$. We have just demonstrated the following result which is the dual of Proposition 6.2.1.

Proposition 6.2.2 Suppose $\mathbf{G}$ is the transfer function for $\{A, B, C, D\}$ and $P_{o}$ is the orthogonal projection onto $\mathcal{X}_{o}$ the observable subspace for $\{C, A\}$. Let $A_{o}$ on $\mathcal{X}_{0}$ and $B_{o}$ from $\mathcal{U}$ into $\mathcal{X}_{o}$ and $C_{o}$ from $\mathcal{X}_{o}$ into $\mathcal{Y}$ be the operators defined by

$$
\begin{equation*}
A_{o}=P_{o} A \mid \mathcal{X}_{o} \quad \text { and } \quad B_{o}=P_{o} B \quad \text { and } \quad C_{o}=C \mid \mathcal{X}_{o} \tag{6.17}
\end{equation*}
$$

Then $\left\{A_{o}, B_{o}, C_{o}, D\right\}$ is an observable realization of $\mathbf{G}$ whose uncontrollable subspace $\mathcal{X}_{\bar{o}}$ is the co-invariant subspace for $A$ given by $\mathcal{X}_{o} \cap \mathcal{X}_{\bar{c}}$. In particular, if $\{A, B\}$ is controllable, then $\left\{A_{o}, B_{o}\right\}$ is controllable.

Proof. One can also obtain a proof using duality. Notice that the transfer function for the system $\left\{A^{*}, C^{*}, B^{*}, D^{*}\right\}$ is given by $\mathbf{G}(\bar{s})^{*}$ and by duality $\mathcal{X}_{o}$ is the controllable subspace for $\left\{A^{*}, C^{*}\right\}$. Since $\mathcal{X}_{o}$ is an invariant subspace for $A^{*}$, we have $A_{o}^{*}=A^{*} \mid \mathcal{X}_{o}$. Moreover, $C_{o}^{*}=C^{*}$ and $B_{o}^{*}=B^{*} \mid \mathcal{X}_{o}$. According to Proposition 6.2.1, the system $\left\{A_{o}^{*}, C_{o}^{*}, B_{o}^{*}, D^{*}\right\}$ is a controllable realization of $\mathbf{G}(\bar{s})^{*}$. By taking adjoints and employing duality, we see that $\left\{A_{o}, B_{o}, C_{o}, D\right\}$ is an observable realization of $\mathbf{G}$. By duality $\mathcal{X}_{o c}$ is the unobservable subspace for $\left\{B_{o}^{*}, A_{o}^{*}\right\}$ and $\mathcal{X}_{\bar{c}}$ is the unobservable subspace for $\left\{B^{*}, A^{*}\right\}$. By applying the previous proposition to the system $\left\{A^{*}, C^{*}, B^{*}, D^{*}\right\}$, yields $\mathcal{X}_{o \bar{c}}=\mathcal{X}_{o} \cap \mathcal{X}_{\bar{c}}$.

A controllable and observable realization. Using Proposition 6.2.1, one can extract a controllable realization of $\mathbf{G}$ and using Proposition 6.2.2, one can extract a observable realization of $\mathbf{G}$. Now let us combine these results to obtain a realization of $\mathbf{G}$ which is both controllable and observable. To this end, let $\left\{A_{c}\right.$ on $\left.\mathcal{X}_{c}, B_{c}, C_{c}, D\right\}$ be the controllable realization of $G$ given by Proposition 6.2.1. Recall $\mathcal{X}_{c \bar{c}}$, the unobservable subspace of $\left\{C_{c}, A_{c}\right\}$, which we call the controllable/unobservable subspace of $\{A, B, C, D\}$. Let $\mathcal{X}_{c o}$ be the observable subspace for $\left\{C_{c}, A_{c}\right\}$, that is, $\mathcal{X}_{c o}=\mathcal{X}_{c} \ominus \mathcal{X}_{c \bar{o}}$. We call $\mathcal{X}_{c o}$ the controllable/observable subspace for $\{A, B, C, D\}$. Note that $\mathcal{X}_{c o}$ is given by

$$
\begin{equation*}
\mathcal{X}_{c o}=\bigvee_{k=0}^{\infty} A_{c}^{* k} C_{c}^{*} \mathcal{Y}=\bigvee\left\{A_{c}^{* k} C_{c}^{*} \mathcal{Y}: 0 \leq k<\operatorname{dim} \mathcal{X}_{c}\right\} \tag{6.18}
\end{equation*}
$$

Obviously, $\mathcal{X}_{c o}$ is an invariant subspace for $A_{c}^{*}$. Also, $\mathcal{X}_{c}=\mathcal{X}_{c o} \oplus \mathcal{X}_{c \bar{c}}$. This readily implies that the operator $A_{c}$ admits a matrix representation of the form:

$$
A_{c}=\left[\begin{array}{cc}
A_{c \bar{o}} & *  \tag{6.19}\\
0 & A_{c o}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{c \bar{o}} \\
\mathcal{X}_{c o}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{X}_{c \bar{o}} \\
\mathcal{X}_{c o}
\end{array}\right] .
$$

The operator $A_{c o}$ on $\mathcal{X}_{c o}$ is the compression of $A_{c}$ to the controllable/observable subspace $\mathcal{X}_{c o}$. In this setting the matrix representations for $B_{c}$ and $C_{c}$ are given by

$$
B_{c}=\left[\begin{array}{l}
B_{c \bar{o}}  \tag{6.20}\\
B_{c o}
\end{array}\right]: \mathcal{U} \longrightarrow\left[\begin{array}{l}
\mathcal{X}_{c \bar{o}} \\
\mathcal{X}_{c o}
\end{array}\right] \text { and } C_{c}=\left[\begin{array}{ll}
0 & C_{c o}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{c \bar{o}} \\
\mathcal{X}_{c o}
\end{array}\right] \rightarrow \mathcal{Y}
$$

It follows from Proposition 6.2 .2 that $\left\{A_{c o}, B_{c o}, C_{c o}, D\right\}$ is a controllable and observable realization of $G$.

By embedding the matrix representations for $A_{c}, B_{c}$ and $C_{c}$ in (6.19) and (6.20) into the matrix representations for $A, B$ and $C$ in (6.10) and (6.11), we see that the operators $A, B$ and $C$ admit matrix representations of the form

$$
\begin{align*}
& A=\left[\begin{array}{ccc}
A_{c \bar{o}} & * & * \\
0 & A_{c o} & * \\
0 & 0 & A_{\bar{c}}
\end{array}\right]:\left[\begin{array}{c}
\mathcal{X}_{c \bar{o}} \\
\mathcal{X}_{c o} \\
\mathcal{X}_{\bar{c}}
\end{array}\right] \longrightarrow\left[\begin{array}{c}
\mathcal{X}_{c \bar{o}} \\
\mathcal{X}_{c o} \\
\mathcal{X}_{\bar{c}}
\end{array}\right]  \tag{6.21}\\
& B=\left[\begin{array}{c}
B_{c \bar{o}} \\
B_{c o} \\
0
\end{array}\right]: \mathcal{U} \longrightarrow\left[\begin{array}{c}
\mathcal{X}_{c \bar{o}} \\
\mathcal{X}_{c o} \\
\mathcal{X}_{\bar{c}}
\end{array}\right] \text { and } C=\left[\begin{array}{lll}
0 & C_{c o} & C_{\bar{c}}
\end{array}\right]:\left[\begin{array}{c}
\mathcal{X}_{c \bar{o}} \\
\mathcal{X}_{c o} \\
\mathcal{X}_{\bar{c}}
\end{array}\right] \rightarrow \mathcal{Y} .
\end{align*}
$$

By using the matrix representations in (6.21), we see that the state space system in (6.7) admits a decomposition of the form

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{x}_{c \bar{o}} \\
\dot{x}_{c o} \\
\dot{x}_{\bar{c}}
\end{array}\right] } & =\left[\begin{array}{ccc}
A_{c \bar{o}} & * & * \\
0 & A_{c o} & * \\
0 & 0 & A_{\bar{c}}
\end{array}\right]\left[\begin{array}{c}
x_{c \bar{o}} \\
x_{c o} \\
x_{\bar{c}}
\end{array}\right]+\left[\begin{array}{c}
B_{c \bar{o}} \\
B_{c o} \\
0
\end{array}\right] u  \tag{6.22a}\\
y & =\left[\begin{array}{lll}
0 & C_{c o} & C_{\bar{c}}
\end{array}\right]\left[\begin{array}{l}
x_{c \bar{o}} \\
x_{c o} \\
x_{\bar{c} o}
\end{array}\right]+D u . \tag{6.22b}
\end{align*}
$$

The state space representation in (6.22) or (6.25) below is usually referred to as the controllable and observable decomposition of the state space. This decomposition decomposes the state space $\mathcal{X}$ into its controllable and unobservable part $\mathcal{X}_{c \bar{\sigma}}$, the controllable and observable part $\mathcal{X}_{c o}$ and finally its uncontrollable part $\mathcal{X}_{\bar{c}}$. Summing up the previous analysis we obtain the following result which allows us to extract a controllable and observable realization from any system $\{A, B, C, D\}$.
Theorem 6.2.3 Let $\mathbf{G}$ be the transfer function for $\{A, B, C, D\}$ and $P_{c o}$ the orthogonal projection onto $\mathcal{X}_{c o}$ the controllable/observable subspace of $\{A, B, C, D\}$. Let $A_{c o}$ on $\mathcal{X}_{c o}$ and $B_{c o}$ mapping $\mathcal{U}$ into $\mathcal{X}_{c o}$ and $C_{c o}$ mapping $\mathcal{X}_{c o}$ into $\mathcal{Y}$ be the operators defined by

$$
\begin{equation*}
A_{c o}=P_{c o} A \mid \mathcal{X}_{c o} \quad \text { and } \quad B_{c o}=P_{c o} B \quad \text { and } \quad C_{c o}=C \mid \mathcal{X}_{c o} \tag{6.23}
\end{equation*}
$$

Then $\left\{A_{c o}, B_{c o}, C_{c o}, D\right\}$ is a controllable and observable realization of $\mathbf{G}$.
Since $\mathcal{X}_{c}$ and $\mathcal{X}_{\bar{o}}$ are both invariant subspaces for $A$, it follows that $\mathcal{X}_{\bar{c}}=\mathcal{X}_{c} \cap \mathcal{X}_{\bar{o}}$ is also an invariant subspace for $A$. Recall that $\mathcal{X}_{c o}=\mathcal{X}_{c} \ominus \mathcal{X}_{c o}$. Therefore, $\mathcal{X}_{c o}$ is the semi-invariant subspace for $A$ given by

$$
\begin{equation*}
\mathcal{X}_{c o}=\mathcal{X}_{c} \ominus\left(\mathcal{X}_{c} \bigcap \mathcal{X}_{\bar{\sigma}}\right) \tag{6.24}
\end{equation*}
$$

One can even decompose the uncontrollable subspace $\mathcal{X}_{\bar{c}}$ further into the unobservable and observable subspaces associated with $\left\{C_{\bar{c}}, A_{\bar{c}}\right\}$. We call these subspaces the uncontrollable/unobservable subspace and the uncontrollable/observable subspace associated with $\{A, B, C, D\}$ and denote them by $\mathcal{X}_{\bar{c} \bar{o}}$ and $\mathcal{X}_{\bar{c} o}$ respectively. To be more specific, let

$$
\mathcal{X}_{\bar{c} o}=\bigvee_{k=0}^{\infty} A_{\bar{c}}^{* k} C_{\bar{c}}^{*} \mathcal{Y}
$$

and $\mathcal{X}_{\bar{c}}=\mathcal{X}_{\bar{c} \bar{o}} \oplus \mathcal{X}_{\bar{c} o}$. The operators $A_{\bar{c}}, B_{\bar{c}}$ and $C_{\bar{c}}$ admit matrix representations of the form

$$
\begin{aligned}
& A_{\bar{c}}=\left[\begin{array}{cc}
A_{\bar{c} \bar{o}} & * \\
0 & A_{\bar{c} o}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{\overline{\bar{c}}} \\
\mathcal{X}_{\bar{c} o}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{X}_{\overline{\bar{c}}} \\
\mathcal{X}_{\bar{c} o}
\end{array}\right] \\
& B_{\bar{c}}=\left[\begin{array}{l}
0 \\
0
\end{array}\right]: \mathcal{U} \longrightarrow\left[\begin{array}{l}
\mathcal{X}_{\overline{\bar{c}}} \\
\mathcal{X}_{\bar{c} o}
\end{array}\right] \text { and } C_{\bar{c}}=\left[\begin{array}{ll}
0 & C_{\bar{c} o}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{\overline{\bar{c}} \bar{o}} \\
\mathcal{X}_{\bar{c} o}
\end{array}\right] \longrightarrow \mathcal{Y} .
\end{aligned}
$$

Notice that the first entry in $C_{\bar{c}}$ is zero because the range of $C_{\bar{c}}^{*}$ is contained in $\mathcal{X}_{\bar{c} o}$. By inserting these matrix representations into (6.22) we obtain the following controllable and observable decomposition of the state space representation (6.7)

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{x}_{c \bar{o}} \\
\dot{x}_{c o} \\
\dot{x}_{\bar{c} \bar{o}} \\
\dot{x}_{\bar{c} o}
\end{array}\right] } & =\left[\begin{array}{cccc}
A_{c \bar{o}} & * & * & * \\
0 & A_{c o} & * & * \\
0 & 0 & A_{\overline{c o}} & * \\
0 & 0 & 0 & A_{\overline{c o}}
\end{array}\right]\left[\begin{array}{c}
x_{c \bar{o}} \\
x_{c o} \\
x_{\bar{c} \bar{o}} \\
x_{\bar{c} o}
\end{array}\right]+\left[\begin{array}{c}
B_{c \bar{o}} \\
B_{c o} \\
0 \\
0
\end{array}\right] u  \tag{6.25a}\\
y & =\left[\begin{array}{llll}
0 & C_{c o} & 0 & C_{\bar{c} o}
\end{array}\right]\left[\begin{array}{c}
x_{c \bar{o}} \\
x_{c o} \\
x_{\bar{c} \bar{o}} \\
x_{\bar{c} o}
\end{array}\right]+D u . \tag{6.25b}
\end{align*}
$$

Notice that in this representation any one or even all of the spaces $\mathcal{X}_{c \bar{o}}, \mathcal{X}_{\bar{c} \bar{o}}$ or $\mathcal{X}_{\bar{c} o}$ can be zero. However, the controllable and observable space $\mathcal{X}_{\text {co }}$ is zero if and only if the transfer function $\mathbf{G}=D$ is constant. Finally, it is noted that for $A$, the subspace $\mathcal{X}_{c o}$ is invariant, $\mathcal{X}_{\bar{c} o}$ is co-invariant, while $\mathcal{X}_{c o}$ and $\mathcal{X}_{\bar{c} \bar{o}}$ are both semi-invariant.

### 6.2.1 A minimal realization procedure

To complete this section, we demonstrate how one can use the singular value decomposition to extract a controllable and observable realization from a finite dimensional system. Recall that a system $\{A$ on $\mathcal{X}, B, C, D\}$ is unitarily equivalent to $\{\tilde{A}$ on $\tilde{\mathcal{X}}, \tilde{B}, \tilde{C}, \tilde{D}\}$ if there exists a unitary operator $W$ mapping $\tilde{X}$ onto $\mathcal{X}$ such that $A W=W \tilde{A}, B=W \tilde{B}, C W=\tilde{C}$, and $D=D$. Clearly, unitary equivalence preserves stability, controllability, and observability.

Procedure. Let $\{A$ on $\mathcal{X}, B, C, D\}$ be an $n$-dimensional realization of G . Let $U_{c} \Lambda V_{c}^{*}$ be a singular value decomposition of the corresponding controllability matrix $W_{c}$, that is,

$$
W_{c}=\left[\begin{array}{llll}
B & A B & \cdots & A^{n-1} B \tag{6.26}
\end{array}\right]=U_{c} \Lambda V_{c}^{*} .
$$

(A review of the singular value decomposition is given in Section 16.6 in the Appendix. In our singular value decomposition $U \Lambda V^{*}$ the operators $U$ and $V$ are isometries and $\Lambda$ is an invertible diagonal matrix consisting of the nonzero singular values.) Let $n_{c}$ be the rank of $W_{c}$, or equivalently, assume that $W_{c}$ has $n_{c}$ (nonzero) singular values. Then $U_{c}$ is an isometry from $\mathbb{C}^{n_{c}}$ into $\mathcal{X}$. Let $\left\{\tilde{A}_{c}\right.$ on $\left.\mathbb{C}^{n_{c}}, \tilde{B}_{c}, \tilde{C}_{c}, D\right\}$ be the system defined by

$$
\begin{equation*}
\tilde{A}_{c}=U_{c}^{*} A U_{c}, \quad \tilde{B}_{c}=U_{c}^{*} B \quad \text { and } \quad \tilde{C}_{c}=C U_{c} \tag{6.27}
\end{equation*}
$$

Let $U_{c o} \Lambda_{c o} V_{c o}^{*}$ be a singular value decomposition of the observability matrix associated with the pair $\left\{\tilde{C}_{c}, \tilde{A}_{c}\right\}$, that is,

$$
W_{c o}=\left[\begin{array}{c}
\tilde{C}_{c}  \tag{6.28}\\
\tilde{C}_{c} \tilde{A}_{c} \\
\vdots \\
\tilde{C}_{\mathrm{c}} \tilde{A}_{c}^{n_{c}-1}
\end{array}\right]=U_{c o} \Lambda_{c o} V_{c o}^{*}
$$

Let $n_{c o}$ be the number of (nonzero) singular values of $W_{c o}$. Then $V_{c o}$ is an isometry from $\mathbb{C}^{n_{c o}}$ into $\mathbb{C}^{n_{c}}$. Let $\left\{\tilde{A}_{c o}\right.$ on $\left.\mathbb{C}^{n_{c o}}, \tilde{B}_{c o}, \tilde{C}_{c o}, D\right\}$ be the system defined by

$$
\begin{equation*}
\tilde{A}_{c o}=V_{c o}^{*} \tilde{A}_{c} V_{c o}, \quad \tilde{B}_{c o}=V_{c o}^{*} \tilde{B}_{c} \quad \text { and } \quad \tilde{C}_{c o}=\tilde{C}_{c} V_{c o} \tag{6.29}
\end{equation*}
$$

Using (6.27) it follows that

$$
\begin{equation*}
\tilde{A}_{c o}=V_{c o}^{*} U_{c}^{*} A U_{c} V_{c o}, \quad \tilde{B}_{c o}=V_{c o}^{*} U_{c}^{*} B \quad \text { and } \quad \tilde{C}_{c o}=C U_{c} V_{c o} \tag{6.30}
\end{equation*}
$$

Then $\left\{\tilde{A}_{c o}, \tilde{B}_{c o}, \tilde{C}_{c o}, D\right\}$ is a controllable and observable realization of $\mathbf{G}$ and is unitarily equivalent to the system $\left\{A_{c o}, B_{c o}, C_{c o}, D\right\}$ defined in Theorem 6.2.3.

We now verify that $\left\{\tilde{A}_{c o}, \tilde{B}_{c o}, \tilde{C}_{c o}, D\right\}$ is a controllable and observable realization of $\mathbf{G}$. Since the controllable subspace $\mathcal{X}_{c}$ equals the range of $W_{c}$, the orthogonal projection $P_{c}$ onto $\mathcal{X}_{c}$ is given by $P_{c}=U_{c} U_{c}^{*}$. (If $U$ is any isometry, then $U U^{*}$ is the orthogonal projection onto the range of $U$; see Lemma 16.2.3.) Let $\left\{A_{c}\right.$ on $\left.\mathcal{X}_{c}, B_{c}, C_{c}, D\right\}$ be the controllable realization of $\mathbf{G}$ defined in Proposition 6.2.1. Let $W$ be the unitary operator from $\mathbb{C}^{n_{c}}$ onto $\mathcal{X}_{c}$ defined by $W x=U_{c} x$. Then,

$$
\begin{align*}
A_{c} W & =P_{c} A U_{c}=W U_{c}^{*} A U_{c}=W \tilde{A}_{c} \\
B_{c} & =P_{c} B=W U_{c}^{*} B=W \tilde{B}_{c}  \tag{6.31}\\
C_{c} W & =C U_{c}=\tilde{C}_{c}
\end{align*}
$$

Therefore, $\left\{\tilde{A}_{c}\right.$ on $\left.\mathbb{C}^{n_{c}}, \tilde{B}_{c}, \tilde{C}_{c}, D\right\}$ is unitarily equivalent to $\left\{A_{c}, B_{c}, C_{c}, D\right\}$ and must be a controllable realization of G .

Let $\tilde{\mathcal{X}}_{c o}$ be the observable subspace associated with $\left\{\tilde{C}_{c}, \tilde{A}_{c}\right\}$, that is, $\tilde{\mathcal{X}}_{c o}=\bigvee_{0}^{\infty} \tilde{A}_{c}^{* k} \tilde{C}_{c}^{*} \mathcal{Y}$. Using $W \tilde{A}_{c}^{*}=A_{c}^{*} W$ and $W^{*} C_{c}^{*}=\tilde{C}_{c}^{*}$, we see that the controllable/observable subspace $\mathcal{X}_{c o}$ of the system $\left\{A_{c}, B_{c}, C_{c}, D\right\}$ is given by

$$
\mathcal{X}_{c o}=\bigvee_{k=0}^{\infty} A_{c}^{* k} C_{c}^{*} \mathcal{Y}=\bigvee_{k=0}^{\infty} W \tilde{A}_{c}^{* k} W^{*} C_{c}^{*} \mathcal{Y}=U_{c} \tilde{\mathcal{X}}_{c o}
$$

So, the isometry $U_{c}$ maps $\tilde{\mathcal{X}}_{c o}$ onto the subspace $\mathcal{X}_{c o}$. Since $\tilde{\mathcal{X}}_{c o}$ equals the range of $W_{c o}^{*}$ and $W_{c o}^{*}=V_{c o} \Lambda_{c o} U_{c o}^{*}$ is a singular value decomposition of $W_{c o}^{*}$ it follows that $V_{c o}$ is an isometry from $\mathbb{C}^{n_{c o}}$ into $\mathbb{C}^{n_{c}}$ whose range is $\tilde{\mathcal{X}}_{c o}$. Thus, $U_{c} V_{c o}$ is an isometry from $\mathbb{C}^{n_{c o}}$ into $\mathcal{X}$ whose range is $\mathcal{X}_{c o}$. In particular, $P_{c o}=U_{c} V_{c o} V_{c o}^{*} U_{c}^{*}$ is the orthogonal projection onto $\mathcal{X}_{c o}$. Let $Z$
be the unitary operator from $C^{n_{c o}}$ onto $\mathcal{X}_{c o}$ defined by $Z=U_{c} V_{c o}$. Then using (6.30), we obtain

$$
\begin{aligned}
A_{c o} Z & =P_{c o} A Z=Z V_{c o}^{*} U_{c}^{*} A Z=Z \tilde{A}_{c o} \\
B_{c o} & =P_{c o} B=Z V_{c o}^{*} U_{c}^{*} B=Z \tilde{B}_{c o} \\
C_{c o} Z & =C U_{c} V_{c o}=\tilde{C}_{c o} .
\end{aligned}
$$

Hence, $\left\{\tilde{A}_{c o}, \tilde{B}_{c o}, \tilde{C}_{c o}, D\right\}$ is unitarily equivalent to $\left\{A_{c o}, B_{c o}, C_{c o}, D\right\}$. Therefore, the system $\left\{\tilde{A}_{c o}\right.$ on $\left.\mathbb{C}^{n_{c o}}, \tilde{B}_{c o}, \tilde{C}_{c o}, D\right\}$ is a controllable and observable realization of $\mathbf{G}$.

### 6.3 The minimal polynomial and realizations

In this section we will show that if $\{A, B, C, D\}$ is a controllable and observable realization of $\mathbf{G}$, then $\lambda$ is a pole of $\mathbf{G}$ if and only if $\lambda$ is an eigenvalue of $A$. Moreover, the roots (multiplicities included) of the minimal polynomial of $A$ are the poles of $\mathbf{G}$.

To this end, let $A$ be an operator on a finite dimensional space $\mathcal{X}$. Recall that a polynomial $m$ is the minimal polynomial of $A$ if $m$ is the monic polynomial of the lowest degree such that $m(A)=0$. The minimal polynomial of $A$ is unique and is denoted by $m_{A}$. If $p$ is another minimal polynomial for $A$, then $q=p-m_{A}$ satisfies $q(A)=0$. Since $q$ has lower degree than the minimal polynomial, it follows that $q(s) \equiv 0$, and thus, $p=m_{A}$. So, the minimal polynomial is unique.

Moreover, if $p$ is any nontrivial polynomial satisfying $p(A)=0$, then $m_{A}$ divides $p$, that is, $p=m_{A} r$ where $r$ is a polynomial. Since $\operatorname{deg} p \geq \operatorname{deg} m_{A}$, the Euclidean algorithm shows that $p=q+m_{A} r$ where $q$ and $r$ are polynomials and $\operatorname{deg} q<\operatorname{deg} m_{A}$. Using $m_{A}(A)=0$, we have

$$
0=p(A)=q(A)+m_{A}(A) r(A)=q(A)
$$

Hence, $q(A)=0$. Because $m_{A}$ is the minimal polynomial of $A$ and $\operatorname{deg} q<\operatorname{deg} m_{A}$, it follows that $q(s) \equiv 0$. Thus, $p=m_{A} r$ and $m_{A}$ divides $p$.

As before, let $A$ be an operator on a finite dimensional space $\mathcal{X}$. We claim that $\lambda$ is an eigenvalue of $A$ if and only if $\lambda$ is a root of the minimal polynomial of $A$, that is, $m_{A}(\lambda)=0$. Recall from the Cayley Hamilton Theorem that $p(A)=0$ where $p(s)=\operatorname{det}[s I-A]$ is the characteristic polynomial of $A$. Hence, the minimal polynomial of $A$ divides the characteristic polynomial of $A$. From this it follows that all the roots of the minimal polynomial of $A$ are also roots of the characteristic polynomial for $A$. Hence, every root of the minimal polynomial of $A$ is an eigenvalue of $A$. We now show the converse, that is, if $\lambda$ is an eigenvalue for $A$, then $m_{A}(\lambda)=0$. Consider any eigenvalue $\lambda$ of $A$ and let $v$ be any eigenvector corresponding. Using $A v=\lambda v$ we have $0=m_{A}(A) v=m_{A}(\lambda) v$. Because $v$ is nonzero, $m_{A}(\lambda)$ must be zero. Hence, $\lambda$ is a root of $m_{A}$.

Since the roots of the minimal polynomial $m_{A}$ of $A$ correspond to the eigenvalues of $A$,

$$
m_{A}(s)=\prod_{i=1}^{l}\left(s-\lambda_{i}\right)^{k_{i}}
$$

where $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{1}\right\}$ are the distinct eigenvalues of $A$ and $k_{i}$ is the multiplicity of $\lambda_{j}$ as a root of $m_{A}$. Finally, we see that if each root the characteristic polynomial is a simple
root (that is, it has multiplicity one), then the minimal polynomial equals the characteristic polynomial.

We say that a complex number $\lambda$ is a pole of order $j$ of a rational transfer function $\mathbf{G}$ if $\lambda$ is a pole of $\mathbf{G}$ and $j$ is the smallest integer such that

$$
(s-\lambda)^{j} \mathbf{G}(s)
$$

is analytic at $s=\lambda$. Let $m$ be the polynomial whose roots are the poles (multiplicity included) of $\mathbf{G}$, that is,

$$
\begin{equation*}
m(s)=\prod_{i=1}^{l}\left(s-\lambda_{i}\right)^{k_{i}} \tag{6.32}
\end{equation*}
$$

where $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{i}\right\}$ are the distinct poles of $\mathbf{G}$ and $k_{i}$ is the order of $\lambda_{i}$. Obviously, $m \mathbf{G}$ is analytic everywhere. Since a rational analytic function must be a polynomial, it follows that $\mathbf{G}=M / m$ where $M$ is an operator valued polynomial. Now assume that $\mathbf{G}$ is a rational function of the form $\mathrm{G}=N / d$ where $N$ is an operator valued polynomial and $d$ is a scalar valued polynomial. Then the poles (multiplicity included) of $G$ must be contained in the zeros of $d$. Hence, $m$ divides $d$, that is, $d=m r$ where $r$ is a polynomial. So, $m$ is the unique monic scalar valued polynomial of the lowest possible degree appearing in the denominator of $\mathbf{G}$. To be precise, $m$ is the only monic scalar valued polynomial such that $\mathbf{G}=M / m$ where $M$ is an operator valued polynomial and $\operatorname{deg} m \leq \operatorname{deg} d$ for any $N / d=\mathbf{G}$ where $N$ is an operator valued polynomial and $d$ is a scalar valued polynomial. We now show that the poles of $\mathbf{G}$ are precisely the eigenvalues of any controllable and observable realization of $\mathbf{G}$.

Theorem 6.3.1 Let $\{A, B, C, D\}$ be a controllable and observable finite dimensional realization of G . Then the following holds.
(i) The transfer function $\mathbf{G}$ admits a decomposition of the form $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial and $d$ is a scalar valued polynomial if and only if $d(A)=0$.
(ii) The minimal polynomial $m$ for $A$ is given by (6.32) where $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{l}\right\}$ are the distinct poles of G and $k_{i}$ is the order of $\lambda_{i}$.
(iii) A complex number $\lambda$ is a pole of $\mathbf{G}$ if and only if $\lambda$ is an eigenvalue of $A$.
(iv) The operator $A$ is stable if and only if all the poles of $\mathbf{G}$ have nonzero negative real parts.

Proof. For the moment assume that Part (i) holds. Let $m_{A}$ be the minimal polynomial of $A$ and $m$ the polynomial in (6.32) formed by the poles of $\mathbf{G}$ including their multiplicity. Since $\mathbf{G}=N / m$ for some operator valued polynomial $N$, Part (i) shows that $m(A)=0$. Hence, $m_{A}$ divides $m$. Because $m_{A}(A)=0$, Part (i) also implies that $\mathbf{G}=M / m_{A}$ for some operator valued polynomial $M$. Recall that if $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial and $d$ is a scalar valued polynomial, then $m$ divides $d$. So, $m$ must divide $m_{A}$. Therefore, $m_{A}=m$ and Part(ii) holds. Parts (iii) and (iv) follow from the fact that $\lambda$ is a root of the minimal polynomial of $A$ if and only if $\lambda$ is an eigenvalue of $A$.

To prove Part (i), we first suppose that $\mathbf{G}$ admits a decomposition of the form $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial and $d$ is a scalar valued polynomial. Without loss of generality we can assume that $d$ is a monic polynomial given by $d(s)=\sum_{i=0}^{n} d_{i} s^{i}$. Recall from (1.26) in Chapter 1 that

$$
\begin{equation*}
d_{0} G_{k}+d_{1} G_{k+1}+\cdots+d_{n-1} G_{k+n-1}+G_{k+n}=0 \quad(k \geq 1) \tag{6.33}
\end{equation*}
$$

where $G_{i}$ is the coefficient of $1 / s^{i}$ in the power series expansion (1.19) of $\mathbf{G}$. Since $G_{i}=$ $C A^{i-1} B$ for $i \geq 1$ condition (6.33) is equivalent to

$$
\begin{equation*}
C A^{k-1} d(A) B=0 \quad(k \geq 1) \tag{6.34}
\end{equation*}
$$

Since $A$ commutes with $d(A)$, this implies that

$$
\begin{equation*}
C A^{i} d(A) A^{j} B=0 \quad(i, j \geq 0) \tag{6.35}
\end{equation*}
$$

Consider any integer $i \geq 0$. Since $C A^{i} d(A) A^{j} B=0$ for all integers $j \geq 0$, it follows from the controllability of $\{A, B\}$ that $C A^{i} d(A)=0$. Since $C A^{i} d(A)=0$ for all integers $i \geq 0$, it now follows from the observability of $\{C, A\}$ that $d(A)=0$.

Now consider any monic polynomial $d$ for which $d(A)=0$. Clearly, (6.34) and hence (6.33) or (1.26) holds. Now let $N(s)=\sum_{i=0}^{n} N_{i} s^{i}$ where the operators $\left\{N_{i}\right\}_{0}^{n}$ are computed from (1.24). Since relationships (1.24) and (1.26) are equivalent to (1.22), we obtain $N=d \mathbf{G}$. Therefore, $\mathbf{G}=N / d$ which proves Part (i).

If $\{A, B, C, D\}$ is a controllable and observable realization of $\mathbf{G}$, then Theorem 6.3.1 shows that $\lambda$ is a pole of $G$ if and only if $\lambda$ is an eigenvalue of $A$. In particular, $\mathbf{G}$ is analytic in $\Re(s) \geq 0$ if and only if $A$ is stable.

Let $\{A, B, C, D\}$ be a controllable and observable realization of a transfer $\mathbf{G}$ with values in $\mathcal{L}\left(\mathbb{C}^{j}, \mathbb{C}^{k}\right)$. As before, assume that $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial and $d$ is a scalar valued polynomial. Let $d_{r}$ be the greatest common divisor of all the entries of $N$ and $d$. Then according to Theorem 6.3.1, the minimal polynomial for $A$ is given by $m_{A}=d / d_{r}$.

Remark 6.3.1 (Minimal polynomial) Consider any operator $A$ on $\mathbb{C}^{n}$. Let $d_{r}$ be the greatest common divisor of all the minors of order $n-1$ of $s I-A$. In other words, $d_{r}$ is the greatest common divisor of all the entries of adj $(s I-A)$. Clearly, the polynomial $d_{r}$ is also a divisor of the characteristic polynomial $d$ of $A$. Obviously, $\{A, I, I, 0\}$ is a controllable and observable realization of $(s I-A)^{-1}=\operatorname{adj}(s I-A) / d(s)$. It now follows from Theorem 6.3.1 that the minimal polynomial $m_{A}$ of $A$ is given by $m_{A}=d / d_{r}$. As a consequence of this result, one can readily show that the minimal polynomial of a companion matrix of the form

$$
A=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0  \tag{6.36}\\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right]
$$

is the same as the characteristic polynomial of the matrix. To see this, note that the minor of

$$
s I-A=\left[\begin{array}{ccccc}
s & -1 & 0 & \cdots & 0 \\
0 & s & -1 & \cdots & 0 \\
\vdots & \vdots & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
a_{0} & a_{1} & a_{2} & \cdots & s+a_{n-1}
\end{array}\right]
$$

corresponding to $a_{0}$ is simply the determinant of a lower triangular matrix whose diagonal elements are all equal to -1 . Since this minor is $\pm 1$, it follows that the greatest common divisor of all the minors of order $n-1$ is a constant. Hence, the minimal polynomial of $A$ is the same as the characteristic polynomial of $A$ which is given by

$$
\begin{equation*}
d(s)=a_{0}+a_{1} s+\cdots+a_{n-1} s^{n-1}+s^{n} \tag{6.37}
\end{equation*}
$$

For another proof of this fact, let $d$ be the previous polynomial in (6.37) and $A$ the corresponding companion matrix in (6.36). Let $B$ be the column vector in $\mathbb{C}^{n}$ and $C$ be the $1 \times n$ row vector in defined by

$$
B=\left[\begin{array}{lllll}
0 & 0 & \cdots & 0 & 1
\end{array}\right]^{t r} \text { and } C=\left[\begin{array}{lllll}
1 & 0 & \cdots & 0 & 0
\end{array}\right] .
$$

Recall that $\{A, B, C, D\}$ is a realization of $1 / d$; see equations (1.47) and (1.48) in Section 1.4. It is easy to verify that this system is controllable and observable. Therefore, $\{A, B, C, D\}$ is a controllable and observable realization of $1 / d$. Obviously, the poles of $1 / d$ are precisely the zeros of $d$. According to Theorem 6.3.1, the polynomial $d$ must be the minimal polynomial of $A$. Finally, because $A$ is an $n \times n$ matrix and the degree of the minimal polynomial of $A$ is $n$, it follows that $d$ is also the characteristic polynomial for $A$.

Exercise 11 Let $A$ be the block companion matrix defined by

$$
A=\left[\begin{array}{ccccc}
0 & I & 0 & \cdots & 0  \tag{6.38}\\
0 & 0 & I & \cdots & 0 \\
\vdots & \vdots & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & I \\
-a_{0} I & -a_{1} I & -a_{2} I & \cdots & -a_{n-1} I
\end{array}\right] \text { on }\left[\begin{array}{c}
\mathcal{Y} \\
\mathcal{Y} \\
\vdots \\
\mathcal{Y} \\
\mathcal{Y}
\end{array}\right]
$$

where $\mathcal{Y}$ is a $k$-dimensional space. Show that the polynomial $d$ in (6.37) is the minimal polynomial for $A$. Moreover, show that $d^{k}$ is the characteristic polynomial for $A$.

### 6.4 The inverse of a transfer function

Now suppose that $\{A, B, C, D\}$ is a realization of a proper rational function $\mathbf{G}$ with $D$ invertible. Then whenever $s$ is not an eigenvalue of $A-B D^{-1} C$, the operator $\mathbf{G}(s)$ is invertible and

$$
\begin{equation*}
\mathbf{G}(s)^{-1}=D^{-1}-D^{-1} C\left(s I-A+B D^{-1} C\right)^{-1} B D^{-1} \tag{6.39}
\end{equation*}
$$

In other words,

$$
\begin{equation*}
\left\{A-B D^{-1} C, B D^{-1},-D^{-1} C, D^{-1}\right\} \tag{6.40}
\end{equation*}
$$

is a realization of $\mathbf{G}^{-1}$.
To see this, let $\Phi(s)=(s I-A)^{-1}$. Using the identity $(I+T)^{-1}=I-(I+T)^{-1} T$ it follows, except possibly for a finite number of values for $s$, that

$$
\begin{aligned}
\mathbf{G}(s)^{-1} & =(D+C \Phi(s) B)^{-1}=D^{-1}\left(I+C \Phi(s) B D^{-1}\right)^{-1} \\
& =D^{-1}-D^{-1}\left(I+C \Phi(s) B D^{-1}\right)^{-1} C \Phi(s) B D^{-1} \\
& =D^{-1}-D^{-1} C\left(I+\Phi(s) B D^{-1} C\right)^{-1} \Phi(s) B D^{-1} \\
& =D^{-1}-D^{-1} C\left(s I-A+B D^{-1} C\right)^{-1} B D^{-1} .
\end{aligned}
$$

In achieving the fourth equality we used $(I+R Q)^{-1} R=R(I+Q R)^{-1}$. Therefore, (6.39) holds and $\left\{A-B D^{-1} C, B D^{-1},-D^{-1} C, D^{-1}\right\}$ is a realization of $G^{-1}$. In particular, this shows that $\mathbf{G}^{-1}$ is proper rational function.

For a state space proof of this result recall that $\mathbf{G}$ is the transfer function of the system

$$
\begin{equation*}
\dot{x}=A x+B u \quad \text { and } \quad y=C x+D u . \tag{6.41}
\end{equation*}
$$

To be precise, when all the initial conditions are set equal to zero, then $\mathbf{y}=\mathbf{G u}$. (Recall that $\mathbf{f}$ denotes the Laplace transform $f$.) If $D$ is invertible, then $u=-D^{-1} C x+D^{-1} y$. Substituting this into (6.41), yields

$$
\begin{equation*}
\dot{x}=\left(A-B D^{-1} C\right) x+B D^{-1} y \quad \text { and } \quad u=-D^{-1} C x+D^{-1} y \tag{6.42}
\end{equation*}
$$

By taking the Laplace transform with all the initial conditions set equal to zero, we arrive at

$$
\mathbf{u}=\left(D^{-1}-D^{-1} C\left(s I-A+B D^{-1} C\right)^{-1} B D^{-1}\right) \mathbf{y}
$$

Since $\mathbf{y}=\mathbf{G u}$, this implies that the inverse of $\mathbf{G}$ exists and is given by (6.39). This analysis proves Part (i) of the following result.

Proposition 6.4.1 Let $\Sigma=\{A, B, C, D\}$ be a realization for a proper rational function $\mathbf{G}$ with $D$ invertible. Then the following holds.
(i) The system $\Sigma_{1}=\left\{A-B D^{-1} C, B D^{-1},-D^{-1} C, D^{-1}\right\}$ is a realization for $\mathbf{G}^{-1}$.
(ii) The system $\Sigma$ is controllable, respectively observable, if and only if $\Sigma_{1}$ is controllable, respectively observable.
(iii) If $\{A, B, C, D\}$ is controllable and observable, then $\lambda$ is a pole of $\mathbf{G}^{-1}$ if and only if $\lambda$ is an eigenvalue of $A-B D^{-1} C$. In this case, $A-B D^{-1} C$ is stable if and only if $\mathbf{G}^{-1}$ is analytic in the closed right half plane.

Proof. Part (ii) follows from Lemma 6.4 .2 below. If $\Sigma$ is a controllable and observable realization, then $\Sigma_{1}$ is a controllable and observable realization of $\mathbf{G}^{-1}$. So, Part (iii) is a consequence of Theorem 6.3.1.

Lemma 6.4.2 Consider a system $\Sigma=\{A$ on $\mathcal{X}, B, C, D\}$ where $B$ maps $\mathcal{U}$ into $\mathcal{X}$ and $C$ maps $\mathcal{X}$ into $\mathcal{Y}$. Let $R$ be any operator from $\mathcal{Y}$ into $\mathcal{U}$. Then $\Sigma$ is controllable, respectively observable, if and only if $\{A-B R C, B, C, D\}$ is controllable, respectively observable.

Proof. Recall that the PBH test shows that a pair $\{A, B\}$ is controllable if and only if the rank of $[A-\lambda I, B]$ equals the dimension of the state space for all complex numbers $\lambda$; see Lemma 5.2.1. Notice that

$$
\left[\begin{array}{ll}
A-\lambda I & B
\end{array}\right] \text { and }\left[\begin{array}{ll}
A-B R C-\lambda I & B
\end{array}\right]
$$

have the same rank. Therefore, $\{A, B\}$ is controllable if and only if $\{A-B R C, B\}$ is controllable. One can also prove this fact by noting that $\left\{A^{n} B \mathcal{U}\right\}_{0}^{\infty}$ and $\left\{(A-B R C)^{n} B \mathcal{U}\right\}_{0}^{\infty}$ span the same space. Because $\{C, A\}$ is observable if and only if the pair $\left\{A^{*}, C^{*}\right\}$ is controllable, it follows that $\{C, A\}$ is observable if and only if the pair $\{C, A-B R C\}$ is observable.

### 6.5 Notes

The controllable and observable decomposition is due to Gilbert [51] and Kalman [71]. This decomposition is a classical result in linear systems. Obviously, the controllable and observable subspace $\mathcal{X}_{\text {co }}$ is a semi-invariant subspace for $A$. The concept of a semi-invariant subspace is due to Sarason [111]. For more on minimal polynomials, invariant polynomials and their relationship to companion matrices see Gantmacher [48].

## Chapter 7

## More Realization Theory

This chapter is devoted to realization theory, that is, finding state space models for proper rational transfer functions. It is noted that only the results in Sections 7.1 and 7.2 are used in the rest of the monograph. The remaining sections of this chapter are of independent interest.

Consider the state space system of the form

$$
\begin{equation*}
\dot{x}=A x+B u \text { and } y=C x+D u \tag{7.1}
\end{equation*}
$$

where $A$ is an operator on a finite dimensional space $\mathcal{X}$ and $B$ is an operator mapping $\mathcal{U}$ into $\mathcal{X}$, while $C$ maps $\mathcal{X}$ into $\mathcal{Y}$ and $D$ maps $\mathcal{U}$ into $\mathcal{Y}$. Throughout it is always assumed that the input space $\mathcal{U}$ and output space $\mathcal{Y}$ are finite dimensional Hilbert spaces. Recall that $\{A, B, C, D\}$ is a realization of $\mathbf{G}$ if $\mathbf{G}$ is the transfer function for (7.1), that is,

$$
\begin{equation*}
\mathbf{G}(s)=C(s I-A)^{-1} B+D \tag{7.2}
\end{equation*}
$$

The transfer function $\mathbf{G}$ for any finite dimensional system is a proper rational function. Moreover, $\mathbf{G}$ is a strictly proper rational function if and only if $D$ equals zero. This naturally leads to the following realization problem which is the subject of this chapter: Given an operator valued proper rational function $\mathbf{G}$, find a finite dimensional realization for $\mathbf{G}$. In particular, we are interested in finding a minimal realization for $\mathbf{G}$, that is, a realization of the lowest possible state dimension.

In this chapter we use the shift operator to demonstrate that any proper rational function admits a finite dimensional realization. Moreover, we show that all minimal realizations of the same transfer function are similar. Furthermore, a realization is minimal if and only if it is controllable and observable. Finally, we will also present the Kalman-Ho partial realization algorithm.

### 7.1 The restricted backward shift realization

We say that a realization of a transfer function $\mathbf{G}$ is a minimal realization if the dimension of its state space is less than or equal to the state space dimension of any other realization of $\mathbf{G}$. Clearly, all minimal realizations of $\mathbf{G}$ have the same state space dimension. The dimension of
the state space for any minimal realization of $\mathbf{G}$ is called the McMillan degree of $\mathbf{G}$. Using block companion matrices, Section 1.4 demonstrates how to construct finite dimensional realizations for any proper rational transfer function. However, these realizations may not be minimal. This leads to the following basic realization problem. Given any proper rational function $\mathbf{G}$, find all minimal realizations for $\mathbf{G}$.

Two systems $\Sigma_{1}=\left\{A_{1}\right.$ on $\left.\mathcal{X}_{1}, B_{1}, C_{1}, D_{1}\right\}$ and $\Sigma_{2}=\left\{A_{2}\right.$ on $\left.\mathcal{X}_{2}, B_{2}, C_{2}, D_{2}\right\}$ are similar if there exists an invertible operator $T$ mapping $\mathcal{X}_{1}$ onto $\mathcal{X}_{2}$ satisfying

$$
\begin{equation*}
T A_{1}=A_{2} T, \quad T B_{1}=B_{2}, \quad C_{1}=C_{2} T, \quad D_{1}=D_{2} . \tag{7.3}
\end{equation*}
$$

In this case, we say that $T$ intertwines $\Sigma_{1}$ with $\Sigma_{2}$. It is easy to show that similar realizations have the same transfer function. However, two realizations of the same transfer function are not necessarily similar. In fact, they may not even have the same state dimension. Clearly, the similarity relationship is transitive, that is, if realization $\Sigma_{1}$ is similar to realization $\Sigma_{2}$ and realization $\Sigma_{2}$ is similar to realization $\Sigma_{3}$, then realization $\Sigma_{1}$ is similar to realization $\Sigma_{3}$.

Let $\mathbf{G}$ be a proper rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Then $\mathbf{G}$ admits a power series expansion of the form $\mathrm{G}(s)=\sum_{0}^{\infty} G_{i} / s^{i}$ where $G_{i}$ is in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ for all integers $i \geq 0$. Proposition 1.3.3 shows that $\{A, B, C, D\}$ is a realization for $\mathbf{G}$ if and only if

$$
\begin{equation*}
G_{0}=D \quad \text { and } \quad G_{i}=C A^{i-1} B \quad(\text { for all } i \geq 1) \tag{7.4}
\end{equation*}
$$

Obviously, the transfer function $\mathbf{G}$ and the sequence of operators $\left\{G_{i}\right\}_{0}^{\infty}$ uniquely determine each other. Our theoretical developments will require the notion of a realization whose state space is infinite dimensional. So, without loss of generality we say that $\{A, B, C, D\}$ is a realization of a sequence of operators $\left\{G_{i}\right\}_{0}^{\infty}$ if (7.4) holds.

We now show how one can readily construct a realization of $\left\{G_{i}\right\}_{0}^{\infty}$ using the backward shift operator. To begin, consider any proper rational function $G$ whose values are linear operators from $\mathcal{U}$ into $\mathcal{Y}$. Let $l_{+}(\mathcal{Y})$ be the linear space consisting of all infinite sequences with values in $\mathcal{Y}$, that is, $l_{+}(\mathcal{Y})$ consists of all vectors of the form

$$
f=\left[\begin{array}{c}
f_{1}  \tag{7.5}\\
f_{2} \\
f_{3} \\
\vdots
\end{array}\right] \quad \text { (with } f_{i} \in \mathcal{Y} \text { for all } i \text { ). }
$$

Obviously, $l_{+}(\mathcal{Y})$ is an infinite dimensional linear space. We do not need a topological structure or an inner product on $l_{+}(\mathcal{Y})$. Now let $S$ be the backward shift operator on $l_{+}(\mathcal{Y})$ defined by

$$
S\left[\begin{array}{c}
f_{1}  \tag{7.6}\\
f_{2} \\
f_{3} \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
f_{2} \\
f_{3} \\
f_{4} \\
\vdots
\end{array}\right]=\left[\begin{array}{ccccc}
0 & I & 0 & 0 & \cdots \\
0 & 0 & I & 0 & \cdots \\
0 & 0 & 0 & I & \cdots \\
\vdots & \vdots & \vdots & & \ddots
\end{array}\right]\left[\begin{array}{c}
f_{1} \\
f_{2} \\
f_{3} \\
\vdots
\end{array}\right] .
$$

Let $E$ be the evaluation operator mapping $l_{+}(\mathcal{Y})$ into $\mathcal{Y}$, picking out the first component of the vector $f$ in $l_{+}(\mathcal{Y})$, that is, $E f=f_{1}$, or equivalently,

$$
E=\left[\begin{array}{llll}
I & 0 & 0 & \cdots \tag{7.7}
\end{array}\right]
$$

Finally, let $L$ be the initialization operator mapping $\mathcal{U}$ into $l_{+}(\mathcal{Y})$ defined by

$$
L=\left[\begin{array}{c}
G_{1}  \tag{7.8}\\
G_{2} \\
G_{3} \\
\vdots
\end{array}\right]
$$

where $\left\{G_{i}\right\}_{0}^{\infty}$ are the coefficients obtained from the power series expansion $\mathbf{G}(s)=\sum_{0}^{\infty} s^{-i} G_{i}$. It is easy to verify that

$$
G_{i}=E S^{i-1} L \quad(\text { for all } \quad i \geq 1)
$$

Therefore, $\left\{S\right.$ on $\left.l_{+}(\mathcal{Y}), L, E, G_{0}\right\}$ is a realization of $\mathbf{G}$. However, this realization has an infinite dimensional state space $l_{+}(\mathcal{Y})$ and consequently is not minimal.

To obtain a minimal realization, let $\mathcal{H}_{G}$ be the controllable subspace of $l_{+}(\mathcal{Y})$ defined by

$$
\begin{equation*}
\mathcal{H}_{G}=\operatorname{span}\left\{S^{i} L \mathcal{U}: i=0,1,2, \cdots\right\} \tag{7.9}
\end{equation*}
$$

Clearly, $\mathcal{H}_{G}$ is an invariant subspace for $S$, that is, $S \mathcal{H}_{G} \subset \mathcal{H}_{G}$. Let $\left\{A_{G}\right.$ on $\left.\mathcal{H}_{G}, B_{G}, C_{G}, D_{G}\right\}$ be the system defined by

$$
\begin{equation*}
A_{G}=S\left|\mathcal{H}_{G}, \quad B_{G}=L, \quad C_{G}=E\right| \mathcal{H}_{G} \quad \text { and } \quad D_{G}=G_{0} \tag{7.10}
\end{equation*}
$$

where $B_{G}$ maps $\mathcal{U}$ into $\mathcal{H}_{G}$ and $C_{G}$ maps $\mathcal{H}_{G}$ into $\mathcal{Y}$. Using the fact that $\mathcal{H}_{G}$ is an invariant subspace for $S$ and the range of $L$ is contained in $\mathcal{H}_{G}$, it follows that

$$
\begin{equation*}
C_{G} A_{G}^{i-1} B_{G}=E S^{i-1} L=G_{i} \quad(\text { for all } i \geq 1) \tag{7.11}
\end{equation*}
$$

Therefore, $\left\{A_{G}, B_{G}, C_{G}, D_{G}\right\}$ is a realization for $G$. We call this system the restricted backward shift realization of $\mathbf{G}$, because the operator $A_{G}$ is the backward shift $S$ restricted to the invariant subspace $\mathcal{H}_{G}$. This sets the stage for the following result.

Theorem 7.1.1 Let $\mathbf{G}$ be a proper rational transfer function. Then the restricted backward shift realization of $\mathbf{G}$ is a minimal realization. In particular, the McMillan degree of $\mathbf{G}$ equals the dimension of $\mathcal{H}_{G}$. Moreover, all minimal realizations of $\mathbf{G}$ are similar.

Proof. Let $\{A, B, C, D\}$ be any realization of $G$. Consider the observability operator $W_{o}$ mapping $\mathcal{X}$ into $l_{+}(\mathcal{Y})$ defined by

$$
W_{o}=\left[\begin{array}{c}
C  \tag{7.12}\\
C A \\
C A^{2} \\
\vdots
\end{array}\right]
$$

It is easy to verify that $S W_{o}=W_{o} A$. This implies that $S^{i} W_{o}=W_{o} A^{i}$ for all integers $i \geq 0$. Since $\{A, B, C, D\}$ is a realization of $G$, we have $G_{i}=C A^{i-1} B$ for all $i \geq 1$; see (7.4). It
now follows that $L=W_{o} B$. Hence, $S^{i} L=S^{i} W_{o} B=W_{o} A^{i} B$ for all $i \geq 0$. This along with the definition of $\mathcal{H}_{G}$, yields

$$
\begin{align*}
\mathcal{H}_{G} & =\operatorname{span}\left\{S^{i} L \mathcal{U}: i=0,1,2, \cdots\right\}=\operatorname{span}\left\{W_{o} A^{i} B \mathcal{U}: i=0,1,2, \cdots\right\} \\
& =W_{o} \operatorname{span}\left\{A^{i} B \mathcal{U}: i=0,1,2, \cdots\right\} \tag{7.13}
\end{align*}
$$

This readily implies that $\mathcal{H}_{G} \subset$ ran $W_{o}$. Because $W_{o}$ maps $\mathcal{X}$ into $l_{+}(\mathcal{Y})$, it follows that $\operatorname{dim} \mathcal{H}_{G} \leq \operatorname{dim} \mathcal{X}$. Therefore, the restricted backward shift realization $\left\{A_{G}, B_{G}, C_{G}, D_{G}\right\}$ is a minimal realization of $G$. .

Now assume that $\{A$ on $\mathcal{X}, B, C, D\}$ is also a minimal realization of G . Since G is rational, $\mathcal{X}$ must be finite dimensional. In this case, $\operatorname{dim} \mathcal{H}_{G}=\operatorname{dim} \mathcal{X}$. Since $\mathcal{H}_{G} \subset \operatorname{ran} W_{o}$, the operator $W_{o}$ must map $\mathcal{X}$ one to one and onto $\mathcal{H}_{G}$. Let $T$ be the invertible operator mapping $\mathcal{X}$ onto $\mathcal{H}_{G}$ given by $T=W_{o}$. By employing the definitions of $A_{G}, B_{G}$ and $C_{G}$, we obtain

$$
\begin{equation*}
T A=W_{o} A=S W_{o}=A_{G} T, C=E W_{o}=C_{G} T \text { and } B_{G}=L=W_{o} B=T B \tag{7.14}
\end{equation*}
$$

Therefore, any minimal realization $\{A, B, C, D\}$ of $\mathbf{G}$ is similar to the restricted backward shift realization of $\mathbf{G}$. Since the similarity relationship is transitive, all minimal realizations of $G$ are similar.

Let $A$ be an operator on a finite dimensional space $\mathcal{X}$, while $B$ is an operator mapping $\mathcal{U}$ into $\mathcal{X}$ and $C$ an operator mapping $\mathcal{X}$ into $\mathcal{Y}$. Recall that the pair $\{A, B\}$ is controllable if and only if $\mathcal{X}=\operatorname{span}\left\{A^{n} B \mathcal{U}: n=0,1,2, \cdots\right\}$, or equivalently, $\mathcal{X}=\operatorname{ran}\left(\left[\begin{array}{llll}B & A B & A^{2} B & \cdots\end{array}\right]\right)$. Notice that the pair $\{C, A\}$ is observable if and only if the operator $W_{o}$ defined in (7.12) is one to one. We now show that the restricted backward shift realization is controllable and observable. Controllability follows from the definition of $\mathcal{H}_{G}$, that is,

$$
\begin{equation*}
\operatorname{span}\left\{A_{G}^{i} B_{G} \mathcal{U}: i=0,1,2, \cdots\right\}=\operatorname{span}\left\{S^{i} L \mathcal{U}: i=0,1,2, \cdots\right\}=\mathcal{H}_{G} \tag{7.15}
\end{equation*}
$$

Observability follows from the fact that

$$
\left[\begin{array}{c}
C_{G}  \tag{7.16}\\
C_{G} A_{G} \\
C_{G} A_{G}^{2} \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
E \\
E S \\
E S^{2} \\
\vdots
\end{array}\right]\left|\mathcal{H}_{G}=I\right| \mathcal{H}_{G}
$$

Obviously, $I \mid \mathcal{H}_{G}$ is one to one. Therefore, the restricted backward shift realization is controllable and observable. In fact, the restricted backward shift realization is the realization one obtains by extracting the controllable part from the observable realization $\left\{S, L, E, G_{0}\right\}$; see Proposition 6.2.1. So, the controllability and observability of the restricted backward shift realization also follows from Proposition 6.2.1. We now are ready to show the equivalence between minimality, controllability and observability.

Theorem 7.1.2 Let $\Sigma=\{A, B, C, D\}$ be a realization of a proper rational transfer function $\mathbf{G}$. Then $\Sigma$ is a minimal realization of $\mathbf{G}$ if and only if $\Sigma$ is both controllable and observable. Moreover, all controllable and observable realizations of $\mathbf{G}$ are similar.

Proof. Suppose that $\Sigma=\{A, B, C, D\}$ is a minimal realization of $G$. Then it follows from Theorem 7.1.1 that $\Sigma$ is similar to the restricted backward shift realization. Because the restricted backward shift realization is controllable and observable, the system $\Sigma$ is also controllable and observable. So, minimality implies controllability and observability.

Now suppose that $\Sigma$ is controllable and observable. By definition, the observability condition implies that the operator $W_{o}$ is one to one. Furthermore, using controllability along with equation (7.13), we see that

$$
\mathcal{H}_{G}=W_{o} \operatorname{span}\left\{A^{i} B \mathcal{U}: i=0,1,2, \cdots\right\}=W_{o} \mathcal{X}
$$

In other words, $\mathcal{H}_{G}=\operatorname{ran} W_{o}$. Therefore $W_{o}$ maps $\mathcal{X}$ one to one and onto $\mathcal{H}_{G}$. In particular, $\mathcal{X}$ and $\mathcal{H}_{G}$ have the same finite dimension. Because the restricted backward shift realization is minimal, $\Sigma$ is minimal. Hence, a controllability and observability realization is minimal. This completes the proof.

Remark 7.1.1 Let $\mathbf{G}$ be a proper rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Then $\mathbf{G}=$ $N / d+D$ where $D$ is an operator in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ and $N$ is a polynomial with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ while $d$ is a scalar valued polynomial of the form

$$
\begin{align*}
N(s) & =N_{0}+s N_{1}+\cdots+s^{n-1} N_{n-1} \\
d(s) & =a_{0}+s a_{1}+\cdots+s^{n-1} a_{n-1}+s^{n} \tag{7.17}
\end{align*}
$$

Let $\mathcal{X}=\oplus_{1}^{n} \mathcal{U}$ be the Hilbert space formed by the set of all vectors of the form $\left[u_{1}, u_{2}, \cdots, u_{n}\right]^{\text {tr }}$ where $u_{i}$ is in $\mathcal{U}$ for all $i=1,2, \cdots, n$. Let $\{A$ on $\mathcal{X}, B, C, D\}$ be the system consisting of the block matrices defined by

$$
\begin{align*}
A & =\left[\begin{array}{ccccc}
0 & I & 0 & \cdots & 0 \\
0 & 0 & I & \cdots & 0 \\
\vdots & \vdots & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & I \\
-a_{0} I & -a_{1} I & -a_{2} I & \cdots & -a_{n-1} I
\end{array}\right] \text { and } B=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
I
\end{array}\right]  \tag{7.18}\\
C & =\left[\begin{array}{ccccc}
N_{0} & N_{1} & N_{2} & \cdots & N_{n-1}
\end{array}\right] .
\end{align*}
$$

Obviously, the pair $\{A, B\}$ is controliable. So, by consulting Section 1.4 it follows that $\{A, B, C, D\}$ is a controllable realization of $\mathrm{G}=N / d+D$. So, one can construct a minimal realization for $\mathbf{G}$ by simply extracting the observable part $\left\{A_{o}\right.$ on $\left.\mathcal{X}_{o}, B_{o}, C_{o}, D\right\}$ from the system $\{A, B, C, D\}$ in (7.18); see Proposition 6.2.2.

The scalar valued rational case plays an important role in many applications. We say that two polynomials $p$ and $d$ are co-prime if $p$ and $d$ have no common zeros. If $f$ is a rational function of the form $f=p / d$ where $p$ and $d$ are two co-prime polynomials, then the poles of $f$ are precisely the zeros of $d$ including their multiplicity.

Proposition 7.1.3 Let $\mathrm{g}=p / d$ be a scalar valued proper rational function where $p$ and $d$ are two co-prime polynomials. Then the McMillan degree of $\mathbf{g}$ equals the degree of $d$. Moreover, if $\{A, B, C, D\}$ is a minimal realization of g , then $d$ equals both the characteristic and minimal polynomial for $A$ up to a constant, that is, $\gamma d(s)=m_{A}(s)=\operatorname{det}[s I-A]$ where $\gamma$ is a constant.

Proof. Remark 7.1.1 shows that there exists a realization of $\mathbf{g}$ whose state dimension equals the degree of $d$. Let $\{A$ on $\mathcal{X}, B, C, D\}$ be a minimal realization of g . Then $\operatorname{dim} \mathcal{X} \leq \operatorname{deg} d$. Using (1.16), it follows that $\mathbf{g}(s)=C(s I-A)^{-1} B+D=a(s) / b(s)$ where $a$ is a polynomial and $b(s)=\operatorname{det}[s I-A]$ is the characteristic polynomial for $A$. Furthermore, $a / b=p / d$. Now assume that $\operatorname{dim} \mathcal{X}<\operatorname{deg} d$. Since $\operatorname{deg} b=\operatorname{dim} \mathcal{X}$ and $a / b=p / d$, it follows that $p$ and $d$ must have at least one common zero. This contradicts the hypothesis that $p$ and $d$ have no common zeros. Hence, $\operatorname{dim} \mathcal{X}=\operatorname{deg} d$. Therefore, the McMillan degree of $\mathbf{g}$ equals the degree of $d$.

Because $p$ and $d$ are co-prime, the poles of $g$ are the zeros of $d$ including their multiplicity. According to Theorem 6.3.1, the polynomial $d$ is the minimal polynomial for $A$ up to a constant. This completes the proof.

Remark 7.1.2 Let $\mathbf{G}=p / d+\delta$ be a scalar valued proper rational function where $p$ and $d$ are two co-prime polynomials of the form

$$
\begin{align*}
p(s) & =c_{0}+s c_{1}+\cdots+s^{n-1} c_{n-1} \\
d(s) & =a_{0}+s a_{1}+\cdots+s^{n-1} a_{n-1}+s^{n} \tag{7.19}
\end{align*}
$$

and $\delta$ is a scalar. Let $\left\{A\right.$ on $\left.\mathbb{C}^{n}, B, C, \delta\right\}$ be the system defined by

$$
\begin{align*}
A & =\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right] \text { and } B=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right] \\
C & =\left[\begin{array}{ccccc}
c_{0} & c_{1} & c_{2} & \cdots & c_{n-1}
\end{array}\right] . \tag{7.20}
\end{align*}
$$

By combining Remark 7.1.1 with Proposition 7.1.3, it follows that $\{A, B, C, \delta\}$ in (7.20) is a minimal realization of $\mathbf{G}$.

Exercise 12 As before, let $A$ be an operator on a finite dimensional vector space $\mathcal{X}$. A vector $b$ in $\mathcal{X}$ is cyclic for $A$ if the span of $\left\{A^{j} b\right\}_{0}^{\infty}$ equals $\mathcal{X}$. If $A$ admits a cyclic vector, then show that the minimal polynomial for $A$ equals the characteristic polynomial for $A$.

Clearly, $b=[0,0, \cdots, 0,1]^{\text {tr }}$ is a cyclic vector for the companion matrix $A$ in (6.36). So, this result also shows that the minimal polynomial for a companion matrix equals its characteristic polynomial.

Exercise 13 Consider any matrix $A$ on $\mathbb{C}^{n}$. Recall that a complex number $\lambda$ is an eigenvalue for $A$ if and only if $\bar{\lambda}$ is an eigenvalue for $A^{*}$, the conjugate transpose of $A$. In general, this is not true for an operator on an infinite dimensional space. To see this consider the backward shift operator $S$ on $l_{+}(\mathcal{Y})$ where $\mathcal{Y}=\mathbb{C}^{1}$. Show that every complex number $\lambda$ is an eigenvalue for $S$. What are the corresponding eigenvectors? Show also that the conjugate transpose $S^{*}$ of the shift has no eigenvalues.

### 7.2 System Hankel operators

In this section we show that the McMillan degree of a transfer function $G$ equals the rank of a certain Hankel matrix associated with $G$. Recall that a Hankel matrix is a matrix whose entries $\left\{a_{i, j}\right\}$ satisfy $a_{i, j}=a_{i+j}$ for all $i$ and $j$. To this end, let $\mathbf{G}=\sum_{0}^{\infty} s^{-i} G_{i}$ be the power series expansion for $\mathbf{G}$. Then the Hankel matrix $H$ associated with $\mathbf{G}$ is the block Hankel matrix defined by

$$
H=\left[\begin{array}{cccc}
G_{1} & G_{2} & G_{3} & \cdots  \tag{7.21}\\
G_{2} & G_{3} & G_{4} & \cdots \\
G_{3} & G_{4} & G_{5} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right]
$$

Now let $l_{c+}(\mathcal{U})$ be the subspace of $l_{+}(\mathcal{U})$ consisting of the vectors in $l_{+}(\mathcal{U})$ with compact support, that is, the set of all vectors $f=\left[f_{1}, f_{2}, f_{3}, \cdots\right]^{\text {tr }}$ in $l_{+}(\mathcal{U})$ where $f_{j}$ is nonzero for only a finite number of indices $j$. Because every vector in $l_{c+}(\mathcal{U})$ has compact support, $H$ is a well defined linear operator from $l_{c+}(\mathcal{U})$ into $l_{+}(\mathcal{Y})$. Notice that $H$ can also be expressed as

$$
H=\left[\begin{array}{llll}
L & S L & S^{2} L & \cdots \tag{7.22}
\end{array}\right]
$$

where $S$ is the backward shift operator on $l_{+}(\mathcal{Y})$ and $L$ is the initialization operator from $\mathcal{U}$ into $l_{+}(\mathcal{Y})$ defined in (7.8). This along with the definition of the state space $\mathcal{H}_{G}$ for the restricted backward shift realization, yields

$$
\mathcal{H}_{G}=\operatorname{span}\left\{S^{i} L \mathcal{U}: i=0,1,2, \cdots\right\}=\operatorname{ran}\left(\left[\begin{array}{llll}
L & S L & S^{2} L & \cdots \tag{7.23}
\end{array}\right]\right)=\operatorname{ran} H
$$

Therefore, the range of the Hankel operator $H$ is precisely the state space for the restricted backward shift realization for $\mathbf{G}$. Because the restricted backward shift realization is minimal, the state dimension of any minimal realization of $G$ equals the rank of the Hankel operator $H$. This readily yields the following result.

Theorem 7.2.1 Let $H$ be the Hankel matrix in (7.21) generated by the proper rational function $\mathbf{G}$. Then the McMillan degree of $\mathbf{G}$ equals the rank of $H$.

Consider any realization $\{A$ on $\mathcal{X}, B, C, D\}$ for $\mathbf{G}$ and let $W_{c}$ be the controllability operator from $l_{c+}(\mathcal{U})$ into $\mathcal{X}$ defined by

$$
W_{c}=\left[\begin{array}{llll}
B & A B & A^{2} B & \cdots \tag{7.24}
\end{array}\right]
$$

Using $G_{i}=C A^{i-1} B$ for all integers $i \geq 1$, it follows that the Hankel matrix $H$ in (7.21) admits a factorization of the form

$$
H=\left[\begin{array}{cccc}
C B & C A B & C A^{2} B & \cdots  \tag{7.25}\\
C A B & C A^{2} B & C A^{3} B & \cdots \\
C A^{2} B & C A^{3} B & C A^{4} B & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right]=W_{o} W_{c}
$$

where $W_{o}$ is the operator from $\mathcal{X}$ into $l_{+}(\mathcal{Y})$ into defined by (7.12). Letting $n$ be the dimension of $\mathcal{X}$, it follows from the Cayley-Hamilton Theorem that every column of $H$ is
a linear combination of the first $n$ columns of $H$. Similarly, every row of $H$ is a linear combination of the first $n$ rows of $H$. Hence, the rank of $H$ equals the rank of the following $n \times n$ block matrix:

$$
H_{n}=\left[\begin{array}{ccccc}
C B & C A B & C A^{2} B & \cdots & C A^{n-1} B \\
C A B & C A^{2} B & C A^{3} B & \cdots & C A^{n} B \\
C A^{2} B & C A^{3} B & C A^{4} B & \cdots & C A^{n+1} B \\
\vdots & \vdots & \vdots & & \vdots \\
C A^{n-1} B & C A^{n} B & C A^{n+1} B & \cdots & C A^{2 n-2} B
\end{array}\right]
$$

In other words, the rank of the Hankel operator $H$ equals the rank of the $n \times n$ block matrix $H_{n}$ contained in the upper left hand corner of $H$.

Remark 7.2.1 Recall that a transfer function $G$ admits a finite dimensional realization if and only if $\mathbf{G}$ is proper and rational. Since the rank of the Hankel operator $H$ in (7.21) corresponding to $\mathbf{G}$ equals the McMillan degree of $\mathbf{G}$, it follows that $H$ has finite rank if and only if G is rational. Let us establish this result directly. Clearly, if $H$ has finite rank, then the restricted backward shift realization of $\mathbf{G}$ is finite dimensional, and thus, $\mathbf{G}$ is rational.

If $\mathbf{G}$ is a proper rational function, then $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial and $d$ is a scalar valued polynomial of the form (1.21). According to the equations in (1.27) any column of $H$, after the first $n=\operatorname{deg} d$ columns, is a linear combination of the preceding $n$ columns, and hence, every column of $H$ is a linear combination of the first $n$ columns of $H$. Therefore, the rank of $H$ is less that or equal to $n \operatorname{dim} \mathcal{U}$ where $\mathbf{G}$ has values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Hence, $H$ has finite rank. Equation (1.27) also shows that any row of $H$, after the first $n$ rows, is a linear combination of the preceding $n$ rows, and thus, every row of $H$ is a linear combination of the first $n$ rows of $H$. Therefore,

$$
\begin{equation*}
\operatorname{rank} H \leq \operatorname{deg} d \min \{\operatorname{dim} \mathcal{U}, \operatorname{dim} \mathcal{Y}\} . \tag{7.26}
\end{equation*}
$$

The above analysis also shows that the rank of $H$ equals the rank of $H_{n}$ where

$$
H_{n}=\left[\begin{array}{cccc}
G_{1} & G_{2} & \cdots & G_{n}  \tag{7.27}\\
G_{2} & G_{3} & \cdots & G_{n+1} \\
\vdots & \vdots & & \vdots \\
G_{n} & G_{n+1} & \cdots & G_{2 n-1}
\end{array}\right]
$$

Thus, the McMillan degree of $\mathbf{G}$ equals the rank of $H_{n}$ which is bounded above by the right hand side of (7.26). Finally, it is noted that if $\mathbf{G}$ is a scalar valued rational function, then (7.26) also shows that McMillan degree of $\mathbf{G}$ is less than or equal to the degree of $d$.

Bounded Hankel operator. Let $H$ be the Hankel operator determined by the transfer function $(s+2)^{-1}$. Notice that $H$ is an unbounded operator from $l_{+}^{2}(\mathcal{U})$ into $l_{+}^{2}(\mathcal{Y})$, even though the minimal realization $\{-2,1,1,0\}$ for $(s+2)^{-1}$ is a stable. Recall that $l_{+}^{2}(\mathcal{F})$ is the Hilbert space formed by the set of all square summable unilateral infinite tuples of the form $f=\left[f_{1}, f_{2}, f_{3}, \cdots\right]^{t r}$ with values in $\mathcal{F}$, that is, $f_{j}$ is in $\mathcal{F}$ for all integers $j \geq 1$ and $\|f\|^{2}=\sum_{1}^{\infty}\left\|f_{j}\right\|^{2}$ is finite. The following result provides necessary and sufficient conditions for a Hankel operator to be a bounded operator.

Proposition 7.2.2 Let $H$ be the Hankel operator determined by a proper rational function $\mathbf{G}$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Then $H$ is a bounded operator from $l_{+}^{2}(\mathcal{U})$ into $l_{+}^{2}(\mathcal{Y})$ if and only if all the poles of $\mathbf{G}$ are inside the open unit disc $\{s:|s|<1\}$.

Proof. Assume that $H$ is a bounded operator. Then $\mathcal{H}_{G}$ is a subspace of $l_{+}^{2}(\mathcal{Y})$. If $f$ is in $l_{+}^{2}(\mathcal{Y})$, then $S^{n} f$ approaches zero in the $l_{+}^{2}(\mathcal{Y})$ topology as $n$ tends to infinity. To see this, let $f=\left[f_{1}, f_{2}, f_{3}, \cdots\right]^{t r}$. Then using the fact that $\|f\|^{2}=\sum_{1}^{\infty}\left\|f_{j}\right\|^{2}$ is finite, we have

$$
\left\|S^{n} f\right\|^{2}=\sum_{j=n+1}^{\infty}\left\|f_{j}\right\|^{2} \rightarrow 0
$$

as $n$ tends to infinity. Hence, the sequence $\left\{S^{n} f\right\}_{0}^{\infty}$ approaches zero. Because $H$ is bounded, $\mathcal{H}_{G}$ is an invariant subspace for $S$ contained in $l_{+}^{2}(\mathcal{Y})$. So, for all $h$ in $\mathcal{H}_{G}$, we see that $A_{G}^{n} h=S^{n} h$ approaches zero in the $l_{+}^{2}(\mathcal{Y})$ topology as $n$ tends to infinity. This implies that all the eigenvalues of $A_{G}$ are in the open unit disc. Since the restricted backward shift realization $\left\{A_{G}, B_{G}, C_{G}, G_{0}\right\}$ is a minimal realization of $\mathbf{G}$, all the poles of $\mathbf{G}$ must also be in the open unit disc; see Theorem 6.3.1.

Assume that all the poles of $\mathbf{G}$ are in the open unit disc. Let $\left\{A\right.$ on $\left.\mathcal{X}, B, C, G_{0}\right\}$ be a minimal realization of $\mathbf{G}$. Then $H$ admits a factorization of the form $H=W_{o} W_{c}$ where $W_{o}$ is defined in (7.12) while $W_{c}$ is defined in (7.24). Because all the poles of $\mathbf{G}$ are in the open unit disc, all the eigenvalues of $A$ are in the open unit disc. This implies that $\left\|A^{k}\right\| \leq m r^{k}$ for all integers $k \geq 0$ where $m$ is a positive scalar and $0 \leq r<1$. By using the geometric series, with $x$ in $\mathcal{X}$, we obtain

$$
\left\|W_{o} x\right\|^{2}=\sum_{k=0}^{\infty}\left\|C A^{k} x\right\|^{2} \leq m^{2}\|C\|^{2} \sum_{k=0}^{\infty} r^{2 k}\|x\|^{2}=m^{2}\|C\|^{2}\|x\|^{2} /\left(1-r^{2}\right)
$$

Hence, $\left\|W_{o}\right\|^{2} \leq m^{2}\|C\|^{2} /\left(1-r^{2}\right)$, and thus, $W_{o}$ is a bounded operator. A similar calculation shows that $\left\|W_{c}^{*}\right\|^{2} \leq m^{2}\|B\|^{2} /\left(1-r^{2}\right)$. So, $W_{c}$ is also a bounded operator. Therefore, $H=W_{o} W_{c}$ is a bounded operator.

### 7.3 Realizations and factoring Hankel matrices

In this section we present a method to compute the minimal realization for a transfer function by factoring a certain Hankel matrix. To this end, consider any pair $r, m$ of positive integers and any sequence $\left\{G_{i}: 1 \leq i \leq r+m-1\right\}$ of operators in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Let $H_{r, m}$ be the Hankel operator generated by this sequence, that is,

$$
H_{r, m}=\left[\begin{array}{cccc}
G_{1} & G_{2} & \cdots & G_{m}  \tag{7.28}\\
G_{2} & G_{3} & \cdots & G_{m+1} \\
\vdots & \vdots & & \vdots \\
G_{r} & G_{r+1} & \cdots & G_{r+m-1}
\end{array}\right]
$$

Notice that if the sequence $\left\{G_{i}: 1 \leq i \leq r+m-1\right\}$ is a subsequence of an infinite sequence $\left\{G_{i}\right\}_{0}^{\infty}$, then $H_{r, m}$ is the $r \times m$ block Hankel operator contained in the upper left hand corner
of the infinite block Hankel operator $H$ generated by the infinite sequence and defined in (7.21). We will also use the notation $H_{r}=H_{r, r}$ which is consistent with our previous notation. Our first observation is that if $H$ is the infinite block Hankel operator generated by a sequence $\left\{G_{i}\right\}_{0}^{\infty}$, and $r$ and $m$ are any integers for which $\operatorname{rank} H_{r, m}=\operatorname{rank} H$, then $\operatorname{rank} H_{j, k}=\operatorname{rank} H_{r, m}$ for all integers $j \geq r$ and $k \geq m$. This follows from the fact that the rank of any submatrix of a matrix is less than or equal to the rank of the original matrix. Finally, recall that if $\left\{G_{i}\right\}_{0}^{\infty}$ is the coefficient sequence for the power series expansion of a proper rational function $N / d$ where $N$ and $d$ are polynomials with $d$ scalar, then rank $H_{n, n}=$ rank $H$ where $n=\operatorname{deg} d$; see Section 7.2.

If $\{A, B, C, D\}$ is any realization of $\left\{G_{i}\right\}_{0}^{\infty}$, then using $G_{0}=D$ and $G_{i}=C A^{i-1} B$ for all integers $i \geq 0$, we obtain

$$
H_{r, m}=\left[\begin{array}{c}
C  \tag{7.29}\\
C A \\
\vdots \\
C A^{r-1}
\end{array}\right]\left[\begin{array}{llll}
B & A B & \cdots & A^{m-1} B
\end{array}\right]
$$

for all positive integers $r$ and $m$. This shows that the operator $H_{r, m}$ admits a factorization of the form $H_{r, m}=W_{o r} W_{c m}$ where

$$
W_{o r}=\left[\begin{array}{c}
C \\
C A \\
\vdots \\
C A^{r-1}
\end{array}\right] \quad \text { and } \quad W_{c m}=\left[\begin{array}{llll}
B & A B & \cdots & A^{m-1} B
\end{array}\right] .
$$

Consider now a minimal realization $\left\{A\right.$ on $\left.\mathbb{C}^{n}, B, C, D\right\}$ of $\left\{G_{i}\right\}_{0}^{\infty}$. Then rank $H=n$ and the observability operator $W_{o n}$ is one to one with domain $\mathbb{C}^{n}$ while the controllability operator $W_{c n}$ is onto $\mathbb{C}^{n}$. Let $r$ be the smallest integer for which $W_{o r}$ is one to one and let $m$ be the smallest integer for which $W_{c m}$ is onto. Then for $j \geq r$ and $k \geq m,(7.29)$ shows that the operator $H_{j, k}$ admits a factorization of the form $H_{j, k}=W_{o j} W_{c k}$ where the $W_{o j}$ is one to one with domain $\mathbb{C}^{n}$ while $W_{c k}$ is onto $\mathbb{C}^{n}$. Hence, $\operatorname{rank} H_{j, k}=n=\operatorname{rank} H$ whenever $j \geq r$ and $k \geq m$.

Note that rank $H_{k+1}=\operatorname{rank} H_{k}$ for some integer $k$, does not necessarily imply that rank $H_{k}$ is the dimension of the minimal realization for $\mathbf{G}$. To see this consider the transfer function

$$
\mathbf{G}(s)=\frac{1}{s}+\frac{1}{s^{2}}+\frac{1}{s^{3}} .
$$

Then $H_{1}=1$ and

$$
H_{2}=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right] .
$$

Hence, $H_{1}$ and $H_{2}$ both have rank one. However, every minimal realization of $\mathbf{G}$ is of order three. Finally, it is noted that the rank of $H_{3}$ is three.

As before, let $\mathbf{G}(s)=\sum_{0}^{\infty} s^{-i} G_{i}$ be the power series expansion for a proper rational function $\mathbf{G}$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. To obtain a minimal realization for the sequence $\left\{G_{i}\right\}_{0}^{\infty}$, let $H$ be the Hankel operator generated by $\left\{G_{i}\right\}_{0}^{\infty}$. Assume that the rank of $H$ is $n$, or
equivalently, $n$ is the McMillan degree of $\mathbf{G}$. Let $W V=H$ be any factorization of $H$ where the operator $W$ from $\mathbb{C}^{n}$ into $l_{+}(\mathcal{Y})$ is one to one, while the linear map $V$ is onto $\mathbb{C}^{n}$. Since $\mathbf{G}$ has a controllable and observable realization with state space $\mathbb{C}^{n}$, it follows from equations (7.12),(7.24), (7.25) and $G_{i}=C A^{i-1} B$ for all integers $i \geq 0$ that such a factorization always exists. In fact, $H=W_{o} W_{c}$. Now let $\left\{A_{G}, B_{G}, C_{G}, G_{0}\right\}$ be the restricted backward shift realization of $\mathbf{G}$ introduced in Section 7.1. Here $A_{G}=S \mid \mathcal{H}_{G}$ where $S$ is the shift operator on the sequence space $l_{+}(\mathcal{Y})$ defined in (7.6). The state space $\mathcal{H}_{G}$ is precisely the range of the Hankel operator $H$. Since $W$ is one to one and $V$ is onto, the range of $W$ is $\mathcal{H}_{G}$. Hence, $W$ defines a similarity transformation from $\mathbb{C}^{n}$ onto $\mathcal{H}_{G}$. So, the system $\left\{A\right.$ on $\left.\mathbb{C}^{n}, B, C, G_{0}\right\}$, defined by

$$
\begin{equation*}
S W=W A \text { and } B_{G}=L=W B \text { and } C=E W=C_{G} W \tag{7.30}
\end{equation*}
$$

is similar to the restricted backward realization, and thus, it is also a minimal realization of the transfer function $\mathbf{G}$. The operators $E$ and $L$ are defined in (7.7) and (7.8), respectively. Finally, it is noted that $W$ and $V$ admit matrix representations of the form

$$
W=\left[\begin{array}{c}
W_{1}  \tag{7.31}\\
W_{2} \\
W_{3} \\
\vdots
\end{array}\right] \text { and } V=\left[\begin{array}{llll}
V_{1} & V_{2} & V_{3} & \cdots
\end{array}\right]
$$

where $W_{i}$ maps $\mathbb{C}^{n}$ into $\mathcal{Y}$ and $V_{i}$ maps $\mathcal{U}$ into $\mathbb{C}^{n}$ for all integers $i \geq 0$.
Recall that for any positive integer $k$ and any vector space $\mathcal{F}$, the notation $\oplus_{1}^{k} \mathcal{F}$ refers to the linear space formed by the set of $k$-tuples with components in $\mathcal{F}$, that is, the set of all vectors of the form $\left[f_{1}, f_{2}, \cdots, f_{k}\right]^{\mid r}$ where $f_{j}$ is in $\mathcal{F}$ for all $j=1,2, \cdots, k$. Let $P_{k}$ be the operator mapping $l_{+}(\mathcal{Y})$ onto $\oplus_{1}^{k} \mathcal{Y}$ which selects the first $k$ components of a vector $f$ in $l_{+}(\mathcal{Y})$, that is,

$$
P_{k}\left[\begin{array}{c}
f_{1} \\
f_{2} \\
f_{3} \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
f_{1} \\
f_{2} \\
\vdots \\
f_{k}
\end{array}\right]
$$

Let $\Phi_{k}$ be the operator embedding $\oplus_{1}^{k} \mathcal{U}$ into the linear space $l_{c+}(\mathcal{U})$, that is,

$$
\Phi_{k}\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{k}
\end{array}\right]=\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{k} \\
0 \\
0 \\
\vdots
\end{array}\right]
$$

For any positive integers $j \geq 1$ and $k \geq 1$, we have

$$
P_{j} W=\left[\begin{array}{c}
W_{1} \\
W_{2} \\
\vdots \\
W_{j}
\end{array}\right] \text { and } V \Phi_{k}=\left[\begin{array}{llll}
V_{1} & V_{2} & \cdots & V_{k}
\end{array}\right] \text { and } H_{j, k}=P_{j} W V \Phi_{k}
$$

Since $L=H \Phi_{1}$, we have $W B=L=W V \Phi_{1}$. Because $W$ is one to one, $B=V \Phi_{1}=V_{1}$, that is, $B$ is the first block of $V$. Also, $C=E W=P_{1} W=W_{1}$, that is, $C$ is the first block of $W$.

Consider now any positive integers $j$ and $k$ such that rank $H_{j, k}=n=\operatorname{rank} H$. Since $H_{j, k}=P_{j} W V \Phi_{k}$ and $P_{j} W$ has domain $\mathbb{C}^{n}$ it follows that the operator $P_{j} W$ is one to one. By applying $P_{j}$ to the first equation in (7.30), we obtain $P_{j} S W=P_{j} W A$. Hence,

$$
A=\left(P_{j} W\right)^{-r} P_{j} S W=\left(\left(P_{j} W\right)^{*} P_{j} W\right)^{-1}\left(P_{j} W\right)^{*} P_{j} S W
$$

Here $\left(P_{j} W\right)^{-r}$ is the restricted inverse of $P_{j} W$. The last equality follows because $P_{j} W$ is one to one. Since

$$
P_{j} S W=\left[\begin{array}{c}
W_{2} \\
W_{3} \\
\vdots \\
W_{j+1}
\end{array}\right]
$$

a minimal realization $\left\{A, B, C, G_{0}\right\}$ for $\mathbf{G}$ is given by

$$
\begin{equation*}
A=\left(\sum_{i=1}^{j} W_{i}^{*} W_{i}\right)^{-1}\left(\sum_{i=1}^{j} W_{i}^{*} W_{i+1}\right) \text { and } B=V_{1} \text { and } C=W_{1} \tag{7.33}
\end{equation*}
$$

Finally, it is noted that this minimal realization can be computed from the operators $P_{j+1} W$ and $V \Phi_{k}$ appearing in the factorization $H_{j+1, k}=P_{j+1} W V \Phi_{k}$.

Consider any positive integers $j$ and $k$ for which rank $H_{j, k}=\operatorname{rank} H=n$. Let $Y X=$ $H_{j+1, k}$ be any factorization of $H_{j+1, k}$ where $Y$ is a one to one operator whose domain is $\mathbb{C}^{n}$ and $X$ is onto $\mathbb{C}^{n}$. Then $Y$ and $X$ admit a block matrix representation of the form

$$
Y=\left[\begin{array}{c}
Y_{1}  \tag{7.34}\\
Y_{2} \\
\vdots \\
Y_{j+1}
\end{array}\right] \text { and } X=\left[\begin{array}{llll}
X_{1} & X_{2} & \cdots & X_{k}
\end{array}\right]
$$

where each $Y_{i}$ maps $\mathbb{C}^{n}$ into $\mathcal{Y}$ and each $X_{i}$ maps $\mathcal{U}$ into $\mathbb{C}^{n}$. We now claim that the system $\left\{A, B, C, G_{0}\right\}$ defined by

$$
\begin{equation*}
A=\left(\sum_{i=1}^{j} Y_{i}^{*} Y_{i}\right)^{-1}\left(\sum_{i=1}^{j} Y_{i}^{*} Y_{i+1}\right) \text { and } B=X_{1} \text { and } C=Y_{1} \tag{7.35}
\end{equation*}
$$

is a minimal realization of $\left\{G_{i}\right\}_{0}^{\infty}$.
To verify this it is sufficient to show that there exists a factorization $H=W V$ of $H$ where $W$ is one to one with domain $\mathbb{C}^{n}$ and $V$ is onto $\mathbb{C}^{n}$ with $P_{j+1} W=Y$ and $V \Phi_{k}=X$. In this case, the formulas for $A, B$ and $C$ in (7.33) and (7.35) are equivalent. Hence, $\left\{A, B, C, G_{0}\right\}$ in (7.35) is a minimal realization of $G$. To establish these facts, consider any factorization $H=W_{o} W_{c}$ where $W_{o}$ maps $\mathbb{C}^{n}$ one to one into $l_{+}(\mathcal{Y})$ and $W_{c}$ is onto $\mathbb{C}^{n}$. The operators $W_{c}$ and $W_{o}$ can be constructed from any minimal realization of G whose state space is $\mathbb{C}^{n}$; see (7.12), (7.24) and (7.25). Then $Y X=H_{j+1, k}=P_{j+1} W_{o} W_{c} \Phi_{k}$. Because $H_{j+1, k}$ has rank
$n$ it follows that $P_{j+1} W_{o}$ is one to one and $W_{c} \Phi_{k}$ is onto. Notice that if $R T=M N$ where $R$ and $M$ are one to one, and $T$ and $N$ are onto, then $R=M \Omega$ and $T=\Omega^{-1} N$ where $\Omega$ is an invertible transformation. Hence, there exists is an invertible transformation $\Omega$ such that $Y=P_{j+1} W_{o} \Omega$ and $X=\Omega^{-1} W_{c} \Phi_{k}$. Letting $W=W_{o} \Omega$ and $V=\Omega^{-1} W_{c}$, we see that $W$ is one to one with domain $\mathbb{C}^{n}$ and $V$ is onto $\mathbb{C}^{n}$. Also, $H=W V$ while $Y=P_{j+1} W$ and $X=V \Phi_{k}$. This verifies our claim, that is, the system $\left\{A, B, C, G_{0}\right\}$ defined in (7.35) is a minimal realization of $\mathbf{G}$.

Finally, it is noted that

$$
H_{j+1, k}=\left[\begin{array}{cccc}
G_{1} & G_{2} & \cdots & G_{k}  \tag{7.36}\\
G_{2} & G_{3} & \cdots & G_{k+1} \\
\vdots & \vdots & & \vdots \\
G_{j+1} & G_{j+2} & \cdots & G_{j+k}
\end{array}\right]
$$

Thus, the formation of $H_{j+1, k}$ requires only the first $j+k$ elements of the sequence $\left\{G_{i}\right\}_{1}^{\infty}$. Summing up the previous analysis yields the following result.

Theorem 7.3.1 Let $\mathbf{G}=\sum_{0}^{\infty} s^{-i} G_{i}$ be the power series expansion for any proper rational function, and assume that the McMillan degree of G is $n$. Let $j$ and $k$ any positive integers such that rank $H_{j, k}=n$. Let $Y X=H_{j+1, k}$ be any factorization of $H_{j+1, k}$ where $Y$ is one to one with domain $\mathbb{C}^{n}$ and $X$ is onto $\mathbb{C}^{n}$. Then $\left\{A, B, C, G_{0}\right\}$ given by (7.35) is a minimal realization of $\mathbf{G}$. In particular, if $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial and $d$ is a scalar valued polynomial, then one can choose $j$ and $k$ to be the degree of $d$.

Remark 7.3.1 Assume that $\mathbf{G}$ is a proper rational function of the form $\mathbf{G}=N / d$ where $N$ is an operator valued polynomial and $d$ is a scalar valued polynomial. Then one can use Lemma 1.3 .2 to compute the coefficients $\left\{G_{i}\right\}_{0}^{j+k}$ in the power series expansion $\mathbf{G}(s)=\sum_{0}^{\infty} s^{-i} G_{i}$. Using $\left\{G_{i}\right\}_{0}^{j+k}$, the above theorem provides an algorithm to compute a minimal realization for $\mathbf{G}$.

Remark 7.3.2 The singular value decomposition provides an efficient method to compute a factorization $H_{j+1, k}=Y X$ where $Y$ is one to one and $X$ is onto. To see this, let $U \Lambda V^{*}$ be a singular value decomposition of $H_{j+1, k}$ where $U$ and $V$ are isometries and $\Lambda$ is a strictly positive diagonal matrix; see Section 16.6 in the Appendix. Then setting $Y=U$ and $X=\Lambda V^{*}$ yields the desired factorization of $H_{j+1, k}$. Finally, it is noted that in applications of Theorem 7.3.1 to experimentally obtained data, one does not have to choose the shortest sequence $\left\{G_{i}\right\}_{1}^{m}$ for which $\operatorname{rank} H_{j, k}=n$ and $j+k=m$. In practice one may want to choose the integers $j$ and $k$ so that $j+k \geq m$ and $\left\{G_{i}\right\}_{1}^{j+k}$ includes all the data available from the experiments. This takes advantage of the singular value decomposition of $H_{j+1, k}$ and helps reduce the effects of any noise associated with the experimental data; see Damen-Van den Hof-Hajdasinski [32].

As before, let $H$ be the Hankel matrix determined by a proper rational function $\mathbf{G}$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. The application of Theorem 7.3 .1 appears to works well when the rank of $H$ is small and $j+k$ is not too "large", or when $H$ is a bounded operator from $l_{+}^{2}(\mathcal{U})$
into $l_{+}^{2}(\mathcal{Y})$. If $H$ is not a bounded operator, then the norm of $H_{j+1, k}$ approaches infinity as $j$ and $k$ become large. In this case, $H_{j+1, k}$ can become ill conditioned for large $j$ and $k$, which leads to numerical problems when implementing Theorem 7.3.1. However, if $H$ is a bounded operator, then the norm of $H_{j+1, k}$ is bounded for all $j$ and $k$, and one can use Theorem 7.3.1 to compute a minimal realization for $\mathbf{G}$ even when the rank of $H$ is "large". Proposition 7.2.2 shows that $H$ is a bounded operator if and only if all the poles of $G$ are inside the open unit disc $\{s:|s|<1\}$. In other words, if $\{A, B, C, D\}$ is a minimal realization of $\mathbf{G}$, then $H$ is a bounded operator if and only if all the eigenvalues of $A$ are in the open unit disc; see Theorem 6.3.1. If all the eigenvalues of $A$ are in the open unit disc, then $A$ is discrete time stable. So, Theorem 7.3 .1 is useful for computing minimal realizations for discrete time stable systems. Finally, it is noted that when all the poles of $G$ are inside the open unit disc, then one can use the fast Fourier transform to calculate the coefficients $\left\{G_{i}\right\}$ in the power series expansion of $\mathbf{G}$.

### 7.4 Partial realizations and the Kalman-Ho Algorithm

In this section we present the Kalman-Ho Algorithm to construct a realization from a finite set of data. As before, let $\mathbf{G}=\sum_{0}^{\infty} s^{-i} G_{i}$ be the power series expansion for a proper rational function $\mathbf{G}$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. A state space system $\{A, B, C, D\}$ is called a partial realization of order $m$ for a transfer function $\mathbf{G}$ or a sequence $\left\{G_{i}\right\}_{0}^{\infty}$ if

$$
\begin{equation*}
G_{0}=D \quad \text { and } \quad G_{i}=C A^{i-1} B \quad(\text { for } 1 \leq i \leq m) \tag{7.37}
\end{equation*}
$$

When (7.37) holds, we also say that $\{A, B, C, D\}$ is a partial realization of $\left\{G_{i}\right\}_{0}^{m}$. The system $\{A, B, C, D\}$ is a minimal partial realization of $\left\{G_{i}\right\}_{0}^{m}$ if it is a partial realization of $\left\{G_{i}\right\}_{0}^{m}$ of the lowest state dimension. Obviously, a minimal partial realization is controllable and observable. However, not all minimal partial realizations of the same sequence $\left\{G_{i}\right\}_{0}^{m}$ are similar. For example, $\{0,1,1,0\}$ and $\{1,1,1,0\}$ are both minimal partial realizations of the sequence $\{0,1\}$ and they are not similar. For another example, the minimal partial realizations

$$
\left\{\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{ll}
1 & 0
\end{array}\right], 0\right\} \text { and }\left\{\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right],\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{ll}
1 & 0
\end{array}\right], 0\right\}
$$

of the sequence $\{0,0,1\}$ are not similar.
Remark 7.4.1 Let $\Sigma_{j}=\left\{A_{j}\right.$ on $\left.\mathcal{X}_{j}, B_{j}, C_{j}, D_{j}\right\}$, for $j=1,2$, be two partial realizations of the sequence $\left\{G_{i}: 0 \leq i \leq 2 r\right\}$. Moreover, assume that $r \geq \operatorname{dim} \mathcal{X}_{j}$ for $j=1,2$. Then $\Sigma_{1}$ and $\Sigma_{2}$ have the same transfer function $\mathbf{G}$, that is, $\mathbf{G}(s)=C_{j}\left(s I-A_{j}\right)^{-1} B_{j}+D_{j}$ for $j=1,2$.

To see this, let $\left\{A\right.$ on $\left.\mathcal{X}_{1} \oplus \mathcal{X}_{2}, B, C, 0\right\}$ be the state space system defined by

$$
A=\left[\begin{array}{cc}
A_{1} & 0  \tag{7.38}\\
0 & A_{2}
\end{array}\right] \text { and } B=\left[\begin{array}{c}
B_{1} \\
B_{2}
\end{array}\right] \text { and } C=\left[\begin{array}{ll}
C_{1} & -C_{2}
\end{array}\right] .
$$

Because both $\Sigma_{1}$ and $\Sigma_{2}$ are partial realizations of $\left\{G_{i}: 0 \leq i \leq 2 r\right\}$, it follows that $C A^{i} B=0$ for $0 \leq i \leq 2 r-1$. However, the degree of the characteristic polynomial for $A$
must be less than or equal to $2 r$. By the Cayley-Hamilton Theorem, this readily implies that $C A^{i} B=0$ for all integers $i \geq 0$. Hence, $C_{1} A_{1}^{i} B_{1}=C_{2} A_{2}^{i} B_{2}$ for all integers $i \geq 0$. Obviously, $D_{1}=G_{0}=D_{2}$. Therefore, $\Sigma_{1}$ and $\Sigma_{2}$ have the same transfer function.

As before, let $\left\{G_{i}\right\}_{0}^{m}$ be a sequence of operators in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Then we say that $\left\{F_{i}\right\}_{0}^{\infty}$ is an extension of $\left\{G_{i}\right\}_{0}^{m}$ if $\left\{F_{i}\right\}_{0}^{\infty}$ is a sequence of operators in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ satisfying $F_{i}=G_{i}$ for $i=0,1, \cdots, m$. Suppose that $\left\{G_{i}\right\}_{0}^{m}$ has an extension $\left\{G_{i}\right\}_{0}^{\infty}$ whose McMillan degree equals the rank of $H_{j, k}$ where $m=j+k$. (The Hankel matrix $H_{j, k}$ is defined in (7.28).) In other words, assume that the rank of the Hankel matrix $H$ associated with $\left\{G_{i}\right\}_{0}^{\infty}$ equals the rank of $H_{j, k}$. Then this is the only extension of $\left\{G_{i}\right\}_{0}^{j+k}$ whose McMillan degree equals the rank of $H_{j, k}$. Using only the finite sequence $\left\{G_{i}\right\}_{0}^{j+k}$, Theorem 7.3 .1 provides an explicit realization for any infinite sequence extending $\left\{G_{i}\right\}_{0}^{j+k}$ with McMillan degree equal to the rank of $H_{j, k}$. Hence, this infinite sequence extending $\left\{G_{i}\right\}_{0}^{j+k}$ is unique. Moreover, if $\left\{A, B, C, G_{0}\right\}$ is a minimal realization of this unique extension $\left\{G_{i}\right\}_{0}^{\infty}$, then $\left\{A, B, C, G_{0}\right\}$ is a minimal partial realization of $\left\{G_{i}\right\}_{0}^{j+k}$. To prove that this partial realization is minimal, let $\tilde{H}$ be the block Hankel matrix generated by any partial realization of $\left\{G_{i}\right\}_{0}^{j+k}$. Then $\tilde{H}$ contains $H_{j, k}$ in its upper left hand corner. Hence, the rank of $\tilde{H}$ is greater than or equal to that of $H_{j, k}$ which is precisely the state space dimension of $\left\{A, B, C, G_{0}\right\}$. Since the rank of the Hankel operator $\tilde{H}$ equals the state dimension of its minimal realization, the partial realization $\left\{A, B, C, G_{0}\right\}$ is minimal. Furthermore, since all minimal realizations of the same transfer function are similar and $\left\{G_{i}\right\}_{0}^{j+k}$ has a unique extension, it follows that all minimal partial realizations of $\left\{G_{i}\right\}_{0}^{j+k}$ are similar. Finally, because $H$ and $H_{j, k}$ have the same rank, the block Hankel matrices $H_{j, k}, H_{j+1, k}$ and $H_{j, k+1}$ all have the same rank. The following lemma uses this rank condition to establish the existence of a unique extension for a partial sequence.

Lemma 7.4.1 Let $\left\{G_{i}: 0 \leq i \leq j+k\right\}$ be a sequence of operators mapping $\mathcal{U}$ into $\mathcal{Y}$. Assume that the block Hankel matrices $H_{j, k}, H_{j+1, k}$ and $H_{j, k+1}$ formed by this sequence have the same rank. Then there exists a unique extension $\left\{G_{i}\right\}_{0}^{\infty}$ of the sequence $\left\{G_{i}\right\}_{0}^{j+k}$ whose McMillan degree equals the rank of $H_{j, k}$. In particular, if $\left\{A, B, C, G_{0}\right\}$ is a minimal realization of this unique extension $\left\{G_{i}\right\}_{0}^{\infty}$, then $\left\{A, B, C, G_{0}\right\}$ is a minimal partial realization of $\left\{G_{i}\right\}_{0}^{j+k}$. Finally, all minimal partial realizations of $\left\{G_{i}\right\}_{0}^{j+k}$ are similar.

Proof. To complete the proof it remains to show that there exists an extension $\left\{G_{i}\right\}_{0}^{\infty}$ of the sequence $\left\{G_{i}\right\}_{0}^{j+k}$ whose McMillan degree equals the rank of $H_{j, k}$. Since $H_{j, k}$ and $H_{j, k+1}$ have the same rank, it follows that there exists operators $\left\{\beta_{i}\right\}_{1}^{k}$ on $\mathcal{U}$ such that

$$
\left[\begin{array}{c}
G_{k+1} \\
G_{k+1} \\
\vdots \\
G_{k+j}
\end{array}\right]=\left[\begin{array}{cccc}
G_{1} & G_{2} & \cdots & G_{k} \\
G_{2} & G_{3} & \cdots & G_{k+1} \\
\vdots & \vdots & & \vdots \\
G_{j} & G_{j+1} & \cdots & G_{j+k-1}
\end{array}\right]\left[\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\vdots \\
\beta_{k}
\end{array}\right]
$$

Now let $G_{j+k+1}$ be the operator in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ defined by

$$
G_{j+k+1}=G_{j+1} \beta_{1}+G_{j+2} \beta_{2}+\cdots+G_{j+k} \beta_{k}
$$

Then the range of the last column of $H_{j+1, k+1}$ is contained in the range of the preceding columns of $H_{j+1, k+1}$ which is precisely the range of $H_{j+1, k}$. Hence, $H_{j+1, k+1}$ and $H_{j+1, k}$ have
the same rank, which equals the rank of $H_{j, k+1}$. Since $H_{j, k+1}$ corresponds to the first $j$ rows of $H_{j+1, k+1}$ and these two matrices have the same rank, it follows that there exist operators $\left\{\alpha_{i}\right\}_{1}^{j}$ on $\mathcal{Y}$ satisfying

$$
\left[\begin{array}{llll}
G_{j+1} & G_{j+2} & \cdots & G_{j+k+1}
\end{array}\right]=\left[\begin{array}{llll}
\alpha_{1} & \alpha_{2} & \cdots & \alpha_{j}
\end{array}\right]\left[\begin{array}{cccc}
G_{1} & G_{2} & \cdots & G_{k+1}  \tag{7.39}\\
G_{2} & G_{3} & \cdots & G_{k+2} \\
\vdots & \vdots & & \vdots \\
G_{j} & G_{j+1} & \cdots & G_{j+k}
\end{array}\right] .
$$

This yields

$$
\begin{align*}
G_{j+1} & =\alpha_{1} G_{1}+\alpha_{2} G_{2}+\cdots+\alpha_{j} G_{j} \\
G_{j+2} & =\alpha_{1} G_{2}+\alpha_{2} G_{3}+\cdots+\alpha_{j} G_{j+1}  \tag{7.40}\\
& \vdots \\
G_{j+k+1} & =\alpha_{1} G_{k+1}+\alpha_{2} G_{k+2}+\cdots+\alpha_{j} G_{k+j} .
\end{align*}
$$

Now we simply recursively define the operators $\left\{G_{i}: i>j+k+1\right\}$ by

$$
\begin{equation*}
G_{i}=\alpha_{1} G_{i-j}+\alpha_{2} G_{i-j+1}+\cdots+\alpha_{j} G_{i-1} \quad(\text { for } i>j+k+1) \tag{7.41}
\end{equation*}
$$

Let $H$ be the Hankel operator formed by the infinite sequence $\left\{G_{i}\right\}_{i=0}^{\infty}$. Then it follows from (7.40) and (7.41) that $H_{j, k+1}$ and $H_{\infty, k+1}$ have the same rank which equals the rank of $H_{j, k}$. Since $H_{j, k}$ is contained in upper left corner of both $H_{\infty, k}$ and $H_{\infty, k+1}$, it follows that $H_{\infty, k}$ and $H_{\infty, k+1}$ have the same rank. This implies that the range of the $k+1$-th column of $H$ is contained in the range of the $H_{\infty, k}$. Notice that the $i$-th column of $H$ is simply $S^{i-1} L$ where $S$ is the backward shift on $l_{+}(\mathcal{Y})$ and $L$ is $H_{\infty, 1}$, that is, the first block column of $H$. Hence,

$$
S^{k} L \mathcal{U} \subset \operatorname{ran} H_{\infty, k}=\operatorname{span}\left\{S^{i} L \mathcal{U}: i=0,1, \cdots, k-1\right\}
$$

According to Lemma 7.6.1, it now follows that $S^{i} L \mathcal{U} \subset \operatorname{ran} H_{\infty, k}$ for all integers $i \geq 0$. Therefore, $H$ and $H_{\infty, k}$ have the same rank which equals the rank of $H_{j, k}$.

Remark 7.4.2 Notice that for scalar sequences, $H_{j+1, j}$ is the transpose of $H_{j, j+1}$, and hence, these two matrices have the same rank. So, when implementing Lemma 7.4.1 in the scalar case with $j=k$, one only has to check that the rank of $H_{j, j}$ equals the rank of $H_{j+1, j}$ or $H_{j, j+1}$. The following example shows that this may not be true for non-scalar sequences. Consider the transfer function

$$
\mathbf{G}(s)=\frac{1}{s}\left[\begin{array}{l}
1 \\
0
\end{array}\right]+\frac{1}{s^{2}}\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

Then the matrices $H_{1,1}=G_{1}=\left[\begin{array}{ll}1 & 0\end{array}\right]^{t r}$ and

$$
H_{2,1}=\left[\begin{array}{l}
G_{1} \\
G_{2}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0 \\
1
\end{array}\right]
$$

both have rank one. However,

$$
H_{1,2}=\left[\begin{array}{ll}
G_{1} & G_{2}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

has rank two. If $j \neq k$, then even for scalar sequences one has to check the rank of all three matrices $H_{j, k}, H_{j+1, k}$ and $H_{j, k+1}$. For example, consider the transfer function $\mathbf{G}(s)=1 / s^{2}$. Then $G_{1}=0, G_{2}=1$ and $G_{3}=0$. Considering $j=2$ and $k=1$,

$$
H_{2,1}=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \text { and } H_{3,1}=\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right] \text { while } H_{2,2}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

Although $H_{2,1}$ and $H_{3,1}$ both have rank one, the rank of $H_{2,2}$ equals two.
Let us now present a state space proof of Lemma 7.4.1. Since $H_{j, k}$ corresponds to the first $j$ rows of $H_{j+1, k}$ and these two matrices have the same rank, it follows that there exist operators $\left\{\alpha_{i}\right\}_{1}^{j}$ on $\mathcal{Y}$ such that

$$
\left[\begin{array}{llll}
G_{j+1} & G_{j+2} & \cdots & G_{j+k}
\end{array}\right]=\left[\begin{array}{llll}
\alpha_{1} & \alpha_{2} & \cdots & \alpha_{j}
\end{array}\right]\left[\begin{array}{cccc}
G_{1} & G_{2} & \cdots & G_{k}  \tag{7.42}\\
G_{2} & G_{3} & \cdots & G_{k+1} \\
\vdots & \vdots & & \vdots \\
G_{j} & G_{j+1} & \cdots & G_{j+k-1}
\end{array}\right]
$$

(Let us note that, in contrast to the previous proof, we do not have to first generate $G_{j+k+1}$.) Let $A, B$ and $C$ be the block matrices defined by

$$
\begin{align*}
A & =\left[\begin{array}{ccccc}
0 & I & 0 & \cdots & 0 \\
0 & 0 & I & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \cdots & I \\
\alpha_{1} & \alpha_{2} & \alpha_{3} & \cdots & \alpha_{j}
\end{array}\right] \text { and } B=\left[\begin{array}{c}
G_{1} \\
G_{2} \\
\vdots \\
G_{j}
\end{array}\right]  \tag{7.43}\\
C & =\left[\begin{array}{llllll}
I & 0 & 0 & \cdots & 0 & 0
\end{array}\right]
\end{align*}
$$

Notice that $A$ is a block companion matrix on $\oplus_{1}^{j} \mathcal{Y}$. Using the shift structure of $A$ along with (7.42), we obtain

$$
A\left[\begin{array}{cccc}
G_{1} & G_{2} & \cdots & G_{k}  \tag{7.44}\\
G_{2} & G_{3} & \cdots & G_{k+1} \\
\vdots & \vdots & & \vdots \\
G_{j} & G_{j+1} & \cdots & G_{j+k-1}
\end{array}\right]=\left[\begin{array}{cccc}
G_{2} & G_{3} & \cdots & G_{k+1} \\
G_{3} & G_{4} & \cdots & G_{k+2} \\
\vdots & \vdots & & \vdots \\
G_{j+1} & G_{j+2} & \cdots & G_{j+k}
\end{array}\right] .
$$

Notice that $B$ is the first column of the Hankel matrix on the left of the equal sign, and thus, $A B$ is the first column of the matrix on the right of the equal sign. The operator $A B$ also appears as the second column of the Hankel matrix on the left of the equal sign, and hence,
$A^{2} B$ is the second column of the matrix on the right of the equal sign. Continuing in this fashion shows that

$$
\left[\begin{array}{llll}
B & A B & \cdots & A^{k} B
\end{array}\right]=\left[\begin{array}{cccc}
G_{1} & G_{2} & \ldots & G_{k+1}  \tag{7.45}\\
G_{2} & G_{3} & \ldots & G_{k+2} \\
\vdots & \vdots & & \vdots \\
G_{j} & G_{j+1} & \ldots & G_{j+k}
\end{array}\right]=H_{j, k+1}
$$

It immediately follows from (7.45) that $C A^{i-1} B=G_{i}$ for $i=1,2, \cdots, k+1$. Consider $k+1<i \leq j+k$ and notice that $A^{k} B$ is the last column of $H_{j, k+1}$. Using the structure of $C$ and the shift structure of $A$, we have that $C A^{i-1} B=C A^{i-k-1} A^{k} B=G_{i}$. It now follows that $\left\{A, B, C, G_{0}\right\}$ is a partial realization of $\left\{G_{i}: 0 \leq i \leq j+k\right\}$. So, if $G_{i}=C A^{i-1} B$ for all integers $i \geq 0$, then $\left\{A, B, C, G_{0}\right\}$ is a realization of the sequence $\left\{G_{i}\right\}_{0}^{\infty}$ which extends $\left\{G_{i}\right\}_{0}^{i+k}$.

We now claim that rank $H_{j, k}=\operatorname{rank} H$ where $H$ is the infinite Hankel matrix generated by $\left\{G_{i}\right\}_{0}^{\infty}$. According to equation (7.45),

$$
\left[\begin{array}{llll}
B, & A B & \cdots & A^{k-1} B \tag{7.46}
\end{array}\right]=H_{j, k}
$$

Since $H_{j, k}$ and $H_{j, k+1}$ have the same rank they also have the same range. So, if $\mathcal{X}_{c}$ is the range of $H_{j, k}$, then equation (7.45) also shows that $A^{k} B \mathcal{U} \subset \mathcal{X}_{c}$. By consulting Lemma 7.6.1, we obtain

$$
\mathcal{X}_{c}=\operatorname{span}\left\{A^{i} B \mathcal{U}: i=0,1,2, \cdots\right\} .
$$

In other words, $\mathcal{X}_{c}$ is the controllable subspace for the pair $\{A, B\}$. Let $\left\{A_{c}\right.$ on $\left.\mathcal{X}_{c}, B_{c}, C_{c}, G_{0}\right\}$ be the system defined by

$$
\begin{equation*}
A_{c}=A \mid \mathcal{X}_{c}, \quad B_{c}=B \quad \text { and } \quad C_{c}=C \mid \mathcal{X}_{c} \tag{7.47}
\end{equation*}
$$

Here $A_{c}$ is on $\mathcal{X}_{c}$ and $B_{c}$ map $\mathcal{U}$ into $\mathcal{X}_{c}$ while $C_{c}$ maps $\mathcal{X}_{c}$ into $\mathcal{Y}$. Proposition 6.2 .1 shows that $\left\{A_{c}, B_{c}, C_{c}, G_{0}\right\}$ is a controllable realization of $\left\{G_{i}\right\}_{0}^{\infty}$. Because the McMillan degree of $\left\{G_{i}\right\}_{0}^{\infty}$ equals the rank of $H$, we obtain $\operatorname{rank} H_{j, k} \leq \operatorname{rank} H \leq \operatorname{dim} \mathcal{X}_{c}=\operatorname{rank} H_{j, k}$. So, we have equality. In particular, the block matrices $H_{j, k}$ and $H$ have the same rank. Since $\operatorname{dim} \mathcal{X}_{c}=\operatorname{rank} H$, the system $\left\{A_{c}, B_{c}, C_{c}, G_{0}\right\}$ is a minimal realization. For another proof of this fact, simply notice that pair $\{C, A\}$ is observable. By consulting Proposition 6.2.1, it also follows that $\left\{A_{c}, B_{c}, C_{c}, G_{0}\right\}$ is a minimal realization for $\left\{G_{i}\right\}_{0}^{\infty}$. Moreover, the McMillan degree of $\left\{G_{i}\right\}_{0}^{\infty}$ equals the rank of $H_{j, k}$. Therefore, $\left\{A_{c}, B_{c}, C_{c}, G_{0}\right\}$ is a minimal partial realization of $\left\{G_{i}\right\}_{0}^{j+k}$.

The above analysis shows that the system $\left\{A_{c}, B_{c}, C_{c}, G_{0}\right\}$ in (7.47) is a minimal partial realization of $\left\{G_{i}\right\}_{0}^{j+k}$. Clearly this system is controllable and observable. Moreover, one can easily compute $\left\{A_{c}, B_{c}, C_{c}, G_{0}\right\}$ by extracting the controllable part from the companion partial realization $\left\{A, B, C, G_{0}\right\}$ of $\left\{G_{i}\right\}_{0}^{j+k}$ in (7.43). Furthermore, this realization procedure provides another method of obtaining a minimal realization of an infinite sequence $\left\{G_{i}\right\}_{0}^{\infty}$ whose associated Hankel matrix $H$ has finite rank. To see this, simple choose any finite subsequence $\left\{G_{i}\right\}_{0}^{j+k}$ such that $H_{j, k}$ and $H$ have the same rank. Then the realization $\left\{A_{c}, B_{c}, C_{c}, G_{0}\right\}$ constructed in (7.47) is a minimal realization of $\left\{G_{i}\right\}_{0}^{\infty}$.

Now assume that $j=k$ and the sequence $\left\{G_{i}\right\}$ is scalar valued. Then equations (7.43) and (7.44) along with the above analysis yield the following result.

Proposition 7.4.2 Let $\left\{G_{i}: 0 \leq i \leq 2 n\right\}$ be a sequence of scalars satisfying rank $H_{n}=$ $\operatorname{rank} H_{n+1}=n$. Let $M$ be the matrix on $\mathbb{C}^{n}$ defined by

$$
M=\left[\begin{array}{cccc}
G_{2} & G_{3} & \cdots & G_{n+1}  \tag{7.48}\\
G_{3} & G_{4} & \cdots & G_{n+2} \\
\vdots & \vdots & & \vdots \\
G_{n+1} & G_{n+2} & \cdots & G_{2 n}
\end{array}\right]
$$

Then a minimal partial realization $\left\{A, B, C, G_{0}\right\}$ of $\left\{G_{i}: 0 \leq i \leq 2 n\right\}$ is given by

$$
A=M H_{n}^{-1} \text { and } B=\left[\begin{array}{llll}
G_{1} & G_{2} & \cdots & G_{n}
\end{array}\right]^{t r} \text { and } C=\left[\begin{array}{llll}
1 & 0 & \cdots & 0 \tag{7.49}
\end{array}\right] .
$$

In this case, $A$ is a companion matrix of the form

$$
A=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0  \tag{7.50}\\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
\alpha_{1} & \alpha_{2} & \alpha_{3} & \cdots & \alpha_{n}
\end{array}\right]
$$

Let $\mathbf{G}=\sum_{0}^{\infty} s^{-i} G_{i}$ be the power series expansion for a scalar valued proper rational function whose McMillan degree equals $n$. Then the system $\left\{A, B, C, G_{0}\right\}$ in (7.49) is a minimal realization of $\mathbf{G}$. In particular, one can obtain a minimal realization of $\mathbf{G}$ from the first $2 n+1$ terms $\left\{G_{i}\right\}_{0}^{2 n}$ in its power series expansion. Let us present an elementary proof of this fact. Consider any minimal realization $\left\{A_{1}\right.$ on $\left.\mathcal{X}_{1}, B_{1}, C_{1}, D\right\}$ of G . Let $W_{o n}$ and $W_{c n}$ be the observability and controllability matrices associated with this system, that is, $W_{o n}$ and $W_{c n}$ are the matrices defined by

$$
W_{o n}=\left[\begin{array}{c}
C_{1} \\
C_{1} A_{1} \\
\vdots \\
C_{1} A_{1}^{n-1}
\end{array}\right] \quad \text { and } \quad W_{c n}=\left[\begin{array}{llll}
B_{1} & A_{1} B_{1} & \cdots & A_{1}^{n-1} B_{1}
\end{array}\right]
$$

Because the pair $\left\{C_{1}, A_{1}\right\}$ is observable, $W_{o n}$ is an invertible operator from $\mathcal{X}_{1}$ onto $\mathbb{C}^{n}$. Let $\left\{A\right.$ on $\left.\mathbb{C}^{n}, B, C, D\right\}$ be the minimal realization of $\mathbf{G}$ which is similar to $\left\{A_{1}, B_{1}, C_{1}, D\right\}$ through $W_{o n}$, that is,

$$
\begin{equation*}
A W_{o n}=W_{o n} A_{1} \quad \text { and } \quad B=W_{o n} B_{1} \quad \text { and } \quad C W_{o n}=C_{1} \tag{7.51}
\end{equation*}
$$

Using $C_{1} A_{1}^{i-1} B_{1}=G_{i}$, it follows that $H_{n}=W_{o n} W_{c n}$ and $M=W_{o n} A_{1} W_{c n}$. Since $A W_{o n}=$ $W_{o n} A_{1}$, we have

$$
A H_{n}=A W_{o n} W_{c n}=W_{o n} A_{1} W_{c n}=M
$$

Thus, $A H_{n}=M$. Because the pair $\left\{A_{1}, B_{1}\right\}$ is controllable, $W_{c n}$ is invertible. So, $H_{n}=$ $W_{o n} W_{c n}$ is invertible, and we obtain $A=M H_{n}^{-1}$. Using $C_{1} A_{1}^{i-1} B_{1}=G_{i}$ once again, we have

$$
B=W_{o n} B_{1}=\left[\begin{array}{llll}
G_{1} & G_{2} & \cdots & G_{n}
\end{array}\right]^{t r}
$$

Finally, since $C W_{o n}=C_{1}$ we see that $C=\left[\begin{array}{llll}1 & 0 & \cdots & 0\end{array}\right]$.
To complete the proof it remains to show that $A$ is a companion matrix, that is, a matrix of the form (7.50). To this end, let $E_{n-1}$ be the operator from $\mathbb{C}^{n}$ onto $\mathbb{C}^{n-1}$ which picks out the first $n-1$ components of each element of $\mathbb{C}^{n}$, that is, $E_{n-1}\left\{\begin{array}{llll}x_{1} & \cdots & x_{n-1} & x_{n}\end{array}\right]^{t r}=$ $\left[\begin{array}{lll}x_{1} & \cdots & x_{n-1}\end{array}\right]^{t r}$. Then using $A=M H_{n}^{-1}$, we obtain $E_{n-1} A H_{n}=E_{n-1} M=E_{n-1} Z H_{n}$ where $Z$ is a companion matrix on $\mathbb{C}^{n}$. Since $H_{n}$ is invertible, $E_{n-1} A=E_{n-1} Z$. So, the first $n-1$ rows of $A$ and $Z$ are identical. Therefore, $A$ is a companion matrix.

### 7.4.1 The Kalman-Ho Algorithm

Consider any positive integers $j, k$ and any finite sequence of operators $\left\{G_{i}\right\}_{0}^{j+k}$ mapping $\mathcal{U}$ into $\mathcal{Y}$. Assume that the block Hankel matrices $H_{j, k}, H_{j+1, k}$ and $H_{j, k+1}$ formed by this sequence have the same rank. Then we can compute a minimal partial realization $\{A, B, C, D\}$ of $\left\{G_{i}\right\}_{0}^{j+k}$ by the following procedure.

Kalman-Ho Algorithm. Letting $n$ be the rank of $H_{j, k}$, compute a factorization for $H_{j+1, k}$ of the form $H_{j+1, k}=Y X$ where $Y$ maps $\mathbb{C}^{n}$ one to one into $\oplus_{1}^{j+1} \mathcal{Y}$ and $X$ maps $\oplus_{1}^{k} \mathcal{U}$ onto $\mathbb{C}^{n}$. Decompose $Y$ and $X$ as follows

$$
Y=\left[\begin{array}{c}
Y_{1}  \tag{7.52}\\
Y_{2} \\
\vdots \\
Y_{j+1}
\end{array}\right] \text { and } X=\left[\begin{array}{llll}
X_{1} & X_{2} & \cdots & X_{k}
\end{array}\right]
$$

where each $Y_{i}$ maps $\mathbb{C}^{n}$ into $\mathcal{Y}$ and $X_{i}$ maps $\mathcal{U}$ into $\mathbb{C}^{n}$. Then a minimal partial realization $\left\{A, B, C, G_{0}\right\}$ of $\left\{G_{i}\right\}_{0}^{j+k}$ is given by

$$
\begin{equation*}
A=\left(\sum_{i=1}^{j} Y_{i}^{*} Y_{i}\right)^{-1}\left(\sum_{i=1}^{j} Y_{i}^{*} Y_{i+1}\right) \text { and } B=X_{1} \text { and } C=Y_{1} \tag{7.53}
\end{equation*}
$$

Proof. According to Lemma 7.4.1, there exists a unique extension $\left\{G_{i}\right\}_{0}^{\infty}$ of $\left\{G_{i}\right\}_{0}^{j+k}$ whose McMillan degree equals the rank of $H_{j, k}$. By Theorem 7.3.1, the system $\left\{A, B, C, G_{0}\right\}$ in (7.53) is a minimal realization of the infinite sequence. Therefore, this system is a minimal partial realization of $\left\{G_{i}\right\}_{0}^{j+k}$.

### 7.5 Matrix representation of operators

In the next section we use matrix representations to extract a minimal realization in matrix form directly from the restricted backward shift realization. To this end, let us review how to obtain matrix representations for finite dimensional linear operators. Let $A$ be a linear operator on a finite dimensional vector space $\mathcal{X}$. We say that $M$ is a matrix representation of $A$ if there exists an invertible operator $P$ mapping $\mathbb{C}^{n}$ onto $\mathcal{X}$ satisfying

$$
A P=P M
$$

In other words, a matrix representation of $A$ is an operator on $\mathbb{C}^{n}$ which is similar to $A$. Hence, all matrix representations of $A$ are similar.

We now show that every finite dimensional operator admits a matrix representation. To this end, let $\left\{\phi_{1}, \phi_{2}, \cdots, \phi_{n}\right\}$ be any basis for $\mathcal{X}$ and $P$ be the operator mapping $\mathbb{C}^{n}$ onto $\mathcal{X}$ defined by

$$
P=\left[\begin{array}{llll}
\phi_{1} & \phi_{2} & \cdots & \phi_{n} \tag{7.54}
\end{array}\right]
$$

Clearly, $P$ is one to one and onto. It should be clear that

$$
\begin{equation*}
M=P^{-1} A P \tag{7.55}
\end{equation*}
$$

is a matrix representation for $A$. In this case we say that $M$ is a matrix representation for $A$ with respect to the basis $\left\{\phi_{i}\right\}_{1}^{n}$. Let $\left\{e_{i}\right\}_{1}^{n}$ be the standard orthonormal basis for $\mathbb{C}^{n}$, that is, $e_{i}$ is the vector whose $i$-th component is one and all other components are zero. Then we can identify $M$ with the matrix

$$
\left[\begin{array}{cccc}
m_{11} & m_{12} & \cdots & m_{1 n} \\
m_{21} & m_{22} & \cdots & m_{2 n} \\
\vdots & \vdots & & \vdots \\
m_{n 1} & m_{n 2} & \cdots & m_{n n}
\end{array}\right]
$$

where the entries $m_{i j}$ are uniquely given by

$$
\begin{equation*}
M e_{j}=\sum_{i=1}^{n} m_{i j} e_{i} \quad(\text { for } j=1,2, \cdots, n) \tag{7.56}
\end{equation*}
$$

Using $A P=P M$, we obtain

$$
A \phi_{j}=A P e_{j}=P M e_{j}=P \sum_{i=1}^{n} m_{i j} e_{i}=\sum_{i=1}^{n} m_{i j} P e_{i}=\sum_{i=1}^{n} m_{i j} \phi_{i}
$$

It now follows that the entries $m_{i j}$ for the matrix $M$ are given by

$$
\begin{equation*}
A \phi_{j}=\sum_{i=1}^{n} m_{i j} \phi_{i} \quad(\text { for } \quad j=1,2, \cdots, n) \tag{7.57}
\end{equation*}
$$

Since $\left\{\phi_{i}\right\}_{1}^{n}$ is a basis, the entries $m_{i j}$ of are uniquely determined by (7.57). In this case, we say that we have identified the basis $\left\{\phi_{i}\right\}_{1}^{n}$ for $\mathcal{X}$ with the standard basis $\left\{e_{i}\right\}_{1}^{n}$ for $\mathbb{C}^{n}$. Comparing (7.56) and (7.57), we see that the action of $M$ on the standard basis is exactly the same as the action of $A$ on the basis $\left\{\phi_{i}\right\}_{1}^{n}$. Finally, it is noted that the matrix representation of a linear operator is not unique. It depends upon the chosen basis. Since there is an infinite number of bases, there is an infinite number of matrix representations for $A$.

Example 7.5.1 Let $A$ be a linear operator on a vector space $\mathcal{X}$ of finite dimension $n$. Suppose that $A$ has $n$ distinct eigenvalues, $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n}\right\}$ with corresponding eigenvectors,
$\left\{\phi_{1}, \phi_{2}, \cdots, \phi_{n}\right\}$. It is well known that the eigenvectors corresponding to distinct eigenvalues are linearly independent; see for example Halmos [58] and Horn-Johnson [65]. Hence, $\left\{\phi_{1}, \phi_{2}, \cdots, \phi_{n}\right\}$ is a basis for $\mathcal{X}$. Since

$$
A \phi_{j}=\lambda_{j} \phi_{j} \quad(\text { for } j=1,2, \cdots, n)
$$

it follows from (7.57) that the matrix representation $M$ of $A$ with respect to the above basis of eigenvectors is given by the following diagonal matrix:

$$
M=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0 \\
0 & \lambda_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_{n}
\end{array}\right]
$$

Example 7.5.2 Let $\mathcal{X}$ be the vector space consisting of the set of all polynomials $p(x)$ of degree less than or equal to 4 . Let $A$ be the differentiation operator on $\mathcal{X}$, that is, $A p=\frac{d}{d x} p$. Clearly, $A$ is a linear operator. Let us obtain a matrix representation of $A$ with respect to the basis $\left\{\phi_{1}, \phi_{2}, \cdots, \phi_{5}\right\}$ given by $\phi_{1}(x)=1, \phi_{2}(x)=x, \phi_{3}(x)=x^{2}, \phi_{4}(x)=x^{3}$ and $\phi_{5}(x)=x^{4}$. Since

$$
\begin{aligned}
A \phi_{1} & =0 \\
A \phi_{2} & =1=1 \phi_{1} \\
A \phi_{3} & =2 x=2 \phi_{2} \\
A \phi_{4} & =3 x^{2}=3 \phi_{3} \\
A \phi_{5} & =4 x^{3}=4 \phi_{4}
\end{aligned}
$$

it follows from (7.57) that the matrix representation $M$ of the differential operator $A$ with respect to the above basis is given by

$$
M=\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 4 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

The operator $P$ mapping $\mathbb{C}^{5}$ into $\mathcal{X}$ is given by $P=\left[\begin{array}{lllll}1 & x & x^{2} & x^{3} & x^{4}\end{array}\right]$, and thus,

$$
\begin{aligned}
A P=\frac{d}{d x} P & =\left[\begin{array}{lllll}
0 & 1 & 2 x & 3 x^{2} & 4 x^{3}
\end{array}\right] \\
& =\left[\begin{array}{lllll}
1 & x & x^{2} & x^{3} & x^{4}
\end{array}\right] M=P M
\end{aligned}
$$

Therefore, as expected, $A P=P M$.
Example 7.5.3 Let $A$ be an operator on a $n$ dimensional linear space $\mathcal{X}$ and $b$ an operator mapping $\mathbb{C}$ into $\mathcal{X}$. Suppose further that the pair $\{A, b\}$ is controllable and define the vectors $\left\{\phi_{i}\right\}_{1}^{n}$ by $\phi_{1}=b, \phi_{2}=A b, \phi_{3}=A^{2} b, \cdots, \phi_{n}=A^{n-1} b$. Since $\{A, b\}$ is controllable, it follows
that $\left\{\phi_{i}\right\}_{1}^{n}$ is a basis for $\mathcal{X}$. Let us find a matrix representation $M$ for the operator $A$ with respect to this basis. To this end, notice that

$$
\begin{aligned}
A \phi_{1} & =A b=\phi_{2} \\
A \phi_{2} & =A^{2} b=\phi_{3} \\
& \vdots \\
A \phi_{n-1} & =A^{n-1} b=\phi_{n} \\
A \phi_{n} & =A^{n} b .
\end{aligned}
$$

Hence, for $j=1,2, \cdots, n-1$, we obtain $A \phi_{j}=\phi_{j+1}$. This yields the identification $M e_{j}=$ $e_{j+1}$ for $j=1,2, \cdots, n-1$. Now, by the Cayley-Hamilton Theorem,

$$
A^{n}+a_{n-1} A^{n-1}+\cdots+a_{1} A+a_{0} I=0
$$

where $\lambda^{n}+a_{n-1} \lambda^{n-1}+\cdots+a_{1} \lambda+a_{0}=\operatorname{det}[\lambda I-A]$ is the characteristic polynomial for $A$. Therefore,

$$
A \phi_{n}=A^{n} b=-\sum_{i=0}^{n-1} a_{i} A^{i} b=\sum_{i=0}^{n-1}-a_{i} \phi_{i+1}
$$

This shows, by identification, that $M e_{n}=-\sum_{i=0}^{n-1} a_{i} e_{i+1}$. Therefore, the matrix representation $M$ for the operator $A$ with respect to the basis $\left\{\phi_{i}\right\}_{1}^{n}$ is given by

$$
M=\left[\begin{array}{llll}
M e_{1} & M e_{2} & \cdots & M e_{n}
\end{array}\right]=\left[\begin{array}{ccccc}
0 & 0 & 0 & \cdots & -a_{0} \\
1 & 0 & 0 & \cdots & -a_{1} \\
0 & 1 & 0 & \cdots & -a_{2} \\
\vdots & \vdots & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -a_{n-1}
\end{array}\right]
$$

Finally, if $P$ is the invertible operator mapping $\mathbb{C}^{n}$ into $\mathcal{X}$ defined by $P=\left[\begin{array}{llll}\phi_{1} & \phi_{2} & \cdots & \phi_{n}\end{array}\right]$, then $A P=P M$.

Exercise 14 Let $\mathcal{X}$ be the vector space consisting of the set of all polynomials $p(x)$ of degree less than or equal to four. Let $A=\frac{d}{d x}$ be the differentiation operator on $\mathcal{X}$. Consider the basis $\left\{\phi_{i}\right\}_{1}^{5}$ for $\mathcal{X}$ given by $\phi_{1}(x)=x^{4}, \phi_{2}(x)=x^{3}, \phi_{3}(x)=x^{2}, \phi_{4}(x)=x$ and $\phi_{5}(x)=1$. Find the matrix representation for $A$ with respect to this basis.
Exercise 15 Let $\mathcal{X}$ be the vector space consisting of the set of all polynomials $p(x)$ of degree less than or equal to $k$. Let $A=\frac{d}{d x}$ be the differentiation operator on $\mathcal{X}$. If $\phi$ is any polynomial in $\mathcal{X}$, then the Taylor series expansion shows that

$$
\phi(x+t)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} \frac{d^{n} \phi}{d x^{n}}(x)
$$

Recall that $e^{A t}=\sum_{0}^{\infty} A^{n} t^{n} / n$ !. Since $A \phi=\frac{d \phi}{d x}$, it follows that $\left(e^{A t} \phi\right)(x)=\phi(x+t)$. In particular, the solution to the differential equation $\dot{f}=A f$ subject to the initial condition $f(0)=\phi$ is given by $f(t)(x)=e^{A t} f(0)=\phi(x+t)$. In fact, $f=A f$ can be viewed as a partial differential equation $\frac{\partial f}{\partial t}=\frac{\partial f}{\partial x}$. Find the matrix representation $M$ for $A$ with respect to the basis $\left\{1, x, x^{2}, \cdots, x^{k}\right\}$.

### 7.6 Shift realizations for proper rational functions

In this section, we show how one can obtain a minimal state space realization for a proper rational transfer function $\mathbf{G}$, by simply finding a matrix representation for the restricted backward shift realization. As before, $\mathbf{G}$ takes values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ where $\mathcal{U}$ and $\mathcal{Y}$ are finite dimensional vector spaces. To begin, let $\mathcal{R}_{+}(\mathcal{Y})$ be the linear space consisting of the set of all strictly proper rational functions with values in $\mathcal{Y}$. If $f$ is in $\mathcal{R}_{+}(\mathcal{Y})$, then $f$ admits a power series expansion of the form

$$
\begin{equation*}
f(s)=\sum_{i=1}^{\infty} s^{-i} f_{i} \quad\left(f_{i} \in \mathcal{Y}\right) \tag{7.58}
\end{equation*}
$$

In this setting, the backward shift operator $S$ on $\mathcal{R}_{+}(\mathcal{Y})$ is defined by

$$
\begin{equation*}
(S f)(s)=s f(s)-(s f(s))_{\infty} \quad\left(\text { for } f \in \mathcal{R}_{+}(\mathcal{Y})\right) \tag{7.59}
\end{equation*}
$$

where $(s f(s))_{\infty}=\lim _{s \rightarrow \infty} s f(s)=f_{1}$. To compute $(s f(s))_{\infty}$, let $f=p / d$ where $p$ is a polynomial with values in $\mathcal{Y}$ and $d$ is a scalar valued polynomial satisfying $\operatorname{deg} p<\operatorname{deg} d=n$. Then $(s f(s))_{\infty}=f_{1}=p_{n-1} / d_{n}$ where $d_{n}$ is the coefficient of $s^{n}$ for $d$ and $p_{n-1}$ is the coefficient of $s^{n-1}$ for $p$. Notice that if $f(s)=\sum_{1}^{\infty} s^{-i} f_{i}$, then $S f=\sum_{1}^{\infty} s^{-i} f_{i+1}$. So, the backward shift $S$ on $\mathcal{R}_{+}(\mathcal{Y})$ acts on the coefficients $\left\{f_{i}\right\}_{1}^{\infty}$ in exactly the same way as the backward shift operator defined in equation (7.6). By a slight abuse of notation, we will use the symbol $S$ to represent both the backward shift operator on the sequence space $l_{+}(\mathcal{Y})$ and the backward shift operator defined on the space of strictly proper rational functions $\mathcal{R}_{+}(\mathcal{Y})$. It will be clear from the context which backward shift operator we are using.

We can move the definition of the evaluation operator $E$ (see equation (7.7)) and the initialization operator $L$ (recall equation (7.8)) to the $\mathcal{R}_{+}(\mathcal{Y})$ space. In this setting, the evaluation operator $E$ is now the operator mapping $\mathcal{R}_{+}(\mathcal{Y})$ into $\mathcal{Y}$ defined by

$$
\begin{equation*}
E f=(s f(s))_{\infty}=f_{1} \quad\left(\text { for } f \in \mathcal{R}_{+}(\mathcal{Y})\right) \tag{7.60}
\end{equation*}
$$

Let $\mathbf{G}=\sum_{0}^{\infty} s^{-j} G_{j}$ be a proper rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Then the initialization operator $L$ mapping $\mathcal{U}$ into $\mathcal{R}_{+}(\mathcal{Y})$ is given by

$$
\begin{equation*}
(L u)(s)=\mathbf{G}(s) u-(\mathbf{G}(s) u)_{\infty}=\sum_{j=1}^{\infty} \frac{G_{j} u}{s^{j}} \quad(\text { for } u \in \mathcal{U}) . \tag{7.61}
\end{equation*}
$$

Finally, the direct transmission term $D(G)$ is given by $D(G)=(G(s))_{\infty}=G_{0}$. Obviously, $G_{i}=E S^{i-1} L$ for all integers $i \geq 1$. Therefore, $\left\{S\right.$ on $\left.\mathcal{R}_{+}(\mathcal{Y}), L, E, G_{0}\right\}$ is a realization of $\mathbf{G}$.

To obtain the restricted backward shift realization in this context, consider the controllable subspace $\mathcal{H}(G)$ of $\mathcal{R}_{+}(\mathcal{Y})$ defined by

$$
\mathcal{H}(G)=\operatorname{span}\left\{S^{k} L \mathcal{U}: k=0,1,2, \cdots\right\}=\operatorname{span}\left\{S^{k}\left(\mathbf{G}-G_{0}\right) \mathcal{U}: k=0,1,2, \cdots\right\}
$$

Clearly, $\mathcal{H}(G)$ is an invariant subspace for $S$. In this setting, the restricted backward shift realization of $\mathbf{G}$ is now given by $\{A(G)$ on $\mathcal{H}(G), B(G), C(G), D(G)\}$ where

$$
\begin{equation*}
A(G)=S|\mathcal{H}(G), \quad B(G)=L, \quad C(G)=E| \mathcal{H}(G) \text { and } D(G)=G_{0} \tag{7.62}
\end{equation*}
$$

Obviously, $\left\{A(G), B(G), C(G), G_{0}\right\}$ is similar to the restricted backward shift realization $\left\{A_{G}\right.$ on $\left.\mathcal{H}_{G}, B_{G}, C_{G}, G_{0}\right\}$ of $\mathbf{G}$ defined in (7.10). In fact, if $T$ is the operator from $\mathcal{H}(G)$ into $\mathcal{H}_{G}$ defined by $T f=\left[f_{1}, f_{2}, f_{3}, \cdots\right]^{\text {tr }}$ where $f=\sum_{1}^{\infty} s^{-i} f_{i}$, then $T$ is a similarity transformation which intertwines these two systems. Finally, it is noted that the notation $A_{G}$ is reserved for the restricted shift on the subspace $\mathcal{H}_{G}$ of infinite tuples, while $A(G)$ is the restricted shift on the subspace $\mathcal{H}(G)$ of strictly proper rational functions. By obtaining a matrix representation for the restricted backward shift realization, one can readily obtain a minimal realization of $\mathbf{G}$ whose state space is $\mathbb{C}^{n}$. Perhaps the best way to explain this is through an illustrative example.

Example 7.6.1 Let us find a minimal realization for the following proper rational function

$$
\begin{equation*}
\mathbf{G}(s)=\frac{s+1}{3+5 s+6 s^{2}+5 s^{3}+s^{4}}=\frac{s+1}{d(s)} \tag{7.63}
\end{equation*}
$$

where $d$ is the denominator of $\mathbf{G}$. Since $\mathbf{G}$ is a strictly proper rational function $(\mathbf{G}(s))_{\infty}=0$. Because the input space $\mathcal{U}=\mathbb{C}^{1}$, the invariant subspace $\mathcal{H}(G)$ for $S$ is given by $\mathcal{H}(G)=$ $\operatorname{span}\left\{S^{k} \mathbf{G}: k=0,1, \cdots\right\}$. Our first step is to find the dimension $n$ of $\mathcal{H}(G)$ and a basis $\{\phi\}_{i=1}^{n}$ for $\mathcal{H}(G)$. To this end, let $\phi_{i}=S^{i-1} \mathbf{G}$ for $i=1,2, \cdots, n$. Thus, $\phi_{1}=\mathbf{G}$. To obtain $\phi_{2}$, we apply the backward shift operator to $\mathbf{G}$

$$
\phi_{2}(s)=(S \mathbf{G})(s)=s \mathbf{G}(s)-(s \mathbf{G}(s))_{\infty}=\frac{s^{2}+s}{d(s)}-0=\frac{s^{2}+s}{d(s)}
$$

Since $\phi_{2}$ is not a linear combination of $\phi_{1}$, we have $n \geq 2$. In a similar manner, $\phi_{3}$ is computed by

$$
\phi_{3}(s)=\left(S^{2} \mathbf{G}\right)(s)=\left(S \phi_{2}\right)(s)=s \phi_{2}(s)-\left(s \phi_{2}(s)\right)_{\infty}=\frac{s^{3}+s^{2}}{d(s)}
$$

Since $\phi_{3}$ is not a linear combination of $\phi_{1}$ and $\phi_{2}$, we have $n \geq 3$. We now notice that

$$
\begin{aligned}
\phi_{4}(s) & =\left(S^{3} \mathbf{G}\right)(s)=S \phi_{3}(s)=s \phi_{3}(s)-\left(s \phi_{3}(s)\right)_{\infty}=\frac{s^{4}+s^{3}}{d(s)}-1 \\
& =\frac{-3-5 s-6 s^{2}-4 s^{3}}{d(s)} \\
& =-4 \phi_{3}(s)-2 \phi_{2}(s)-3 \phi_{1}(s)
\end{aligned}
$$

that is, $\phi_{4}$ is a linear combination of $\phi_{1}, \phi_{2}$ and $\phi_{3}$. In particular, $S^{3} \mathbf{G}$ is contained in the space spanned by $\left\{S^{j} \mathbf{G}\right\}_{0}^{2}$. Therefore, $\left\{\phi_{1}, \phi_{2}, \phi_{3}\right\}$ is a basis for $\mathcal{H}(G)$; see Lemma 7.6.1 below. Hence, the dimension of $\mathcal{H}(G)$ is three. In other words, the McMillan degree of $\mathbf{G}$ is three.

To find a matrix representation for the restricted backward shift realization, the basis $\left\{\phi_{1}, \phi_{2}, \phi_{3}\right\}$ is identified with the standard orthonormal basis $\left\{e_{1}, e_{2}, e_{3}\right\}$ for $\mathbb{C}^{3}$. Let $P$ be the operator mapping $\mathbb{C}^{3}$ onto $\mathcal{H}(G)$ defined by

$$
P=\left[\begin{array}{lll}
\phi_{1} & \phi_{2} & \phi_{3}
\end{array}\right]
$$

Since $\left\{\phi_{1}, \phi_{2}, \phi_{3}\right\}$ is a basis, $P$ is invertible. Moreover, the matrix representation $\{A, B, C, D\}$ for the restricted backward shift realization is given by

$$
P A=A(G) P, \quad B(G)=P B \quad \text { and } C(G) P=C .
$$

To compute a matrix representation $A$ on $\mathbb{C}^{3}$ for $A(G)=S \mid \mathcal{H}(G)$, notice that the previous derivation yields

$$
A(G) \phi_{1}=\phi_{2}, \quad A(G) \phi_{2}=\phi_{3} \quad \text { and } \quad A(G) \phi_{3}=-3 \phi_{1}-2 \phi_{2}-4 \phi_{3}
$$

Therefore, $A e_{1}=e_{2}$ and $A e_{2}=e_{3}$ while $A e_{3}=-3 e_{1}-2 e_{2}-4 e_{3}$. Consequently, the matrix representation for the operator $A(G)=S \mid \mathcal{H}(G)$ with respect to $P$ is given by

$$
A=\left[\begin{array}{lll}
0 & 0 & -3 \\
1 & 0 & -2 \\
0 & 1 & -4
\end{array}\right]
$$

Recall that $P B u=B(G) u=L u=\phi_{1} u=P e_{1} u$ for all $u$ in $\mathcal{U}=\mathbb{C}^{1}$. Therefore, $P B=P e_{1}$, and thus, $B=e_{1}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{*}$. The matrix $C$ is computed as follows:

$$
C=C(G) P=E P=E\left[\begin{array}{lll}
\phi_{1} & \phi_{2} & \phi_{3}
\end{array}\right]=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]
$$

One may check that $\{A, B, C\}$ is in fact a realization for $\mathbf{G}$, that is,

$$
\mathbf{G}(s)=C(s I-A)^{-1} B .
$$

Notice that the dimension of the minimal realization is three, even though the original description of the function $G$ has a fourth order polynomial in the denominator. One can easily check that there is a "pole-zero cancellation" in G. So, the backward shift realization automatically obtained the "pole-zero cancellation".

Lemma 7.6.1 Let $R$ be an operator on a vector space $\mathcal{R}$ and $\mathcal{V}$ a subset of $\mathcal{R}$. If $R^{k+1} \mathcal{V}$ is contained in the linear span of $\left\{R^{j} \mathcal{V}\right\}_{0}^{k}$, then

$$
\begin{equation*}
\operatorname{span}\left\{R^{j} \mathcal{V}: j=0,1,2, \cdots\right\}=\operatorname{span}\left\{R^{j} \mathcal{V}: j=0,1,2, \cdots, k\right\} \tag{7.64}
\end{equation*}
$$

Proof. Since $R^{k+1} \mathcal{V}$ is contained in the linear span of $\left\{R^{j} \mathcal{V}\right\}_{0}^{k}$, we have

$$
R^{k+2} \mathcal{V}=R R^{k+1} \mathcal{V} \subset R \operatorname{span}\left\{R^{j} \mathcal{V}\right\}_{j=0}^{k} \subset \operatorname{span}\left\{R^{j} \mathcal{V}\right\}_{j=0}^{k}
$$

Hence, $R^{k+2} \mathcal{V}$ is contained in the linear span of $\left\{R^{j} \mathcal{V}\right\}_{0}^{k}$. By continuing in this fashion, it follows that $R^{k+m} \mathcal{V}$ is contained in the linear span of $\left\{R^{j} \mathcal{V}\right\}_{0}^{k}$ for any integer $m \geq 0$. Therefore, equation (7.64) holds.

Consider any strictly proper rational function $f$ in $\mathcal{R}_{+}(\mathcal{Y})$ of the form $f(s)=p(s) / d(s)$ where $p$ is a polynomial with values in $\mathcal{Y}$ and $d$ is a scalar valued polynomial of the form

$$
\begin{align*}
& p(s)=p_{0}+p_{1} s+\cdots+p_{n-1} s^{n-1} \\
& d(s)=d_{0}+d_{1} s+\ldots+d_{n-1} s^{n-1}+s^{n} \tag{7.65}
\end{align*}
$$

Notice that $S f$ is also a rational function and is given by

$$
\begin{align*}
(S f)(s) & =s f(s)-(s f(s))_{\infty}=\frac{s p(s)-d(s) p_{n-1}}{d(s)} \\
& =\frac{-d_{0} p_{n-1}+\left(p_{0}-d_{1} p_{n-1}\right) s+\cdots+\left(p_{n-2}-d_{n-1} p_{n-1}\right) s^{n-1}}{d(s)}  \tag{7.66}\\
& =\frac{q_{o}+q_{1} s+\cdots+q_{n-1} s^{n-1}}{d(s)}
\end{align*}
$$

where $\left\{q_{j}\right\}_{0}^{n-1}$ are vectors in $\mathcal{Y}$. So, by applying $S^{n}$ to a strictly proper rational function, we obtain a strictly proper rational function with the same denominator $d$. Recall that a transfer function $\mathbf{G}$ is a proper rational function of the form $N / d$, where $d$ is a scalar valued polynomial of degree $n$ and $N$ is an operator valued polynomial of degree at most $n$. Therefore, $L=\mathbf{G}-(\mathbf{G}(s))_{\infty}$ is a strictly proper rational function of the form $M / d$, where $M$ is an operator valued polynomial of degree at most $n-1$. Thus,

$$
\begin{equation*}
\mathcal{H}(G)=\operatorname{span}\left\{S^{k} L \mathcal{U}: k=0,1,2, \cdots\right\} \subset \operatorname{span}\left\{s^{j} \mathcal{Y} / d(s): j=0,1, \cdots, n-1\right\} \tag{7.67}
\end{equation*}
$$

In other words, $\mathcal{H}(G)$ is contained in the subspace of $\mathcal{R}_{+}(\mathcal{Y})$ consisting of all rational functions of the form $q / d$ where $q$ is a polynomial with values in $\mathcal{Y}$ of degree at most $n-1$. This is another demonstration of the fact that the McMillan degree of $\mathbf{G}$ is always less than or equal to $n \times \operatorname{dim}(\mathcal{Y})$, where $n$ is the degree of $d$. In particular, this also shows any rational function $\mathbf{G}$ admits a finite dimensional realization. On the other hand, since the transfer function of any finite dimensional system $\{A, B, C, D\}$ is a proper rational function, we obtain another proof of the fact that a transfer function $\mathbf{G}$ admits a finite dimensional realization if and only if $\mathbf{G}$ is a proper rational function.

Example 7.6.2 Let us use the restricted backward shift realization to find a minimal realization of the form $\left\{A\right.$ on $\left.\mathbb{C}^{k}, B, C, D\right\}$ for

$$
\mathbf{G}(s)=\frac{1}{d(s)}\left[\begin{array}{cr}
s & s(s+1)^{2}  \tag{7.68}\\
-s(s+1)^{2} & -s(s+1)^{2}
\end{array}\right]
$$

where $d(s)=(s+1)^{2}(s+2)^{2}=s^{4}+6 s^{3}+13 s^{2}+12 s+4$. This transfer function $\mathbf{G}(s)$ was taken from page 444 in Kailath [68]. First notice that $\mathbf{G}$ is strictly proper, and thus, $D=(\mathbf{G})_{\infty}=0$. Recall that if $p / d$ is a strictly proper rational function, then $S(p / d)$ is also a strictly proper rational function of the form $q / d$; see (7.66). Therefore, $\mathcal{H}(G) \subseteq \mathcal{H}_{d}$ where $\mathcal{H}_{d}$ is the eight dimensional subspace of $\mathcal{R}_{+}\left(\mathbb{C}^{2}\right)$ consisting of all strictly proper rational functions $\phi$ of the form

$$
\phi(s)=\frac{1}{d(s)}\left[\begin{array}{c}
a_{3} s^{3}+a_{2} s^{2}+a_{1} s+a_{0} \\
b_{3} s^{3}+b_{2} s^{2}+b_{1} s+b_{0}
\end{array}\right]
$$

where $z=\left[a_{3}, a_{2}, a_{1}, a_{0}, b_{3}, b_{2}, b_{1}, b_{0}\right]^{\text {tr }}$ is an arbitrary vector in $\mathbb{C}^{8}$. Clearly $\phi$ and $z$ uniquely determine each other. So, we say that this $z$ is the vector in $\mathbb{C}^{8}$ associated with $\phi$ in $\mathcal{H}_{d}$. In fact, the mapping $\Phi \phi=z$ defines a similarity transform from $\mathcal{F}_{d}$ onto $\mathbb{C}^{8}$. (Moreover,
one can turn $\mathcal{H}_{d}$ into a Hilbert space by using the inner product $(\phi, \psi)=(z, g)$ where $g$ is the vector in $\mathbb{C}^{8}$ associated with $\psi$ in $\mathcal{H}_{d}$.) Hence, $\mathcal{H}(G) \subset \mathcal{H}_{d}$ corresponds to a subspace of $\mathbb{C}^{8}$.

To obtain a matrix representation for the restricted backward shift realization, first let $e_{1}=[1,0]^{t r}$ and $e_{2}=[0,1]^{t r}$. To find a basis $\left\{\phi_{i}\right\}_{1}^{n}$ for $\mathcal{H}(G)$, set

$$
\phi_{1}=\mathbf{G} \epsilon_{1}=\frac{1}{d(s)}\left[\begin{array}{c}
s \\
-s^{3}-2 s^{2}-s
\end{array}\right]
$$

and let $z_{1}$ be the vector in $\mathbb{C}^{8}$ associated with $\phi_{1}$, that is,

$$
z_{1}=\left[\begin{array}{llllll}
0, & 0, & 1, & 0, & -1, & -2, \\
-1, & 0
\end{array}\right]^{t r} .
$$

A simple calculation shows that (one can use deconv in Matlab); see [60].

$$
\begin{aligned}
S \phi_{1} & =\frac{1}{d(s)}\left[\begin{array}{c}
s^{2} \\
4 s^{3}+12 s^{2}+12 s+4
\end{array}\right]:=\phi_{2} \\
z_{2} & =[0,1,0,0,4,12,12,4]^{t r}
\end{aligned}
$$

where $z_{2}$ is the vector $\mathbb{C}^{8}$ associated with $\phi_{2}$. Now we use the fact that $\Phi$ is a similarity transform. Since $z_{1}$ and $z_{2}$ are linearly independent in $\mathbb{C}^{8}$, the vectors $\phi_{1}$ and $\phi_{2}$ are linearly independent in $\mathcal{H}(G)$. Applying $S$ to $\phi_{2}$ yields

$$
\begin{aligned}
S \phi_{2} & =\frac{1}{d(s)}\left[\begin{array}{c}
s^{3} \\
-12 s^{3}-40 s^{2}-44 s-16
\end{array}\right]:=\phi_{3} \\
z_{3} & =[1,0,0,0,-12,-40,-44,-16]^{t r}
\end{aligned}
$$

where $z_{3}$ is the vector in $\mathbb{C}^{8}$ associated with $\phi_{3}$. Because $\left\{z_{1}, z_{2}, z_{3}\right\}$ are linearly independent in $\mathbb{C}^{8}$, the vectors $\left\{\phi_{1}, \phi_{2}, \phi_{3}\right\}$ are linearly independent in $\mathcal{H}(G)$. Applying $S$ to $\phi_{3}$ gives

$$
\begin{aligned}
S \phi_{3} & =\frac{1}{d(s)}\left[\begin{array}{c}
-6 s^{3}-13 s^{2}-12 s-4 \\
32 s^{3}+112 s^{2}+128 s+48
\end{array}\right]:=\phi_{4} \\
z_{4} & =[-6,-13,-12,-4,32,112,128,48]^{t r}
\end{aligned}
$$

where $z_{4}$ is the vector in $\mathbb{C}^{8}$ associated with $\phi_{4}$. Since $\left\{z_{1}, z_{2}, z_{3}, z_{4}\right\}$ are linearly independent, $\left\{\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}\right\}$ are linearly independent in $\mathcal{H}(G)$. Finally,

$$
\begin{aligned}
S \phi_{4} & =\frac{1}{d(s)}\left[\begin{array}{c}
23 s^{3}+66 s^{2}+68 s+24 \\
-80 s^{3}-288 s^{2}-336 s-128
\end{array}\right] \\
z & =[23,66,68,24,-80,-288,-336,-128]^{t r}
\end{aligned}
$$

where $z$ is the vector in $\mathbb{C}^{8}$ associated with $S \phi_{4}$. In this case, $z$ is in the span of $\left\{z_{1}, z_{2}, z_{3}\right.$, $\left.z_{4}\right\}$. In fact, $z=-4 z_{1}-12 z_{2}-13 z_{3}-6 z_{4}$. Hence,

$$
S \phi_{4}=-4 \phi_{1}-12 \phi_{2}-13 \phi_{3}-6 \phi_{4} .
$$

Therefore, $\left\{\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}\right\}$ is a basis for $\operatorname{span}\left\{S^{n} \mathbf{G} e_{1}: n=0,1,2, \ldots\right\}$; see Lemma 7.6.1.

Now let us continue on to the $\mathrm{G} e_{2}$ component and set

$$
\begin{aligned}
\phi_{5} & =\mathrm{G} e_{2}=\frac{1}{d(s)}\left[\begin{array}{c}
s^{3}+2 s^{2}+s \\
-s^{3}-2 s^{2}-s
\end{array}\right] \\
z_{5} & =[1,2,1,0,-1,-2,-1,0]^{t r}
\end{aligned}
$$

where $z_{5}$ is the vector in $\mathbb{C}^{8}$ associated with $\phi_{5}$. Since $\left\{z_{1}, z_{2}, z_{3}, z_{4}, z_{5}\right\}$ are linearly independent in $\mathbb{C}^{8}$, the vectors $\left\{\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}, \phi_{5}\right\}$ are linearly independent in $\mathcal{H}(G)$. Applying $S$ to $\phi_{5}$ yields

$$
\begin{aligned}
S \phi_{5} & =\frac{1}{d(s)}\left[\begin{array}{c}
-4 s^{3}-12 s^{2}-12 s-4 \\
4 s^{3}+12 s^{2}+12 s+4
\end{array}\right] \\
g & =[-4,-12,-12,-4,4,12,12,4]^{t r}
\end{aligned}
$$

where $g$ is the vector in $\mathbb{C}^{8}$ associated with $S \phi_{5}$. Finally, $g$ is in the span of $\left\{z_{j}\right\}_{1}^{5}$. In fact, $g=2 z_{1}+5 z_{2}+4 z_{3}+z_{4}-2 z_{5}$. Thus,

$$
S \phi_{5}=2 \phi_{1}+5 \phi_{2}+4 \phi_{3}+\phi_{4}-2 \phi_{5}
$$

According to Lemma 7.6.1, the vectors $\left\{\phi_{j}\right\}_{1}^{5}$ form a basis for $\mathcal{H}(G)=\operatorname{span}\left\{S^{k} \mathbf{G} \mathbb{C}^{2}: k \geq 0\right\}$. Therefore, the state dimension of the minimal realization for $\mathbf{G}$ is five.

To find a matrix representation $\left\{A\right.$ on $\left.\mathbb{C}^{5}, B, C, 0\right\}$ for the restricted backward shift realization $\{A(G), B(G), C(G), 0\}$ of $\mathbf{G}$, let $P$ be the similarity transformation from $\mathbb{C}^{5}$ onto $\mathcal{H}(G)$ defined by

$$
P=\left[\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}, \phi_{5}\right]
$$

Let $A=P^{-1} A(G) P$ and $B(G)=P B$ and $C=E P$. Then $\{A, B, C, 0\}$ is a minimal realization of $\mathbf{G}$. Because $A(G)=S \mid \mathcal{H}(G)$, we have

$$
\begin{aligned}
A(G) \phi_{1} & =\phi_{2}, A(G) \phi_{2}=\phi_{3}, A(G) \phi_{3}=\phi_{4} \\
A(G) \phi_{4} & =-4 \phi_{1}-12 \phi_{2}-13 \phi_{3}-6 \phi_{4} \\
A(G) \phi_{5} & =2 \phi_{1}+5 \phi_{2}+4 \phi_{3}+\phi_{4}-2 \phi_{5}
\end{aligned}
$$

Using $P A=A(G) P$ it follows that

$$
A=\left[\begin{array}{rrrrr}
0 & 0 & 0 & -4 & 2 \\
1 & 0 & 0 & -12 & 5 \\
0 & 1 & 0 & -13 & 4 \\
0 & 0 & 1 & -6 & 1 \\
0 & 0 & 0 & 0 & -2
\end{array}\right] \text { and } B=\left[\begin{array}{ll}
1 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 1
\end{array}\right]
$$

The matrix for $B$ is computed from $\mathrm{G}=P B$ along with $\mathrm{G} e_{1}=\phi_{1}$ and $\mathbf{G} e_{2}=\phi_{5}$, that is, $P B=\mathbf{G}=\left[\phi_{1}, \phi_{5}\right]$. So, $B$ must be given by the above matrix. Finally, using the equation $C=E P=\left[E \phi_{1}, E \phi_{2}, E \phi_{3}, E \phi_{4}, E \phi_{5}\right]$, we obtain

$$
C=\left[\begin{array}{rrrrr}
0 & 0 & 1 & -6 & 1 \\
-1 & 4 & -12 & 32 & -1
\end{array}\right]
$$

Therefore, $\{A, B, C, 0\}$ is a minimal realization of $\mathbf{G}$.

By mimicking the procedure in the previous example, one can readily compute a minimal realization $\{A, B, C, D\}$ for any proper rational function $\mathbf{G}=N / d$ with values in $\mathcal{L}\left(\mathbb{C}^{m}, \mathbb{C}^{k}\right)$ where $A$ and $B$ are upper triangular matrices of the form

$$
\left.\begin{array}{rl}
A & =\left[\begin{array}{cccccc}
A_{1} & * & * & \ldots & * & * \\
0 & A_{2} & * & \ldots & * & * \\
\vdots & \vdots & \vdots & & & \vdots \\
0 & 0 & 0 & \ldots & A_{n-1} & * \\
0 & 0 & 0 & \ldots & 0 & A_{n}
\end{array}\right],  \tag{7.69}\\
B & =\left[\begin{array}{ccccccccc}
* & b_{1} & * & * & * & * & \ldots & * & * \\
0 & 0 & 0 & b_{2} & * & * & \ldots & * & * \\
* \\
0 & 0 & 0 & 0 & 0 & b_{3} & \ldots & * & * \\
\vdots & \vdots & \vdots & \vdots & \vdots & & & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & * & * \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & b_{n}
\end{array}\right]
\end{array}\right] .
$$

Here $A_{j}^{*}$ for $j=1,2, \cdots, n$ are all companion matrices and the minimal polynomial $m_{j}$ for $A_{j}$ divides $d$, that is, $m_{j} q_{j}=d$ for some polynomial $q_{j}$. (This follows from the fact that the minimal polynomial for $A$ divides $d$.) Moreover, the pair $\left\{A_{j}, b_{j}\right\}$ is controllable for all $j$. Later we will show how one can use the upper triangular structure of $A$ and $B$, to compute a gain $K$ to arbitrarily place the eigenvalues of $A-B K$ at $r$ locations in the complex place, where $r$ is the dimension of the state space for $A$.

Exercise 16 Find a minimal realization for the transfer function

$$
\begin{equation*}
\mathbf{G}(s)=\frac{s^{2}+3 s+2}{s^{5}+5 s^{4}+10 s^{3}+10 s^{2}+5 s+2} . \tag{7.70}
\end{equation*}
$$

Exercise 17 Find a minimal realization for the $2 \times 3$ transfer function

$$
\mathbf{G}(s)=\frac{1}{s^{2}+3 s+2}\left[\begin{array}{lll}
1 & 2(s+1) & 1  \tag{7.71}\\
1 & 2(s+1) & 2
\end{array}\right]
$$

Exercise 18 Using the properties of the backward shift operator given in equation (7.66), write a computer program to compute a minimal realization for any proper rational function with values in $\mathcal{L}\left(\mathbb{C}^{k}, \mathbb{C}^{m}\right)$.

Exercise 19 Let $S$ be the backward shift operator on $\mathcal{R}_{+}(\mathcal{Y})$. Then show that any complex number $\lambda$ is an eigenvalue for $S$. Moreover, show that $\lambda$ is an eigenvalue with eigenvector $f$ for $S$ if and only if

$$
f(s)=(s-\lambda)^{-1} y
$$

where $y$ is a nonzero vector in $\mathcal{Y}$.

### 7.7 Jordan form realizations

In this section we will obtain a minimal realization in Jordan form for a scalar valued transfer function. To this end, let $\mathbf{G}$ be a proper rational scalar function given by the following partial fraction expansion

$$
\begin{equation*}
\mathbf{G}(s)=D+\frac{\gamma_{1}}{s-\lambda_{1}}+\frac{\gamma_{2}}{s-\lambda_{2}}+\cdots+\frac{\gamma_{n}}{s-\lambda_{n}} \tag{7.72}
\end{equation*}
$$

where $\left\{\lambda_{j}\right\}_{1}^{n}$ are distinct scalars. Furthermore, we assume that $\gamma_{i} \neq 0$ for all $i$. Notice that this is equivalent to $\mathbf{G}(s)=p(s) / d(s)$, where $p$ and $d$ are two polynomials with no common roots and $d=\prod_{1}^{n}\left(s-\lambda_{j}\right)$. According to Proposition 7.1.3, the McMillan degree of $\mathbf{G}$ is $n$. To obtain a minimal realization for $\mathbf{G}$, let $A$ be the diagonal matrix on $\mathbb{C}^{n}$ and $B$ the $n \times 1$ column matrix and $C$ the $1 \times n$ row matrix defined by

$$
\begin{align*}
A & =\left[\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0 \\
0 & \lambda_{2} & \cdots & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_{n}
\end{array}\right] \text { and } B=\left[\begin{array}{c}
\gamma_{1} \\
\gamma_{2} \\
\vdots \\
\gamma_{n}
\end{array}\right]  \tag{7.73}\\
C & =\left[\begin{array}{llll}
1 & 1 & \cdots & 1
\end{array}\right] .
\end{align*}
$$

Then it is easy to verify that $\{A, B, C, D\}$ is a minimal realization of $\mathbf{G}$. Clearly, $\{A, B, C, D\}$ is a realization of $\mathbf{G}$, that is, $\mathbf{G}=C(s I-A)^{-1} B+D$. Because the McMillan degree of $\mathbf{G}$ is $n$, this realization is minimal. The controllability and observability of $\{A, B, C, D\}$ also follows from the PBH test; see Proposition 5.2.2 and Proposition 4.2.2.

Jordan Models. In this section, we will use the partial fraction expansion to obtain a minimal realization in Jordan form for a scalar valued transfer function with repeated roots. Because computing repeated roots is numerically sensitive, the results in this section are mainly of academic interest. To begin, let $\mathbf{G}$ be the scalar valued transfer function defined by

$$
\begin{equation*}
\mathbf{G}(s)=\frac{\gamma_{1}}{s-\lambda}+\frac{\gamma_{2}}{(s-\lambda)^{2}}+\cdots+\frac{\gamma_{r}}{(s-\lambda)^{r}} \tag{7.74}
\end{equation*}
$$

with $\gamma_{r} \neq 0$. To obtain a minimal realization for this transfer function, let $J$ be the Jordan matrix on $\mathbb{C}^{r}$ and $B$ the $r \times 1$ column matrix and $C$ the $1 \times r$ row matrix defined by

$$
\begin{align*}
J & =\left[\begin{array}{cccccc}
\lambda & 1 & 0 & \cdots & 0 & 0 \\
0 & \lambda & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & & \vdots & \vdots \\
\vdots & \vdots & & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & \lambda & 1 \\
0 & 0 & 0 & \cdots & 0 & \lambda
\end{array}\right] \text { and } B=\left[\begin{array}{c}
\gamma_{1} \\
\gamma_{2} \\
\vdots \\
\vdots \\
\gamma_{r-1} \\
\gamma_{r}
\end{array}\right]  \tag{7.75}\\
C & =\left[\begin{array}{llllll}
1 & 0 & 0 & \cdots & 0 & 0
\end{array}\right] .
\end{align*}
$$

We claim that $\{J, B, C, 0\}$ is a minimal realization of G . To see this, let $\phi_{j}=(s-\lambda)^{-j}$ for $j=1,2, \cdots, r$. Then the inverse of $s I-J$ is given by

$$
(s I-J)^{-1}=\left[\begin{array}{cccccc}
\phi_{1} & \phi_{2} & \phi_{3} & \ldots & \phi_{r-1} & \phi_{r}  \tag{7.76}\\
0 & \phi_{1} & \phi_{2} & \cdots & \phi_{r-2} & \phi_{r-1} \\
\vdots & \vdots & \ddots & & \vdots & \vdots \\
\vdots & \vdots & & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & \phi_{1} & \phi_{2} \\
0 & 0 & 0 & \ldots & 0 & \phi_{1}
\end{array}\right]
$$

To verify this simply notice that $(s I-J) M(s)=I$ where $M(s)$ is the matrix on the right hand side of (7.76). Using (7.76), it readily follows that $\{J, B, C, 0\}$ is a realization of $\mathbf{G}$, that is, $\mathbf{G}=C(s I-J)^{-1} B$. Since $\gamma_{r}$ is nonzero, Proposition 7.1.3 shows that $r$ is the McMillan degree of $\mathbf{G}$, and thus, $\{J, B, C, 0\}$ is a minimal realization of $\mathbf{G}$. Now let us directly verify that this realization is controllable and observable. Because $\gamma_{r}$ is nonzero the rank of $[J-\mu I, B]$ equals $r$ for all complex numbers $\mu$. By the PBH controllability test the pair $\{J, B\}$ is controllable. Notice that the kernel of

$$
\left[\begin{array}{c}
J-\mu I \\
C
\end{array}\right]
$$

is zero for all complex numbers $\mu$. By the PBH observability test the pair $\{C, J\}$ is observable. Therefore, $\{J, B, C, 0\}$ is a minimal realization of $\mathbf{G}$.

Let $\mathbf{G}$ be a scalar valued proper rational function of the form

$$
\begin{equation*}
\mathbf{G}(s)=D+\sum_{i=1}^{m} \sum_{j=1}^{r_{i}} \frac{\gamma_{i, j}}{\left(s-\lambda_{i}\right)^{j}} \tag{7.77}
\end{equation*}
$$

where $\left\{\lambda_{i}\right\}_{1}^{m}$ are distinct complex numbers and $\gamma_{i, r_{i}} \neq 0$ for $i=1,2, \cdots, m$. This implies that $\mathbf{G}=p / d$ where $p$ and $d$ are co-prime polynomials and

$$
\begin{equation*}
d(s)=\prod_{i=1}^{m}\left(s-\lambda_{i}\right)^{r_{i}} \tag{7.78}
\end{equation*}
$$

Proposition 7.1 .3 shows that the McMillan degree of $\mathbf{G}$ equals $n=\sum_{1}^{m} r_{i}$. We claim that a minimal realization for $\mathbf{G}$ in Jordan form is given by $\left\{A\right.$ on $\left.\mathbb{C}^{n}, B, C, D\right\}$ where

$$
\begin{equation*}
A=\operatorname{diag}\left(J_{1}, J_{2}, \cdots, J_{m}\right), \tag{7.79}
\end{equation*}
$$

$J_{i}$ is the $r_{i} \times r_{i}$ block Jordan matrix corresponding to $\lambda_{i}$. The matrix $B$ is the $n \times 1$ column vector given by

$$
B=\left[\begin{array}{lllllllllll}
\gamma_{1,1} & \cdots & \gamma_{1, r_{1}} & \gamma_{2,1} & \cdots & \gamma_{2, r_{2}} & \cdots & \cdots & \gamma_{m, 1} & \cdots & \gamma_{m, r_{m}} \tag{7.80}
\end{array}\right]^{t r}
$$

The matrix $C$ is the $1 \times n$ row matrix given by

$$
C=\left[\begin{array}{lllll}
\delta_{1} & \delta_{2}, & \cdots & \delta_{m-1} & \delta_{m} \tag{7.81}
\end{array}\right]^{t r}
$$

where $\delta_{j}=[1,0,0, \cdots, 0]$ is the $1 \times r_{j}$ row vector defined by placing one in the first position and zeros everywhere else. Using (7.76), one can readily verify that

$$
\mathbf{G}(s)=C(s I-A)^{-1} B+D
$$

Therefore, $\{A, B, C, D\}$ is a realization of $\mathbf{G}$ whose state dimension equals $n$. Because the $n$ is also the McMillan degree of $\mathbf{G}$, we immediately see that $\{A, B, C, D\}$ is a minimal realization of $\mathbf{G}$. In particular, $\{A, B, C, D\}$ is controllable and observable. One can also use the PBH tests to show that this system is controllable and observable. Since $\gamma_{i, r_{i}} \neq 0$ for $i=1,2, \cdots, m$, the rank of $[A-\lambda I, B]$ equals $n$ for all complex numbers $\lambda$. By the PBH controllability test the pair $\{A, B\}$ is controllable. Notice that the kernel of

$$
\left[\begin{array}{c}
A-\lambda I \\
C
\end{array}\right]
$$

is zero for all complex numbers $\lambda$. By the PBH observability test the pair $\{C, A\}$ is observable.

Exercise 20 Let $\mathbf{G}$ be a proper rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ given by the following partial fraction expansion

$$
\begin{equation*}
\mathbf{G}(s)=D+\sum_{i=1}^{n}\left(s-\lambda_{i}\right)^{-1} \Gamma_{i} \tag{7.82}
\end{equation*}
$$

where $\left\{\lambda_{i}\right\}_{1}^{n}$ are distinct scalars and $\left\{\Gamma_{i}\right\}_{1}^{n}$ is a sequence of operators with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Furthermore, assume that $\Gamma_{i} \neq 0$ for all $i$. Let $\Gamma_{i}=C_{i} B_{i}$ be any factorization of $\Gamma_{i}$ where the operator $B_{i}$ mapping $\mathcal{U}$ into $\mathcal{X}_{i}$ is onto and the operator $C_{i}$ mapping $\mathcal{X}_{i}$ into $\mathcal{Y}$ is one to one. In fact, one can use the singular value decomposition to compute this factorization. Let $A$ be the block diagonal matrix on $\oplus_{1}^{n} \mathcal{X}_{i}$ and $B$ the block column matrix from $\mathcal{U}$ into $\oplus_{1}^{n} \mathcal{X}_{i}$ and $C$ the block row vector from $\oplus_{1}^{n} \mathcal{X}_{i}^{\prime}$ into $\mathcal{Y}$ defined by

$$
\begin{align*}
A & =\left[\begin{array}{cccc}
\lambda_{1} I_{1} & 0 & \cdots & 0 \\
0 & \lambda_{2} I_{2} & \cdots & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_{n} I_{n}
\end{array}\right] \text { and } B=\left[\begin{array}{c}
B_{1} \\
B_{2} \\
\vdots \\
B_{n}
\end{array}\right]  \tag{7.83}\\
C & =\left[\begin{array}{cccc}
C_{1} & C_{2} & \cdots & C_{n}
\end{array}\right] .
\end{align*}
$$

(The identity on $\mathcal{X}_{i}$ is denoted by $I_{i}$.) Then show that $\{A, B, C, D\}$ is a minimal realization for $G$.

Exercise 21 Consider the following transfer function

$$
\begin{equation*}
\mathrm{G}(s)=\frac{3}{s-1}+\frac{5}{(s+2)^{2}}+\frac{-2}{s+2}+\frac{4}{(s+1)^{3}} . \tag{7.84}
\end{equation*}
$$

Find a minimal realization for $\mathbf{G}$ in Jordan form.

### 7.8 Notes

The shift operator plays a fundamental role in operator theory; see Gohberg-GoldbergKaashoek [55], Nikolskii [94] and Sz.-Nagy-Foias [120]. The shift operator also plays a basic role in interpolation theory; see Foias-Frazho [39], Foias-Frazho-Gohberg-Kaashoek [41] and Rosenblum-Rovnyak [104]. The restricted backward shift realization presented in Section 7.1 was taken from Fuhrmann [47] and Helton [62]. The shift operator and the backward shift realization is also used to solve infinite dimensional realization problems in Hilbert space; see Fuhrmann [47] for a history of this subject area and further results. Shift operators can also be used to solve a bilinear realization problem; see Frazho [45], Wong [128] and Rugh [110]. For a more classical approach to realization theory see Chen [26], Kailath [68], Rugh [110] and Skelton [114]. Bart-Gohberg-Kaashoek [12] uses realization theory to solve some factorization problems in operator theory. Finally, our approach to the Kalman-Ho algorithm was taken form Damen-Van den Hof-Hajdasinski [32] and Kalman-Falb-Arbib [73]. A special type of realization introduced by Moore [91], and called balanced realizations, are used to solve model reduction problems. For some results on model reduction and balanced realizations see Zhou-Doyle-Glover [131].

Model reduction plays an important role in applications. A stable realization $\{A, B, C, D\}$ is balanced if it has the same controllability and observability Gramian $\Lambda$ where $\Lambda$ is a diagonal matrix consisting of decreasing entries, that is,

$$
A \Lambda+\Lambda A^{*}+B B^{*}=0 \quad \text { and } \quad A^{*} \Lambda+\Lambda A+C^{*} C=0
$$

where $\Lambda$ is a diagonal matrix of the form $\Lambda=\operatorname{diag}\left\{\sigma_{j}\right\}$ and $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n}$. Any stable minimal realization can be converted to a balanced realization by a similarity transformation.

For a simple model reduction procedure based on a balanced realization, consider the transfer function $\mathbf{G}$ determined by the minimal stable state space system $\{A$ on $\mathcal{X}, B, C, D\}$ whose state dimension is $n$. To convert this system to a balanced realization, let $P$ be the observability Gramian for the pair $\{C, A\}$. Recall that $P$ is determined by the Lyapunov equation

$$
\begin{equation*}
A^{*} P+P A+C^{*} C=0 \tag{7.85}
\end{equation*}
$$

Because $A$ is stable and the pair $\{C, A\}$ is observable, $P$ is strictly positive. Let $P^{1 / 2}$ be the positive square root of $P$. Multiplying both sides of equation (7.85) by $P^{-1 / 2}$, we obtain

$$
\left(P^{1 / 2} A P^{-1 / 2}\right)^{*}+\left(P^{1 / 2} A P^{-1 / 2}\right)+P^{-1 / 2} C^{*} C P^{-1 / 2}=0
$$

Now let $\left\{A_{1}, B_{1}, C_{1}, D\right\}$ be the realization determined by

$$
A_{1}=P^{1 / 2} A P^{-1 / 2}, \quad B_{1}=P^{1 / 2} B, \quad \text { and } \quad C_{1}=C P^{-1 / 2}
$$

Since $\left\{A_{1}, B_{1}, C_{1}, D\right\}$ is similar to $\{A, B, C, D\}$, the system $\left\{A_{1}, B_{1}, C_{1}, D\right\}$ is also a minimal realization for $\mathbf{G}$. Moreover, by construction the identity operator $I$ is the observability Gramian for $\left\{C_{1}, A_{1}\right\}$, that is, $A_{1}^{*}+A_{1}+C_{1}^{*} C_{1}=0$.

Let $Q$ be the controllability Gramian for the pair $\left\{A_{1}, B_{1}\right\}$, that is,

$$
\begin{equation*}
A_{1} Q+Q A_{1}^{*}+B_{1} B_{1}^{*}=0 \tag{7.86}
\end{equation*}
$$

Because $A_{1}$ is stable and the pair $\left\{A_{1}, B_{1}\right\}$ is controllable, $Q$ is strictly positive. Let $Q=$ $U^{*} \Lambda^{2} U$ be the spectral decomposition for $Q$ where $U$ is a unitary operator from $\mathbb{C}^{n}$ onto $\mathcal{X}$ and $\Lambda^{2}=\operatorname{diag}\left\{\sigma_{j}^{2}\right\}_{1}^{n}$ is a diagonal matrix on $\mathbb{C}^{n}$ satisfying $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n}$. Notice that $\left\{\sigma_{j}^{2}\right\}_{1}^{n}$ are the eigenvalues of $Q$. By employing this decomposition in (7.86), we arrive at

$$
\left(U A_{1} U^{*}\right) \Lambda^{2}+\Lambda^{2}\left(U A_{1} U^{*}\right)^{*}+U B_{1} B_{1}^{*} U^{*}=0 .
$$

Now let $\left\{A_{2}, B_{2}, C_{2}, D\right\}$ be the realization determined by

$$
A_{2}=U A_{1} U^{*}, \quad B_{2}=U B_{1}, \quad \text { and } \quad C_{2}=C_{1} U^{*}
$$

Since $\left\{A_{2}, B_{2}, C_{2}, D\right\}$ is similar to $\left\{A_{1}, B_{1}, C_{1}, D\right\}$, the system $\left\{A_{2}, B_{2}, C_{2}, D\right\}$ is a minimal realization for $G$. Moreover, by construction the operator $\Lambda^{2}$ is the controllability Gramian for $\left\{A_{2}, B_{2}\right\}$, that is, $A_{2} \Lambda^{2}+\Lambda^{2} A_{2}^{*}+B_{2} B_{2}^{*}=0$, and $I$ is the observability Gramian for $\left\{C_{2}, A_{2}\right\}$, that is, $A_{2}^{*}+A_{2}+C_{2}^{*} C_{2}=0$. To obtain the final similarity transformation observe that

$$
\begin{aligned}
& \left(\Lambda^{-1 / 2} A_{2} \Lambda^{1 / 2}\right) \Lambda+\Lambda\left(\Lambda^{-1 / 2} A_{2} \Lambda^{1 / 2}\right)^{*}+\Lambda^{-1 / 2} B_{2} B_{2}^{*} \Lambda^{-1 / 2}=0 \\
& \left(\Lambda^{-1 / 2} A_{2} \Lambda^{1 / 2}\right)^{*} \Lambda+\Lambda\left(\Lambda^{-1 / 2} A_{2} \Lambda^{1 / 2}\right)+\Lambda^{1 / 2} C_{2}^{*} C_{2} \Lambda^{1 / 2}=0
\end{aligned}
$$

Now let $\left\{A_{3}, B_{3}, C_{3}, D\right\}$ be the minimal realization determined by

$$
A_{3}=\Lambda^{-1 / 2} A_{2} \Lambda^{1 / 2}, \quad B_{3}=\Lambda^{-1 / 2} B_{2}, \quad \text { and } \quad C_{3}=C_{2} \Lambda^{1 / 2}
$$

Then $\left\{A_{3}, B_{3}, C_{3}, D\right\}$ is a balanced minimal stable realization for $\mathbf{G}$. Moreover, $\Lambda$ is the controllability and observability Gramian for $\left\{A_{3}, B_{3}, C_{3}, D\right\}$, that is,

$$
A_{3} \Lambda+\Lambda A_{3}^{*}+B_{3} B_{3}^{*}=0 \quad \text { and } \quad A_{3}^{*} \Lambda+\Lambda A_{3}+C_{3}^{*} C_{3}=0
$$

Finally, it is noted that $\left\{A_{3}, B_{3}, C_{3}, D\right\}$ is similar to $\{A, B, C, D\}$.
To complete this model reduction procedure, let $r$ be an integer in $[1, n]$. Consider the following matrix decompositions of $A_{3}, B_{3}$ and $C_{3}$

$$
\begin{aligned}
& A_{3}=\left[\begin{array}{ll}
A_{r} & A_{12} \\
A_{21} & A_{22}
\end{array}\right] \text { on }\left[\begin{array}{c}
\mathbb{C}^{r} \\
\mathbb{C}^{n-r}
\end{array}\right], \quad B_{3}=\left[\begin{array}{c}
B_{r} \\
B_{21}
\end{array}\right]: \mathcal{U} \rightarrow\left[\begin{array}{c}
\mathbb{C}^{r} \\
\mathbb{C}^{n-r}
\end{array}\right] \\
& C_{3}=\left[\begin{array}{ll}
C_{r} & C_{12}
\end{array}\right]:\left[\begin{array}{c}
\mathbb{C}^{r} \\
\mathbb{C}^{n-r}
\end{array}\right] \rightarrow \mathcal{Y} .
\end{aligned}
$$

Then $\left\{A_{r}, B_{r}, C_{r}, D\right\}$ is a reduced order model of dimension $r$ for the system $\{A, B, C, D\}$. Finally, let $\mathbf{G}_{r}$ be the $r$ dimensional realization corresponding to $\left\{A_{r}, B_{r}, C_{r}, D\right\}$. Then $\mathbf{G}_{r}$ can be used as a $r$ dimensional reduced order model for the transfer function $\mathbf{G}$. This reduced order model is fairly accurate when $\sigma_{r}$ is much larger than $\sigma_{r+1}$; see Glover [52] and Zhou-Doyle-Glover [131] for further results on model reduction.

## Chapter 8

## State Feedback and Stabilizability

This chapter is devoted to state feedback and stabilization of linear systems. Lyapunov techniques are used to show that a state space system is stabilizable if and only if all of its uncontrollable eigenvalues are stable. Then state feedback is used, on a controllable system, to place the eigenvalues of the corresponding closed loop system at a set of specified locations in the complex plane.

### 8.1 State feedback and stabilizability

In this section we introduce the concept of state feedback. To this end, consider the system

$$
\begin{equation*}
\dot{x}=A x+B u . \tag{8.1}
\end{equation*}
$$

As before, $A$ is an operator on $\mathcal{X}$ while $B$ maps $\mathcal{U}$ into $\mathcal{X}$. The spaces $\mathcal{X}$ and $\mathcal{U}$ are finite dimensional. Suppose that the open loop system $\dot{x}=A x$ is unstable. A natural question is the following: Can one choose a controller generating the control input $u$ such that the resulting system is stable, that is, $x(t)$ approaches zero as $t$ tends towards infinity. As will be seen later in the chapter, we do not have to consider controllers that are nonlinear functions of the state to solve this problem. A first natural choice for a controller is simply given by $u(t)=-K x(t)$ where $K$ is an operator from $\mathcal{X}$ into $\mathcal{U}$. In this case, $u(t)$ is a linear function of the state $x(t)$ at each instance of time $t$, and thus, $u(t)=-K x(t)$ is called a static (or, memoryless) state feedback controller. The operator $K$ is called the gain and the minus sign is a convention. This leads to the following question. Can we find an operator $K$ such that $A-B K$ is stable? Motivated by this we say that the system in (8.1) is stabilizable if there exists an operator $K$ from $\mathcal{X}$ into $\mathcal{U}$ such that $A-B K$ is stable. Finally, we say that the pair $\{A, B\}$ is stabilizable if the system in (8.1) is stabilizable.

A related question is, under what conditions is the pair $\{A, B\}$ stabilizable? In Section 8.2 we will use Lyapunov techniques to show that if $\{A, B\}$ is controllable, then it is stabilizable. In subsequent sections, for a controllable pair $\{A, B\}$, we will develop a procedure to compute a gain $K$ which places the eigenvalues of $A-B K$ at any $n$ specified locations in the complex plane, where $n$ is the dimension of the state space. This will provide us with a computational method for stabilization and solve a classical eigenvalue placement problem.

Notice that controllability is not necessary for stabilizability, that is, it is possible for a system to be stabilizable but not controllable. To see this, consider a system with $A$ stable and $B$ equal to zero. For a system which is neither controllable nor stabilizable, consider $A=1$ and $B=0$. The following example illustrates how certain eigenvalues of $A$ play a role in stabilizability.

Example 8.1.1 Consider the system $\dot{x}=A x+B u$ where

$$
A=\left[\begin{array}{cc}
\alpha & 0 \\
0 & 0
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

Clearly, this system is uncontrollable. For any gain $K=\left[\begin{array}{ll}k_{1} & k_{2}\end{array}\right]$, the matrix

$$
A-B K=\left[\begin{array}{cc}
\alpha & 0 \\
-k_{1} & -k_{2}
\end{array}\right]
$$

has eigenvalues $\alpha$ and $-k_{2}$. Notice that regardless of the gain $K$, the eigenvalue $\alpha$ of $A$ is also an eigenvalue of $A-B K$. So, if $\alpha \geq 0$, then the pair $\{A, B\}$ is not stabilizable. However, if $\alpha<0$, then $A-B K$ is stable for $k_{2}>0$. In this case, the pair $\{A, B\}$ is stabilizable.

### 8.2 Simple stabilizing controllers

In this section we use Lyapunov techniques to obtain simple stabilizing controllers for controllable systems. Throughout this section $\{A, B\}$ is a controllable pair where $A$ is an operator on $\mathcal{X}$ and $B$ is an operator from $\mathcal{U}$ into $\mathcal{X}$. To begin, consider any positive $t_{1}>0$ and let

$$
\begin{equation*}
Q=\int_{-t_{1}}^{0} e^{A t} B B^{*} e^{A^{*} t} d t=\int_{0}^{t_{1}} e^{-A t} B B^{*} e^{-A^{*} t} d t \tag{8.2}
\end{equation*}
$$

The above operator can be regarded as the finite time controllability Gramian over the interval $\left[0, t_{1}\right]$ associated with $\{-A, B\}$. Since $\{A, B\}$ is controllable, $Q$ is strictly positive; see Theorem 5.3.2. We now show that the state feedback gain $K=B^{*} Q^{-1}$ yields a stable closed loop operator $A-B K$, that is, this gain results in a stabilizing controller. Using the fact that the derivative of $e^{A t}$ is $A e^{A t}$, we obtain

$$
\begin{aligned}
A Q+Q A^{*} & =\int_{-t_{1}}^{0}\left[A e^{A t} B B^{*} e^{A^{*} t}+e^{A t} B B^{*} e^{A^{*} t} A^{*}\right] d t \\
& =\int_{-t_{1}}^{0} \frac{d\left(e^{A t} B B^{*} e^{A^{*} t}\right)}{d t} d t=B B^{*}-e^{-A t_{1}} B B^{*} e^{-A^{*} t_{1}}
\end{aligned}
$$

This yields the following Lyapunov equation

$$
A Q+Q A^{*}-B B^{*}=-e^{-A t_{1}} B B^{*} e^{-A^{*} t_{1}}
$$

By combing this equation with $A-B K=A-B B^{*} Q^{-1}$, we have

$$
\begin{aligned}
& \left(A-B B^{*} Q^{-1}\right) Q+Q\left(A-B B^{*} Q^{-1}\right)^{*}=A Q+Q A^{*}-2 B B^{*}= \\
& -B B^{*}-e^{-A t_{1}} B B^{*} e^{-A^{*} t_{1}}=-\tilde{B} \tilde{B}^{*}
\end{aligned}
$$

where $\tilde{B}=\left[\begin{array}{ll}B & e^{-A t_{1}} B\end{array}\right]$. Hence, we obtain the Lyapunov equation,

$$
\left(A-B B^{*} Q^{-1}\right) Q+Q\left(A-B B^{*} Q^{-1}\right)^{*}+\tilde{B} \tilde{B}^{*}=0
$$

Because $\{A, B\}$ is controllable, Lemma 6.4.2 shows that the pair $\left\{A-B B^{*} Q^{-1}, B\right\}$ is also controllable. This readily implies that $\left\{A-B B^{*} Q^{-1}, \tilde{B}\right\}$ is controllable. Since $Q$ is strictly positive, the previous Lyapunov equation, shows that $A-B K$ is stable; see Theorem 5.4.2. By summing up this analysis we arrive at the following result.

Proposition 8.2.1 If $\{A, B\}$ is a controllable pair, then $\{A, B\}$ is stabilizable. In this case, if $Q$ is the strictly positive operator defined in (8.2) and $K=B^{*} Q^{-1}$, then $K$ is a stabilizing gain, that is, $A-B K$ is stable.

Remark 8.2.1 Consider any $\alpha>0$ and any finite $t_{1}>0$. Let

$$
Q_{\alpha}=\int_{0}^{t_{1}} e^{-2 \alpha t} e^{-A t} B B^{*} e^{-A^{*} t} d t
$$

First notice that the controllability of $\{A, B\}$ along with the PBH controllability test readily shows that the pair $\{A+\alpha I, B\}$ is controllable. Repeating the above analysis with $A+\alpha I$ replacing $A$ shows that $Q_{\alpha}$ is positive and invertible. Moreover, the gain $K=B^{*} Q_{\alpha}^{-1}$ results in $A+\alpha I-B K$ being stable. Hence, all the eigenvalues of the closed loop operator $A-B B^{*} Q_{\alpha}^{-1}$ have real parts strictly less than $-\alpha<0$. In particular, $A-B B^{*} Q_{\alpha}^{-1}$ is stable. Notice that by using this control algorithm, one can place the eigenvalues of the closed loop system to the left of any vertical line in the complex plane.

To complete this section, let us use Lyapunov techniques to present another method to construct a stabilizing controller. To this end, consider now any $\alpha \geq 0$ such that all the eigenvalues of $-A-\alpha I$ have nonzero negative real parts, that is, $-A-\alpha I$ is stable. For example, choosing $\alpha>\|A\|$ will suffice. (This follows because the norm of any operator is greater than or equal to the magnitude of its eigenvalues.) Then $Q_{\alpha}$ is well defined for $t_{1}=\infty$ and is given by

$$
Q_{\alpha}=\Omega=\int_{0}^{\infty} e^{-2 \alpha t} e^{-A t} B B^{*} e^{-A^{*} t} d t
$$

Since $Q_{\alpha}$ is strictly positive for all finite $t_{1}$ and is a non-decreasing function of $t_{1}$, it follows that $\Omega$ is positive and invertible. Because $-A-\alpha I$ is stable, $\Omega$ is the unique solution to the Lyapunov equation

$$
\begin{equation*}
(-A-\alpha I) \Omega+\Omega(-A-\alpha I)^{*}+B B^{*}=0 \tag{8.3}
\end{equation*}
$$

As expected, the state feedback gain $K=B^{*} \Omega^{-1}$ yields a stable closed loop state operator $A-B K$. To see this, notice that

$$
\left(A-B B^{*} \Omega^{-1}+\alpha I\right) \Omega+\Omega\left(A-B B^{*} \Omega^{-1}+\alpha I\right)^{*}+B B^{*}=0
$$

Since the pair $\{-A-\alpha I, B\}$ is controllable, it follows that $\left\{A-B B^{*} \Omega^{-1}+\alpha I, B\right\}$ is also controllable. The above Lyapunov equation and the strict positivity of $\Omega$ imply that the operator $A-B B^{*} \Omega^{-1}+\alpha I$ is stable. Hence, all the eigenvalues of the closed loop operator $A-B B^{*} \Omega^{-1}$ have real parts strictly less than $-\alpha \leq 0$. In particular, $A-B B^{*} \Omega^{-1}$ is stable. Finally, notice that the state feedback controller with gain $K=B^{*} \Omega^{-1}$ can be readily computed by solving the Lyapunov equation in (8.3).

### 8.3 Stabilizability and uncontrollable eigenvalues

As before, let $A$ be an operator on a finite dimensional space $\mathcal{X}$ and $B$ an operator from a space $\mathcal{U}$ to $\mathcal{X}$. Recall that the controllable subspace $\mathcal{X}_{c}$ for $\{A, B\}$ is the invariant subspace for $A$ defined by

$$
\begin{equation*}
\mathcal{X}_{c}=\operatorname{span}\left\{A^{k} B \mathcal{U}: k=0,1,2, \cdots\right\} \tag{8.4}
\end{equation*}
$$

The uncontrollable subspace $\mathcal{X}_{\bar{c}}$ for $\{A, B\}$ is the orthogonal complement of the controllable subspace $\mathcal{X}_{c}$. So, the uncontrollable subspace $\mathcal{X}_{\bar{c}}$ is an invariant subspace for $A^{*}$. Recall also that $\lambda$ is an uncontrollable eigenvalue for the pair $\{A, B\}$ if there is a nonzero vector $v$ in $\mathcal{X}_{\bar{c}}$ such that $A^{*} v=\bar{\lambda} v$. Thus, $\lambda$ is an uncontrollable eigenvalue for the pair $\{A, B\}$ if and only if $\lambda$ is an eigenvalue for the operator $A_{\bar{c}}$ on $\mathcal{X}_{\bar{c}}$ defined by $A_{\bar{c}}^{*} x=A^{*} x$ for $x \in \mathcal{X}_{\bar{c}}$. We say that an eigenvalue $\lambda$ for $A$ is stable if $\Re(\lambda)<0$. Notice that $\alpha$ is an uncontrollable eigenvalue of the pair $\{A, B\}$ in Example 8.1.1, and $\alpha$ is also an eigenvalue of the matrix $A-B K$ for every gain $K$. Motivated by this example, we present the following result.

Lemma 8.3.1 If $\lambda$ is an uncontrollable eigenvalue for $\{A, B\}$, then $\lambda$ is an eigenvalue of $A-B K$ for every gain operator $K$.

Proof. To see this, recall that if $\lambda$ is an uncontrollable eigenvalue of $\{A, B\}$, then there exists a nonzero vector $v$ in $\mathcal{X}_{\bar{c}}$ such that $A^{*} v=\bar{\lambda} v$. Since $\mathcal{X}_{\bar{c}}$ is orthogonal to the range of $B$, we must have $B^{*} v=0$. So, for any gain matrix $K$, we obtain

$$
(A-B K)^{*} v=\bar{\lambda} v
$$

that is, $\bar{\lambda}$ is an eigenvalue of $(A-B K)^{*}$. Hence, $\lambda$ is an eigenvalue of $A-B K$. So, regardless of the state feedback gain, $\lambda$ is always an eigenvalue of $A-B K$. Therefore, we cannot alter this eigenvalue by feedback.

If $\lambda$ is an uncontrollable, unstable eigenvalue for the pair $\{A, B\}$, then Lemma 8.3.1 shows that $\{A, B\}$ is not stabilizable. In other words, if $\{A, B\}$ is stabilizable, then all of its uncontrollable eigenvalues are stable. This proves part of the following result.

Theorem 8.3.2 $A$ pair $\{A, B\}$ is stabilizable if and only if all of its uncontrollable eigenvalues are stable.

Proof. We present a proof of this fact based on the decomposition of the state space $\mathcal{X}$ into the controllable subspace $\mathcal{X}_{c}$ and the uncontrollable subspace $\mathcal{X}_{\bar{c}}$. To this end, recall that $A$ admits a matrix representation of the form (see Section 6.2)

$$
\left[\begin{array}{cc}
A_{c} & *  \tag{8.5}\\
0 & A_{\bar{c}}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{c} \\
\mathcal{X}_{\bar{c}}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{X}_{c} \\
\mathcal{X}_{\bar{c}}
\end{array}\right]
$$

Here $A_{c}$ is the operator on $\mathcal{X}_{c}$ defined by $A_{c}=A \mid \mathcal{X}_{c}$ and $A_{\bar{c}}$ is the compression of $A$ to $\mathcal{X}_{\bar{c}}$. Clearly, the uncontrollable eigenvalues for the pair $\{A, B\}$ are precisely the eigenvalues of $A_{\bar{c}}$. Furthermore, the operator $B$ admits a matrix representation of the form

$$
\left[\begin{array}{c}
B_{c}  \tag{8.6}\\
0
\end{array}\right]: \mathcal{U} \longrightarrow\left[\begin{array}{l}
\mathcal{X}_{c} \\
\mathcal{X}_{\bar{c}}
\end{array}\right]
$$

Recall that the pair $\left\{A_{c}, B_{c}\right\}$ is controllable. If $K$ is any gain operator, then it has a matrix representation of the form

$$
\left[\begin{array}{ll}
K_{c} & K_{\bar{c}}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{c}  \tag{8.7}\\
\mathcal{X}_{\bar{c}}
\end{array}\right] \rightarrow \mathcal{U}
$$

Hence, $A-B K$ has the following matrix representation

$$
A-B K=\left[\begin{array}{cc}
A_{c}-B_{c} K_{c} & *  \tag{8.8}\\
0 & A_{\bar{c}}
\end{array}\right]
$$

From this representation, we see that the eigenvalues of $A-B K$ are the union of the eigenvalues of $A_{c}-B_{c} K_{c}$ and $A_{\bar{c}}$. Hence, regardless of $K$, the eigenvalues of $A_{\bar{c}}$ are always contained in the eigenvalues of $A-B K$.

Furthermore, since the pair $\left\{A_{c}, B_{c}\right\}$ is controllable, there exists a state feedback $K_{c}$ such that $A_{c}-B_{c} K_{c}$ is stable; see Proposition 8.2.1. Hence, except for the eigenvalues of $A_{\bar{c}}$, all eigenvalues of $A-B K$ can be placed somewhere in the open left half plane. In particular, if all the eigenvalues of $A_{\bar{c}}$ are stable, then $K$ can be chosen so that all the eigenvalues of $A-B K$ are also stable. This completes the proof.

Using Lemma 5.2.1, we obtain the following useful result.
Corollary 1 (PBH stabilizability result.) The pair $\{A$ on $\mathcal{X}, B\}$ is stabilizable if and only if

$$
\operatorname{rank}\left[\begin{array}{ll}
A-\lambda I & B
\end{array}\right]=\operatorname{dim} \mathcal{X}
$$

for every complex number $\lambda$ in the closed right half plane.

### 8.4 Eigenvalue placement

Recall that a system $\dot{x}=A x+B u$ or the pair $\{A, B\}$ is a single input system if its input space $\mathcal{U}$ is one dimensional. The system $\dot{x}=A x+B u$ or the pair $\{A, B\}$ is scalar input if $\mathcal{U}=\mathbb{C}^{1}$. Obviously, any single input system can be identified with a scalar input system. In this section, for single input systems, we use controllability of the pair $\{A, B\}$ to develop a procedure to compute a gain $K$, which places the eigenvalues of $A-B K$ at any $n$ specified locations in the complex plane where $n=\operatorname{dim} \mathcal{X}$. This will provide us with a computational method for stabilization and solve a classical pole placement problem.

### 8.4.1 An eigenvalue placement procedure

Consider first any pair $\{A, B\}$ where $A$ is on $\mathcal{X}$ while $B$ maps $\mathcal{U}$ into $\mathcal{X}$. The spaces $\mathcal{X}$ and $\mathcal{U}$ are finite dimensional and of arbitrary dimension. If $K$ is any operator from $\mathcal{X}$ into $\mathcal{U}$, we claim that

$$
\begin{equation*}
\operatorname{det}[s I-A+B K]=\operatorname{det}[s I-A] \operatorname{det}\left[I+K(s I-A)^{-1} B\right] \tag{8.9}
\end{equation*}
$$

where det denotes determinant. To verify this recall that if $M$ and $N$ are two finite dimensional operators acting between the appropriate spaces, then $\operatorname{det}[I+M N]=\operatorname{det}[I+N M]$.

Using this, we obtain

$$
\begin{aligned}
\operatorname{det}[s I-A+B K] & =\operatorname{det}\left[(s I-A)\left(I+(s I-A)^{-1} B K\right]\right. \\
& =\operatorname{det}[s I-A] \operatorname{det}\left[I+(s I-A)^{-1} B K\right] \\
& =\operatorname{det}[s I-A] \operatorname{det}\left[I+K(s I-A)^{-1} B\right]
\end{aligned}
$$

Therefore, (8.9) holds.
Finally, it is noted that if the input space $\mathcal{U}$ is one dimensional, then (8.9) reduces to

$$
\begin{equation*}
\operatorname{det}[s I-A+B K]=\operatorname{det}[s I-A]\left(1+K(s I-A)^{-1} B\right) \tag{8.10}
\end{equation*}
$$

Equation (8.15) shows that, for a single input pair $\{A, B\}$, the coefficients of the characteristic polynomial for $A-B K$ are affine in $K$.

Let $\{A, B\}$ be a controllable single input system where $n$ is the dimension of the state space $\mathcal{X}$. To complete this section we will develop a method to compute a gain $K$ which places the eigenvalues of $A-B K$ at any $n$ specified location in the complex plane. In particular, this shows that any single input controllable pair is stabilizable.

Theorem 8.4.1 Let $\{A, B\}$ be a single input controllable pair where $n$ is the dimension of the state. Let $\hat{d}$ be any monic polynomial of degree $n$. Then there exists a state gain $K$ such that $\hat{d}$ is the characteristic polynomial for $A-B K$. In particular, there exists a gain $K$ which places the eigenvalues $A-B K$ at any specified $n$ locations in the complex plane.

Proof. If $\hat{d}$ is any monic polynomial of degree $n$, we need to show that there exists a gain $K$ such that $\hat{d}$ is the characteristic polynomial for $A-B K$, that is,

$$
\hat{d}(s)=\operatorname{det}[s I-A+B K] .
$$

Recalling (8.10) we need to show that there exists a gain $K$ such that

$$
\begin{equation*}
K(s I-A)^{-1} B=\frac{\hat{d}(s)-d(s)}{d(s)} \tag{8.11}
\end{equation*}
$$

where $d(s)=\operatorname{det}[s I-A]$ is the characteristic polynomial of $A$. Let

$$
\begin{aligned}
& d(s)=a_{0}+a_{1} s+\cdots+a_{n-1} s^{n-1}+s^{n} \\
& \hat{d}(s)=\hat{a}_{0}+\hat{a}_{1} s+\cdots+\hat{a}_{n-1} s^{n-1}+s^{n}
\end{aligned}
$$

It now follows from Lemma 1.3.5 that (8.11) holds if and only if

$$
\left[\begin{array}{llll}
K B & K A B & \cdots & K A^{n-1} B
\end{array}\right] \Upsilon=\left[\begin{array}{llll}
\hat{a}_{0}-a_{0} & \hat{a}_{1}-a_{1} & \cdots & \hat{a}_{n-1}-a_{n-1} \tag{8.12}
\end{array}\right]
$$

where $\Upsilon$ is the invertible Hankel matrix given by

$$
\Upsilon=\left[\begin{array}{cccccc}
a_{1} & a_{2} & \cdots & a_{n-2} & a_{n-1} & 1  \tag{8.13}\\
a_{2} & a_{3} & \cdots & a_{n-1} & 1 & 0 \\
a_{3} & a_{4} & \cdots & 1 & 0 & 0 \\
\vdots & \vdots & & \vdots & \vdots & \vdots \\
a_{n-1} & 1 & \cdots & 0 & 0 & 0 \\
1 & 0 & \cdots & 0 & 0 & 0
\end{array}\right] .
$$

Without loss of generality we can assume that $\mathcal{U}=\mathbb{C}^{1}$. Let $W$ be the controllability operator from $\mathbb{C}^{n}$ into $\mathcal{X}$ defined by

$$
W=\left[\begin{array}{llll}
B & A B & \cdots & A^{n-1} B \tag{8.14}
\end{array}\right] .
$$

Then condition (8.12) on $K$ reduces to

$$
K W \Upsilon=\left[\begin{array}{llll}
\hat{a}_{0}-a_{0} & \hat{a}_{1}-a_{1} & \cdots & \hat{a}_{n-1}-a_{n-1}
\end{array}\right]
$$

Because the pair $\{A, B\}$ is controllable, $W$ is invertible. This readily implies that the gain $K$ is uniquely given by

$$
K=\left[\begin{array}{llll}
\hat{a}_{0}-a_{0} & \hat{a}_{1}-a_{1} & \cdots & \hat{a}_{n-1}-a_{n-1} \tag{8.15}
\end{array}\right] \Upsilon^{-1} W^{-1}
$$

Notice that the gain $K$ is uniquely determined by the coefficients $\left\{\hat{a}_{i}\right\}_{0}^{n-1}$ of the desired characteristic polynomial for $A-B K$. So, if $\hat{d}$ is any monic polynomial of the form $\hat{d}(s)=$ $\hat{a}_{0}+\hat{a}_{1} s+\cdots+\hat{a}_{n-1} s^{n-1}+s^{n}$, and the gain $K$ is given by (8.15), then $\hat{d}$ is the characteristic polynomial for $A-B K$.

As before, let $\{A, B\}$ be a single input controllable pair with state space dimension $n$. Let $\left\{\lambda_{i}\right\}_{1}^{n}$ be any $n$ specified numbers in the complex plane and $\hat{d}=\hat{a}_{0}+\hat{a}_{1} s+\cdots+\hat{a}_{n-1} s^{n-1}+s^{n}$ be the polynomial uniquely determined by $\hat{d}(s)=\prod_{1}^{n}\left(s-\lambda_{i}\right)$. If $K$ is the gain computed in (8.15), then $\hat{d}$ is the characteristic polynomial for $A-B K$ and $\left\{\lambda_{i}\right\}_{1}^{n}$ are the eigenvalues for $A-B K$.

### 8.4.2 Ackermann's Formula

The following lemma provides another method for computing a state feedback gain $K$ to assign prescribed eigenvalues to $A-B K$.

Lemma 8.4.2 (Ackermann's Formula [1]) Suppose $\{A, B\}$ is a scalar input controllable pair with state dimension $n$ and $\hat{d}$ is any monic polynomial of degree $n$. Let $K$ be the gain matrix defined by

$$
K=\left[\begin{array}{lllll}
0 & 0 & \cdots & 0 & 1 \tag{8.16}
\end{array}\right] W^{-1} \hat{d}(A) .
$$

where $W$ is the controllability matrix defined in (8.14). Then $\hat{d}$ is the characteristic polynomial for $A-B K$.

Proof. Let $v=\left[\begin{array}{lllll}0 & 0 & \cdots & 0 & 1\end{array}\right] W^{-1}$. Then $v W=\left[\begin{array}{lllll}0 & 0 & \cdots & 0 & 1\end{array}\right]$, that is,

$$
\begin{aligned}
v A^{j} B & =0 \quad \text { for } \quad j=0,1, \cdots, n-2 \\
v A^{n-1} B & =1
\end{aligned}
$$

It now follows from Lemma 1.3.1 that $v(s I-A)^{-1} B=1 / d(s)$ where $d$ is the characteristic polynomial for $A$ and

$$
\begin{align*}
v A^{j}(s I-A)^{-1} B & =s^{j} / d(s) \quad \text { for } \quad j=0,1, \cdots, n-1  \tag{8.17a}\\
v A^{n}(s I-A)^{-1} B & =s^{n} / d(s)-1 . \tag{8.17b}
\end{align*}
$$

Letting $\hat{d}(s)=\hat{a}_{0}+\hat{a}_{1} s+\cdots+\hat{a}_{n-1} s^{n-1}+s^{n}$ and noting that $K=v \hat{d}(A)$, relationships (8.17) imply that

$$
\begin{aligned}
K(s I-A)^{-1} B & =v \hat{d}(A)(s I-A)^{-1} B \\
& =\sum_{j=0}^{n-1} \hat{a}_{j} v A^{j}(s I-A)^{-1} B+v A^{n}(s I-A)^{-1} B \\
& =\sum_{j=0}^{n-1} \hat{a}_{j} s^{j} / d(s)+s^{n} / d(s)-1 \\
& =\hat{d}(s) / d(s)-1
\end{aligned}
$$

that is, (8.11) holds. By the proof of Theorem 8.4.1, this is equivalent to $\operatorname{det}[s I-A+B K]=$ $\hat{d}(s)$, that is, $\hat{d}$ is the characteristic polynomial for $A-B K$.

Exercise 22 Consider the system described by

$$
\begin{aligned}
& \dot{x}_{1}=x_{2}+u \\
& \dot{x}_{2}=x_{1}+u .
\end{aligned}
$$

(a) Is this system stabilizable?
(b) Does there exist a state feedback controller $K$ which results in closed loop eigenvalues $\{-1,-2\}$ ? If so find one.
(c) Does there exist a linear state feedback controller which results in closed loop eigenvalues $\{-2,-3\}$ ? If so find one.

### 8.5 Controllable canonical form

This section is devoted to the controllable canonical form for scalar input systems. We say that the pair $\{A, B\}$ or the system $\dot{x}=A x+B u$ is in controllable canonical form if $A$ and $B$ are matrices with the following structure:

$$
A=\left[\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0  \tag{8.18}\\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-2} & -a_{n-1}
\end{array}\right] \text { and } B=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
1
\end{array}\right]
$$

In particular, if the pair $\{A, B\}$ is in controllable canonical form, then $A$ is a companion matrix. We previously encountered the controllable canonical form when we constructed
state space realizations for scalar valued transfer functions; see (1.48). Finally, recall that the characteristic polynomial for $A$ is given by

$$
\begin{equation*}
\operatorname{det}[s I-A]=a_{0}+a_{1} s+\cdots+a_{n-1} s^{n-1}+s^{n} \tag{8.19}
\end{equation*}
$$

So, given any monic polynomial $d(s)=a_{0}+a_{1} s+\cdots+a_{n-1} s^{n-1}+s^{n}$ there exists a unique controllable canonical pair $\{A, B\}$ such that $d$ is the characteristic polynomial for $A$. In this case we say that $\{A, B\}$ is the controllable canonical pair determined by $d$. Obviously, there is a one to one correspondence between the set of all controllable canonical pairs and the set of all monic polynomials.

We claim that any pair $\{A, B\}$ in controllable canonical form is controllable. To see this, notice that the controllability operator for the pair $\{A, B\}$ in controllable canonical form is given by

$$
W=\left[\begin{array}{cccc}
B & A B & \cdots & A^{n-1} B
\end{array}\right]=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1  \tag{8.20}\\
0 & 0 & \cdots & 1 & * \\
\vdots & \vdots & \ddots & * & * \\
0 & 1 & \cdots & * & * \\
1 & * & \cdots & * & *
\end{array}\right]
$$

where the $*$ entries are unspecified. Since this matrix has rank $n$, the pair $\{A, B\}$ is controllable.

Recall that, for a controllable single input pair $\{A, B\}$, one can arbitrarily assign the eigenvalues of $A-B K$ by appropriate choice of the gain matrix $K$. We now show that this can easily be demonstrated when $\{A, B\}$ is in controllable canonical form. This will play a major role in developing another algorithm to arbitrarily assign the eigenvalues of $A-B K$ for any controllable single input pair.

Let $\left\{A\right.$ on $\left.\mathbb{C}^{n}, B\right\}$ be in controllable canonical form, and consider any $n$ specified complex numbers $\left\{\lambda_{j}\right\}_{1}^{n}$. Now consider the problem of finding a gain matrix $K$ from $\mathbb{C}^{n}$ into $\mathbb{C}^{1}$ such that $\left\{\lambda_{j}\right\}_{1}^{n}$ are the eigenvalues of $A-B K$. To solve this eigenvalue placement problem, let

$$
\begin{equation*}
\hat{d}(s)=s^{n}+\hat{a}_{n-1} s^{n-1}+\cdots+\hat{a}_{1} s+\hat{a}_{0}=\prod_{j=1}^{n}\left(s-\lambda_{j}\right) \tag{8.21}
\end{equation*}
$$

be the unique monic polynomial whose roots are the desired closed loop eigenvalues $\left\{\lambda_{j}\right\}_{1}^{n}$. Introducing the $1 \times n$ gain matrix

$$
K=\left[\begin{array}{llll}
\hat{a}_{0}-a_{0} & \hat{a}_{1}-a_{1} & \cdots & \hat{a}_{n-1}-a_{n-1} \tag{8.22}
\end{array}\right]
$$

where $a_{0}, a_{1}, \cdots, a_{n-1}$ are given by the last row of $A$, we obtain

$$
A-B K=\left[\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0  \tag{8.23}\\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
-\hat{a}_{0} & -\hat{a}_{1} & -\hat{a}_{2} & \cdots & -\hat{a}_{n-2} & -\hat{a}_{n-1}
\end{array}\right]
$$

Because $A-B K$ is a companion matrix, $\hat{d}$ is the characteristic polynomial for $A-B K$. Hence, $\left\{\lambda_{j}\right\}_{1}^{n}$ are the eigenvalues for the closed loop system matrix $A-B K$. By this method, we can arbitrarily assign the eigenvalues of $A-B K$.

### 8.5.1 Transformation to controllable canonical form

In the last section, we saw that if a scalar input pair $\{A, B\}$ is in controllable canonical form, then one can easily place the eigenvalues of $A-B K$ by appropriate choice of a gain matrix $K$. Now consider any single input pair $\{A$ on $\mathcal{X}, B\}$ which is controllable and let $n$ be the dimension of $\mathcal{X}$. We will show that $\{A, B\}$ is similar to a pair $\left\{\tilde{A}\right.$ on $\left.\mathbb{C}^{n}, \tilde{B}\right\}$ in controllable canonical form, that is, there is an invertible operator $T$ from $\mathbb{C}^{n}$ onto $\mathcal{X}$ satisfying

$$
\begin{equation*}
A T=T \tilde{A} \quad \text { and } \quad B=T \tilde{B} \tag{8.24}
\end{equation*}
$$

In this case, we say that $T$ intertwines $\{\tilde{A}, \tilde{B}\}$ with $\{A, B\}$. From this we will obtain an alternative proof of the fact that, for any single input controllable pair $\{A, B\}$, one can arbitrarily place the eigenvalues of $A-B K$ by the appropriate choice of a gain matrix $K$.

First consider any single input pair $\{A, B\}$ with the property that it is similar to a pair $\{\tilde{A}, \tilde{B}\}$ which is in controllable canonical form, that is, (8.24) is satisfied with some invertible operator $T$. Using the first equation in (8.24) one can readily show that, for all integers $k \geq 0$, one has $A^{k} T=T \tilde{A}^{k}$, and hence, $A^{k} B=A^{k} T \tilde{B}=T \tilde{A^{k}} \tilde{B}$. This implies that

$$
\begin{equation*}
W=T \tilde{W} \tag{8.25}
\end{equation*}
$$

where $\tilde{W}$ and $W$ are the controllability matrices associated with $\{\tilde{A}, \tilde{B}\}$ and $\{A, B\}$, respectively, that is,

$$
\tilde{W}=\left[\begin{array}{llll}
\tilde{B} & \tilde{A} \tilde{B} & \cdots & \tilde{A}^{n-1} \tilde{B}
\end{array}\right] \text { and } W=\left[\begin{array}{llll}
B & A B & \cdots & A^{n-1} B \tag{8.26}
\end{array}\right] .
$$

Since $\{\tilde{A}, \tilde{B}\}$ is controllable, the operator $\tilde{W}$ is invertible. The equation $W=T \tilde{W}$ also shows that $W$ is invertible, and thus, the pair $\{A, B\}$ is controllable. Furthermore, this equation also shows that

$$
\begin{equation*}
T=W \tilde{W}^{-1} \tag{8.27}
\end{equation*}
$$

is the only operator which intertwines $\{\tilde{A}, \tilde{B}\}$ with $\{A, B\}$. Finally, since $A$ and $\tilde{A}$ are similar, they have the same the same characteristic polynomial.

Now consider any single input controllable pair $\{A$ on $\mathcal{X}, B\}$ whose state dimension is $n$. Let $\left\{\tilde{A}\right.$ on $\left.\mathbb{C}^{n}, \tilde{B}\right\}$ be the unique pair in controllable canonical form such that $\tilde{A}$ has the same characteristic polynomial as $A$. Since, $\{A, B\}$ and $\{\tilde{A}, \tilde{B}\}$ are controllable, their respective controllability operators $W$ and $\tilde{W}$ are invertible. So, the equation $W=T \tilde{W}$ uniquely defines an invertible operator $T$. We now show that $T$ intertwines $\{\bar{A}, \tilde{B}\}$ with $\{A, B\}$, that is, $(8.24)$ holds. First notice that $W=T \tilde{W}$ and the structure of $\tilde{W}$ and $W$ imply that $B=T \tilde{B}$ and

$$
A^{k} B=T \tilde{A}^{k} \tilde{B} \quad(\text { for } \quad k=0,1, \cdots, n-1) .
$$

Since $A$ and $\tilde{A}$ have the same characteristic polynomial, it follows from the Cayley-Hamilton Theorem that $A^{n} B=T \tilde{A^{n}} \tilde{B}$; hence $A W=T \tilde{A} \tilde{W}$. Recalling the definition of $T$, we now obtain that $A T \tilde{W}=A W=T \tilde{A} \tilde{W}$. Since $\tilde{W}$ is invertible, we have that $A T=T \tilde{A}$. Therefore, $\{\tilde{A}, \tilde{B}\}$ and $\{A, B\}$ are similar. Actually, we have just proven the following result.

Theorem 8.5.1 Let $\{A, B\}$ be a scalar input controllable pair with state dimension $n$ and let

$$
\begin{equation*}
\operatorname{det}[s I-A]=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0} \tag{8.28}
\end{equation*}
$$

be the characteristic polynomial of $A$. Suppose $\{\tilde{A}, \tilde{B}\}$ is the unique pair in controllable canonical form determined by the characteristic polynomial of $A$. Then $\{\tilde{A}, \tilde{B}\}$ is similar to $\{A, B\}$. Furthermore, the similarity transformation $T$ intertwining $\{\tilde{A}, \tilde{B}\}$ with $\{A, B\}$ is uniquely given by $T=W \tilde{W}^{-1}$ where $\tilde{W}$ and $W$ are the controllability matrices in (8.26) associated with $\{\tilde{A}, \tilde{B}\}$ and $\{A, B\}$, respectively.

A recursive algorithm. As before, suppose that $\{A$ on $\mathcal{X}, B\}$ is a scalar input controllable pair with state dimension $n$. Let $\{\tilde{A}, \tilde{B}\}$ be the unique pair in controllable canonical form which is similar to $\{A, B\}$, that is

$$
\tilde{A}=\left[\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0  \tag{8.29}\\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & & \ddots & & \vdots \\
\vdots & \vdots & & & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-2} & -a_{n-1}
\end{array}\right] \text { and } \tilde{B}=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
\vdots \\
0 \\
1
\end{array}\right]
$$

where $d(s)=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0}$ is the characteristic polynomial of $A$. Due to the structure of $\{\tilde{A}, \tilde{B}\}$ one can obtain a simple recursive algorithm to compute the state transformation $T: \mathbb{C}^{n} \rightarrow \mathcal{X}$ which intertwines $\{\tilde{A}, \tilde{B}\}$ with $\{A, B\}$.

To this end, consider the following decomposition:

$$
T=\left[\begin{array}{llll}
\phi_{1} & \phi_{2} & \cdots & \phi_{n} \tag{8.30}
\end{array}\right]
$$

where $\left\{\phi_{i}\right\}_{1}^{n}$ are vectors in $\mathcal{X}$. Let $\left\{e_{i}\right\}_{1}^{n}$ be the standard basis for $\mathbb{C}^{n}$, that is, the $i$-th component of $e_{i}$ is one while all the other components are zero; then $\phi_{i}=T e_{i}$ for $i=1, \cdots, n$.

Using $\tilde{B} 1=e_{n}$ and $T \tilde{B}=B$, we have $\phi_{n}=T e_{n}=T \tilde{B} 1=B 1$. Hence, $\phi_{n}=b$ where $b=B 1$. By employing the companion structure of $\tilde{A}$, we obtain that $\tilde{A} e_{n}=e_{n-1}-a_{n-1} e_{n}$. Since $A T=T \tilde{A}$, it follows that

$$
A \phi_{n}=A T e_{n}=T \tilde{A} e_{n}=T e_{n-1}-a_{n-1} T e_{n}=\phi_{n-1}-a_{n-1} \phi_{n}
$$

Therefore, $\phi_{n-1}=A \phi_{n}+a_{n-1} b$. In a similar fashion, we have

$$
A \phi_{n-1}=A T e_{n-1}=T \tilde{A} e_{n-1}=T e_{n-2}-a_{n-2} T e_{n}=\phi_{n-2}-a_{n-2} \phi_{n}
$$

Thus, $\phi_{n-2}=A \phi_{n-1}+a_{n-2} b$. An inductive argument shows that

$$
\begin{align*}
& \phi_{n}=b  \tag{8.31}\\
& \phi_{i-1}=A \phi_{i}+a_{i-1} b \quad(\text { for } i=n, n-1, \cdots, 2) .
\end{align*}
$$

Therefore, the invertible operator $T$ intertwining $\{\tilde{A}, \tilde{B}\}$ with $\{A, B\}$ is given by (8.30) where the "columns" are recursively computed by (8.31).

### 8.5.2 Eigenvalue placement by state feedback

We are now in a position to use the controllable canonical form to develop an algorithm which arbitrarily places the eigenvalues of $A-B K$ for a scalar input controllable pair $\{A$ on $\mathcal{X}, B\}$. To this end, $n$ be the dimension of $\mathcal{X}$ and let $\left\{\lambda_{i}\right\}_{1}^{n}$ be $n$ specified complex numbers. As before, let

$$
\begin{equation*}
\hat{d}(s)=s^{n}+\hat{a}_{n-1} s^{n-1}+\cdots+\hat{a}_{1} s+\hat{a}_{0}=\prod_{i=1}^{n}\left(s-\lambda_{i}\right) \tag{8.32}
\end{equation*}
$$

be the unique monic polynomial whose roots are the desired closed loop eigenvalues $\left\{\lambda_{i}\right\}_{1}^{n}$. Let $T=W \tilde{W}^{-1}$ be the invertible operator specified in Theorem 8.5.1 which intertwines $\{\tilde{A}, \tilde{B}\}$ with $\{A, B\}$. Finally, consider the $1 \times n$ real gain matrix

$$
K=\left[\begin{array}{llll}
\hat{a}_{0}-a_{0} & \hat{a}_{1}-a_{1} & \cdots & \hat{a}_{n-1}-a_{n-1} \tag{8.33}
\end{array}\right] T^{-1}
$$

where the characteristic polynomial for $A$ is given in (8.28). Notice that $K=\tilde{K} T^{-1}$ where $\tilde{K}$ is the gain matrix which guarantees that $\hat{d}$ is the characteristic polynomial for $\tilde{A}-\tilde{B} \tilde{K}$. Using $K=\tilde{K} T^{-1}$, we have $(A-B K) T=T(\tilde{A}-\tilde{B} \tilde{K})$. Hence, the operators $A-B K$ and $\tilde{A}-\tilde{B} \tilde{K}$ are similar, and thus, have the same characteristic polynomial $\hat{d}$. In other words, $\left\{\lambda_{i}\right\}_{1}^{n}$ are the eigenvalues of $A-B K$. We have just presented another proof of the result that one can arbitrarily place the eigenvalues of $A-B K$ for a scalar input controllable pair $\{A, B\}$. Summing up this analysis readily yields the following eigenvalue placement algorithm for scalar input controllable systems.

Theorem 8.5.2 Let $\{A$ on $\mathcal{X}, B\}$ be a scalar input controllable pair with state dimension $n$. Let $T$ be the similarity transformation intertwining the controllable canonical pair $\{\tilde{A}, \tilde{B}\}$ with $\{A, B\}$ computed according to Theorem 8.5.1. Let $\left\{\lambda_{i}\right\}_{1}^{n}$ be a specified set of complex numbers and $K$ the operator from $\mathcal{X}$ into $\mathbb{C}^{1}$ determined by (8.28), (8.32) and (8.33). Then $\left\{\lambda_{i}\right\}_{1}^{n}$ are the eigenvalues of $A-B K$.

### 8.6 Multivariable eigenvalue placement

This section uses an upper triangular matrix representation to place the eigenvalues of a finite dimensional controllable system at a specified location in the complex plane. We begin with the following multi-input version of Theorem 8.5.2.

Theorem 8.6.1 (Eigenvalue placement theorem.) Assume that $\{A$ on $\mathcal{X}, B\}$ is a controllable pair with state dimension $n$. Let $\left\{\lambda_{j}\right\}_{1}^{n}$ be a set of $n$ complex numbers. Then there exists a gain $K$ such that

$$
\begin{equation*}
\operatorname{det}[s I-A+B K]=\prod_{j=1}^{n}\left(s-\lambda_{j}\right) \tag{8.34}
\end{equation*}
$$

In this case, $\left\{\lambda_{j}\right\}_{1}^{n}$ are the eigenvalues of $A-B K$. In particular, if $\hat{d}$ is any monic polynomial of degree $n$, then there exists a gain $K$ such that $\hat{d}$ is the characteristic polynomial for $A-B K$.

It follows from the above theorem that controllability implies stabilizability.
We also claim that if one can use state feedback to place all the eigenvalues of $A-B K$ at any $\operatorname{dim} \mathcal{X}$ points in the complex plane, then the pair $\{A, B\}$ is controllable. To see this simply recall that if $\{A, B\}$ is not controllable, then the uncontrollable eigenvalues of $\{A, B\}$ are not changed by state feedback. In this case, state feedback cannot be used to arbitrarily place all the eigenvalues of $A-B K$, which proves our claim. Combining this with Theorem 8.6.1, yields the following result.

Theorem 8.6.2 Consider the pair $\{A, B\}$ with state dimension n. Then $\{A, B\}$ is controllable if and only if for every set $\left\{\lambda_{j}\right\}_{1}^{n}$ of $n$ complex numbers there exists a state feedback $K$ such that the eigenvalues of $A-B K$ are $\left\{\lambda_{j}\right\}_{1}^{n}$

Proof of Theorem 8.6.1. Let $\mathcal{U}$ be the input space for the controllable pair $\{A, B\}$. Let $u_{1}$ be any vector in $\mathcal{U}$ such that $b_{1}=B u_{1}$ is nonzero. Let $\mathcal{X}_{1}$ be the subspace spanned by $\left\{A^{k} b_{1}\right\}_{0}^{\infty}$. Clearly, $\mathcal{X}_{1}$ is an invariant subspace for $A$. Let $\tilde{\mathcal{X}}_{1}$ be the orthogonal complement of $\mathcal{X}_{1}$. Then $A$ admits a matrix representation of the form:

$$
A=\left[\begin{array}{cc}
A_{1} & * \\
0 & \tilde{A}_{1}
\end{array}\right] \text { on }\left[\begin{array}{c}
\mathcal{X}_{1} \\
\tilde{\mathcal{X}}_{1}
\end{array}\right] .
$$

Here $A_{1}$ is the operator on $\mathcal{X}_{1}$ defined by $A_{1}=A \mid \mathcal{X}_{1}$. The operator $\tilde{A}_{1}$ is the compression of $A$ to $\tilde{\mathcal{X}}_{1}$, that is, $\tilde{A}_{1}=\tilde{P}_{1} A \mid \tilde{\mathcal{X}}_{1}$ where $\tilde{P}_{1}$ is the orthogonal projection onto $\tilde{\mathcal{X}}_{1}$. Let $\mathcal{U}_{1}$ be the one dimensional space spanned by $u_{1}$. Let $B_{1}$ be the operator from $\mathcal{U}_{1}$ into $\mathcal{X}_{1}$ defined by $B_{1}=B \mid \mathcal{U}_{1}$. Since $B u_{1}$ is cyclic for $A_{1}$, it follows that the pair $\left\{A_{1}, B_{1}\right\}$ is controllable. (Recall that a vector $b$ is cyclic for an operator $T$ on $\mathcal{X}$ if $\left\{T^{k} b\right\}_{0}^{\infty}$ spans all of $\mathcal{X}$.) According to this decomposition the operator $B$ admits a matrix representation of the form:

$$
B=\left[\begin{array}{cc}
B_{1} & * \\
0 & \tilde{B}_{1}
\end{array}\right]:\left[\begin{array}{c}
\mathcal{U}_{1} \\
\tilde{\mathcal{U}}_{1}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\mathcal{X}_{1} \\
\tilde{\mathcal{X}}_{1}
\end{array}\right]
$$

where $\tilde{\mathcal{U}}_{1}=\mathcal{U} \ominus \mathcal{U}_{1}$. Since $\{A, B\}$ is controllable and

$$
A^{k} B=\left[\begin{array}{cc}
A_{1}^{k} B_{1} & * \\
0 & \tilde{A}_{1}^{k} \tilde{B}_{1}
\end{array}\right]
$$

for all integers $k \geq 0$, it follows that the range of $\tilde{B}_{1}$ is cyclic for $\tilde{A}_{1}$. (As expected, a subspace $\mathcal{B}$ is cyclic for an operator $T$ on $\mathcal{X}$ if $\left\{T^{k} \mathcal{B}\right\}_{0}^{\infty}$ spans all of $\mathcal{X}$.) Therefore, the pair $\left\{\tilde{A}_{1}, \tilde{B}_{1}\right\}$ is also controllable.

Now assume that $\tilde{\mathcal{X}}_{1}$ is nonzero. If $\tilde{\mathcal{X}}_{1}$ is zero, then $\left\{A, B_{1}\right\}$ is a single input controllable pair. In this case, Theorems 8.4 .1 and 8.5 .2 show that there exists a state feedback gain $K$ from $\mathcal{X}$ into $\mathcal{U}_{1}$ which places the eigenvalues of $A-B_{1} K$ at any $n$ specified locations in the complex plane. Since $B_{1}=B \mid \mathcal{U}_{1}$, it follows that this feedback $K$ can also be used to place the eigenvalues of $A-B K$ at the same $n$ locations in the complex plane. Hence, Theorem 8.6.1 follows from Theorem 8.5 .2 when $\tilde{\mathcal{X}}_{1}$ equals zero. So, assume that $\tilde{\mathcal{X}}_{1}$ is nonzero. Then we can apply the previous procedure to decompose the controllable pair $\left\{\tilde{A}_{1}, \tilde{B}_{1}\right\}$ into upper triangular block matrices. To this end, let $u_{2}$ be a vector in $\tilde{\mathcal{U}}_{1}$ such that $b_{2}=\tilde{B}_{1} u_{2}$ is
nonzero. Let $\mathcal{X}_{2}$ be the subspace of $\tilde{\mathcal{X}}_{1}$ generated by the span of $\left\{\tilde{A}_{1}^{k} b_{2}\right\}_{0}^{\infty}$. Let $A_{2}$ be the operator on $\mathcal{X}_{2}$ defined by $A_{2}=A \mid \mathcal{X}_{2}$. Then $\tilde{A}_{1}$ admits a matrix representation of the form:

$$
\tilde{A}_{1}=\left[\begin{array}{cc}
A_{2} & * \\
0 & \tilde{A}_{2}
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X}_{2} \\
\tilde{\mathcal{X}}_{2}
\end{array}\right]
$$

Here $\tilde{\mathcal{X}}_{2}=\tilde{\mathcal{X}}_{1} \ominus \mathcal{X}_{2}$ and $\tilde{A}_{2}$ is the compression of $\tilde{A}_{1}$ to $\tilde{\mathcal{X}}_{2}$. Let $\mathcal{U}_{2}$ be the one dimensional space spanned by $u_{2}$, and $\tilde{\mathcal{U}}_{2}$ be the orthogonal complement of $\mathcal{U}_{2}$ in $\tilde{\mathcal{U}}_{1}$. According to this decomposition the operator $\tilde{B}_{1}$ admits a matrix representation of the form:

$$
\tilde{B}_{1}=\left[\begin{array}{cc}
B_{2} & * \\
0 & \tilde{B}_{2}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{U}_{2} \\
\tilde{\mathcal{U}}_{2}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{X}_{2} \\
\tilde{\mathcal{X}}_{2}
\end{array}\right] .
$$

Notice that $B_{2}$ is the operator from $\mathcal{U}_{2}$ into $\mathcal{X}_{2}$ defined by $B_{2}=\tilde{B}_{1} \mid \mathcal{U}_{2}$, or equivalently, $B_{2}=P_{2} B \mid \mathcal{U}_{2}$ where $P_{2}$ is the orthogonal projection onto $\mathcal{X}_{2}$. Since $b_{2}$ is cyclic for $A_{2}$, the pair $\left\{A_{2}, B_{2}\right\}$ is controllable. Because $\left\{\tilde{A}_{1}, \tilde{B}_{1}\right\}$ is controllable, it follows that the pair $\left\{\tilde{A}_{2}, \tilde{B}_{2}\right\}$ is also controllable.

By substituting the matrix representations for $\left\{\tilde{A}_{1}, \tilde{B}_{1}\right\}$ into our previous matrix representations for $\{A, B\}$, we arrive at the following matrix representation for $A$ :

$$
\left[\begin{array}{ccc}
A_{1} & * & * \\
0 & A_{2} & * \\
0 & 0 & \tilde{A}_{2}
\end{array}\right] \text { on }\left[\begin{array}{c}
\mathcal{X}_{1} \\
\mathcal{X}_{2} \\
\tilde{\mathcal{X}}_{2}
\end{array}\right]
$$

The corresponding matrix representation for $B$ is

$$
\left[\begin{array}{ccc}
B_{1} & * & * \\
0 & B_{2} & * \\
0 & 0 & \tilde{B}_{2}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{U}_{1} \\
\mathcal{U}_{2} \\
\tilde{\mathcal{U}}_{2}
\end{array}\right] \longrightarrow\left[\begin{array}{l}
\mathcal{X}_{1} \\
\mathcal{X}_{2} \\
\tilde{\mathcal{X}}_{2}
\end{array}\right]
$$

By construction $\left\{A_{1}, B_{1}\right\}$ and $\left\{A_{2}, B_{2}\right\}$ are two single input controllable pairs. If $\tilde{\mathcal{X}}_{2}$ is not equal to zero, then we can apply the above procedure to the controllable pair $\left\{\tilde{A}_{2}, \tilde{B}_{2}\right\}$. By using the fact that the state space is finite dimensional, a repeated application of the above procedure shows that $A$ admits an upper triangular matrix representation of the form:

$$
A=\left[\begin{array}{cccc}
A_{1} & * & * & \cdots  \tag{8.35}\\
0 & A_{2} & * & \cdots \\
\vdots & & \ddots & \\
0 & 0 & \cdots & A_{m}
\end{array}\right] \text { on }\left[\begin{array}{c}
\mathcal{X}_{1} \\
\mathcal{X}_{2} \\
\vdots \\
\mathcal{X}_{m}
\end{array}\right]
$$

Here $m$ is the first integer such that $\tilde{\mathcal{X}}_{m}$ is zero. In this setting $\mathcal{U}=\oplus_{j=1}^{m} \mathcal{U}_{j} \oplus \tilde{\mathcal{U}}_{m}$ where $\mathcal{U}_{j}$ is the one dimensional space spanned by the corresponding input vector $u_{j}$. The vector $u_{j}$ is chosen such that $b_{j}$ is nonzero where $b_{j}$ is the orthogonal projection of $B u_{j}$ onto $\mathcal{X}_{j}$. The vectors $\left\{u_{j}\right\}_{1}^{m}$ are orthogonal, and $b_{j}$ is cyclic for $A_{j}$. In this case, $B$ has an upper triangular matrix representation of the form:

$$
B=\left[\begin{array}{ccccc}
B_{1} & * & * & \cdots & *  \tag{8.36}\\
0 & B_{2} & * & \cdots & * \\
\vdots & & \ddots & & \vdots \\
0 & 0 & \cdots & B_{m} & *
\end{array}\right]:\left[\begin{array}{c}
\mathcal{U}_{1} \\
\mathcal{U}_{2} \\
\vdots \\
\mathcal{U}_{m} \\
\tilde{\mathcal{U}}_{m}
\end{array}\right] \longrightarrow\left[\begin{array}{c}
\mathcal{X}_{1} \\
\mathcal{X}_{2} \\
\vdots \\
\mathcal{X}_{m}
\end{array}\right]
$$

By construction the pair $\left\{A_{j}\right.$ on $\left.\mathcal{X}_{j}, B_{j}\right\}$ is a controllable single input system whose input space is $\mathcal{U}_{j}$ for $j=1,2, \cdots, m$. Obviously, $m$ is less than or equal to the dimension of $\mathcal{U}$.

Recall that $n$ is the dimension of $\mathcal{X}$. We are now ready to show that there exists a state feedback gain $K$ which places the eigenvalues of $A-B K$ at any $n$ specified locations in the complex plane, that is, (8.34) holds. To see this, without loss of generality, we can assume that the controllable pair $\{A, B\}$ is given by its matrix representation in equations (8.35) and (8.36). Recall that for every $j=1,2, \cdots, m$ the pair $\left\{A_{j}, B_{j}\right\}$ is a single input controllable system whose input space is $\mathcal{U}_{j}$. So, if $n_{j}$ is the dimension of $\mathcal{X}_{j}$, then the dimension of the state $\mathcal{X}$ is $n=\sum n_{j}$. According to Theorems 8.4.1 and 8.5.2, there exists a state feedback operator $K_{j}$ from $\mathcal{X}_{j}$ into $\mathcal{U}_{j}$ which places the eigenvalues of $A_{j}-B_{j} K_{j}$ at any $n_{j}$ specified locations in the complex plane. Now let $K$ be the block diagonal matrix from $\mathcal{X}=\oplus_{1}^{m} \mathcal{X}_{j}$ into $\mathcal{U}=\oplus_{1}^{m} \mathcal{U}_{j} \oplus \tilde{\mathcal{U}}_{m}$ defined by

$$
K=\left[\begin{array}{cccc}
K_{1} & 0 & \cdots & 0  \tag{8.37}\\
0 & K_{2} & \cdots & 0 \\
\vdots & & \ddots & \\
0 & 0 & \cdots & K_{m} \\
0 & 0 & \cdots & 0
\end{array}\right]
$$

Then substituting this $K$ into the upper triangular matrix representation for $\{A, B\}$ in (8.35) and (8.36), we have the following matrix representation:

$$
A-B K=\left[\begin{array}{cccc}
A_{1}-B_{1} K_{1} & * & * & \cdots  \tag{8.38}\\
0 & A_{2}-B_{2} K_{2} & * & \cdots \\
\vdots & & \ddots & \\
0 & 0 & \cdots & A_{m}-B_{m} K_{m}
\end{array}\right]
$$

Because $A-B K$ is an upper triangular block matrix whose diagonal entries are $A_{j}-B_{j} K_{j}$, the eigenvalues of $A-B K$ is the union of the eigenvalues of $\left\{A_{j}-B_{j} K_{j}\right\}$ for $j=1, \cdots, m$. Since we can place the eigenvalues of $A_{j}-B_{j} K_{j}$ at any $n_{j}$ locations, it follows that we can choose $K$ to place the poles of $A-B K$ at $n$ specified locations in the complex plane. Therefore, (8.34) holds.

Remark 8.6.1 Consider the controllable decomposition for the pair $\{A$ on $\mathcal{X}, B$ \} given in (8.5) and (8.6) where $\mathcal{X}=\mathcal{X}_{c} \oplus \mathcal{X}_{\bar{c}}$. Since the pair $\left\{A_{c}\right.$ on $\left.\mathcal{X}_{c}, B_{c}\right\}$ is controllable, one can use state feedback to place the eigenvalues of $A_{c}-B_{c} K_{c}$ at any $\operatorname{dim} \mathcal{X}_{c}$ specified locations in the complex plane. However, state feedback does not change the uncontrollable eigenvalues of $A$. So, by consulting the matrix representation for $A-B K$ in (8.7) and (8.8), it readily follows that one can use state feedback to place the eigenvalues of $A-B K$ at any $\operatorname{dim} \mathcal{X}_{c}$ specified locations in the complex plane, while the remaining $\operatorname{dim} \mathcal{X}_{\bar{c}}$ uncontrollable eigenvalues are unchanged.

Finally, it is noted that one can use the proof of Theorem 8.6.1 to construct an algorithm to compute a gain $K$ to place the eigenvalues of $A-B K$ at $n$ specified location in the complex plane. Let us complete this section with the following classical result in Wonham [129].

Proposition 8.6.3 Let $\{A$ on $\mathcal{X}, B\}$ be a controllable system and consider any nonzero vector $b$ in the range of $B$. Let $B_{0}$ the operator from $\mathbb{C}^{1}$ into $\mathcal{X}$ defined by $B_{0} \alpha=\alpha b$ Then there exists an operator $K$ such that the scalar input system $\left\{A-B K, B_{0}\right\}$ is controllable.

Proof. Without loss of generality we can assume that $A$ and $B$ are the upper triangular block matrices given by (8.35) and (8.36), respectively, and $b=b_{1}$. Recall that $\left\{A_{j}, B_{j}\right\}$ is a single input controllable pair for $j=1,2, \cdots, m$. As before, let $n_{j}$ be the dimension of $\mathcal{X}_{j}$ and $b_{j}=B_{j} u_{j}$ where $u_{j}$ is any nonzero vector in $\mathcal{U}_{j}$. Then $\left\{A_{j}^{k} b_{j}: k=0,1, \cdots, n_{j}-1\right\}$ forms a basis for $\mathcal{X}_{j}$. For $j=1,2, \cdots, m-1$, let $\Phi_{j}$ be the operator from $\mathcal{X}_{j}$ into $\mathcal{U}_{j+1}$ defined by

$$
\begin{equation*}
\Phi_{j} A_{j}^{n_{j}-1} b_{j}=u_{j+1} \quad \text { and } \quad \Phi_{j} A_{j}^{k} b_{j}=0 \quad\left(\text { for } k=0,1, \cdots, n_{j}-2\right) \tag{8.39}
\end{equation*}
$$

Let $K$ be the block matrix from $\mathcal{X}=\oplus_{1}^{m} \mathcal{X}_{j}$ into $\mathcal{U}=\oplus_{1}^{m} \mathcal{U}_{j} \oplus \tilde{\mathcal{U}}_{m}$ obtained by placing the operators $-\Phi_{1}, \cdots,-\Phi_{m-1}$ immediately below the main diagonal and zeros elsewhere, that is,

$$
K=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 0  \tag{8.40}\\
-\Phi_{1} & 0 & \cdots & 0 & 0 \\
0 & -\Phi_{2} & \ddots & \vdots & \vdots \\
\vdots & & \ddots & 0 & 0 \\
0 & 0 & \cdots & -\Phi_{m-1} & 0 \\
0 & 0 & \cdots & 0 & 0
\end{array}\right]
$$

We claim that $\left\{A-B K, B_{1}\right\}$ is a controllable pair. To verify this it is sufficient to show that $\mathcal{X}=\mathcal{X}_{c}$ where $\mathcal{X}_{c}$ is the controllable subspace spanned by $\left\{(A-B K)^{k} b_{1}\right\}_{0}^{\infty}$.

The upper triangular form of $A$ and the structure of $K$ along with (8.39), yields

$$
(A-B K) b_{1}=A b_{1}+B \Phi_{1} b_{1}=A_{1} b_{1}
$$

when $n_{1} \geq 2$. If $n_{1} \geq 3$, then we obtain

$$
(A-B K)^{2} b_{1}=(A-B K) A_{1} b_{1}=A A_{1} b_{1}+B \Phi_{1} A_{1} b_{1}=A_{1}^{2} b_{1}
$$

By continuing in this fashion we arrive at $(A-B K)^{k} b_{1}=A_{1}^{k} b_{1}$ for $k=0,1, \cdots, n_{1}-1$. Since $b_{1}$ is cyclic for $A_{1}$, it follows that $\mathcal{X}_{1}$ is a subspace of $\mathcal{X}_{c}$. Using (8.39), we see that

$$
(A-B K)^{n_{1}} b_{1}=(A-B K) A_{1}^{n_{1}-1} b_{1}=A_{1}^{n} b_{1}+B \Phi_{1} A^{n_{1}-1} b_{1}=x_{1} \oplus B_{2} u_{2}=x_{1} \oplus b_{2}
$$

where $x_{1}$ is a vector in $\mathcal{X}_{1}$. Because $\mathcal{X}_{1}$ is a subspace of $\mathcal{X}_{c}$, it follows that $b_{2}$ is also in $\mathcal{X}_{c}$.
The upper triangular form of $A$ and the structure of $K$ along with (8.39) implies that $(A-B K)^{k} b_{2}=x_{1}^{k} \oplus A_{2}^{k} b_{2}$ where $x_{1}^{k}$ is some vector in $\mathcal{X}_{1}$ for $k=0,1, \cdots, n_{2}-1$. Since $\mathcal{X}_{1}$ is a subspace of $\mathcal{X}_{c}$ all the vectors $\left\{A_{2}^{k} b_{2}\right\}_{0}^{n_{2}-1}$ are contained in $\mathcal{X}_{c}$. Therefore, $\mathcal{X}_{1} \oplus \mathcal{X}_{2}$ is also a subspace of $\mathcal{X}_{c}$. By consulting (8.39) the vector $(A-B K)^{n_{2}} b_{2}$ is of the form $x_{1} \oplus x_{2} \oplus B_{3} u_{3}$ where $x_{1} \oplus x_{2}$ is some vector in $\mathcal{X}_{1} \oplus \mathcal{X}_{2}$. Hence, $b_{3}=B_{3} u_{3}$ is also a vector in $\mathcal{X}_{c}$. By continuing in this fashion, it follows that $\oplus_{1}^{m} \mathcal{X}_{j}$ is a subspace of $\mathcal{X}_{c}$. Therefore, $\mathcal{X}_{c}$ equals $\mathcal{X}$ and $\left\{A-B K, B_{1}\right\}$ is a single input controllable pair.

Finally, it is noted that Theorem 8.6.1 also follows from Proposition 8.6.3 and Theorem 8.4.1.

### 8.7 Two canonical forms

In this section, we refine the previous matrix representations to present some classical canonical forms for a controllable pair. The results in this section are self contained. The observable companion matrix $M$ generated by the scalars $a_{0}, a_{1}, \cdots, a_{n-1}$ is the $n \times n$ matrix defined by

$$
M=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & -a_{0}  \tag{8.41}\\
1 & 0 & \cdots & 0 & -a_{1} \\
0 & 1 & \cdots & 0 & -a_{2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -a_{n-1}
\end{array}\right]
$$

Notice that the transpose of $M$ is the companion matrix $\tilde{A}$ in (8.29). So, the characteristic polynomial for $M$ is given by $\operatorname{det}[s I-M]=a_{0}+a_{1} s+\cdots+a_{n-1} s^{n-1}+s^{n}$. Let $\{A, B\}$ be a controllable scalar input pair with $n$-dimensional state space $\mathcal{X}$. Because the pair $\{A, B\}$ is controllable, the vector $b=B 1$ is cyclic for $A$. Moreover, $\left\{A^{k} b\right\}_{0}^{n-1}$ is a basis for $\mathcal{X}$. Hence,

$$
P=\left[\begin{array}{lllll}
b & A b & A^{2} b & \cdots & A^{n-1} b \tag{8.42}
\end{array}\right]
$$

is a similarity transform from $\mathbb{C}^{n}$ onto $\mathcal{X}$. By consulting Example 7.5 .3 or performing a direct calculation, it follows that $P M=A P$ where $M$ is the observable companion matrix generated by the characteristic polynomial for $A$. Let $\tilde{b}$ be the vector in $\mathbb{C}^{n}$ defined by $\tilde{b}=\left[\begin{array}{llll}100 & \cdots & 0\end{array}\right]_{\tilde{b}}^{t r}$, that is, the first component of $\tilde{b}$ is one and all the other components are zero. Then $P \tilde{b}=b$. Therefore, any controllable single input pair $\{A, B\}$ is similar to a pair of the form $\{M, \bar{b}\}$ where $M$ is the observable companion matrix determined by the characteristic polynomial for $A$. According to Theorem 8.5.1 the pair $\{A, B\}$ is also similar to the controllable canonical pair $\{\tilde{A}, \tilde{B}\}$ in (8.29). In this section we will generalize both of these canonical forms to the multivariable setting.

Now assume that $\{A, B\}$ is a controllable pair where the state space $\mathcal{X}$ is finite dimensional and the input space $\mathcal{U}=\mathbb{C}^{p}$. Throughout $\left\{e_{j}\right\}_{1}^{p}$ is the standard orthonormal basis for $\mathbb{C}^{p}$. Let $r_{1}$ be the first integer such that $B e_{r_{1}}$ is nonzero, that is, $B e_{j}=0$ for $j=1,2, \cdots, r_{1}-1$ and $B e_{r_{1}} \neq 0$. In most applications $r_{1}=1$. Let $b_{1}=B e_{r_{1}}$ and $n_{1}$ be the largest integer such that

$$
\left\{b_{1}, A b_{1}, A^{2} b_{1}, \cdots, A^{n_{1}-1} b_{1}\right\}
$$

is a linearly independent set. Let $\mathcal{M}_{1}$ be the space spanned by this set. With $\phi_{j}=A^{j-1} b_{1}$ for $j=1,2, \cdots, n_{1}$ the set $\left\{\phi_{j}\right\}_{1}^{n_{1}}$ is a basis for $\mathcal{M}_{1}$. Notice that $n_{1}$ is the smallest integer such that $A^{n_{1}} b_{1}$ is contained in the linear span of $\left\{A^{k} b_{1}\right\}_{0}^{n_{1}-1}$. According to Lemma 7.6.1, the space $\mathcal{M}_{1}$ equals the span of $\left\{A^{k} b_{1}\right\}_{0}^{\infty}$. In particular, $\mathcal{M}_{1}$ is an invariant subspace for A. Furthermore,

$$
A \phi_{n_{1}}=A^{n_{1}} b_{1}=\sum_{j=0}^{n_{1}-1}-a_{1 j} A^{j} b_{1}=\sum_{j=1}^{n_{1}}-a_{1 j-1} \phi_{j}
$$

where $a_{1 j}$ for $j=0,1, \cdots, n_{1}-1$, are uniquely determined scalars. Now let $P_{1}$ be the similarity transformation from $\mathbb{C}^{n_{1}}$ onto $\mathcal{M}_{1}$ defined by

$$
P_{1}=\left[\begin{array}{llll}
\phi_{1} & \phi_{2} & \cdots & \phi_{n_{1}}
\end{array}\right] .
$$

Then using $A \phi_{j}=\phi_{j+1}$ for $j=1,2, \cdots, n_{1}-1$ along with our previous calculation of $A \phi_{n_{1}}$, we see that $\left(A \mid \mathcal{M}_{1}\right) P_{1}=P_{1} A_{1}$ where $A_{1}$ is the $n_{1} \times n_{1}$ observable companion matrix generated by $a_{1 j}$ for $j=0,1, \cdots, n_{1}-1$. Finally, it is noted that $P_{1}[100 \cdots 0]^{t r}=b_{1}=B e_{r_{1}}$.

Now let $r_{2}$ be the first integer such that $B e_{r_{2}}$ is not contained in $\mathcal{M}_{1}$, that is, $B e_{i} \in \mathcal{M}_{1}$ for $1 \leq i<r_{2}$ and $B e_{r_{2}}$ is not in $\mathcal{M}_{1}$. Set $b_{2}=B e_{r_{2}}$. Let $n_{2}$ be the largest integer such that

$$
\left\{\phi_{1}, \phi_{2}, \cdots, \phi_{n_{1}}, b_{2}, A b_{2}, A^{2} b_{2}, \cdots, A^{n_{2}-1} b_{2}\right\}
$$

is a linearly independent set, and let $\mathcal{M}_{2}$ be the subspace spanned by this set of vectors. Set $\phi_{n_{1}+1}=b_{2}, \phi_{n_{1}+2}=A b_{2}, \cdots, \phi_{n_{1}+n_{2}}=A^{n_{2}-1} b_{2}$. Then $\left\{\phi_{j}: j=1,2, \cdots, n_{1}+n_{2}\right\}$ is a basis for $\mathcal{M}_{2}$. Moreover, because $n_{2}$ is the largest integer which makes this set linearly independent, the space $\mathcal{M}_{2}$ is given by

$$
\mathcal{M}_{2}=\bigvee_{k=0}^{\infty}\left\{A^{k} b_{i}: i=1,2\right\}=\bigvee_{k=0}^{\infty}\left\{A^{k} B e_{i}: i=1,2, \cdots, r_{2}\right\}
$$

In particular, $\mathcal{M}_{2}$ is an invariant subspace for $A$. Furthermore,

$$
A \phi_{n_{1}+n_{2}}=A^{n_{2}} b_{r_{2}}=\sum_{j=1}^{n_{1}} \beta_{2 j} \phi_{j}+\sum_{j=0}^{n_{2}-1}-a_{2 j} A^{j} b_{r_{2}}
$$

where $\beta_{2 j}$ for $j=1,2, \cdots, n_{1}$ and $a_{2 j}$ for $j=0,1, \cdots, n_{2}-1$ are uniquely determined scalars. Let $P_{2}$ be the similarity transformation from $\mathbb{C}^{n_{1}+n_{2}}$ onto the subspace $\mathcal{M}_{2}$ defined by

$$
P_{2}=\left[\begin{array}{llll}
\phi_{1} & \phi_{2} & \cdots & \phi_{n_{1}+n_{2}}
\end{array}\right] .
$$

Let $C_{2}$ be the $1 \times n_{2}$ row vector defined by $C_{2}=\left[\begin{array}{llll}0 & 0 & \cdots & 0\end{array}\right]$, that is, all the entries of $C_{2}$ are zero except the last entry which is one. Let $f_{12}$ be the vector in $\mathbb{C}^{n_{1}}$ defined by $f_{12}=\left[\beta_{21} \beta_{22} \cdots \beta_{2 n_{1}}\right]^{t r}$. Then using $A \phi_{j}=\phi_{j+1}$ for $j=n_{1}+1, \cdots, n_{1}+n_{2}-1$ along with our previous calculation of $A \phi_{n_{1}+n_{2}}$ and $P_{1}=P_{2} \mid \mathbb{C}^{n_{1}}$, we see that

$$
\left(A \mid \mathcal{M}_{2}\right) P_{2}=P_{2}\left[\begin{array}{cc}
A_{1} & f_{12} C_{2} \\
0 & A_{2}
\end{array}\right]
$$

Here $A_{2}$ is the $n_{2} \times n_{2}$ observable companion matrix generated by $a_{2 j}$ for $j=0,1, \cdots, n_{2}-1$.
Let $\tilde{b}_{1}$ be the vector in $\mathbb{C}^{n_{1}}$ defined by $\tilde{b}_{1}=\left[\begin{array}{llll}1 & 0 & 0 & \cdots\end{array}\right]^{t r}$, that is, the first entry of $\tilde{b}_{1}$ is one and all the other entries of $\tilde{b}_{1}$ are zero. Observe that $P_{2}\left(\tilde{b}_{1} \oplus 0\right)=b_{1}=B e_{r_{1}}$. Let $\tilde{b}_{2}$ be the vector in $\mathbb{C}^{n_{2}}$ defined by $\tilde{b}_{2}=\left[\begin{array}{llll}1 & 0 & 0 & \cdots\end{array}\right]^{t r}$, that is, the first entry of $\tilde{b}_{2}$ is one and all the other entries are zero. Then $P_{2}(0 \oplus \tilde{b})=b_{2}=B e_{r_{2}}$. Recall that $B e_{i} \in \mathcal{M}_{1}$ for $1 \leq i<r_{2}$. Hence, for $1 \leq i<r_{2}$, we have $B e_{i}=P_{2}\left(v_{i} \oplus 0\right)$ for some $v_{i}$ in $\mathbb{C}^{n_{1}}$. Therefore, the first $r_{2}$ columns of $B$ can be factored into an upper triangular matrix times $P_{2}$, that is,

$$
B\left[\begin{array}{lll}
e_{1} & e_{2} \cdots & e_{\tau_{2}}
\end{array}\right]=P_{2}\left[\begin{array}{cccccc}
0 & \tilde{b}_{1} & * & \cdots & * & 0 \\
0 & 0 & 0 & \cdots & 0 & \tilde{b}_{2}
\end{array}\right]
$$

Notice that the first column in the matrix on the right is a block column of zeros, and this column is not present if $B e_{1}$ is nonzero. Obviously, $\left\{A_{j}, \tilde{b}_{j}\right\}$ is a controllable scalar input pair for $j=1,2$.

Continuing in this fashion, let $r_{3}$ be the first integer such that $B e_{r_{3}}$ is not contained in $\mathcal{M}_{2}$, that is, $B e_{i} \in \mathcal{M}_{2}$ for $1 \leq i<r_{3}$ and $B e_{r_{3}}$ is not in $\mathcal{M}_{2}$. Set $b_{3}=B e_{r_{3}}$. Let $n_{3}$ be the largest integer such that

$$
\left\{\phi_{1}, \phi_{2}, \cdots, \phi_{n_{1}+n_{2}}, b_{3}, A b_{3}, A^{2} b_{3}, \cdots, A^{n_{3}-1} b_{3}\right\}
$$

is a linearly independent set, and let $\mathcal{M}_{3}$ be the subspace spanned by this set of vectors. Set $\phi_{n_{1}+n_{2}+1}=b_{3}, \cdots, \phi_{n_{1}+n_{2}+n_{3}}=A^{n_{3}-1} b_{3}$. Then $\left\{\phi_{j}: j=1,2, \cdots, n_{1}+n_{2}+n_{3}\right\}$ is a basis for $\mathcal{M}_{3}$. Moreover, $\mathcal{M}_{3}$ is the invariant subspace for $A$ given by

$$
\mathcal{M}_{3}=\bigvee_{k=0}^{\infty}\left\{A^{k} b_{i}: i=1,2,3\right\}=\bigvee_{k=0}^{\infty}\left\{A^{k} B e_{i}: i=1,2, \cdots, r_{3}\right\}
$$

Furthermore,

$$
A \phi_{n_{1}+n_{2}+n_{3}}=A^{n_{3}} b_{r_{3}}=\sum_{j=1}^{n_{1}+n_{2}} \beta_{3 j} \phi_{j}+\sum_{j=0}^{n_{3}-1}-a_{3 j} A^{j} b_{r_{3}}
$$

where $\beta_{3 j}$ for $j=1,2, \cdots, n_{1}+n_{2}$ and $a_{3 j}$ for $j=0,1, \cdots, n_{3}-1$ are uniquely determined scalars. Let $P_{3}$ be the similarity transformation from $\mathbb{C}^{n_{1}+n_{2}+n_{3}}$ onto the subspace $\mathcal{M}_{3}$ defined by $P_{3}=\left[\begin{array}{llll}\phi_{1} & \phi_{2} & \cdots & \phi_{n_{1}+n_{2}+n_{3}}\end{array}\right]$. Let $C_{3}$ be the $1 \times n_{3}$ row vector defined by $C_{3}=\left[\begin{array}{llll}0 & \cdots & 0 & 1\end{array}\right]$. Let $f_{13}$ be the vector in $\mathbb{C}^{n_{1}}$ and $f_{23}$ be the vector in $\mathbb{C}^{n_{2}}$ defined by

$$
\begin{aligned}
f_{13} & =\left[\begin{array}{llll}
\beta_{31} & \beta_{32} & \cdots & \beta_{3 n_{1}}
\end{array}\right]^{t r} \\
f_{23} & =\left[\begin{array}{llll}
\beta_{3 n_{1}+1} & \beta_{3 n_{1}+2} & \cdots & \beta_{3 n_{1}+n_{2}}
\end{array}\right]^{t r}
\end{aligned}
$$

Then using $A \phi_{j}=\phi_{j+1}$ for $j=n_{1}+n_{2}+1, \cdots, n_{1}+n_{2}+n_{3}-1$ along with our previous calculation of $A \phi_{n_{1}+n_{2}+n_{3}}$, we see that

$$
\left(A \mid \mathcal{M}_{3}\right) P_{3}=P_{3}\left[\begin{array}{ccc}
A_{1} & f_{12} C_{2} & f_{13} C_{3} \\
0 & A_{2} & f_{23} C_{3} \\
0 & 0 & A_{3}
\end{array}\right]
$$

where $A_{3}$ is the $n_{3} \times n_{3}$ observable companion matrix generated by $a_{3 j}$ for $j=0,1, \cdots, n_{3}-1$.
Since $P_{2}$ is an invertible transformation from $\mathbb{C}^{n_{1}+n_{2}}$ onto $\mathcal{M}_{2}$, the equation $P_{2}\left(b_{1 i} \oplus b_{2 i}\right)=$ $B e_{i}$ has a unique solution $b_{1 i} \oplus b_{2 i}$ in $\mathbb{C}^{n_{1}} \oplus \mathbb{C}^{n_{2}}$ for $r_{2}+1 \leq i<r_{3}$. Let $\tilde{b}_{3}$ be the vector in $\mathbb{C}^{n_{3}}$ defined by $\tilde{b}_{3}=\left[\begin{array}{lllll}1 & 0 & 0 & \cdots & 0\end{array}\right]^{t r}$, that is, the first entry is one and all the other entries are zero. Then $P_{3}\left(0 \oplus 0 \oplus \tilde{b}_{3}\right)=B e_{r_{3}}$. Notice that $P_{2}=P_{3} \mid\left(\mathbb{C}^{n_{1}} \oplus \mathbb{C}^{n_{2}}\right)$. Therefore, the first $r_{3}$ columns of $B$ admit a factorization of the form

$$
B\left[\begin{array}{lll}
e_{1} & e_{2} & \cdots
\end{array} e_{r_{3}}\right]=P_{3}\left[\begin{array}{cccccccccc}
0 & \tilde{b}_{1} & * & \cdots & * & 0 & * & \cdots & * & 0 \\
0 & 0 & 0 & \cdots & 0 & \tilde{b}_{2} & * & \cdots & * & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \tilde{b}_{3}
\end{array}\right]
$$

Notice that the first column in the matrix on the right is a block column of zeros, and this column is not present if $B e_{1}$ is nonzero. Clearly, $\left\{A_{j}, \tilde{b}_{j}\right\}$ is a controllable scalar input pair for $j=1,2,3$.

By continuing in this fashion, we obtain a set of integers $\left\{n_{j}\right\}_{1}^{m}$ and $\left\{r_{j}\right\}_{1}^{m}$ such that

$$
\left\{b_{1}, \cdots, A^{n_{1}-1} b_{1}, b_{2}, \cdots \cdots, b_{m}, A b_{m}, \cdots, A^{n_{m}-1} b_{m}\right\}
$$

is a linearly independent set for the space

$$
\mathcal{M}_{m}=\bigvee_{k=0}^{\infty}\left\{A^{k} b_{i}: i=1,2, \cdots, m\right\}=\bigvee_{k=0}^{\infty}\left\{A^{k} B e_{i}: i=1,2, \cdots, p\right\}
$$

Moreover, $b_{m}=B e_{r_{m}}$ where $r_{m}$ is the first integer such that $B e_{r_{m}}$ is not in $\mathcal{M}_{m-1}$. Because the state space is finite dimensional and the pair $\{A, B\}$ is controllable, this recursive procedure must eventually end with $\mathcal{M}_{m}=\mathcal{X}$ for some integer $m$. So, the dimension of $\mathcal{X}$ is given by $n=\sum_{1}^{m} n_{j}$. The integers $\left\{n_{j}\right\}_{1}^{m}$ are uniquely determined and are called the controllability indices for the pair $\{A, B\}$. The operator $P_{m}$ defined by

$$
P_{m}=\left[\begin{array}{lllllllll}
b_{1} & \cdots & A^{n_{1}-1} b_{1} & b_{2} & \cdots & \cdots & b_{m} & A b_{m} & \cdots \tag{8.43}
\end{array} A^{n_{m}-1} b_{m}\right]
$$

is a similarity transform from $\mathbb{C}^{n}$ onto $\mathcal{X}=\mathcal{M}_{m}$. Let $C_{j}$ be the $1 \times n_{j}$ row vector defined by $C_{j}=\left[\begin{array}{llll}0 & \cdots & 1\end{array}\right]$ for $j=2,3, \cdots, m$. Then $A P_{m}=P_{m} A_{o}$ where $A_{o}$ on $\oplus_{1}^{m} \mathbb{C}^{n_{j}}$ is an upper triangular block matrix of the form:

$$
A_{o}=\left[\begin{array}{cccc}
A_{1} & f_{12} C_{2} & \cdots & f_{1 m} C_{m}  \tag{8.44}\\
0 & A_{2} & \cdots & f_{2 m} C_{m} \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & A_{m}
\end{array}\right]
$$

The block diagonal matrices $\left\{A_{j}\right\}_{1}^{m}$ are all observable companion matrices. Finally, $P_{m} B_{o}=$ $B$ where $B_{o}$ is the upper triangular block matrix mapping $\mathbb{C}^{p}$ into $\oplus_{1}^{m} \mathbb{C}^{n_{j}}$ of the form:

$$
B_{o}=\left[\begin{array}{cccccccccc}
0 & \tilde{b}_{1} & * & 0 & * & 0 & * & \cdots & 0 & *  \tag{8.45}\\
0 & 0 & 0 & \tilde{b}_{2} & * & 0 & * & \cdots & 0 & * \\
0 & 0 & 0 & 0 & 0 & \tilde{b}_{3} & * & \cdots & 0 & * \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & * \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & \tilde{b}_{m} & *
\end{array}\right] .
$$

Here $\tilde{b}_{j}=\left[\begin{array}{lllll}1 & 0 & 0 & \cdots & 0\end{array}\right]^{t r}$ is the vector in $\mathbb{C}^{n_{j}}$ with one in the first entry and all the other entries are zero. Obviously, $\left\{A_{j}, \tilde{b}_{j}\right\}$ is a controllable scalar input pair for $j=1,2, \cdots, m$. As before, the first column is a block column of zeros, and this column is not present if $B e_{1}$ is nonzero. Finally, it is noted that $m \leq p$ where the input space is $\mathcal{U}=\mathbb{C}^{p}$. Summing up this analysis we obtain the following result.

Proposition 8.7.1 Let $\{A, B\}$ be a controllable pair where the input space $\mathcal{U}=\mathbb{C}^{p}$. Then $\{A, B\}$ is similar to the pair $\left\{A_{o}, B_{o}\right\}$ whose canonical form is given in (8.44) and (8.45). In fact, $A P_{m}=P_{m} A_{o}$ and $P_{m} B_{o}=B$ where $P_{m}$ is the similarity transform defined in (8.43).

Recall that the companion matrix $\ddot{A}$ generated by $\left\{a_{j}\right\}_{0}^{k-1}$ is the $k \times k$ matrix defined by

$$
\tilde{A}=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0  \tag{8.46}\\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{k-1}
\end{array}\right]
$$

Recall also that $a_{0}+a_{1} s+\cdots+a_{k-1} s^{k-1}+s^{k}$ is the characteristic polynomial for $\tilde{A}$. Let $\tilde{B}$ be the vector in $\mathbb{C}^{k}$ defined by $\tilde{B}=\left[\begin{array}{llll}0 & 0 & \cdots & 0\end{array}\right]^{t r}$, that is, all the components of $\tilde{B}$ are zero except the last one which is one. Let $Q$ be the similarity transform defined by (8.42) with $\tilde{A}$ replacing $A$ and $\tilde{B}$ replacing $b$, that is,

$$
Q=\left[\begin{array}{lllll}
\tilde{B} & \tilde{A} \tilde{B} & \tilde{A}^{2} \tilde{B} & \cdots & \tilde{A}^{k-1} \tilde{B} \tag{8.47}
\end{array}\right] \text { on } \mathbb{C}^{k}
$$

Then $Q M=\tilde{A} Q$ where $M$ is the observable companion matrix generated by $\left\{a_{j}\right\}_{0}^{k-1}$; see (8.41) with $k=n$. Notice that in this case $Q$ is a matrix with one on the off diagonal and zeros above the off diagonal, that is, $Q$ is a matrix of the form:

$$
Q=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
0 & 0 & \cdots & 1 & * \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 1 & \cdots & * & * \\
1 & * & \cdots & * & *
\end{array}\right]
$$

Using this it follows that $Q \tilde{b}=\tilde{B}$ where $\tilde{b}=\left[\begin{array}{lllll}1 & 0 & \cdots & 0 & 0\end{array}\right]^{t r}$. So, the similarity transform $Q$ intertwines $\{M, \tilde{b}\}$ with the controllable canonical pair $\{\tilde{A}, \tilde{B}\}$. The pair $\{\tilde{A}, \tilde{B}\}$ is precisely the one used for state feedback. Moreover, the inverse of $Q$ has ones on the off diagonal and zeros below the off diagonal, that is, the inverse of $Q$ is a matrix of the form:

$$
Q^{-1}=\left[\begin{array}{ccccc}
* & * & \cdots & * & 1 \\
* & * & \cdots & 1 & 0 \\
\vdots & \vdots & & \vdots & \vdots \\
* & 1 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0
\end{array}\right]
$$

Due to the triangular structure one can recursively compute the inverse of $Q$. Finally, it is noted that the inverse of $Q$ can also be computed by using the recursive algorithm presented in the paragraph following Theorem 8.5.1, that is, $Q^{-1}=T$ where $T$ in (8.30) is the operator intertwining $\{\tilde{A}, \tilde{B}\}$ with $\{M, \tilde{b}\}$.

Now let us return to the canonical form $\left\{A_{o}, B_{o}\right\}$ in (8.44) and (8.45) computed from the controllable pair $\{A, B\}$. Let $\tilde{A}_{j}$ be the transpose of $A_{j}$ for $j=1,2, \cdots, m$. Obviously, $\tilde{A}_{j}$ and $A_{j}$ have the same characteristic polynomial. Let $\tilde{B}_{j r_{j}}$ be the vector in $\mathbb{C}^{n_{j}}$ whose last component is one and all the other components are zero. Finally, let $Q_{j}$ be the similarity transform on $\mathbb{C}^{n_{j}}$ defined by replacing $\tilde{A}$ by $\tilde{A}_{j}$ and $\tilde{B}$ by $\tilde{B}_{j r_{j}}$ in (8.47). Then $Q_{j}$ intertwines
the pair $\left\{A_{j}, b_{j r_{j}}\right\}$ with $\left\{\tilde{A}_{j}, \tilde{B}_{j r_{j}}\right\}$. Moreover, let $R_{j}$ be the $1 \times n_{j}$ row vector whose first component is one and all the other components are zero. Using the special form of the inverse of $Q_{j}$, we see that $C_{j} Q_{j}^{-1}=R_{j}$. Now let $Q_{c}$ be the similarity transform on $\oplus_{1}^{m} \mathbb{C}^{n_{j}}$ defined by the block diagonal matrix

$$
Q_{c}=\operatorname{diag}\left[\begin{array}{llll}
Q_{1} & Q_{2} & \cdots & Q_{m} \tag{8.48}
\end{array}\right]
$$

Then $\tilde{A}_{c}=Q_{c} A_{o} Q_{c}^{-1}$ is the upper triangular matrix given by

$$
\tilde{A}_{c}=\left[\begin{array}{cccc}
\tilde{A}_{1} & Q_{1} f_{12} R_{2} & \cdots & Q_{1} f_{1 m} R_{m}  \tag{8.49}\\
0 & \tilde{A}_{2} & \cdots & Q_{2} f_{2 m} R_{m} \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \tilde{A}_{m}
\end{array}\right]
$$

The block diagonal matrices $\left\{\tilde{A}_{j}\right\}_{1}^{m}$ are all companion matrices. Finally, $Q_{c} B_{o}=\tilde{B}_{c}$ where $\tilde{B}_{c}$ is the upper triangular block matrix mapping $\mathbb{C}^{p}$ into $\oplus_{1}^{m} \mathbb{C}^{n_{j}}$ of the form:

$$
\tilde{B}_{c}=\left[\begin{array}{cccccccccc}
0 & \tilde{B}_{1 r_{1}} & * & 0 & * & 0 & * & \cdots & 0 & *  \tag{8.50}\\
0 & 0 & 0 & \tilde{B}_{2 r_{2}} & * & 0 & * & \cdots & 0 & * \\
0 & 0 & 0 & 0 & 0 & \tilde{B}_{3 r_{3}} & * & \cdots & 0 & * \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & * \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & \tilde{B}_{m r_{m}} & *
\end{array}\right] .
$$

By construction the pairs $\left\{\tilde{A}_{j}, \tilde{B}_{j r_{j}}\right\}_{1}^{m}$ are in controllable canonical form. As before, the first column in $\tilde{B}_{c}$ is a block column of zeros and this column is not present if $B e_{1}$ is nonzero. Clearly the pair $\{A, B\}$ is similar to the pair $\left\{\tilde{A}_{c}, \tilde{B}_{c}\right\}$. This readily proves the following result.

Proposition 8.7.2 Let $\{A, B\}$ be a controllable pair where the input space $\mathcal{U}=\mathbb{C}^{p}$. Then $\{A, B\}$ is similar to the pair $\left\{\tilde{A}_{c}, \tilde{B}_{c}\right\}$ whose controllable canonical form is given in (8.49) and (8.50). In fact, $P_{m} Q_{c}^{-1}$ is the similarity transformation intertwining $\left\{\tilde{A}_{c}, \tilde{B}_{c}\right\}$ with $\{A, B\}$ where $Q_{c}$ is defined in (8.48) while $P_{m}$ is defined in (8.43).

One can use the canonical form $\left\{\tilde{A}_{c}, \tilde{B}_{c}\right\}$ for $\{A, B\}$ to develop an algorithm to place the eigenvalues of $A-B K$ at any $n$ specified locations in the complex plane. Since $\left\{\tilde{A}_{j}, \tilde{B}_{j r_{j}}\right\}$ is in controllable conical form, it is easy to construct a state feedback gain $\hat{K}_{j}$ from $\mathbb{C}^{n_{j}}$ into $\mathbb{C}^{1}$ to place the eigenvalues of $\tilde{A}_{j}-\tilde{B}_{j r_{j}} \hat{K}_{j}$ at any $n_{j}$ locations in the complex plane; see (8.21), (8.22) and (8.23) in Section 8.5. Now let $\hat{K}$ be the block matrix from $\oplus_{1}^{m} \mathbb{C}^{n_{j}}$ into $\mathbb{C}^{p}$ whose block entries $\hat{K}_{i, k}$ from $\mathbb{C}^{n_{k}}$ into $\mathbb{C}^{1}$ are defined by

$$
\hat{K}_{i, k}=\delta\left(i-r_{j}, k-j\right) \hat{K}_{j} \quad(\text { for } i=1,2, \cdots, p \text { and } j, k=1,2, \cdots, m)
$$

Here $\delta(i, k)$ is the Kronecker delta, that is, $\delta(i, k)=\mathbf{1}$ if $i=k=0$, otherwise $\delta(i, k)=0$. In this case, $\tilde{A}_{c}-\tilde{B}_{c} \hat{K}$ is an upper triangular block matrix with $\left\{\tilde{A}_{j}-\tilde{B}_{j r_{j}} \hat{K}_{j}\right\}_{1}^{m}$ for its diagonal
entries. So, the eigenvalues of $\tilde{A}_{c}-\tilde{B}_{c} \hat{K}$ is the union of the eigenvalues of $\left\{\tilde{A}_{j}-\tilde{B}_{j r_{j}} \hat{K}_{j}\right\}$. In particular, since $n=\sum n_{j}$, we can compute a state feedback $\hat{K}$ to place the eigenvalues of $\tilde{A}_{c}-\tilde{B}_{c} \hat{K}$ any $n$ specified locations in the complex plane. Now let $K$ be the operator form $\mathcal{X}$ into $\mathbb{C}^{p}$ defined by $K=\hat{K} Q_{c} P_{m}^{-1}$. Then $A-B K$ is similar to $\tilde{A}_{c}-\tilde{B}_{c} \hat{K}$. In particular, they have the same eigenvalues. Therefore, the canonical form $\left\{\tilde{A}_{c}, \tilde{B}_{c}\right\}$ can be used to compute a gain $K$ to place the eigenvalues of $A-B K$ any $n$ specified locations in the complex plane.

Finally, it is noted that one can obtain the canonical form $\left\{\tilde{A}_{c}, \tilde{B}_{c}\right\}$ for $\{A, B\}$ without first computing the canonical form $\left\{A_{o}, B_{0}\right\}$. To accomplish this one simply uses the vectors constructed in the section following Theorem 8.5 .1 as basis for the subspaces $\mathcal{M}_{j}$. The details are left as an exercise.

### 8.8 Transfer functions and feedback

To complete this chapter, let us show how state feedback affects the transfer function for certain feedback control systems. To this end, consider the open loop system $\{A, B, C, D\}$ given by

$$
\begin{equation*}
\dot{x}=A x+B u \quad \text { and } \quad y=C x+D u \tag{8.51}
\end{equation*}
$$

As before, $A$ is an operator on $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$, while $C$ maps $\mathcal{X}$ into $\mathcal{Y}$ and $D$ maps $\mathcal{U}$ into $\mathcal{Y}$. Now consider a state feedback controller of the form

$$
\begin{equation*}
u=-K x+w \tag{8.52}
\end{equation*}
$$

where the gain $K$ is an operator from $\mathcal{X}$ into $\mathcal{U}$ and $w$ is a function with values in $\mathcal{U}$. The function $w$ is referred to as the reference input for the above controller. Substituting (8.52) into (8.51) results in

$$
\begin{equation*}
\dot{x}=(A-B K) x+B w \text { and } y=(C-D K) x+D w \tag{8.53}
\end{equation*}
$$

In this setting the transfer function $\mathbf{F}$ from reference input $w$ to the output $y$ is given by

$$
\begin{equation*}
\mathbf{F}(s)=D+(C-D K)(s I-A+B K)^{-1} B \tag{8.54}
\end{equation*}
$$

In other words, $\{A-B K, B, C-D K, D\}$ is a realization of $\mathbf{F}$. The system in (8.53) is called the closed loop system corresponding to controller (8.52) and $\mathbf{F}$ in (8.54) is the corresponding closed loop transfer function. Obviously, if $\lambda$ is a pole of $F$, then $\lambda$ is an eigenvalue of $A-B K$. In particular, if $A-B K$ is stable, then the closed loop transfer function $\mathbf{F}$ is also stable.

Lemma 6.4.2 shows that the open loop system $\{A, B, C, D\}$ is controllable if and only if the closed loop system in (8.53) is controllable. However, the closed loop system may not be observable even if the open loop system is observable. For example, the open loop system $\{1,1,1,1\}$ is controllable and observable. If $u=-x+w$, then the corresponding closed loop system $\{0,1,0,1\}$ is not observable.

Let $\{A, B, C, D\}$ be a realization of a transfer function $\mathbf{G}$. Then we claim that the closed loop transfer function $\mathbf{F}$ in (8.54) is also given by

$$
\begin{equation*}
\mathbf{F}(s)=\left[D+C(s I-A)^{-1} B\right]\left[I+K(s I-A)^{-1} B\right]^{-1} \tag{8.55}
\end{equation*}
$$

So, if H is the transfer function for the system $\{A, B, K, I\}$, then the closed loop transfer function $\mathbf{F}$ is given by

$$
\mathbf{F}=\mathbf{G H}^{-1} .
$$

To verify that (8.55) holds, let $\Phi(s)=(s I-A)^{-1}$. Using the operator identity

$$
(I+R T)^{-1} R=R(I+T R)^{-1}
$$

we obtain

$$
\begin{aligned}
\mathbf{F}(s) & =D+(C-D K)(s I-A+B K)^{-1} B \\
& =D+(C-D K)(I+\Phi(s) B K)^{-1} \Phi(s) B \\
& =D+(C-D K) \Phi(s) B(I+K \Phi(s) B)^{-1} \\
& =[D(I+K \Phi(s) B)+(C-D K) \Phi(s) B][I+K \Phi(s) B]^{-1} \\
& =(D+C \Phi(s) B)(I+K \Phi(s) B)^{-1} \\
& =\mathbf{G}(s)\left[I+K(s I-A)^{-1} B\right]^{-1} .
\end{aligned}
$$

This yields (8.55).
Recalling (8.9) we see that

$$
\begin{equation*}
\operatorname{det}[\mathbf{H}(s)]=\operatorname{det}[s I-A+B K] / \operatorname{det}[s I-A] . \tag{8.56}
\end{equation*}
$$

When the input space $\mathcal{U}$ is one dimensional, we obtain

$$
\begin{equation*}
\mathrm{H}(s)=\operatorname{det}[s I-A+B K] / \operatorname{det}[s I-A] . \tag{8.57}
\end{equation*}
$$

In this case, Proposition 7.1 .3 shows that $\{A, B, K, 1\}$ is a minimal realization if and only if the characteristic polynomials for $A$ and $A-B K$ have no common zeros.

Now let $\{A$ on $\mathcal{X}, B, C, D\}$ be a realization for a scalar valued transfer function $\mathbf{G}$. Then $\mathbf{G}$ admits a decomposition of the form $\mathbf{G}=p / d$ where $d$ is the characteristic polynomial for $A$ and $p$ is a polynomial satisfying $\operatorname{deg} p \leq \operatorname{deg} d$. Moreover, $\{A, B, C, D\}$ is a minimal realization if and only if the polynomials $p$ and $d$ have no common zeros; see Proposition 7.1.3. In the scalar case, the closed loop transfer function $\mathbf{F}$ in (8.55) reduces to

$$
\begin{equation*}
\mathbf{F}=\frac{D+C(s I-A)^{-1} B}{1+K(s I-A)^{-1} B} . \tag{8.58}
\end{equation*}
$$

Recalling (8.9), we obtain that

$$
1+K(s I-A)^{-1} B=\operatorname{det}[s I-A+B K] / \operatorname{det}[s I-A]=q(s) / d(s)
$$

where $q$ is the characteristic polynomial for $A-B K$. Using $D+C(s I-A)^{-1} B=p(s) / d(s)$ yields $\mathbf{F}=p / q$, that is,

$$
\begin{equation*}
\mathbf{F}(s)=\frac{p(s)}{\operatorname{det}[s I-A+B K]} \quad \text { where } \quad \mathbf{G}(s)=\frac{p(s)}{\operatorname{det}[s I-A]} . \tag{8.59}
\end{equation*}
$$

This relationship implies that the zeros of the closed loop transfer function $\mathbf{F}$ are contained in the zeros of the open loop transfer function $\mathbf{G}$. Thus state feedback does not introduce
new zeros. However, $p$ and $q$ can have common roots. So, the closed loop transfer function $\mathbf{F}$ can have fewer zeros than the open loop transfer function $\mathbf{G}$. This pole-zero cancellation also explains why the open loop realization can be minimal while the closed loop realization $\{A-B K, B, C-D K, D\}$ for $\mathbf{F}$ may only be controllable. If $\{A, B, C, D\}$ is minimal, then $p$ and $d$ have no common zeros and the McMillan degree of $\mathbf{G}$ equals the degree of $d$. If there is a pole-zero cancellation in $\mathbf{F}=p / q$, then the McMillan degree of $\mathbf{F}$ is strictly less then the dimension of $\mathcal{X}$, and thus, the realization $\Sigma=\{A-B K, B, C-D K, D\}$ of F is not minimal; see Proposition 7.1.3. So, the realization $\Sigma$ of $\mathbf{F}=p / q$ is minimal if and only if $p$ and $q$ have no common zeros. In other words, the realization $\Sigma$ is minimal if and only if the state feedback $K$ does not place any eigenvalues of $A-B K$ at the zeros of $p$. In particular, if $p(s) \equiv \gamma$ where $\gamma$ is a constant, then $\Sigma$ is a minimal realization for all state feedback gain operators $K$.

For the moment assume that the pair $\{A, B\}$ is controllable, and recall that $\{A, B, K, I\}$ is a realization for $\mathbf{H}=q / d$. The characteristic polynomials $q$ and $d$ may have some common zeros. According to Proposition 7.1.3, the polynomials $q$ and $d$ have no common zeros if and only if $\{A, B, K, I\}$ is observable. If $\{A, B, K, I\}$ is observable, then $q$ and $\mathbf{H}$ have the same zeros.

### 8.9 Notes

All the results in this chapter are classical; see Kailath [68] and Rugh [110] for a history of this subject area. Corollary 8.4 .2 is due to Ackermann [1]. For some further results on state variable feedback see Brockett [21], Chen [26], Kailath [68], Rugh [110] and Wonham [129].

## Chapter 9

## State Estimators and Detectability

This chapter is devoted to asymptotic state estimation. First we introduce the concept of detectability. It is shown that detectability is the dual of stabilizability. Then we construct asymptotic state estimators for detectable systems.

### 9.1 Detectability

Consider a state space system of the form:

$$
\begin{align*}
& \dot{x}=A x+B u \\
& y=C x+D u \tag{9.1}
\end{align*}
$$

where $A$ is an operator on $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$ while $C$ maps $\mathcal{X}$ into $\mathcal{Y}$ and $D$ maps $\mathcal{U}$ into $\mathcal{Y}$. As before, all spaces are finite dimensional. The system in (9.1) will be referred to as the plant. Suppose that at each instant of time $t$ we can measure the output $y(t)$ and the input $u(t)$ and we wish to estimate the state $x(t)$. Recall that this system is observable if given the input $u(t)$ and output $y(t)$ over an interval $\left[0, t_{1}\right]$ (with $t_{1}>0$ ), one can uniquely determine the state $x(t)$ on this interval. In many applications, it suffices to obtain an asymptotic estimate of $x(t)$ as $t$ tends to infinity. With this in mind, we say that $\hat{x}$ is an asymptotic estimate of $x$ if

$$
\begin{equation*}
\lim _{t \rightarrow \infty} x(t)-\hat{x}(t)=0 \tag{9.2}
\end{equation*}
$$

Since we wish to obtain an asymptotic estimate of $x$ using only information on the plant input and output, we define an asymptotic state estimator to be any system with input $\{u, y\}$, output $\hat{x}$ and which has the following property: If $\{u, y\}$ is any input-output pair for plant (9.1), then the corresponding output $\hat{x}$ of the estimator is an asymptotic estimate of the corresponding plant state $x$. Thus, for any initial plant state, an asymptotic state estimator, using only knowledge of plant input and output, produces an asymptotic estimate $\hat{x}$ of the plant state, that is, (9.2) holds. We say that the system $\{A, B, C, D\}$ in (9.1) is detectable if there exists an asymptotic state estimator for the system. If system (9.1) is observable, then one can find an estimator such that $\hat{x}(t)=x(t)$ for all $t>0$. So, if the pair $\{C, A\}$ is observable, then $\{A, B, C, D\}$ is detectable.

As expected, detectability of the system $\{A, B, C, D\}$ depends only on the pair $\{C, A\}$. To see this, recall that all solutions to the differential equation in (9.1) satisfy

$$
x(t)=e^{A t} x(0)+\int_{0}^{t} e^{A(t-\tau)} B u(\tau) d \tau
$$

Since $u$ is known, estimating $x$ is equivalent to estimating $e^{A t} x(0)$. Because $u$ and $y$ are known,

$$
g(t)=C e^{A t} x(0)=y(t)-\int_{0}^{t} C e^{A(t-\tau)} B u(\tau) d \tau-D u(t)
$$

is known. Thus, the system in (9.1) is detectable if and only if given the function $g(t)=$ $C e^{A t} x(0)$ over $[0, \infty)$ one can determine an asymptotic estimate $\hat{x}(t)$ of $e^{A t} x(0)$ from $g$. Therefore, detectability of system (9.1) depends only on the pair $\{C, A\}$ and is independent of the operators $B$ and $D$. Hence, we say that the pair $\{C, A\}$ is detectable if system (9.1) is detectable.

Recall that the unobservable subspace for the pair $\{C, A\}$ is the invariant subspace for $A$ defined by

$$
\begin{equation*}
\mathcal{X}_{\bar{o}}=\left\{x: C A^{k} x=0 \text { for } k=0,1,2, \cdots\right\} . \tag{9.3}
\end{equation*}
$$

Recall also that a complex number $\lambda$ is an unobservable eigenvalue for the pair $\{C, A\}$ if there is a nonzero vector $v$ in the unobservable subspace $\mathcal{X}_{\bar{o}}$ satisfying $A v=\lambda v$. In this case, we say that $v$ is an unobservable eigenvector corresponding to $\lambda$. Notice $\lambda$ is an unobservable eigenvalue if and only if $\lambda$ is an eigenvalue of the operator $A_{\bar{o}}$ on $\mathcal{X}_{\bar{\sigma}}$ defined by $A_{\bar{o}}=A \mid \mathcal{X}_{\bar{o}}$. In other words, the unobservable eigenvalues for the pair $\{C, A\}$ are precisely the eigenvalues of $A_{\bar{o}}$. An unobservable eigenvalue $\lambda$ is stable if $\Re(\lambda)<0$. If $\{\lambda, v\}$ is an unobservable eigenvalue eigenvector pair for $\{C, A\}$, then $C e^{A t} v=e^{\lambda t} C v=0$. In particular, $x(t)=e^{\lambda t} v$ is a solution of

$$
\dot{x}=A x \quad \text { and } \quad y=C x
$$

with $y(t)=0$. Hence, one cannot distinguish the solution $x(t)=e^{\lambda t} v$ from the zero solution $x(t)=0$. If $\lambda$ is not stable, then $e^{\lambda t} v$ does not asymptotically approach zero. Since $e^{\lambda t} v$ and the zero solution produce the same output (that is, zero) and their difference does not asymptotically converge to zero, one cannot construct an asymptotic state estimator for a system with an unobservable eigenvalue which is not stable. So, if $\lambda$ is not stable, then the pair $\{C, A\}$ is not detectable. Therefore, the detectability of $\{C, A\}$ implies that all the unobservable eigenvalues of $\{C, A\}$ are stable. This proves part of the following result.

Theorem 9.1.1 A pair $\{C, A\}$ is detectable if and only if all of its unobservable eigenvalues are stable.

Proof. To complete the proof it remains to show that if all the unobservable eigenvalues of $\{C, A\}$ are stable, then $\{C, A\}$ is detectable. Let $\mathcal{X}$ be the state space for the pair $\{C, A\}$, and $\mathcal{X}_{o}=\mathcal{X}_{\bar{o}}^{\perp}$ be the corresponding observable subspace. Recall that $\mathcal{X}_{o}$ is an invariant subspace for $A^{*}$ and $A$ admits a matrix representation of the form:

$$
A=\left[\begin{array}{cc}
A_{\bar{o}} & A_{\bar{o}}  \tag{9.4}\\
0 & A_{o}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{\bar{o}} \\
\mathcal{X}_{o}
\end{array}\right] \longrightarrow\left[\begin{array}{l}
\mathcal{X}_{\bar{o}} \\
\mathcal{X}_{o}
\end{array}\right] ;
$$

see (6.15) and (6.16) in Section 6.2. The operator $A_{o}$ is the compression of $A$ to $\mathcal{X}_{o}$, that is, $A_{o}$ is the operator on $\mathcal{X}_{o}$ defined by $A_{o}=P_{o} A \mid \mathcal{X}_{o}$ where $P_{o}$ is the orthogonal projection onto $\mathcal{X}_{o}$. The operator $A_{\bar{o}}$ on $\mathcal{X}_{\bar{\sigma}}$ is given by the restriction of $A$ to $\mathcal{X}_{\bar{\sigma}}$. Furthermore, the operator $C$ admits a matrix representation of the form

$$
C=\left[\begin{array}{ll}
0 & C_{o}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{\bar{o}}  \tag{9.5}\\
\mathcal{X}_{o}
\end{array}\right] \longrightarrow \mathcal{Y}
$$

where $C_{o}=C \mid \mathcal{X}_{o}$. Since the kernel of $C$ contains $\mathcal{X}_{\bar{o}}$, the first entry of $C$ is zero, that is, $C_{\bar{o}}=C \mid \mathcal{X}_{\bar{o}}=0$. Recall also that the pair $\left\{C_{o}, A_{o}\right\}$ is observable. Let $x_{\bar{o}} \oplus x_{o}$ be the decomposition of the state $x$ with respect to $\mathcal{X}=\mathcal{X}_{\bar{o}} \oplus \mathcal{X}_{o}$. Thus,

$$
\begin{aligned}
\dot{x}_{\bar{o}} & =A_{\bar{o}} x_{\bar{o}}+A_{\bar{o}} x_{o} \\
\dot{x}_{o} & =A_{o} x_{o} \\
y & =C_{o} x_{o} .
\end{aligned}
$$

Since the pair $\left\{C_{o}, A_{o}\right\}$ is observable, one can uniquely determine $x_{o}(t)$ for all $t>0$ from the knowledge of $y(t)$ on $[0, \infty)$. It follows from the first differential equation above that

$$
x_{\bar{o}}(t)=e^{A_{\bar{o}} t} x_{\bar{o}}(0)+\int_{0}^{t} e^{A_{\bar{o}}(t-\tau)} A_{\bar{o} o} x_{o}(\tau) d \tau
$$

Now assume that all the unobservable eigenvalues of $\{C, A\}$ are stable. Then $A_{\bar{o}}$ is stable. Considering the known function $\hat{x}_{\bar{o}}$ given by $\hat{x}_{\bar{o}}(t)=\int_{0}^{t} e^{A_{\bar{\partial}}(t-\tau)} A_{\bar{o} o} x_{o}(\tau) d \tau$, it follows that as $t$ approaches infinity, $x_{\bar{o}}(t)-\hat{x}_{\bar{o}}(t)=e^{A_{\bar{\sigma}} t} x_{\bar{o}}(0)$ approaches zero. Therefore, $\hat{x}_{\bar{o}} \oplus x_{o}$ is an asymptotic estimate of $x$.

Obviously, if $A$ is stable, then $\{C, A\}$ is detectable regardless of $C$. By consulting the PBH characterization of unobservable eigenvalues in Lemma 4.2.1, we obtain the following corollary.

Lemma 9.1.2 (PBH detectability lemma.) The pair $\{C, A$ on $\mathcal{X}\}$ is detectable if and only if the kermel of

$$
\Gamma_{\lambda}=\left[\begin{array}{c}
A-\lambda I  \tag{9.6}\\
C
\end{array}\right]
$$

is zero for every complex number $\lambda$ in the closed right half plane.
Since the kernel of $\Gamma_{\lambda}$ is zero when $\lambda$ is not an eigenvalue of $A$, one only has to check the kernel of $\Gamma_{\lambda}$ when $\lambda$ is an eigenvalue of $A$ which is not stable. The following result presents some duality between stabilizability and detectability.

Theorem 9.1.3 Consider a pair $\{C, A\}$ where $A$ is on $\mathcal{X}$ and $C$ maps $\mathcal{X}$ into $\mathcal{Y}$. Then the following statements are equivalent.
(i) The pair $\{C, A\}$ is detectable.
(ii) The pair $\left\{A^{*}, C^{*}\right\}$ is stabilizable.
(iii) There exists an operator $L$ from $\mathcal{Y}$ into $\mathcal{X}$ such that $A-L C$ is stable.

Proof. Recall that a complex number $\lambda$ is an unobservable eigenvalue for $\{C, A\}$ if and only if $\bar{\lambda}$ is an uncontrollable eigenvalue for the pair $\left\{A^{*}, C^{*}\right\}$; see Section 5.2. Since $\left\{A^{*}, C^{*}\right\}$ is stabilizable if and only if all its uncontrollable eigenvalues are stable, Theorem 9.1.1 shows that $\{C, A\}$ is detectable if and only if $\left\{A^{*}, C^{*}\right\}$ is stabilizable. So, Parts (i) and (ii) are equivalent. By definition, the pair $\left\{A^{*}, C^{*}\right\}$ is stabilizable if there is an operator $K$ such that $A^{*}-C^{*} K$ is stable. Now let $L=K^{*}$. Obviously, $A^{*}-C^{*} K$ is stable if and only if its adjoint $A-L C$ is stable. Therefore, $\left\{A^{*}, C^{*}\right\}$ is stabilizable if and only if there is an operator $L$ such that $A-L C$ is stable. Hence, Parts (ii) and (iii) are equivalent.

Example 9.1.1 Consider the following system corresponding to an unattached mass with velocity measurement, that is, $m \ddot{x}_{1}=0$ and $y=\dot{x}_{1}$ where $x_{1}$ is the inertial displacement of the mass along its line of motion. A state space representation for this system is given by

$$
\dot{x}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] x \quad \text { and } \quad y=\left[\begin{array}{ll}
0 & 1
\end{array}\right] x
$$

where $x_{2}=\dot{x}_{1}$ and $x=x_{1} \oplus x_{2}$. In this case, the operator $\Gamma_{\lambda}$ in Lemma 9.1.2 becomes

$$
\Gamma_{\lambda}=\left[\begin{array}{c}
A-\lambda I \\
C
\end{array}\right]=\left[\begin{array}{rr}
-\lambda & 1 \\
0 & -\lambda \\
0 & 1
\end{array}\right]
$$

Obviously, the kernel of $\Gamma_{\lambda}$ is nonzero for $\lambda=0$. Hence, $\lambda=0$ is an unobservable eigenvalue and this system in not detectable. Note that for any $2 \times 1$ matrix $L=\left[\begin{array}{ll}a & b\end{array}\right]^{t r}$, we have

$$
A-L C=\left[\begin{array}{cc}
0 & 1-a \\
0 & -b
\end{array}\right]
$$

In this case, the characteristic polynomial for $A-L C$ is given by

$$
\operatorname{det}[s I-A+L C]=s(s+b)
$$

So, regardless of the choice of $L$, zero is an eigenvalue of $A-L C$. This happens in general, that is, the unobservable eigenvalues of $\{C, A\}$ are contained in the eigenvalues of $A-L C$.

### 9.2 State estimators

In this section we will present an asymptotic state estimator (sometimes called an observer) for the system $\{A, B, C, D\}$ in (9.1). To obtain this observer assume that the pair $\{C, A\}$ is detectable. Motivated by Theorem 9.1.3, we propose the following simple state estimator by adding a "correction term" to a copy of the original system whose state is to be estimated, that is,

$$
\begin{align*}
& \dot{\hat{x}}=A \hat{x}+B u+L(y-\hat{y})  \tag{9.7}\\
& \hat{y}=C \hat{x}+D u
\end{align*}
$$

where the vector $\hat{x}(t)$ in $\mathcal{X}$ is the estimated state. The operator $L$, called the observer gain, is chosen so that $A-L C$ is stable. The initial state $\hat{x}(0)$ for the observer is arbitrary. In practice, one chooses $\hat{x}(0)$ to be the best available estimate of $x(0)$. Substituting $\hat{y}=C \hat{x}+D u$ into the first equation in (9.7), yields the following description of the observer

$$
\begin{equation*}
\dot{\hat{x}}=(A-L C) \hat{x}+(B-L D) u+L y \tag{9.8}
\end{equation*}
$$

It should be clear that we can regard the observer as a linear system whose input is $u \oplus y$ and whose output is $\hat{x}$. Finally, it is noted that substituting $y=C x+D u$ into equation (9.8), gives

$$
\begin{equation*}
\dot{\hat{x}}=(A-L C) \hat{x}+L C x+B u . \tag{9.9}
\end{equation*}
$$

We now introduce the state estimation error

$$
\tilde{x}(t)=x(t)-\hat{x}(t)
$$

Subtracting the differential equation in (9.9) from $\dot{x}=A x+B u$, we see that the evolution of the estimation error is governed by

$$
\begin{equation*}
\dot{\tilde{x}}=(A-L C) \tilde{x} \tag{9.10}
\end{equation*}
$$

Since, by construction, the operator $A-L C$ is stable, $\tilde{x}(t)$ approaches zero as $t$ tends towards infinity, that is, (9.2) holds. In other words the estimation error goes to zero as $t$ goes to infinity. So, the dynamical system in (9.7) yields an asymptotic state estimate $\hat{x}$ for $x$. Finally, it is noted that if the initial observer state $\hat{x}(0)=x(0)$, then $\tilde{x}(t)=0$ for all $t$, and thus, the estimate $\hat{x}(t)=x(t)$ for all $t$. Summing up this analysis yields the following result.

Proposition 9.2.1 Let $\{A, B, C, D\}$ in (9.1) be detectable and let $L$ be any observer gain such that $A-L C$ is stable. Then the state space system in (9.8) yields an asymptotic state estimate $\hat{x}$ of $x$, that is, $x(t)-\hat{x}(t)$ approaches zero as tends to infinity.

If $A$ is stable, $\{C, A\}$ is detectable regardless of $C$ and one can choose $L$ to be zero. In practice, $L=0$ may not result in satisfactory behavior or performance of the error dynamics. In addition to stability, one usually wants to meet additional behavior or performance criteria. The problem of choosing a operator $L$ so that $A-L C$ is stable is equivalent to the stabilizability problem of choosing $K$ so that $A^{*}-C^{*} K$ is stable. If one solves the stabilizability problem for $K$, then $L=K^{*}$ solves the original state estimation problem.

### 9.3 Eigenvalue placement for estimation error

In the previous section, we saw that if the pair $\{C, A\}$ is detectable, then one can asymptotically estimate the state of system $\{A, B, C, D\}$. To accomplish this one needs to find an operator $L$ such that $A-L C$ is stable. Then the dynamical system in (9.7) yields a asymptotic state estimate $\hat{x}$ of $x$. In this section we will use duality results to show how one can construct an observer gain $L$ such that $A-L C$ is stable.

If the pair $\{C, A\}$ is observable, then one can use the Lyapunov techniques in Section 8.2 to compute an observer gain such that $A-L C$ is stable. To see this simply notice that
the pair $\left\{A^{*}, C^{*}\right\}$ is controllable. Then the Lyapunov techniques in Section 8.2 provide a computational method to construct a controller gain $K$ such that $A^{*}-C^{*} K$ is stable. So, if $L=K^{*}$, then $A-L C$ is also stable.

Now assume that the pair $\{C, A\}$ is observable with state dimension $n$. Then the results in Sections $8.4,8.5$ and 8.6 can also be used to construct an observer gain which places the eigenvalues of $A-L C$ at any $n$ specified locations $\left\{\lambda_{j}\right\}_{1}^{n}$ in the complex plane. Since $\left\{A^{*}, C^{*}\right\}$ is controllable, there exists a controller gain $K$ which places the eigenvalues of $A^{*}-C^{*} K$ at $\left\{\bar{\lambda}_{j}\right\}_{1}^{n}$; see Theorem 8.6.1. (Sections 8.4, 8.5 and 8.6 provide some algorithms to compute the gain $K$.) So, if $L=K^{*}$, then $\left\{\lambda_{j}\right\}_{1}^{n}$ are the eigenvalues of $A-L C$. This yields the following result.

Theorem 9.3.1 Let $\{C, A\}$ be an observable pair with state dimension $n$. Let $\left\{\lambda_{j}\right\}_{1}^{n}$ be a set of specified complex numbers. Then there exists an observer gain $L$ such that

$$
\operatorname{det}[s I-A+L C]=\prod_{j=1}^{n}\left(s-\lambda_{i}\right)
$$

In particular, if $p$ is any monic polynomial of degree $n$, then there exists an observer gain $L$ such that $p$ is the characteristic polynomial of $A-L C$.

By using the fact that $\{C, A\}$ is observable if and only if $\left\{A^{*}, C^{*}\right\}$ is controllable along with Theorem 8.6.2 we obtain the following result.

Theorem 9.3.2 Consider the pair $\{C, A\}$ with state dimension n. Then $\{C, A\}$ is observable if and only if there exists an observer gain $L$ which places the eigenvalues of $A-L C$ at any $n$ points in the complex plane.

As before, let $\mathcal{X}=\mathcal{X}_{\bar{o}} \oplus \mathcal{X}_{o}$ be the observable decomposition for the pair $\{C, A$ on $\mathcal{X}\}$ where $\mathcal{X}_{\overline{0}}$ is the unobservable subspace defined in (9.3). The corresponding matrix representations for $A$ and $C$ are given in (9.4) and (9.5). So, if $L$ from $\mathcal{Y}$ into $\mathcal{X}$ is any observer gain, then $L$ admits a matrix representation of the form

$$
L=\left[\begin{array}{l}
L_{\bar{o}}  \tag{9.11}\\
L_{o}
\end{array}\right]: \mathcal{Y} \longrightarrow\left[\begin{array}{l}
\mathcal{X}_{\bar{o}} \\
\mathcal{X}_{o}
\end{array}\right] .
$$

Using these decompositions we see that $A-L C$ admits a matrix representation of the form

$$
A-L C=\left[\begin{array}{cc}
A_{\bar{o}} & *  \tag{9.12}\\
0 & A_{o}-L_{o} C_{o}
\end{array}\right]:\left[\begin{array}{l}
\mathcal{X}_{\bar{o}} \\
\mathcal{X}_{o}
\end{array}\right] \rightarrow\left[\begin{array}{l}
\mathcal{X}_{\bar{o}} \\
\mathcal{X}_{o}
\end{array}\right] .
$$

Notice that if $\lambda$ is an eigenvalue of $A_{\bar{o}}$, then $\lambda$ is also an eigenvalue of $A-L C$. In other words, the unobservable eigenvalues of $A$ are contained in the eigenvalues of $A-L C$. Hence, the observer gain does not alter the unobservable eigenvalues.

Recall that the pair $\{C, A\}$ is detectable if and only if all of its unobservable eigenvalues are stable. Now assume that $\{C, A\}$ is detectable. Then all the eigenvalues of $A_{\bar{o}}$ are stable. Since the pair $\left\{C_{0}, A_{o}\right\}$ is observable, there exists an observer gain $L_{o}$ from $\mathcal{Y}$ into $\mathcal{X}_{o}$ such that $A_{o}-L_{o} C_{o}$ is stable. In fact, one can choose $L_{o}$ to place the eigenvalues of $A_{o}-L_{o} C_{o}$ at any $\operatorname{dim} \mathcal{X}_{o}$ specified locations in the complex plane. In this case (9.12) shows that $A-L C$ is stable. So, if $\{C, A\}$ is detectable, then one can use the decompositions in (9.4), (9.5) and (9.11) to compute an observer gain such that $A-L C$ is stable.

### 9.4 Notes

The Kalman filter [69] is an optimal stochastic observer or state estimator. The notation of a deterministic observer is due to Luenberger [84]. Our presentation of observers is standard. For some further results in this direction see Kailath [68] and Rugh [110].

## Chapter 10

## Output Feedback Controllers

In this chapter we consider the problem of obtaining stabilizing output feedback controllers.

### 10.1 Static output feedback

To implement a state feedback controller one requires knowledge of the state. In many practical problems, it is not feasible to access the complete state. However, one can usually obtain a portion of the state which we call the measured output. Here we investigate the problem of designing stabilizing controllers which are based only on a measured output. To this end, consider the state space system described by

$$
\begin{align*}
\dot{x} & =A x+B u \\
y & =C x \tag{10.1}
\end{align*}
$$

with state $x(t) \in \mathcal{X}$, control input $u(t) \in \mathcal{U}$, and measured output $y(t) \in \mathcal{Y}$. As before, all spaces are finite dimensional. To eliminate some minor technical problems we have assumed that the direct transmission term $D=0$. We will refer to $\{A, B, C, 0\}$ in (10.1) as the plant. In Section 10.3 we obtain a controller based on the measured output $y$ to stabilize a stabilizable and detectable plant.

The simplest type of controller is a memoryless or static linear output feedback controller of the form

$$
\begin{equation*}
u(t)=-Z y(t) \tag{10.2}
\end{equation*}
$$

where the gain $Z$ is an operator from $\mathcal{Y}$ to $\mathcal{U}$. At each instant of time the current control input $u(t)$ is a linear function of the current output $y(t)$. Because the gain $Z$ acts on the output $y$, the controller $u(t)=-Z y(t)$ is called an output feedback controller. Applying this controller to the plant in (10.1) yields the following closed loop system:

$$
\begin{equation*}
\dot{x}=(A-B Z C) x . \tag{10.3}
\end{equation*}
$$

If the open loop system $\dot{x}=A x$ is not stable, a natural question is whether one can choose $Z$ so that the closed loop system is stable. For full state feedback $(C=I)$, we have seen that it is possible to do this if $\{A, B\}$ is controllable, or less restrictively, if $\{A, B\}$ is stabilizable. If $\{C, A\}$ is observable or detectable, we might expect to be able to stabilize the plant with static output feedback. This is not the case as the following example illustrates.

Example 10.1.1 Consider the rectilinear motion of a unit mass which is subject to a single input force $u$, that is, $\ddot{y}=u$. We assume that one can measure $y$, the inertial displacement of the mass along its line of motion. If we set $x=y \oplus \dot{y}$, then this system is described by

$$
\dot{x}=\left[\begin{array}{ll}
0 & 1  \tag{10.4}\\
0 & 0
\end{array}\right] x+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u \quad \text { and } \quad y=\left[\begin{array}{ll}
1 & 0
\end{array}\right] x .
$$

Clearly, this system is both controllable and observable. In this case, all linear static output feedback controllers are given by $u=-z y$ where $z$ is a scalar. This controller yields the following the closed loop system

$$
\dot{x}=\left[\begin{array}{cc}
0 & 1  \tag{10.5}\\
-z & 0
\end{array}\right] x
$$

Notice that the eigenvalues of the above $2 \times 2$ state matrix are $\pm \sqrt{-z}$. So, regardless of $z$, the system in (10.5) is not stable. Finally, it is noted that if the plant has some damping in it, that is,

$$
\dot{x}=\left[\begin{array}{cc}
0 & 1 \\
0 & -d
\end{array}\right] x+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u \quad \text { and } \quad y=\left[\begin{array}{cc}
1 & 0
\end{array}\right] x
$$

where $d>0$, then the closed loop system is given by

$$
\dot{x}=\left[\begin{array}{cc}
0 & 1 \\
-z & -d
\end{array}\right] x
$$

In this case, the closed loop system is stable if and only if $z<0$.

### 10.1.1 Transfer function considerations

Recall that a transfer function is stable if all of its poles are in the open left half part of the complex plane, $\{s \in \mathbb{C}: \Re(s)<0\}$. Let $\mathbf{G}$ be the transfer function for the plant $\{A, B, C, 0\}$ in (10.1). Then with all the initial conditions set equal to zero, $\mathbf{y}=\mathrm{Gu}$ where $u$ is the control input and $y$ is the output. (Recall that $\mathbf{f}$ denotes the Laplace transform of a function f.) Consider the static output feedback controller

$$
\begin{equation*}
u(t)=-Z y(t)+w(t) \tag{10.6}
\end{equation*}
$$

where $Z$ is an operator from $\mathcal{Y}$ into $\mathcal{U}$ and $w$ is a function with values in $\mathcal{U}$. The function $w$ is referred to as the reference signal Obviously, $\mathbf{u}=-Z \mathbf{y}+\mathbf{w}$ is the Laplace transform of $u$. Substituting this into $\mathbf{y}=\mathbf{G u}$, yields $\mathbf{y}+\mathbf{G} Z \mathbf{y}=\mathbf{G w}$. Hence, $\mathbf{y}=(I+\mathbf{G} Z)^{-1} \mathbf{G w}$. Recall that the transfer function from $w$ to $y$ is the function $\mathbf{F}$ defined by $\mathbf{y}=\mathbf{F w}$. Therefore, the transfer function from $w$ to $y$ is given by

$$
\begin{equation*}
\mathbf{F}=(I+\mathbf{G} Z)^{-1} \mathbf{G} \tag{10.7}
\end{equation*}
$$

The function $\mathbf{F}$ is called the transfer function for the closed loop system with the controller (10.6). So, a classical problem in control systems is to determine a gain $Z$ such that the closed loop system is stable, that is, find a gain $Z$ such that all the poles of $\mathbf{F}=(I-\mathbf{G} Z)^{-1} \mathbf{G}$ live in the open left half plane.

Substitution of (10.6) into (10.1) yields the following state space description of the closed loop system:

$$
\begin{equation*}
\dot{x}=(A-B Z C) x+B w \quad \text { and } \quad y=C x \tag{10.8}
\end{equation*}
$$

Hence, $\{A-B Z C, B, C, 0\}$ is a realization for $\mathbf{F}$. Now suppose that $\{A, B, C, 0\}$ is a controllable and observable realization of $\mathbf{G}$. Theorem 6.3 .1 shows that the transfer function $\mathbf{G}$ is stable if and only if $A$ is stable. According to Lemma 6.4 .2 , the closed loop system $\{A-B Z C, B, C, 0\}$ is also controllable and observable. By Theorem 6.3.1, we see that $\lambda$ is a pole of $(I+\mathrm{G} Z)^{-1} \mathrm{G}$ if and only if $\lambda$ is an eigenvalue of $A-B Z C$. In particular, the feedback transfer function $\mathbf{F}$ is stable if and only if $A-B Z C$ is stable. So, the problem of finding a gain $Z$ such that all the poles of the feedback transfer function $(I+\mathrm{G} Z)^{-1} \mathrm{G}$ are in the open left half plane is equivalent to finding an operator $Z$ such that $A-B Z C$ is stable. Summing up this analysis readily yields the following result.

Proposition 10.1.1 Let $\{A, B, C, 0\}$ be a realization of the transfer function $\mathbf{G}$. Let $Z$ be an operator from $\mathcal{Y}$ into $\mathcal{U}$. Then $\{A-B Z C, B, C, 0\}$ is a realization for the closed loop transfer function $(I+\mathbf{G} Z)^{-1} \mathbf{G}$. Moreover, $\{A, B, C, 0\}$ is controllable and observable if and only if $\{A-B Z C, B, C, 0\}$ is controllable and observable. In this case, $\lambda$ is a pole of $(I+\mathbf{G} Z)^{-1} \mathbf{G}$ if and only if $\lambda$ is an eigenvalue of $A-B Z C$.

Example 10.1 .1 shows that it is not always possible to stabilize a transfer function by static output feedback. In this example the open loop transfer function for the state space system in (10.4) is given by $\mathbf{G}(s)=1 / s^{2}$. Since zero is a pole for $\mathbf{G}$, it follows that this transfer function is unstable. In this case, the feedback transfer function is given by

$$
\mathbf{F}=\frac{\mathbf{G}}{1+\mathbf{G} z}=\frac{1}{s^{2}+z}
$$

where $z$ is a scalar. Clearly, the closed loop transfer function $\mathbf{F}$ is unstable for all scalars $z$. If $\{A, B, C, 0\}$ is any minimal realization of $\mathbf{G}=1 / s^{2}$, then $\{A-B Z C, B, C, 0\}$ is a minimal realization of the closed loop transfer function $1 /\left(s^{2}+z\right)$. So, according to Proposition 10.1.1, the operator $A-B Z C$ is unstable for any operator $Z$ on $\mathbb{C}^{1}$.

To see why static output feedback is not sufficient to stabilize a transfer function, let $\mathbf{G}=p / d$ be any scalar valued proper rational transfer function where $p$ and $d$ are polynomials with no common zeros. Then the closed loop transfer function is given by

$$
\begin{equation*}
\mathbf{F}=\frac{\mathbf{G}}{1+\mathbf{G} z}=\frac{p}{d+z p} \tag{10.9}
\end{equation*}
$$

where $z$ is a scalar. Because $p$ and $d$ have no common zeros, the polynomials $p$ and $d+z p$ have no common zeros. So, $\mathbf{F}$ is stable if and only if all the zeros of $d+z p$ lie in the open left half plane. Since $d+z p$ has $\operatorname{deg} d$ roots, it is not always possible vary the single parameter $z$ to guarantee that all the deg $d$ roots of $d+z p$ lie in the open left half plane. In other words, varying one parameter $z$ is not enough to guarantee that all the poles of the closed loop system lie in the open left half plane. In the scalar case, the classical root locus provides a graphical method to determine the roots of $d+z p$ as $z$ varies in $(-\infty, \infty)$. So, using root locus techniques one can design output feedback controllers to stabilize certain scalar valued
transfer functions. Finally, it is noted that equation (10.9) also shows that output feedback does not change the zeros of the transfer function. In other words, $\mathbf{G}=p / d$ and $\mathbf{F}$ have the same zeros. In this case, the roots of $p$ are precisely the zeros of both $\mathbf{G}$ and $\mathbf{F}$.

For multivariable systems there are currently are no easily verifiable necessary and sufficient conditions for the existence of a stabilizing static output feedback controller. This leads us to consider dynamic output feedback controllers, that is, controllers which are dynamic systems whose input is the measurement $y$ and whose output is the control $u$.

Exercise 23 Let $\mathbf{G}$ be the transfer function for the state space system

$$
\begin{equation*}
\dot{x}=A x+B u \text { and } y=C x+D u . \tag{10.10}
\end{equation*}
$$

Consider the static output feedback controller $u(t)=-Z y(t)+w(t)$ where $Z$ is an operator from $\mathcal{Y}$ into $\mathcal{U}$ and $w$ is the reference signal. Then the closed loop transfer function from the reference signal $w$ to $y$ is given by $\mathbf{F}=(I-\mathbf{G} Z)^{-1} \mathbf{G}$. Assume that -1 is not an eigenvalue of $Z D$.
(i) Show that the control $u$ is given by

$$
\begin{equation*}
u=-(I+Z D)^{-1} Z C x+(I+Z D)^{-1} w \tag{10.11}
\end{equation*}
$$

(ii) Show that a state space realization for the closed loop transfer function $\mathbf{F}$ is given by

$$
\begin{align*}
& \dot{x}=\left(A-B(I+Z D)^{-1} Z C\right) x+B(I+Z D)^{-1} w \\
& y=(I+D Z)^{-1} C x+(I+D Z)^{-1} D w \tag{10.12}
\end{align*}
$$

(iii) Show that $\{A, B, C, D\}$ is controllable, respectively observable if and only if the system in (10.12) is controllable, respectively observable.
(iv) If $\{A, B, C, D\}$ is minimal, then show that $\lambda$ is a pole of $\mathbf{F}$ if and only if $\lambda$ is an eigenvalue of $A-B(I+Z D)^{-1} Z C$. In particular, the closed loop transfer function $\mathbf{F}$ is stable if and only if $A-B(I+Z D)^{-1} Z C$ is stable.

### 10.2 Dynamic output feedback

In this section we discuss dynamic output feedback controllers for state space systems of the form

$$
\begin{align*}
& \dot{x}=A x+B u \\
& y=C x . \tag{10.13}
\end{align*}
$$

As before, $A$ is an operator on $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$ while $C$ maps $\mathcal{X}$ into $\mathcal{Y}$. In general, a linear dynamic output feedback controller is described by a state space system of the form

$$
\begin{align*}
\dot{f} & =A_{c} f+B_{c} y  \tag{10.14}\\
u & =-C_{c} f-D_{c} y
\end{align*}
$$

where the controller state $f(t)$ lies in some finite dimensional space $\mathcal{F}$. The dimension of the controller state space $\mathcal{F}$ is called the order of the controller. In particular, if $\left\{A_{c}, B_{c}, C_{c}, D_{c}\right\}$ is controllable and observable, then the order of the controller equals the McMillan degree of $\left\{A_{c}, B_{c}, C_{c}, D_{c}\right\}$. This controller is a linear time invariant system whose input is the measured output $y$ of the plant in (10.13), and whose output $u$ is the control input to the plant. If $C_{c}$ is zero then the controller in (10.14) is precisely a static feedback controller as discussed in Section 10.1.

Applying the controller (10.14) to the plant in (10.13) results in the following closed loop system

$$
\left[\begin{array}{l}
\dot{x}  \tag{10.15}\\
\dot{f}
\end{array}\right]=\left[\begin{array}{cc}
A-B D_{c} C & -B C_{c} \\
B_{c} C & A_{c}
\end{array}\right]\left[\begin{array}{l}
x \\
f
\end{array}\right] .
$$

This is a linear time invariant system whose state is $x \oplus f$ and state space matrix is given by

$$
\mathcal{A}=\left[\begin{array}{cc}
A-B D_{c} C & -B C_{c}  \tag{10.16}\\
B_{c} C & A_{c}
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{F}
\end{array}\right] .
$$

So, the system in (10.15) has state dimension $n+n_{c}$ where $n$ the dimension of the plant state and $n_{c}$ is the dimension of the controller state. Finally, we say that the plant $\{A, B, C, 0\}$ is stabilizable by a linear dynamic output feedback controller if there exists a controller $\left\{A_{c}, B_{c}, C_{c}, D_{c}\right\}$ such that the state operator $\mathcal{A}$ in (10.16) is stable.

In classical control of scalar input scalar output systems, a widely used controller is the PI (proportional integral) controller described by

$$
\begin{equation*}
u(t)=-\alpha y(t)-\beta \int_{0}^{t} y(\tau) d \tau \tag{10.17}
\end{equation*}
$$

where $\alpha$ and $\beta$ are scalars. Let $f$ be the function defined by $\dot{f}=y$. Then it is easy to verify that this PI controller can be represented by the following first order dynamical system

$$
\begin{align*}
& \dot{f}=y  \tag{10.18}\\
& u=-\beta f-\alpha y .
\end{align*}
$$

We will show that stabilizability of $\{A, B\}$ and detectability of $\{C, A\}$ are necessary and sufficient conditions to stabilize the plant $\{A, B, C, 0\}$ by a linear output feedback controller. The following lemma states the necessity of stabilizability and detectability. In the next section, we show that these conditions are sufficient for output feedback stabilizability, by constructing specific stabilizing controllers.

Lemma 10.2.1 If the plant $\{A, B, C, 0\}$ is stabilizable by a linear dynamic output feedback controller, then $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable.
Proof. Consider the plant in (10.13) subject to any controller of the form (10.14) and let $\mathcal{A}$ be the state matrix of the resulting closed loop system given in (10.16). We first show that if $\lambda$ is an unobservable eigenvalue of $\{C, A\}$, then $\lambda$ is an eigenvalue of $\mathcal{A}$. To see this, suppose that $\{\lambda, v\}$ is an unobservable eigenvalue eigenvector pair for $\{C, A\}$. Then $A v=\lambda v$ and $C v=0$. Using this, it should be clear that

$$
\mathcal{A}\left[\begin{array}{l}
v \\
0
\end{array}\right]=\lambda\left[\begin{array}{l}
v \\
0
\end{array}\right] .
$$

Since $v$ is nonzero, it follows that $\lambda$ is an eigenvalue of $\mathcal{A}$. So, all the unobservable eigenvalues of $\{C, A\}$ are contained in the eigenvalues of $\mathcal{A}$. If the plant is stabilizable by dynamic output feedback, then there exists a controller such that all the eigenvalues of $\mathcal{A}$ are stable. In particular, all the unobservable eigenvalues of $\{C, A\}$ must also be stable. Therefore, if the plant is stabilizable by a linear dynamic output feedback controller, then $\{C, A\}$ is detectable.

We now claim that if $\lambda$ is an uncontrollable eigenvalue of $\{A, B\}$, then $\lambda$ is an eigenvalue of $\mathcal{A}$. Suppose that $\lambda$ is an uncontrollable eigenvalue of $\{A, B\}$. Then $A^{*} v=\bar{\lambda} v$ and $B^{*} v=0$ for some nonzero vector $v$. Using the structure of $\mathcal{A}$, it readily follows that $\bar{\lambda}$ is an eigenvalue of $\mathcal{A}^{*}$ with eigenvector $[v, 0]^{t r}$. Hence, $\lambda$ is an eigenvalue of $\mathcal{A}$. So, all the uncontrollable eigenvalues of $\{A, B\}$ are contained in the eigenvalues of $\mathcal{A}$. Therefore, if the plant is stabilizable by a linear dynamic output feedback controller, then $\{A, B\}$ is stabilizable.

Exercise 24 Show that the unattached mass with position feedback in Example 10.1.1 can be stabilized with a first order dynamic output feedback controller. What controller parameters place all the eigenvalues of the closed loop system at -1 ?

### 10.3 Observer based controllers

As before, consider the plant in (10.13). Recall that if $\{A, B, C, 0\}$ is stabilizable by dynamic output feedback, then $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable. We now demonstrate that if these conditions are satisfied, then closed loop stability can be achieved with a controller of order no more than the state dimension of the plant. To achieve this, we combine our previous results on asymptotic state estimation and stabilization via state feedback. We consider controllers which obtain an asymptotic estimate of the plant state and then use this estimate for the state in a stabilizing state feedback controller. These controllers are called observer based controllers and have the following structure:

$$
\begin{align*}
\dot{\hat{x}} & =A \hat{x}+B u+L(y-C \hat{x})  \tag{10.19}\\
u & =-K \hat{x}
\end{align*}
$$

Notice that this controller is completely determined by specifying the state feedback gain $K$ and the observer gain $L$. Moreover, using $u=-K \hat{x}$ this controller can be written as

$$
\begin{align*}
& \dot{\bar{x}}=(A-B K-L C) \hat{x}+L y  \tag{10.20}\\
& u=-K \hat{x}
\end{align*}
$$

This is a dynamic output feedback controller with controller state $f=\hat{x}$, the state estimate of $x$; see (10.14). Hence, $n_{c}=n$, that is, the controller and the plant have the same dimension. In this setting, $A_{c}=A-B K-L C$ and $B_{c}=L$. Moreover, $C_{c}=K$ and $D_{c}=0$.

Combining the plant in (10.13) with the controller description (10.20), yields the closed loop system (see (10.15)) described by

$$
\left[\begin{array}{l}
\dot{x}  \tag{10.21}\\
\dot{\hat{x}}
\end{array}\right]=\left[\begin{array}{cc}
A & -B K \\
L C & A-B K-L C
\end{array}\right]\left[\begin{array}{l}
x \\
\hat{x}
\end{array}\right]
$$

This is a linear time invariant system with state $x \oplus \hat{x}$ and state matrix given by

$$
\mathcal{A}=\left[\begin{array}{cc}
A & -B K  \tag{10.22}\\
L C & A-B K-L C
\end{array}\right] \text { on }\left[\begin{array}{c}
\mathcal{X} \\
\mathcal{X}
\end{array}\right] .
$$

Let $\tilde{x}$ be the estimation error, that is $\tilde{x}=x-\hat{x}$. Then subtracting $\dot{\hat{x}}$ from $\dot{x}$ in (10.21) shows that $x \oplus \tilde{x}$ satisfies the following state space equation

$$
\left[\begin{array}{l}
\dot{x}  \tag{10.23}\\
\dot{\tilde{x}}
\end{array}\right]=\left[\begin{array}{cc}
A-B K & B K \\
0 & A-L C
\end{array}\right]\left[\begin{array}{l}
x \\
\tilde{x}
\end{array}\right] .
$$

This system has state $x \oplus \tilde{x}$ and state matrix

$$
\tilde{\mathcal{A}}=\left[\begin{array}{ll}
A-B K & B K  \tag{10.24}\\
0 & A-L C
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right] .
$$

Now consider the invertible operator $T$ on $\mathcal{X} \oplus \mathcal{X}$ defined by

$$
T=\left[\begin{array}{rr}
I & 0  \tag{10.25}\\
I & -I
\end{array}\right]
$$

Then it is easy to show that $\tilde{\mathcal{A}} T=T \mathcal{A}$. Hence, $\mathcal{A}$ is similar to $\tilde{\mathcal{A}}$. In particular, $\mathcal{A}$ and $\tilde{\mathcal{A}}$ have the same eigenvalues including their multiplicity. Since $\tilde{\mathcal{A}}$ is upper triangular, it follows that the set of eigenvalues of $\mathcal{A}$ are simply the union of the eigenvalues of $A-B K$ and $A-L C$. One way to see this is to notice that

$$
\operatorname{det}[s I-\tilde{\mathcal{A}}]=\operatorname{det}[s I-A+B K] \operatorname{det}[s I-A+L C]
$$

In other words, the characteristic polynomial of $\tilde{\mathcal{A}}$ is the product of the characteristic polynomials of $A-B K$ and $A-L C$. Since the eigenvalues of any finite dimensional operator are the roots of its characteristic polynomial, the set of eigenvalues of $\tilde{\mathcal{A}}$, or equivalently $\mathcal{A}$, are the union of the eigenvalues of $A-B K$ and $A-L C$.

It now follows that if both $A-B K$ and $A-L C$ are stable, then the closed loop system (10.21) is stable. If $\{A, B\}$ is stabilizable, one can choose a controller gain $K$ so that $A-B K$ is stable. If $\{C, A\}$ is detectable, one can choose an observer gain $L$ such that $A-L C$ is stable. Combining these observations with Lemma 10.2.1 leads to the following result.

Theorem 10.3.1 Consider the plant $\{A, B, C, 0\}$. Then the following statements are equivalent.
(a) The pair $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable.
(b) The plant $\{A, B, C, 0\}$ is stabilizable by a linear dynamic output feedback controller.
(c) The plant $\{A, B, C, 0\}$ is stabilizable by a linear dynamic output feedback controller whose order is less than or equal to the state dimension of the plant.

Remark 10.3.1 The above analysis provides a method for constructing a stabilizing dynamic controller for a stabilizable and detectable plant of the form (10.13). To accomplish this, simply use any method to compute the gains $K$ and $L$ which ensure that both $A-B K$ and $A-L C$ are stable. Then a stabilizing controller is given by (10.19). In particular, if the plant is controllable and observable, then one can choose $K$ and $L$ to arbitrarily place the eigenvalues of $A-B K$ and $A-L C$, respectively. In this case, one can arbitrarily place the eigenvalues of the closed system in (10.21) by the appropriate choice of $K$ and $L$.

Example 10.3.1 Let us use the above results to construct a stabilizing dynamic controller for the simple mechanical system presented in Example 10.1.1, that is,

$$
\dot{x}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] x+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u \quad \text { and } \quad y=\left[\begin{array}{cc}
1 & 0
\end{array}\right] x .
$$

Clearly, this system is controllable and observable. For this system, the observer based controllers in (10.19) are given by

$$
\begin{aligned}
& \dot{\hat{x}}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \hat{x}+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u+\left[\begin{array}{l}
l_{1} \\
l_{2}
\end{array}\right]\left(x_{1}-\hat{x}_{1}\right) \\
& u=-k_{1} \hat{x}_{1}-k_{2} \hat{x}_{2}
\end{aligned}
$$

where $K=\left[\begin{array}{ll}k_{1} & k_{2}\end{array}\right]$ and $L=\left[\begin{array}{ll}l_{1} & l_{2}\end{array}\right]^{t r}$. The closed loop system in (10.21) is described by

$$
\left[\begin{array}{c}
\dot{x}_{1}  \tag{10.26}\\
\dot{x}_{2} \\
\dot{\hat{x}}_{1} \\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & -k_{1} & -k_{2} \\
l_{1} & 0 & -l_{1} & 1 \\
l_{2} & 0 & -\left(l_{2}+k_{1}\right) & -k_{2}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
\hat{x}_{1} \\
\hat{x}_{2}
\end{array}\right]
$$

Let $\mathcal{A}$ be the $4 \times 4$ matrix given in the previous equation. In this case, the state estimation error $\tilde{x}_{j}=x_{j}-\hat{x}_{j}$ for $j=1,2$. The state estimation error equation in (10.23) is now given by

$$
\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{x}_{2} \\
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
-k_{1} & -k_{2} & k_{1} & k_{2} \\
0 & 0 & -l_{1} & 1 \\
0 & 0 & -l_{2} & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
\tilde{x}_{1} \\
\tilde{x}_{2}
\end{array}\right]
$$

Let $\tilde{\mathcal{A}}$ be the $4 \times 4$ matrix given in the previous equation. Recall that $\tilde{\mathcal{A}}$ is similar to $\mathcal{A}$. It is easy to show that the characteristic polynomial for $\tilde{\mathcal{A}}$ is given by

$$
\operatorname{det}[s I-\tilde{\mathcal{A}}]=\left(s^{2}+k_{2} s+k_{1}\right)\left(s^{2}+l_{1} s+l_{2}\right)
$$

Clearly, one can arbitrarily assign the roots of this polynomial by choice of the appropriate choice of the scalar gains $\left\{k_{1}, k_{2}, l_{1}, l_{2}\right\}$. In particular, the closed loop systems is stable if and only if all the these scalar gains are positive.

Exercise 25 Let $\{A, B, C, D\}$ be the state space system given by

$$
\begin{equation*}
\dot{x}=A x+B u \text { and } y=C x+D u \tag{10.27}
\end{equation*}
$$

Consider the dynamic output feedback controller

$$
\begin{align*}
\dot{f} & =A_{c} f+B_{c} y \\
u & =-C_{c} f-D_{c} y \tag{10.28}
\end{align*}
$$

where the controller state $f$ lies in some finite dimensional space $\mathcal{F}$. Assume that -1 is not an eigenvalue of $D_{c} D$.
(i) Show that the control $u$ and output $y$ are given by

$$
\begin{align*}
& u=-\left(I+D_{c} D\right)^{-1} D_{c} C x-\left(I+D_{c} D\right)^{-1} C_{c} f \\
& y=\left(I+D D_{c}\right)^{-1} C x-\left(I+D D_{c}\right)^{-1} D C_{c} f \tag{10.29}
\end{align*}
$$

(ii) Show that a state space realization for the closed loop system is given by

$$
\left[\begin{array}{l}
\dot{x}  \tag{10.30}\\
\dot{f}
\end{array}\right]=\left[\begin{array}{cc}
A-B\left(I+D_{c} D\right)^{-1} D_{c} C & -B\left(I+D_{c} D\right)^{-1} C_{c} \\
B_{c}\left(I+D D_{c}\right)^{-1} C & A_{c}-B_{c}\left(I+D D_{c}\right)^{-1} D C_{c}
\end{array}\right]\left[\begin{array}{l}
x \\
f
\end{array}\right]
$$

Let $\mathcal{A}_{c}$ be the $2 \times 2$ block matrix on $\mathcal{X} \oplus \mathcal{F}$ in (10.30). Notice that the block matrices $\mathcal{A}_{c}$ and $\mathcal{A}$ in (10.16) are closely related. By replacing $B$ by $B\left(I+D_{c} D\right)^{-1}$ and $B_{c}$ by $B_{c}\left(I+D D_{c}\right)^{-1}$ and $A_{c}$ by $A_{c}-B_{c}\left(I+D D_{c}\right)^{-1} D C_{c}$ in $\mathcal{A}$, we obtain $\mathcal{A}_{c}$.
(iii) The system $\{A, B, C, D\}$ in (10.27) is stabilizable by dynamic output feedback if there exists a controller of the form (10.28) such that $\mathcal{A}_{c}$ is stable. Show that $\{A, B, C, D\}$ is stabilizable by dynamic output feedback if and only if the pair $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable.
(iv) Consider the observer based controller

$$
\begin{align*}
\dot{\hat{x}} & =A \hat{x}+B u+L(y+(D K-C) \hat{x})  \tag{10.31}\\
u & =-K \hat{x}
\end{align*}
$$

For this controller show that the closed loop system in (10.30) is given by

$$
\left[\begin{array}{l}
\dot{x}  \tag{10.32}\\
\dot{\hat{x}}
\end{array}\right]=\left[\begin{array}{cc}
A & -B K \\
L C & A-B K-L C
\end{array}\right]\left[\begin{array}{l}
x \\
\hat{x}
\end{array}\right]
$$

(v) Let $\tilde{x}=x-\hat{x}$ be the state estimation error. Then shows that $x \oplus \tilde{x}$ satisfies the following state space equation

$$
\left[\begin{array}{c}
\dot{x}  \tag{10.33}\\
\dot{\tilde{x}}
\end{array}\right]=\left[\begin{array}{cc}
A-B K & B K \\
0 & A-L C
\end{array}\right]\left[\begin{array}{l}
x \\
\tilde{x}
\end{array}\right]
$$

Let $\mathcal{A}$ be the block matrix in (10.32) and $\tilde{\mathcal{A}}$ the block matrix in (10.33). Then $T \mathcal{A}=\tilde{\mathcal{A}} T$ where $T$ is the similarity transformation defined in (10.25). So, $\mathcal{A}$ is similar to $\tilde{\mathcal{A}}$. In particular, if $\{A, B, C, D\}$ is stabilizable and detectable, then one can compute operator gains $K$ and $L$ such that $A-B K$ and $A-L C$ are stable. In this case, the state space system in (10.28) is a dynamic output stabilizing controller for the plant in (10.27).

### 10.4 Notes

The results in this chapter are classical. For some further results on feedback controllers see Kailath [68] and Rugh [110].

## Chapter 11

## Zeros of Transfer Functions

This chapter is devoted to a state space interpretation of the zeros of a transfer function.

### 11.1 Zeros

This section introduces the concept of a zero for a rational transfer function. To begin, consider a scalar proper rational function $\mathbf{g}$. We say that a complex number $\lambda$ is a zero of $\mathbf{g}$ if $\mathbf{g}(\lambda)=0$. So, $\lambda$ is a zero of $\mathbf{g}$ if and only if the rational function given by $\mathbf{g}(s) /(s-\lambda)$ is analytic at $\lambda$. We now obtain a state space interpretation of zeros. The dimension of the state space for any minimal realization of a proper transfer function $\mathbf{G}$ is called the McMillan degree of $\mathbf{G}$ and is denoted by mdeg $\mathbf{G}$. If a proper rational function $\mathbf{g}$ equals $n / d$ where $n$ and $d$ are two scalar polynomials with no common zeros, then the zeros of $\mathbf{g}$ are precisely the zeros of $n$. Furthermore, the McMillan degree of $\mathbf{g}$ is simply the degree of $d$, that is, $\operatorname{mdeg} g=\operatorname{deg} d$. From this it readily follows that if $\lambda$ is not a zero of $\mathbf{g}$, then $\operatorname{mdeg}(\mathbf{g} /(s-\lambda))=\operatorname{mdeg}(\mathbf{g})+1$. However, $\operatorname{mdeg}(\mathbf{g} /(s-\lambda))=\operatorname{mdeg}(\mathbf{g})$ when $\lambda$ is a zero of $g$.

Consider any rational function $F$. Then the normal rank of $F$, denoted by nrank $F$, is defined by

$$
\begin{equation*}
\operatorname{nrank} F=\sup \{\operatorname{rank} F(s): s \text { is not a pole of } F\} \tag{11.1}
\end{equation*}
$$

If $P$ is an operator valued polynomial acting between two finite dimensional vector spaces, then the rank of $P(\lambda)$ equals the normal rank of $P$ except at a finite number of points. To see this, assume, without loss of generality, that $P$ is matrix valued. Then the rank of $P(\lambda)$ is the largest of the orders of the nonzero minors of $P(\lambda)$. Since each minor of $P$ is a scalar-valued polynomial, it is either identically zero or has a finite number of zeros. Because $P$ has a finite number of minors, there is only a finite number of points for which the rank of $P(\lambda)$ is below that of the normal rank of $P$. If $F$ is an operator valued rational function acting between two finite dimensional vector spaces, then $F=P / d$ where $P$ is a operator valued polynomial and $d$ is a scalar valued polynomial. Therefore, the rank of $F(\lambda)$ equals the normal rank of $F$ except at a finite number of points.

If a complex number $\lambda$ is not a pole of $F$, we say that it is a zero of $F$ if the rank of $F(\lambda)$ is strictly less than the normal rank of $F$. Motivated by the following lemma, we will generalize the definition of a zero to include the possibility of pole being a zero.

Lemma 11.1.1 If a complex number $\lambda$ is not a pole of a proper rational transfer function G, then

$$
m \operatorname{deg}(\mathbf{G} /(s-\lambda))=m \operatorname{deg} \mathbf{G}+\operatorname{rank} \mathbf{G}(\lambda)
$$

Proof. First notice that

$$
\begin{equation*}
\frac{\mathbf{G}(s)}{s-\lambda}=\frac{\mathbf{G}(s)-\mathbf{G}(\lambda)}{s-\lambda}+\frac{\mathbf{G}(\lambda)}{s-\lambda} \tag{11.2}
\end{equation*}
$$

Let $\{A$ on $\mathcal{X}, B, C, D\}$ be a minimal realization of $\mathbf{G}$. Then $\mathbf{G}(s)=C(s I-A)^{-1} B+D$. Since $\lambda$ is not a pole of $\mathbf{G}$ and the realization is minimal, $\lambda$ is not an eigenvalue of $A$. Hence, $\lambda I-A$ is invertible and

$$
\begin{aligned}
(s I-A)^{-1}-(\lambda I-A)^{-1} & =(s I-A)^{-1}[\lambda I-A-(s I-A)](\lambda I-A)^{-1} \\
& =(s-\lambda)(s I-A)^{-1}(A-\lambda I)^{-1}
\end{aligned}
$$

We now have that

$$
\frac{\mathbf{G}(s)-\mathbf{G}(\lambda)}{s-\lambda}=C(s I-A)^{-1}(A-\lambda I)^{-1} B
$$

Since $(A-\lambda I)^{-1}$ is invertible and commutes with $A$, it follows from the controllability of $\{A, B\}$ that $\mathcal{X}$ is spanned by $A^{i}(A-\lambda I)^{-1} B \mathcal{U}$ for $i=0,1,2, \cdots$ where $\mathcal{U}$ is the input space. Hence, $\left\{A\right.$ on $\left.\mathcal{X},(A-\lambda I)^{-1} B, C, 0\right\}$ is a controllable and observable realization of the transfer function $(\mathbf{G}(s)-\mathbf{G}(\lambda)) /(s-\lambda)$. Therefore $\operatorname{mdeg}((\mathbf{G}(s)-\mathbf{G}(\lambda)) /(s-\lambda))$ is the dimension of $\mathcal{X}$ which is the same as mdeg $G$.

To obtain a realization of $\mathbf{G}(\lambda) /(s-\lambda)$, let $\mathcal{X}_{2}$ be the range of $\mathbf{G}(\lambda)$ and $A_{2}$ the operator on $\mathcal{X}_{2}$ defined by $A_{2} x_{2}=\lambda x_{2}$. A simple calculation shows that $\left\{A_{2}, \mathbf{G}(\lambda), C_{2}, 0\right\}$, with $C_{2}=I \mid \mathcal{X}_{2}$, is a minimal realization of $\mathbf{G}(\lambda) /(s-\lambda)$. Hence, mdeg $\mathbf{G} /(\mathrm{s}-\lambda)$ is the dimension of $\mathcal{X}_{2}$ which is the rank of $\mathbf{G}(\lambda)$.

Since the transfer functions $(\mathbf{G}(s)-\mathbf{G}(\lambda)) /(s-\lambda)$ and $\mathbf{G}(\lambda) /(s-\lambda)$ have no common poles, it follows from equation (11.2) that

$$
\operatorname{mdeg}\left(\frac{\mathbf{G}(s)}{s-\lambda}\right)=\operatorname{mdeg}\left(\frac{\mathbf{G}(s)-\mathbf{G}(\lambda)}{s-\lambda}\right)+\operatorname{mdeg}\left(\frac{\mathbf{G}(\lambda)}{s-\lambda}\right)=\operatorname{mdeg} \mathbf{G}+\operatorname{rank} \mathbf{G}(\lambda)
$$

The second equality follows from Exercise 26 below.
If $\lambda$ is not a pole of a proper rational function $G$, then the above lemma shows that

$$
\begin{equation*}
\operatorname{mdeg}(\mathbf{G} /(s-\lambda)) \leq \operatorname{mdeg} \mathbf{G}+\operatorname{nrank} \mathbf{G} \tag{11.3}
\end{equation*}
$$

Moreover, $\lambda$ is a zero of $\mathbf{G}$ if and only if

$$
\begin{equation*}
\operatorname{mdeg}(\mathbf{G} /(s-\lambda))<\operatorname{mdeg} \mathbf{G}+\operatorname{nrank} \mathbf{G} \tag{11.4}
\end{equation*}
$$

Later we will see that, as expected, the inequality (11.3) also holds when $\lambda$ is a pole of $\mathbf{G}$. Motivated by this discussion, we say that a complex number $\lambda$ is a zero of $\mathbf{G}$ if the inequality (11.4) holds. For example, the normal rank of the transfer function

$$
\mathbf{G}(s)=\left[\begin{array}{cc}
\frac{1}{s+1} & 0 \\
0 & \frac{s+1}{s+2}
\end{array}\right]
$$

is two. The McMillan degree of $\mathbf{G}$ is two. Clearly, if $\lambda$ is not a pole of $\mathbf{G}$, that is, $\lambda \neq-1,-2$, then $\mathbf{G}(\lambda)$ has rank two, and thus, the normal rank of $\mathbf{G}$ is two. So, if $\lambda \neq-1,-2$, then $\lambda$ is not a zero of $\mathbf{G}$. Since the McMillan degree of $\mathbf{G} /(s+2)$ is four, it follows that -2 is not a zero. However, the McMillan degree of $\mathbf{G} /(s+1)$ is three; hence $\mathbf{G}$ has a zero at -1 .

Exercise 26 Let $\Sigma_{1}=\left\{A_{1}\right.$ on $\left.\mathcal{X}_{1}, B_{1}, C_{1}, D_{1}\right\}$ and $\Sigma_{2}=\left\{A_{2}\right.$ on $\left.\mathcal{X}_{2}, B_{2}, C_{2}, D_{2}\right\}$ be respectively realizations for $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$, where $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ have values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Let $\Sigma=\{A$ on $\mathcal{X}, B, C, D\}$ be the state space system determined by

$$
\begin{aligned}
& A=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right] \quad \text { and } B=\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right] \\
& C=\left[\begin{array}{ll}
C_{1} & C_{2}
\end{array}\right] \quad \text { and } D=D_{1}+D_{2}
\end{aligned}
$$

where the state $\mathcal{X}=\mathcal{X}_{1} \ominus \mathcal{X}_{2}$.
(i) Show that $\Sigma$ is a realization for $\mathbf{G}_{1}+\mathbf{G}_{2}$.
(ii) Now assume that $\Sigma_{1}$ and $\Sigma_{2}$ are both minimal realizations. Moreover, assume that $A_{1}$ and $A_{2}$ have no common eigenvalues. Then show that $\Sigma$ is a minimal realization for $\mathbf{G}_{1}+\mathbf{G}_{2}$. In particular, the McMillan degree of $\mathbf{G}_{1}+\mathbf{G}_{2}$ equals $\operatorname{dim} \mathcal{X}_{1}+\operatorname{dim} \mathcal{X}_{2}$.
(iii) If $\mathbf{G}_{1}$ and $\mathbf{G}_{2}$ are two transfer functions with no common poles, then show that $\operatorname{mdeg}\left(\mathbf{G}_{1}+\mathbf{G}_{2}\right)=\operatorname{mdeg} \mathbf{G}_{1}+\operatorname{mdeg} \mathbf{G}_{2}$.

### 11.2 The system matrix

In this section we introduce and study the system matrix for a linear system. A simple calculation readily proves the following useful result.

Lemma 11.2.1 Let $T$ be an operator mapping $\mathcal{X} \oplus \mathcal{U}$ into $\mathcal{X} \oplus \mathcal{Y}$ defined by

$$
T=\left[\begin{array}{ll}
X & Y  \tag{11.5}\\
W & Z
\end{array}\right]
$$

If $X$ is invertible, then $T$ admits a factorization of the form

$$
T=\left[\begin{array}{cc}
I & 0  \tag{11.6}\\
W X^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
X & 0 \\
0 & Z-W X^{-1} Y
\end{array}\right]\left[\begin{array}{cc}
I & X^{-1} Y \\
0 & I
\end{array}\right] .
$$

As before, assume $T$ is given by (11.5) with $X$ is invertible. The operator $Z-W X^{-1} Y$ is called the Schur complement of $T$. The above factorization of $T$ shows that $T$ is invertible if and only if its Schur complement is invertible. Moreover, the rank of $T$ equals the dimension of $\mathcal{X}$ plus the rank of its Schur complement.

Let $\{A$ on $\mathcal{X}, B, C, D\}$ be a realization for a transfer function $G$. Then, for any complex number $\lambda$, let $T_{\lambda}$ be the system matrix from $\mathcal{X} \oplus \mathcal{U}$ into $\mathcal{X} \oplus \mathcal{Y}$ given by

$$
T_{\lambda}=\left[\begin{array}{cc}
A-\lambda I & B  \tag{11.7}\\
C & D
\end{array}\right]
$$

If $\lambda$ is not an eigenvalue of $A$, then $\lambda I-A$ is invertible, and the Schur complement of $T_{\lambda}$ is $\mathbf{G}(\lambda)$. Moreover, the rank of $T_{\lambda}$ equals the dimension of $\mathcal{X}$ plus the rank of $\mathbf{G}(\lambda)$, that is,

$$
\begin{equation*}
\operatorname{rank} T_{\lambda}=\operatorname{dim} \mathcal{X}+\operatorname{rank} \mathbf{G}(\lambda) \tag{11.8}
\end{equation*}
$$

Since $T(s):=T_{s}$ defines a polynomial and $\mathbf{G}$ is a rational function, they achieve their normal rank everywhere except at a finite number of points. Therefore,

$$
\begin{equation*}
\operatorname{nrank} T=\operatorname{dim} \mathcal{X}+\operatorname{nrank} \mathbf{G} \tag{11.9}
\end{equation*}
$$

In particular, if $\{A$ on $\mathcal{X}, B, C, D\}$ is a minimal realization of $\mathbf{G}$ and $\lambda$ is not a pole of $\mathbf{G}$, then $\lambda$ is not an eigenvalue of $A$ and the dimension of $\mathcal{X}$ is the McMillan degree of $\mathbf{G}$. Hence, $\operatorname{rank} T_{\lambda}=\operatorname{mdeg} \mathbf{G}+\operatorname{rank} \mathbf{G}(\lambda)$. Using Lemma 11.1.1, we obtain that the rank of $T_{\lambda}$ is the McMillan degree of $\mathbf{G}(s) /(s-\lambda)$. The following theorem, whose proof is independent of the previous analysis, states that this result also holds when $\lambda$ is a pole of $\mathbf{G}$.

Theorem 11.2.2 Let $\{A, B, C, D\}$ be a minimal realization of a transfer function $\mathbf{G}$. Then, the rank of the operator $T_{\lambda}$ given in (11.7) equals the McMillan degree of the transfer function $\mathbf{G}(s) /(s-\lambda)$.

Proof. First, consider the case $\lambda=0$. Let $\mathbf{G}(s)=\sum_{0}^{\infty} G_{i} / s^{i}$ be the power series expansion for $\mathbf{G}$. The power series expansion for $\mathbf{G} / s$ is given by $\mathbf{G}(s) / s=\sum_{0}^{\infty} G_{i} / s^{i+1}$. It follows that the McMillan degree of $\mathbf{G} / s$ is the rank of the Hankel matrix

$$
H=\left[\begin{array}{cccc}
G_{0} & G_{1} & G_{2} & \cdots \\
G_{1} & G_{2} & G_{3} & \cdots \\
G_{2} & G_{3} & G_{4} & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right]
$$

Since $\{A, B, C, D\}$ is a realization of $\mathbf{G}$, we have $G_{0}=D$ and $G_{i}=C A^{i-1} B$ for all integers $i \geq 1$. Hence,

$$
H=\left[\begin{array}{cccc}
D & C B & C A B & \cdots \\
C B & C A B & C A^{2} B & \cdots \\
C A B & C A^{2} B & C A^{3} B & \cdots \\
\vdots & \vdots & \vdots &
\end{array}\right]=\left[\begin{array}{cc}
D & C W_{c} \\
W_{o} B & W_{o} A W_{c}
\end{array}\right]
$$

where $W_{o}$ and $W_{c}$ are the observability and controllability operators defined by

$$
W_{o}=\left[\begin{array}{c}
C \\
C A \\
C A^{2} \\
\vdots
\end{array}\right] \quad \text { and } \quad W_{c}=\left[\begin{array}{llll}
B & A B & A^{2} B & \cdots
\end{array}\right],
$$

respectively. Therefore, $H$ admits a factorization of the form

$$
H=\left[\begin{array}{cc}
I & 0 \\
0 & W_{o}
\end{array}\right]\left[\begin{array}{cc}
D & C \\
B & A
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & W_{c}
\end{array}\right]
$$

Since the realization $\{A, B, C, D\}$ is minimal, the pair $\{C, A\}$ is observable, and thus, the matrix corresponding to the operator $I \oplus W_{o}$ is one-to-one. Likewise, the pair $\{A, B\}$ is controllable and thus, the matrix corresponding to the operator $I \oplus W_{c}$ is onto. Therefore, the rank of $H$ is precisely the rank of

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]
$$

This proves the theorem when $\lambda$ is zero.
Consider now any complex number $\lambda$. Let $\{\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}\}$ be a minimal realization of a transfer function $\mathbf{F}$. Then, $\{\tilde{A}-\lambda I, \bar{B}, \tilde{C}, \tilde{D}\}$ is realization of the transfer function $\mathbf{F}(s+\lambda)$. A simple application of the PBH tests for controllability and observability shows that this realization is minimal. Therefore $\mathbf{F}$ and its translation $\mathbf{F}(s+\lambda)$ have the same McMillan degree, that is, $\operatorname{mdeg} \mathbf{F}=\operatorname{mdeg} \mathbf{F}(s+\lambda)$. Now notice that $\mathbf{G}(s+\lambda) / s$ is a translation of $\mathbf{G}(s) /(s-\lambda)$; thus, these two transfer functions have the same McMillan degree. Also, since $\{A, B, C, D\}$ is minimal realization of $\mathbf{G}$, the realization $\{A-\lambda I, B, C, D\}$ is minimal for $\mathbf{G}(s+\lambda)$. By our previous analysis, the McMillan degree of $\mathbf{G}(s+\lambda) / s$ is the rank of $T_{\lambda}$; hence the McMillan degree of $\mathbf{G}(s) /(s-\lambda)$ is the rank of $T_{\lambda}$.

If $\{A$ on $\mathcal{X}, B, C, D\}$ is minimal realization of a rational transfer function $\mathbf{G}$, then $\operatorname{dim} \mathcal{X}=\operatorname{mdeg} \mathbf{G}$. It now follows from (11.8) that

$$
\begin{equation*}
\operatorname{nrank} T=\operatorname{mdeg} \mathbf{G}+\operatorname{nrank} \mathbf{G} \tag{11.10}
\end{equation*}
$$

By employing Theorem 11.2.2, we now see that inequality (11.3) holds for all $\lambda$. Also, a complex number $\lambda$ is a zero of $\mathbf{G}$ if and only if $\operatorname{rank} T_{\lambda}<\operatorname{nrank} T$. This yields the following result.

Corollary 11.2.3 Let $T_{\lambda}$ be the system matrix in (11.7) associated with a minimal realization $\{A, B, C, D\}$ of a transfer function $\mathbf{G}$. Then, a complex number $\lambda$ is a zero of $\mathbf{G}$ if and only if

$$
\operatorname{rank} T_{\lambda}<\operatorname{nrank} T
$$

In particular, every transfer function has at most a finite number of zeros.
Since the normal rank of a nonzero scalar transfer function is one, the previous corollary readily yields the following result.

Corollary 11.2.4 Let $T_{\lambda}$ be the system matrix in (11.7) associated with a minimal realization $\{A$ on $\mathcal{X}, B, C, D\}$ of a nonzero scalar transfer function $\mathbf{G}$. Then, a complex number $\lambda$ is a zero of $\mathbf{G}$ if and only if $\operatorname{rank} T_{\lambda} \leq \operatorname{dim} \mathcal{X}$.

Corollary 11.2.5 Let $T_{\lambda}$ be the system matrix in (11.7) corresponding to the realization $\{A, B, C, D\}$ of a transfer function $\mathbf{G}$. If

$$
\begin{equation*}
\operatorname{rank} T_{\lambda}<\operatorname{nrank} T \tag{11.11}
\end{equation*}
$$

then $\lambda$ is a zero of G or $\lambda$ is an uncontrollable eigenvalue of $\{A, B\}$ or $\lambda$ is an unobservable eigenvalue of $\{C, A\}$. On the other hand, if $\lambda$ is a zero of $\mathbf{G}$, then (11.11) holds.

Proof. Let $\mathcal{X}=\mathcal{X}_{\bar{o}} \oplus \mathcal{X}_{c o} \oplus \mathcal{X}_{\bar{c}}$ be the controllable/observable decomposition of the state space $\mathcal{X}$ for the system $\{A, B, C, D\}$. Here $\mathcal{X}_{c o}$ is the controllable/unobservable subspace while $\mathcal{X}_{c o}$ is the controllable/observable subspace and $\mathcal{X}_{\bar{c}}$ is the uncontrollable subspace. With respect to this decomposition, $A, B$ and $C$ have the following matrix representations:

$$
A=\left[\begin{array}{ccc}
A_{c \bar{o}} & * & * \\
0 & A_{c o} & * \\
0 & 0 & A_{\bar{c}}
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{c}
B_{c \bar{o}} \\
B_{c o} \\
0
\end{array}\right] \quad \text { and } \quad C=\left[\begin{array}{lll}
0 & C_{c o} & C_{\bar{c}}
\end{array}\right]
$$

Using this decomposition, $T_{\lambda}$ is given by

$$
T_{\lambda}=\left[\begin{array}{cccc}
A_{c \bar{o}}-\lambda I & * & * & B_{c \bar{o}}  \tag{11.12}\\
0 & A_{c o}-\lambda I & * & B_{c o} \\
0 & 0 & A_{\bar{c}}-\lambda I & 0 \\
0 & C_{c o} & C_{\bar{c}} & D
\end{array}\right]
$$

If $\lambda$ is neither an uncontrollable eigenvalue of $\{A, B\}$ nor an unobservable eigenvalue of $\{C, A\}$, then both $A_{c \bar{o}}-\lambda I$ and $A_{\bar{c}}-\lambda I$ are invertible. It now follows from the location of the zeros in the structure of $T_{\lambda}$ that the rank of $T_{\lambda}$ equals the dimension of $\mathcal{X}_{c \bar{o}} \oplus \mathcal{X}_{\overline{\bar{c}}}$ plus the rank of the matrix

$$
\tilde{T}_{\lambda}=\left[\begin{array}{cc}
A_{c o}-\lambda I & B_{c o} \\
C_{c o} & D
\end{array}\right]
$$

Because an operator valued polynomial achieves its normal rank everywhere except at a finite number of points, the normal rank of $T$ equals the dimension of $\mathcal{X}_{c o} \oplus \mathcal{X}_{c}$ plus the normal rank of $\tilde{T}$.

If the rank of $T_{\lambda}$ is less than the normal rank of $T$, and $\lambda$ is neither an uncontrollable or unobservable eigenvalue, then the rank of $\tilde{T}_{\lambda}$ is less than the normal rank of $\tilde{T}$. Since $\tilde{T}_{\lambda}$ is the system matrix associated with the minimal realization $\left\{A_{c o}, B_{c o}, C_{c o} D\right\}$ of G , it follows from the above corollary that $\lambda$ is a zero of $\mathbf{G}$.

Suppose, on the other hand, that $\lambda$ is a zero of $G$. From the structure of $T_{\lambda}$ it should be clear that

$$
\operatorname{rank} T_{\lambda} \leq \operatorname{dim} \mathcal{X}_{\bar{c} \bar{o}}+\operatorname{rank}\left[\begin{array}{ccc}
A_{c o}-\lambda I & * & B_{c o} \\
0 & A_{\bar{c}}-\lambda I & 0 \\
C_{c o} & C_{\bar{c}} & D
\end{array}\right]
$$

Since the rank of the matrix on the right hand side of the above inequality is less than or equal to $\operatorname{dim} \mathcal{X}_{\bar{c}}$ plus the rank of $\tilde{T}_{\lambda}$, we obtain that

$$
\operatorname{rank} T_{\lambda} \leq \operatorname{dim}\left(\mathcal{X}_{c \bar{\sigma}} \oplus \mathcal{X}_{\bar{c}}\right)+\operatorname{rank} \tilde{T}_{\lambda}
$$

Since $\lambda$ is a zero of $\mathbf{G}$ and $\tilde{T}_{\lambda}$ is the system matrix associated with a minimal realization of G, it follows from the above theorem that $\operatorname{rank} \vec{T}_{\lambda}<\operatorname{nrank} \tilde{T}$. Hence,

$$
\operatorname{rank} T_{\lambda}<\operatorname{dim}\left(\mathcal{X}_{c \bar{o}} \oplus \mathcal{X}_{\bar{c}}\right)+\operatorname{nrank} \tilde{T}=\operatorname{nrank} T
$$

Therefore (11.11) holds.

To see that an uncontrollable or unobservable eigenvalue $\lambda$ does not necessarily result in $\operatorname{rank} T_{\lambda}<\operatorname{nrank} T$, consider the system with $A=0$ on $\mathbb{C}^{2}$, with $B=I$ on $\mathbb{C}^{2}$ while $C=\left[\begin{array}{ll}0 & 1\end{array}\right]$ and $D=0$ on $\mathbb{C}$. The corresponding system matrix

$$
T_{\lambda}=\left[\begin{array}{rrrr}
-\lambda & 0 & 1 & 0 \\
0 & -\lambda & 0 & 1 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

has rank three for all $\lambda$. Clearly $\lambda=0$ is an unobservable eigenvalue while the rank of $T_{0}$ equals the normal rank of $T$.

Remark 11.2.1 (Zeros and static state feedback) Recall that for a scalar system, static state feedback does not create new zeros. It can eliminate a zero, however to do so it must create an unobservable eigenvalue at the same location. This is sometimes referred to as pole/zero cancellation by state feedback.

We now demonstrate that this holds in general. To see this, consider the controllable and observable system given by

$$
\begin{align*}
& \dot{x}=A x+B u \\
& y=C x+D u \tag{11.13}
\end{align*}
$$

We say that $\lambda$ is a zero of $\{A, B, C, D\}$ if $\lambda$ is a zero of its transfer function. Suppose that $u=K x+v$ where $K$ is a state feedback operator. Then, the resulting closed-loop system is described by

$$
\begin{align*}
& \dot{x}=(A+B K) x+B v \\
& y=(C+D K) x+D v \tag{11.14}
\end{align*}
$$

Recall, that a simple application of a PBH test shows that the closed-loop system is controllable. Notice that for all $\lambda$ the two system matrices

$$
\left[\begin{array}{rr}
A-\lambda I & B \\
C & D
\end{array}\right] \text { and }\left[\begin{array}{rr}
A+B K-\lambda I & B \\
C+D K & D
\end{array}\right]
$$

have the same rank. Hence, they have the same normal rank. If the closed loop system (11.14) is observable, then it is minimal, and by Corollary 11.2.3, the two systems (11.13) and (11.14) have the same zeros.

Every zero of the closed loop system is a zero of the open loop system. To see this, let $\lambda$ be a zero of the closed loop system. By the previous corollary, the rank of the system matrix for the closed loop system is less than its normal rank. Hence, the rank of the system matrix for the open loop system is less than its normal rank. Since the open loop system is minimal, $\lambda$ is a zero of the open loop system.

Every zero of the open loop system is either a zero or an unobservable eigenvalue of the closed loop system. To see this, let $\lambda$ be a zero of the open loop system. By the previous corollary, the rank of the system matrix for the open loop system is less than its normal rank. Hence, the rank of the system matrix for the closed loop system is less than its normal rank. Since the closed loop system is controllable, it follows from the previous corollary that $\lambda$ is either a zero or an unobservable eigenvalue of the closed loop system.

Remark 11.2.2 (A dynamical interpretation of zeroes.) Suppose that

$$
\begin{aligned}
& \dot{x}=A x+B u \\
& y=C x+D u
\end{aligned}
$$

is a minimal realization of a transfer function $G$. Assume that the normal rank of $G$ is the same as the dimension of the input space $\mathcal{U}$. Then $\lambda$ is a zero of $\mathbf{G}$ if and only if there exists a nonzero input $u(t)=u_{0} e^{\lambda t}$ with $u_{0} \in \mathcal{U}$ and an initial condition $x(0)=x_{0}$ so that $y(t)=0$ for all $t$

To see this, first notice that the normal rank of the system matrix $T$ corresponding to $\{A, B, C, D\}$ equals the dimension of the state space $\mathcal{X}$ plus the dimension of $\mathcal{U}$, that is, $\operatorname{nrank} T=\operatorname{dim} \mathcal{X}+\operatorname{dim} \mathcal{U}$. So, if $\lambda$ is a zero of $\mathbf{G}$, then there exists a nonzero vector $x_{0} \oplus u_{0}$ in the kernel of $T_{\lambda}$, that is,

$$
\begin{align*}
(A-\lambda I) x_{0}+B u_{0} & =0 \\
C x_{0}+D u_{0} & =0 \tag{11.15}
\end{align*}
$$

Now consider the initial condition $x(0)=x_{0}$ and input $u(t)=u_{0} e^{\lambda t}$. It readily follows from the above two equations that $x(t)=x_{0} e^{\lambda t}$ is the unique solution to $\dot{x}=A x+B u$ and $y(t)=0$ for all $t$. Notice that $u_{0}$ must be nonzero. If $u_{0}$ is zero, then $0=y(t)=C e^{A t} x_{0}$ for all $t$. By observability of the system, we have $x_{0}=0$. This contradicts the fact that $x_{0} \oplus u_{0}$ is nonzero.

Suppose, on the other hand, that the output $y$ of the system under consideration is zero for some initial condition $x(0)=x_{0}$ and nonzero input $u(t)=u_{0} e^{\lambda t}$. Then,

$$
\begin{equation*}
y(t)=C x(t)+D u_{0} e^{\lambda t}=0 \tag{11.16}
\end{equation*}
$$

for all $t$, and in particular,

$$
\begin{equation*}
C x_{0}+D u_{0}=0 \tag{11.17}
\end{equation*}
$$

Differentiating (11.16) and setting $D u_{0} e^{\lambda t}=-C x(t)$, yields

$$
\dot{y}(t)=C(A-\lambda I) x(t)+C B u_{0} e^{\lambda t}=0 .
$$

By differentiating the above expression and using induction, one may show that

$$
\frac{d^{k} y}{d t^{k}}(t)=C A^{k-1}(A-\lambda I) x(t)+C A^{k-1} B u_{0} e^{\lambda t}=0
$$

for all integers $k \geq 1$. In particular,

$$
C A^{k-1}\left[(A-\lambda I) x_{0}+B u_{0}\right]=0 \quad(\text { for } k=1,2, \cdots)
$$

Since $\{C, A\}$ is observable, the above implies that $(A-\lambda I) x_{0}+B u_{0}=0$. Combining this with (11.17) results in (11.15), that is, the non-zero vector $x_{0} \oplus u_{0}$ is in the kernel of $T_{\lambda}$. This means the rank of $T_{\lambda}$ is less than the normal rank of $T$. Hence, $\lambda$ is a zero of $G$.

### 11.3 Notes

The results in this chapter are standard; see Kailath [68] and Rugh [110]. For a SmithMcMillan interpretation of the zeros of a transfer function see Kailath [68].

## Chapter 12

## Linear Quadratic Regulators

This chapter uses least squares optimization techniques to solve the linear quadratic regular problem. Two different methods are presented to solve a linear quadratic tracking problem. A special outer factorization is used to develop a connection between the classical root locus and the linear quadratic regular problem for single input single output systems.

### 12.1 The finite horizon problem

There has been considerable research on linear quadratic optimal control. For simplicity of presentation, we will not attempt to develop the general theory. Instead we will demonstrate how operator techniques can be used to solve a simple linear quadratic regulator problem. Throughout this chapter, $A$ is an operator on $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$, while $C$ is an operator mapping $\mathcal{X}$ into $\mathcal{Y}$. The spaces $\mathcal{U}, \mathcal{X}$ and $\mathcal{Y}$ are all finite dimensional. In this section we will solve the following classical linear quadratic regulator problem.

For each initial state $x_{0}$ in $\mathcal{X}$, find the optimal cost $\varepsilon\left(x_{0}\right)$ in the optimization problem:

$$
\begin{align*}
& \varepsilon\left(x_{0}\right)=\inf \left\{\int_{t_{0}}^{t_{1}}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\} \\
& \text { subject to } \quad \dot{x}=A x+B u \text { and } y=C x \text { and } x\left(t_{0}\right)=x_{0} . \tag{12.1}
\end{align*}
$$

In addition, when a minimum exists, find an optimal input $\hat{u}$ which achieves this minimum, that is,

$$
\begin{equation*}
\varepsilon\left(x_{0}\right)=\int_{i_{0}}^{t_{1}}\left(\|\hat{y}(\sigma)\|^{2}+\|\hat{u}(\sigma)\|^{2}\right) d \sigma \tag{12.2}
\end{equation*}
$$

where the optimal state $\hat{x}$ and output $\hat{y}$ are given by $\dot{\hat{x}}=A \hat{x}+B \hat{u}$ and $\hat{y}=C \hat{x}$ with $\hat{x}\left(t_{0}\right)=x_{0}$.
It turns out that the minimum exists for each initial state $x_{0}$. Moreover, for each initial state $x_{0}$, there exists a unique optimal input $\hat{u}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ which achieves the minimum. We demonstrate these facts and obtain the optimal cost and input by using the following Riccati differential equation:

$$
\begin{equation*}
\dot{P}=-A^{*} P-P A-C^{*} C+P B B^{*} P \quad\left(P\left(t_{1}\right)=0\right) \tag{12.3}
\end{equation*}
$$

Later we shall see that $P(t)$ is a well defined self-adjoint operator on $\mathcal{X}$ for $t \leq t_{1}$. By completion of squares, it is easy to verify that the optimal solution to the linear quadratic regulator problem in (12.1) is given by $\hat{u}(t)=-B^{*} P(t) \hat{x}(t)$. To see this, notice that the Riccati differential equation for $P$ in (12.3) along with $\dot{x}=A x+B u$ gives

$$
\begin{align*}
\frac{d}{d t}(P x, x) & =(\dot{P} x, x)+(P \dot{x}, x)+(P x, \dot{x}) \\
& =(\dot{P} x, x)+(P A x, x)+(P B u, x)+(P x, A x)+(P x, B u) \\
& =\left(\left(\dot{P}+P A+A^{*} P\right) x, x\right)+\left(u, B^{*} P x\right)+\left(B^{*} P x, u\right) \\
& =\left\|B^{*} P x\right\|^{2}-\|C x\|^{2}+\left(u, B^{*} P x\right)+\left(B^{*} P x, u\right) \\
& =-\|y\|^{2}-\|u\|^{2}+\left\|B^{*} P x+u\right\|^{2} . \tag{12.4}
\end{align*}
$$

By integrating from $t_{0}$ to $t_{1}$ and using the fact that $P\left(t_{1}\right)=0$ and $x_{0}=x\left(t_{0}\right)$, we have

$$
\begin{equation*}
\left(P\left(t_{0}\right) x_{0}, x_{0}\right)+\int_{t_{0}}^{t_{1}}\left\|B^{*} P(\sigma) x(\sigma)+u(\sigma)\right\|^{2} d \sigma=\int_{t_{0}}^{t_{1}}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma \tag{12.5}
\end{equation*}
$$

This readily implies that

$$
\left(P\left(t_{0}\right) x_{0}, x_{0}\right) \leq \int_{t_{0}}^{t_{1}}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma
$$

for every input $u$. Moreover, we have equality if and only if $u(t)=-B^{*} P(t) x(t)$. Hence, the optimal solution $\hat{u}$ to the linear quadratic regulator problem in (12.1) is given by the feedback law $\hat{u}(t)=-B^{*} P \hat{x}(t)$. Since $\dot{\hat{x}}=A \hat{x}+B \hat{u}$, the optimal state trajectory satisfies $\dot{\hat{x}}=\left(A-B B^{*} P\right) \hat{x}$ with the initial condition $\hat{x}\left(t_{0}\right)=x_{0}$. Furthermore, the optimal cost is given by $\varepsilon\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$. In particular, the optimal cost is a quadratic function of the initial state. So, obtaining the optimal solution is rather easy once we have the Riccati differential equation. In the next section we will use some operator techniques to derive the Riccati differential equation, and thus, the optimal feedback law $\hat{u}=-B^{*} P \hat{x}$.

We now show that the Riccati differential equation in (12.3) has a unique solution $P$ defined on the interval $\left[t_{0}, t_{1}\right]$ and this solution is positive ( $\geq 0$ ). Clearly, this Riccati differential equation is locally Lipschitz in $P$. Hence, this differential equation has a unique solution over some interval $\left(t_{2}, t_{1}\right]$ for $t_{2}$ sufficiently close to $t_{1}$. To verify that this solution can be extended over the interval $\left(-\infty, t_{1}\right]$, it is sufficient to show that over any interval $\left(t_{2}, t_{1}\right]$ on which $P$ is defined, there is a bound $M$ such that $\|P(t)\| \leq M$ for $t_{2}<t \leq t_{1}$. Considering $x(t)=x_{0}$ and replacing $t_{0}$ with $t$ in (12.5), yields

$$
\left(P(t) x_{0}, x_{0}\right)=-\int_{t}^{t_{1}}\left\|B^{*} P(\sigma) x(\sigma)+u(\sigma)\right\|^{2} d \sigma+\int_{t}^{t_{1}}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma
$$

By setting $u=-B^{*} P x$, we see that $\left(P(t) x_{0}, x_{0}\right) \geq 0$. Since this holds for all $x_{0}$ in $\mathcal{X}$, the operator $P(t)$ is positive. On the other hand, considering $u=0$, results in

$$
\left(P(t) x_{0}, x_{0}\right) \leq \int_{t}^{t_{1}}\|y(\sigma)\|^{2} d \sigma=\int_{t}^{t_{1}}\left\|C e^{A(\sigma-t)} x_{0}\right\|^{2} d \sigma \leq M\left\|x_{0}\right\|^{2}
$$

where $M$ is the norm of $\int_{0}^{t_{1}-t_{2}} e^{A^{*} \sigma} C^{*} C e^{A \sigma} d \sigma$. Since $P(t)$ is positive, we have established that $\|P(t)\| \leq M$ over any interval $\left(t_{2}, t_{1}\right]$. Therefore, the solution to the Riccati equation can be extended over $\left[t_{0}, t_{1}\right]$, In fact, this solution can be extended over $\left(-\infty, t_{1}\right]$. Summing up this analysis yields the following fundamental result in linear quadratic optimal control.

Theorem 12.1.1 Consider the linear quadratic regulator problem in (12.1). Then the corresponding Riccati differential equation in (12.3) has a unique solution $P$ defined on the interval $\left[t_{0}, t_{1}\right]$ and this solution is positive. For any initial state $x_{0}$ in $\mathcal{X}$, the optimal cost in (12.1) is given by

$$
\begin{equation*}
\varepsilon\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right) \tag{12.6}
\end{equation*}
$$

Moreover, this cost is uniquely attained by the optimal input

$$
\begin{equation*}
\hat{u}(t)=-B^{*} P(t) \hat{x}(t) \tag{12.7}
\end{equation*}
$$

where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A-B B^{*} P(t)\right) \hat{x} \quad \text { and } \quad \hat{x}\left(t_{0}\right)=x_{0} \tag{12.8}
\end{equation*}
$$

Remark 12.1.1 It is emphasized that one must integrate the Riccati differential equation in (12.3) backwards in time to find $P(t)$. However, one can easily convert this equation to a Riccati differential equation moving forward in time. To see this let $\Omega(\tau)=P\left(t_{1}-\tau\right)$. Then (12.3) gives

$$
\begin{equation*}
\left.\dot{\Omega}=A^{*} \Omega+\Omega A+C^{*} C-\Omega B B^{*} \Omega \quad \text { (with } \quad \Omega(0)=0\right) \tag{12.9}
\end{equation*}
$$

Therefore, one can obtain $P$ by solving forward for $\Omega$ in the Riccati differential equation (12.9). Then $P(t)=\Omega\left(t_{1}-t\right)$.

Let $\Omega$ be the solution to the Riccati differential equation in (12.9). Then $\{\Omega(\tau)\}$ forms an increasing sequence of positive operators, that is, if $0 \leq \tau_{1} \leq \tau_{2}$, then $\Omega\left(\tau_{1}\right) \leq \Omega\left(\tau_{2}\right)$ where $\Omega(0)=0$. To see this first notice that, due to the time invariant nature of the system under consideration, it follows from (12.1) and (12.6) that

$$
\left(P\left(t_{0}\right) x_{0}, x_{0}\right)=\inf \left\{\int_{0}^{t_{1}-t_{0}}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\}
$$

subject to $\quad \dot{x}=A x+B u$ and $y=C x$ and $x(0)=x_{0}$.
Hence,

$$
\begin{align*}
& \left(\Omega(\tau) x_{0}, x_{0}\right)=\inf \left\{\int_{0}^{\tau}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\} \\
& \text { subject to } \quad \dot{x}=A x+B u \text { and } y=C x \text { and } x(0)=x_{0} \tag{12.10}
\end{align*}
$$

If $\tau_{1} \leq \tau_{2}$, then obviously

$$
\int_{0}^{\tau_{1}}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma \leq \int_{0}^{\tau_{2}}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma
$$

By taking the infimum, this readily implies that $\Omega\left(\tau_{1}\right) \leq \Omega\left(\tau_{2}\right)$. Hence, $\{\Omega(\tau)\}$ is an increasing sequence of positive operators.

Remark 12.1.2 If the pair $\{C, A\}$ is observable, then $\Omega(\tau)$ is strictly positive for $\tau>0$. We have already seen that $\Omega(\tau)$ is positive. Now consider any $\tau>0$ and suppose that $\left(\Omega(\tau) x_{0}, x_{0}\right)=0$ for some initial state $x_{0}$. We have shown that

$$
\left(\Omega(\tau) x_{0}, x_{0}\right)=\int_{0}^{\tau}\left(\|\hat{y}(\sigma)\|^{2}+\|\hat{u}(\sigma)\|^{2}\right) d \sigma
$$

where $\hat{u}$ is the optimal input and $\hat{y}$ is the optimal output for the initial state $x_{0}$. Since $\left(\Omega(\tau) x_{0}, x_{0}\right)=0$, it follows that both $\hat{u}$ and $\hat{y}$ are zero. Thus, $\hat{y}(\sigma)=C e^{A \sigma} x_{0}$ is zero for all $\sigma$ in $[0, \tau]$. The observability of $\{C, A\}$ now implies that $x_{0}$ is zero. Hence, $\Omega(\tau)$ is strictly positive. In particular, if the pair $\{C, A\}$ is observable, then $P(t)$ is strictly positive for $t<t_{1}$.

### 12.1.1 Problems with control weights

In many control applications one considers linear quadratic regular problems of the form:

$$
\begin{align*}
& \varepsilon\left(x_{0}\right)=\inf \left\{\int_{t_{0}}^{t_{1}}\left(\|y(\sigma)\|^{2}+(R u(\sigma), u(\sigma)) d \sigma: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\}\right. \\
& \text { subject to } \quad \dot{x}=A x+B u \text { and } y=C x \text { and } x\left(t_{0}\right)=x_{0} \tag{12.11}
\end{align*}
$$

Here $R$ is a strictly positive operator on $\mathcal{U}$. As expected, the minimum exists and there exists a unique optimal input $\hat{u}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ which achieves this minimum. To obtain the optimal input $\hat{u}$, let $P$ be the solution, over the interval $\left[t_{0}, t_{1}\right]$, to the following Riccati differential equation,

$$
\begin{equation*}
\dot{P}=-A^{*} P-P A-C^{*} C+P B R^{-1} B^{*} P \quad\left(P\left(t_{1}\right)=0\right) . \tag{12.12}
\end{equation*}
$$

The solution $P$ to this Riccati equation is well defined. Furthermore, for any initial state $x_{0}$ in $\mathcal{X}$, the optimal cost in (12.11) is given by $\varepsilon\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$. Moreover, this cost is uniquely attained by the optimal input

$$
\begin{equation*}
\hat{u}(t)=-R^{-1} B^{*} P(t) \hat{x}(t) \tag{12.13}
\end{equation*}
$$

where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A-B R^{-1} B^{*} P(t)\right) \hat{x} \quad\left(\hat{x}\left(t_{0}\right)=x_{0}\right) \tag{12.14}
\end{equation*}
$$

To prove this, we simply convert the weighted linear quadratic regular problem in (12.11) to the linear quadratic regular problem considered in (12.1). To this end, introduce a new input $v=R^{1 / 2} u$, where $R^{1 / 2}$ is the positive square root of $R$. Let $\tilde{B}$ be the operator from $\mathcal{U}$ into $\mathcal{X}$ defined by $\tilde{B}=B R^{-1 / 2}$. Then the linear quadratic regular problem in (12.11) is equivalent to the linear quadratic regular problem in (12.1) with $u$ and $B$ replaced with $v$ and $\tilde{B}$, respectively. Substituting $\tilde{B}$ into our previous Riccati differential equation (12.3), we obtain the Riccati differential equation in (12.12). In particular, this shows that the solution $P$ to this Riccati differential equation is well defined and positive over the interval $\left[t_{0}, t_{1}\right]$. Recall that $\hat{v}=-\tilde{B}^{*} P \hat{x}$ is the optimal input which uniquely solves the linear quadratic
regular problem in (12.1) with $u$ and $B$ replaced with $v$ and $\tilde{B}$, respectively. Therefore, $\hat{u}=R^{-1 / 2} \hat{v}=-R^{-1} B^{*} P \hat{x}$ is the solution to the linear quadratic regular problem in (12.11). Finally, since both linear quadratic regular problems (12.1) and (12.11) have the same cost, it follows that $\varepsilon\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$. This proves our claim.
Exercise 27 Let $P_{1}$ be a positive operator on $\mathcal{X}$. Obviously, Theorem 12.1.1 can be extended to the time varying case. Consider the following linear quadratic regular problem:

$$
\begin{align*}
& \varepsilon\left(x_{0}\right)=\inf \left\{\left(P_{1} x\left(t_{1}\right), x\left(t_{1}\right)\right)+\int_{t_{0}}^{t_{1}}\left(\|y(\sigma)\|^{2}+(R(\sigma) u(\sigma), u(\sigma)) d \sigma: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\}\right. \\
& \text { subject to } \quad \dot{x}=A(t) x+B(t) u \text { and } y=C(t) x \text { and } x\left(t_{0}\right)=x_{0} \tag{12.15}
\end{align*}
$$

Here $A$ is a continuous function with values in $\mathcal{L}(\mathcal{X}, \mathcal{X})$ and $B$ is a continuous function with values in $\mathcal{L}(\mathcal{U}, \mathcal{X})$ while $C$ is a continuous function with values in $\mathcal{L}(\mathcal{X}, \mathcal{Y})$. Let $R$ be a continuous function with values in $\mathcal{L}(\mathcal{U}, \mathcal{U})$ satisfying $R(t) \geq \epsilon I$ for some $\epsilon>0$. The Riccati differential equation associated with this linear quadratic optimization problem is given by

$$
\begin{equation*}
\dot{P}=-A^{*} P-P A-C^{*} C+P B R^{-1} B^{*} P \quad\left(P\left(t_{1}\right)=P_{1}\right) . \tag{12.16}
\end{equation*}
$$

Show that this Riccati differential equation has a unique solution over any finite interval. Moreover, show that there exists a unique optimal input $\hat{u}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ which achieves the minimum in (12.15) and $\varepsilon\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$. Finally, show that $\hat{u}=-R^{-1} B^{*} P \hat{x}$ where the optimal state trajectory $\hat{x}$ satisfies $\hat{\hat{x}}=\left(A-B R^{-1} B^{*} P\right) \hat{x}$ with $\hat{x}\left(t_{0}\right)=x_{0}$.

### 12.2 An operator approach

In this section, we use operator techniques to gain further insight into the linear quadratic regulator problem and the role of the Riccati equation in its solution.

### 12.2.1 An operator based solution

To solve the linear quadratic regulator problem via operator methods, let $\mathcal{H}$ be the Hilbert space defined by $\mathcal{H}=L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U} \oplus \mathcal{Y}\right)$, that is, $[f g]^{t r}$ is in $\mathcal{H}$ if and only if $f$ is in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ and $g$ is in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$. (Recall that $\operatorname{tr}$ denotes transpose.) The inner product on $\mathcal{H}$ is defined by

$$
\left(\left[f_{1} g_{1}\right]^{t r},\left[f_{2} g_{2}\right]^{t r}\right)=\int_{t_{0}}^{t_{1}}\left(\left(f_{1}(\sigma), f_{2}(\sigma)\right) u+\left(g_{1}(\sigma), g_{2}(\sigma)\right) y\right) d \sigma
$$

Using this inner product, the linear quadratic regular problem in (12.1) is equivalent to

$$
\varepsilon\left(x_{0}\right)=\inf \left\{\left\|\left[\begin{array}{l}
u  \tag{12.17}\\
y
\end{array}\right]\right\|_{\mathcal{H}}^{2}: \dot{x}=A x+B u \text { and } y=C x \text { with } x\left(t_{0}\right)=x_{0}\right\}
$$

To solve this problem, let $F$ be the input output operator mapping $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ defined by

$$
\begin{equation*}
(F u)(t)=\int_{t_{0}}^{t} C e^{A(t-\tau)} B u(\tau) d \tau \quad\left(u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right) \tag{12.18}
\end{equation*}
$$

Let $C_{o}$ be the observability operator from $\mathcal{X}$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ defined by

$$
\begin{equation*}
\left(C_{o} x\right)(t)=C e^{A\left(t-t_{0}\right)} x \quad(x \in \mathcal{X}) \tag{12.19}
\end{equation*}
$$

Clearly, $y=C_{o} x_{0}+F u$. This readily implies that

$$
\left\|\left[\begin{array}{l}
u \\
y
\end{array}\right]\right\|_{\mathcal{H}}=\left\|\left[\begin{array}{c}
0 \\
C_{o} x_{0}
\end{array}\right]+\left[\begin{array}{c}
u \\
F u
\end{array}\right]\right\|_{\mathcal{H}}
$$

Now let $T$ be the linear operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{H}$ defined by

$$
T u=-\left[\begin{array}{c}
u  \tag{12.20}\\
F u
\end{array}\right] \quad\left(u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right)
$$

Then the linear quadratic regulator problem in (12.1) is equivalent to the following least squares optimization problem:

$$
\varepsilon\left(x_{0}\right)=\inf \left\{\left\|\left[\begin{array}{c}
0  \tag{12.21}\\
C_{0} x_{0}
\end{array}\right]-T u\right\|_{\mathcal{H}}^{2}: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\}
$$

Notice that $T^{*}=-\left[\begin{array}{ll}I & F^{*}\end{array}\right]$, and thus, $T^{*} T=I+F^{*} F$. Since $T^{*} T=I+F^{*} F \geq I$, it follows that $T^{*} T$ is invertible. So, according to the solution of the least squares optimization problem in Theorem 16.2.4 in the Appendix, the optimal input $\hat{u}$ solving the linear quadratic regular problem in (12.1) or (12.21) is given by

$$
\hat{u}=\left(T^{*} T\right)^{-1} T^{*}\left[\begin{array}{c}
0 \\
C_{o} x_{0}
\end{array}\right]
$$

Thus, the optimal input $\hat{u}$ solving the quadratic regular problem is unique and is given by

$$
\begin{equation*}
\hat{u}=-\left(I+F^{*} F\right)^{-1} F^{*} C_{o} x_{0} . \tag{12.22}
\end{equation*}
$$

The corresponding optimal output trajectory $\hat{y}$ is given by $\hat{y}=C_{o} x_{0}+F \hat{u}$. Since $\left(I+F^{*} F\right) \hat{u}=$ $-F^{*} C_{o} x_{0}$, it follows that

$$
\hat{u}=-F^{*}\left(C_{o} x_{0}+F \hat{u}\right)=-F^{*} \hat{y}
$$

We now show that for any $x_{0}$ in $\mathcal{X}$, the optimal cost is given by

$$
\begin{equation*}
\varepsilon\left(x_{0}\right)=\left(C_{o}^{*}\left(I+F F^{*}\right)^{-1} C_{o} x_{0}, x_{0}\right) \tag{12.23}
\end{equation*}
$$

In particular, the optimal cost is a quadratic function of the initial state. Since $\hat{y}=C_{o} x_{0}+F \hat{u}$ and $\hat{u}=-F^{*} \hat{y}$, it follows that $\hat{y}=\left(I+F F^{*}\right)^{-1} C_{o} x_{0}$. Hence,

$$
\begin{aligned}
\varepsilon\left(x_{0}\right) & =\|\hat{y}\|^{2}+\|\hat{u}\|^{2}=\|\hat{y}\|^{2}+\left\|F^{*} \hat{y}\right\|^{2} \\
& =\left(\left(I+F F^{*}\right) \hat{y}, \hat{y}\right)=\left(C_{o} x_{0},\left(I+F F^{*}\right)^{-1} C_{o} x_{0}\right) \\
& =\left(C_{o}^{*}\left(I+F F^{*}\right)^{-1} C_{o} x_{0}, x_{0}\right)
\end{aligned}
$$

Therefore, (12.23) holds. Summarizing the above results, we obtain the following operator based solution to the linear quadratic problem.

Theorem 12.2.1 Consider the linear quadratic regulator problem in (12.1). Let $F$ be the input output operator defined in (12.18) and $C_{o}$ the observability operator in (12.19). Then for any initial state $x_{0}$ in $\mathcal{X}$, the optimal cost in (12.1) is given by

$$
\begin{equation*}
\varepsilon\left(x_{0}\right)=\left(C_{o}^{*}\left(I+F F^{*}\right)^{-1} C_{o} x_{0}, x_{0}\right) \tag{12.24}
\end{equation*}
$$

This cost is uniquely attained by the optimal input

$$
\begin{equation*}
\hat{u}=-\left(I+F^{*} F\right)^{-1} F^{*} C_{0} x_{0} \tag{12.25}
\end{equation*}
$$

Moreover, if $\hat{y}$ is the optimal output trajectory associated with $\hat{u}$, that is, $\hat{y}=C_{o} x_{0}+F \hat{u}$, then

$$
\begin{equation*}
\hat{u}=-F^{*} \hat{y} \tag{12.26}
\end{equation*}
$$

Finally, it is noted that the elementary operator equation $\hat{u}=-F^{*} \hat{y}$ plays a fundamental role in our approach to solving the linear quadratic regular problem.

### 12.2.2 The adjoint system

Here we use the above operator based results to obtain another characterization of the solution to the linear quadratic problem in (12.1). From this characterization, we will naturally arrive at the Riccati equation. This characterization utilizes the adjoint system associated with a linear system $\{A, B, C, 0\}$. First we need an explicit expression for the adjoint of an input output operator defined by (12.18). To achieve this, consider any operator $\Gamma$ from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ defined by

$$
\begin{equation*}
(\Gamma h)(t)=\int_{t_{0}}^{t} G(t-\tau) h(\tau) d \tau \quad\left(h \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right) \tag{12.27}
\end{equation*}
$$

where $G$ is a continuous function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. We claim that the adjoint $\Gamma^{*}$ of $\Gamma$ is the linear operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ defined by

$$
\begin{equation*}
\left(\Gamma^{*} g\right)(t)=\int_{t}^{t_{1}} G^{*}(\tau-t) g(\tau) d \tau \quad\left(g \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)\right) \tag{12.28}
\end{equation*}
$$

To prove this, notice that for $g$ and $h$ in the appropriate $L^{2}$ spaces, we have

$$
\begin{aligned}
(\Gamma h, g) & =\int_{t_{0}}^{t_{1}}\left(\int_{t_{0}}^{t} G(t-\tau) h(\tau) d \tau, g(t)\right) d t=\int_{t_{0}}^{t_{1}} \int_{t_{0}}^{t}(G(t-\tau) h(\tau), g(t)) d \tau d t \\
& =\int_{t_{0}}^{t_{1}} \int_{t_{0}}^{t}\left(h(\tau), G^{*}(t-\tau) g(t)\right) d \tau d t=\int_{t_{0}}^{t_{1}} \int_{\tau}^{t_{1}}\left(h(\tau), G^{*}(t-\tau) g(t)\right) d t d \tau \\
& =\int_{t_{0}}^{t_{1}}\left(h(\tau), \int_{\tau}^{t_{1}} G^{*}(t-\tau) g(t) d t\right) d \tau=\left(h, \Gamma^{*} g\right) .
\end{aligned}
$$

Therefore, the adjoint $\Gamma^{*}$ of $\Gamma$ is given by (12.28).

As before, let $F$ be the input output operator given by (12.18). Then with $G(t)=C e^{A t} B$, the adjoint $F^{*}$ of $F$ is given by

$$
\begin{equation*}
\left(F^{*} g\right)(t)=\int_{t}^{t_{1}} B^{*} e^{A^{*}(\tau-t)} C^{*} g(\tau) d \tau \tag{12.29}
\end{equation*}
$$

To obtain a state space realization of the adjoint map $F^{*}$, let $\lambda$ be the function defined by

$$
\begin{equation*}
\lambda(t)=\int_{t}^{t_{1}} e^{A^{*}(\tau-t)} C^{*} g(\tau) d \tau \tag{12.30}
\end{equation*}
$$

Recall Leibnitz's rule for any differentiable function $\zeta$

$$
\begin{equation*}
\frac{d}{d t} \int_{\alpha(t)}^{\beta(t)} \zeta(t, \tau) d \tau=\zeta(t, \beta(t)) \dot{\beta}-\zeta(t, \alpha(t)) \dot{\alpha}+\int_{\alpha(t)}^{\beta(t)} \frac{\partial}{\partial t} \zeta(t, \tau) d \tau \tag{12.31}
\end{equation*}
$$

Using Leibnitz's rule in (12.30), we obtain $\dot{\lambda}=-A^{*} \lambda-C^{*} g$ which yields the following state space representation of $h=F^{*} g$

$$
\begin{align*}
\dot{\lambda} & =-A^{*} \lambda-C^{*} g \quad \text { with } \quad \lambda\left(t_{1}\right)=0 \\
h & =B^{*} \lambda \tag{12.32}
\end{align*}
$$

To obtain $h$ for a specified $g$, one must integrate the above differential equation backward in time from $t_{1}$. To see that (12.32) is a realization of $F^{*}$, notice that

$$
\left(F^{*} g\right)(t)=-\int_{t_{1}}^{t} B^{*} e^{-A^{*}(t-\tau)} C^{*} g(\tau) d \tau
$$

From this we see that $h=F^{*} g$ can be viewed as a linear input output system (running backward in time) with impulse response given by $-B^{*} e^{-A^{* t}} C^{*}$. This impulse response has state space realization $\left\{-A^{*},-C^{*}, B^{*}, 0\right\}$. So, by a slight abuse of notation, we call (12.32) a state space representation of $F^{*}$. Motivated by this, we call $\lambda$ the adjoint state.

Now let us use the adjoint system to obtain a solution to the linear quadratic regulator problem in (12.1). Recall from Theorem 12.2.1 that this problem has a unique optimal input $\hat{u}$ and $\hat{u}=-F^{*} \hat{y}$ where $\hat{y}$ is the corresponding optimal output trajectory, that is, $\hat{y}$ is given by

$$
\begin{align*}
& \dot{\hat{x}}=A \hat{x}+B \hat{u} \quad \text { with } \quad \hat{x}\left(t_{0}\right)=x_{0} \\
& \hat{y}=C \hat{x} \tag{12.33}
\end{align*}
$$

and $\hat{x}$ is the optimal state trajectory. Using the above state space realization of $F^{*}$, we now see that $\hat{u}$ is given by

$$
\begin{aligned}
\dot{\lambda} & =-A^{*} \lambda-C^{*} \hat{y} \quad \text { with } \quad \lambda\left(t_{1}\right)=0 \\
\hat{u} & =-B^{*} \lambda .
\end{aligned}
$$

Combining these equations with (12.33), the optimal input is given by $\hat{u}=-B^{*} \lambda$ where $\left[\begin{array}{ll}\hat{x} & \lambda\end{array}\right]^{t_{r}}$ solves the following two point boundary problem

$$
\begin{array}{ll}
\dot{\hat{x}}=A \hat{x}-B B^{*} \lambda & \text { with } \hat{x}\left(t_{0}\right)=x_{0} \\
\dot{\lambda}=-C^{*} C \hat{x}-A^{*} \lambda & \text { with } \lambda\left(t_{1}\right)=0 . \tag{12.34}
\end{array}
$$

Since we have shown that the optimization problem (12.1) must have a solution, it follows that the two point value problem in (12.34) must have a solution. Moreover, if $[\hat{x} \lambda]^{t r}$ is any solution to (12.34), then $B^{*} \lambda=F^{*} C \hat{x}=F^{*}\left(F\left(-B^{*} \lambda\right)+C_{o} x_{0}\right)$ where $C_{o}$ is the observability defined in (12.19). Hence, $B^{*} \lambda=\left(I+F^{*} F\right)^{-1} F^{*} C_{o} x_{0}$, that is, $-B^{*} \lambda$ is the optimal input. We now claim that (12.34) has only one solution. To see this, we first note that, for any $x_{0}$, the two point boundary problem (12.34) has a unique solution if and only if $[\hat{x} \lambda]^{t r}=\left[\begin{array}{ll}0 & 0\end{array}\right]$ is the only solution of (12.34) when $x_{0}=0$. With $x_{0}=0$, one can readily see from the problem statement (12.1) that the optimal input is $\hat{u}=0$. Hence $-B^{*} \lambda=0$, from which it follows that the only solution to (12.34) with $x_{0}=0$ is the zero solution.

We now claim that, if $[\hat{x} \lambda]^{t r}$ is the solution to (12.34), then the optimal cost in (12.1) is given by $\varepsilon\left(x_{0}\right)=\left(\lambda\left(t_{0}\right), x_{0}\right)$. To this end, we note that

$$
\begin{aligned}
\frac{d(\lambda, \hat{x})}{d t} & =(\dot{\lambda}, \hat{x})+(\lambda, \dot{\hat{x}})=\left(-C^{*} C \hat{x}-A^{*} \lambda, \hat{x}\right)+\left(\lambda, A \hat{x}-B B^{*} \lambda\right) \\
& =-\left\|B^{*} \lambda\right\|^{2}-\left\|C^{*} \hat{x}\right\|^{2}=-\left(\|\hat{u}\|^{2}+\|\hat{y}\|^{2}\right)
\end{aligned}
$$

Integrating from $t_{0}$ to $t_{1}$ and using the boundary conditions in (12.34), we obtain that

$$
\left(\lambda\left(t_{0}\right), x_{0}\right)=\int_{t_{0}}^{t_{1}}\left(\|\hat{u}(t)\|^{2}+\|\hat{y}(t)\|^{2} d t .\right.
$$

Hence, $\varepsilon\left(x_{0}\right)=\left(\lambda\left(t_{0}\right), x_{0}\right)$. We have just demonstrated the following result.
Theorem 12.2.2 Consider the linear quadratic regulator problem in (12.1). Then the corresponding two point boundary value problem in (12.34) has a unique solution for $[\hat{x} \lambda]^{t r}$ on the interval $\left[t_{0}, t_{1}\right]$. The optimal cost in (12.1) is given by

$$
\begin{equation*}
\varepsilon\left(x_{0}\right)=\left(\lambda\left(t_{0}\right), x_{0}\right) \tag{12.35}
\end{equation*}
$$

and this cost is uniquely attained by the optimal input

$$
\begin{equation*}
\hat{u}(t)=-B^{*} \lambda(t) . \tag{12.36}
\end{equation*}
$$

### 12.2.3 The Riccati equation

Here we use the results of the previous section to arrive at the Riccati equation. More explicitly, we show that $\lambda=P \hat{x}$ where $P$ is the solution of the Riccati differential equation in (12.3). To this end, we introduce the so called Hamiltonian matrix associated with the linear quadratic regulator problem in (12.1):

$$
H=\left[\begin{array}{cc}
A & -B B^{*}  \tag{12.37}\\
-C^{*} C & -A^{*}
\end{array}\right] .
$$

The Hamiltonian matrix is simply the state space matrix for the two point boundary value problem in (12.34).

We have seen that for each $t_{0}<t_{1}$ and $x_{0}$ in $\mathcal{X}$ the two point boundary value problem in (12.34) has a solution for $[\hat{x} \lambda]^{t r}$ on the interval $\left[t_{0}, t_{1}\right]$. Hence, using Lemma 13.6 .1 in the next chapter, it follows that the Riccati differential equation in (12.3) has a solution $P$ for all $t \leq t_{1}$. Moreover, it follows from Remark 13.6.1 that

$$
\begin{equation*}
\lambda(t)=P(t) \hat{x}(t) \text { and } P(t)=\Phi_{21}\left(t-t_{1}\right) \Phi_{11}\left(t-t_{1}\right)^{-1} \tag{12.38}
\end{equation*}
$$

where $\Phi_{11}$ and $\Phi_{21}$ are obtained from the following matrix partition of $e^{H t}$ :

$$
e^{H t}=\left[\begin{array}{ll}
\Phi_{11}(t) & \Phi_{12}(t)  \tag{12.39}\\
\Phi_{21}(t) & \Phi_{22}(t)
\end{array}\right] \text { on }\left[\begin{array}{c}
\mathcal{X} \\
\mathcal{X}
\end{array}\right]
$$

So, one can obtain $P$ by using either $P(t)=\Phi_{21}\left(t-t_{1}\right) \Phi_{11}\left(t-t_{1}\right)^{-1}$ or solving the Riccati differential equation in (12.3).

Equation (12.38) along with $\hat{u}=-B^{*} \lambda$, shows that the optimal input $\hat{u}=-B^{*} P \hat{x}$ where $\hat{x}$ is the optimal state trajectory. This yields another proof of Theorem 12.1.1.

Remark 12.2.1 Recall that $\Omega\left(t_{1}-t\right)=P(t)$. By combining Theorems 12.1.1 and 12.2.1, we readily arrive at the following operator formula for $P\left(t_{0}\right)$

$$
\begin{equation*}
\Omega\left(t_{1}-t_{0}\right)=P\left(t_{0}\right)=C_{o}^{*}\left(I+F F^{*}\right)^{-1} C_{o} . \tag{12.40}
\end{equation*}
$$

Recall that the pair $\{C, A\}$ is observable if and only if the operator $C_{o}$ is one to one. Hence, equation (12.40) shows that the pair $\{C, A\}$ is observable if and only if $P(t)$ is strictly positive for any $t<t_{1}$, or equivalently, $\Omega(t)$ is strictly positive for any $t>0$. In particular, $P(t)$ is strictly positive for any $t<t_{1}$ if and only if $P(t)$ is strictly positive for all $t<t_{1}$. Likewise $\Omega(t)$ is strictly positive for any $t>0$ if and only if $\Omega(t)$ is strictly positive for all $t>0$.

### 12.3 An operator quadratic regulator problem

In this section, we present an operator version of the linear quadratic regulator problem. To this end, let $F$ be an operator from $\mathcal{F}$ into $\mathcal{G}$ and $g$ a vector in $\mathcal{G}$. Then the following optimization problem is an operator generalization of the linear quadratic regulator problem:

$$
\begin{equation*}
\rho(g)=\inf \left\{\|g+F u\|^{2}+\|u\|^{2}: u \in \mathcal{F}\right\} . \tag{12.41}
\end{equation*}
$$

If $g=C_{0} x_{0}$ and $F$ is the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ defined in (12.18), then this optimization problem reduces to the linear quadratic regulator problem in (12.1) with $\rho(g)=\varepsilon\left(x_{0}\right)$.

Lemma 12.3.1 Let $F$ be an operator from $\mathcal{F}$ into $\mathcal{G}$ and $g$ a vector in $\mathcal{G}$. Then

$$
\begin{equation*}
\left(\left(I+F F^{*}\right)^{-1} g, g\right)=\inf \left\{\|g+F u\|^{2}+\|u\|^{2}: u \in \mathcal{F}\right\} \tag{12.42}
\end{equation*}
$$

Moreover, the optimal $\hat{u}$ in $\mathcal{F}$ solving this minimization problem is unique and given by

$$
\begin{equation*}
\hat{u}=-\left(I+F^{*} F\right)^{-1} F^{*} g=-F^{*}\left(I+F F^{*}\right)^{-1} g . \tag{12.43}
\end{equation*}
$$

Proof. To obtain an optimal $\hat{u}$ we simply convert (12.41) to a least squares optimization problem. To this end, let $h$ be the vector in $\mathcal{F} \oplus \mathcal{G}$ and $T$ the operator from $\mathcal{F}$ into $\mathcal{F} \oplus \mathcal{G}$ defined

$$
h=\left[\begin{array}{l}
0 \\
g
\end{array}\right] \quad \text { and } \quad T=\left[\begin{array}{c}
-I \\
-F
\end{array}\right]
$$

respectively. Then the optimization problem in (12.41) is equivalent to the following least squares optimization problem:

$$
\rho(g)=\inf \{\|h-T u\|: u \in \mathcal{F}\} .
$$

Because $T^{*} T=I+F^{*} F$ is invertible, the solution $\hat{u}$ to this least squares problem is unique and is given by (see Theorem 16.2.4)

$$
\hat{u}=\left(T^{*} T\right)^{-1} T^{*} h=-\left(I+F^{*} F\right)^{-1} F^{*} g .
$$

Hence, the first equality in (12.43) holds. The second equality in (12.43) follows from the identity $(I+M N)^{-1} M=M(I+N M)^{-1}$ where $M$ and $N$ are operators acting between the appropriate spaces.

The Projection Theorem yields

$$
\rho(g)=\|h\|^{2}-\left\|P_{\mathcal{R}} h\right\|^{2},
$$

where $P_{\mathcal{R}}=T\left(T^{*} T\right)^{-1} T^{*}$ is the orthogonal projection onto the range $\mathcal{R}$ of $T$; see the Appendix for a review of the Projection Theorem. Since $\|h\|^{2}=\|g\|^{2}$ and

$$
\begin{aligned}
\left\|P_{\mathcal{R}} h\right\|^{2} & \left.=\left(P_{\mathcal{R}} h, h\right)=\left(\left(T^{*} T\right)^{-1} T^{*} h, T^{*} h\right)\right) \\
& =\left(F\left(I+F^{*} F\right)^{-1} F^{*} g, g\right) \\
& =\left(\left(I+F F^{*}\right)^{-1} F F^{*} g, g\right),
\end{aligned}
$$

we obtain that

$$
\rho(g)=\|g\|^{2}-\left(\left(I+F F^{*}\right)^{-1} F F^{*} g, g\right)
$$

Using the identity $I-\left(I+F F^{*}\right)^{-1} F F^{*}=\left(I+F F^{*}\right)^{-1}$ in the last equation, we arrive at $\rho(g)=\left(\left(I+F F^{*}\right)^{-1} g, g\right)$ which completes the proof.

Remark 12.3.1 As before, let $F$ be an operator mapping $\mathcal{F}$ into $\mathcal{G}$. Let $y=g+F u$ where $g$ is a specified vector in $\mathcal{G}$. Then the abstract linear quadratic regulator problem in (12.41) is equivalent to

$$
\begin{equation*}
\rho(g)=\inf \left\{\|y\|^{2}+\|u\|^{2}: u \in \mathcal{F}\right\} . \tag{12.44}
\end{equation*}
$$

Hence, $\rho(g)=\left(\left(I+F F^{*}\right)^{-1} g, g\right)$. The optimal output $\hat{y}=g+F \hat{u}$ where $\hat{u}=-\left(I+F^{*} F\right)^{-1} F^{*} g$ is the optimal input. This readily implies that $\left(I+F^{*} F\right) \hat{u}=-F^{*} g$, or equivalently, $\hat{u}=$ $-F^{*}(g+F \hat{u})$. Therefore, the optimal input $\hat{u}$ is given by $\hat{u}=-F^{*} \hat{y}$ where $\hat{y}$ is the optimal output.

### 12.4 A linear quadratic tracking problem

In this section, we solve a linear quadratic tracking problem. To this end, let $r$ be any function in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$. For each initial state $x_{0}$ in $\mathcal{X}$, find the optimal input $\hat{u}$ which solves the following linear quadratic tracking problem:

$$
\begin{align*}
& \varepsilon\left(x_{0}\right)=\inf \left\{\int_{t_{0}}^{t_{1}}\left(\|y(\sigma)-r(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\} \\
& \text { subject to } \quad \dot{x}=A x+B u \text { and } y=C x \text { and } x\left(t_{0}\right)=x_{0} \tag{12.45}
\end{align*}
$$

The following result uses the Riccati equation to compute an optimal input which solves this tracking problem.

Theorem 12.4.1 Consider the linear quadratic tracking problem in (12.45). Then the minimum exists, and there is a unique optimal input $\hat{u}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ which achieves this minimum. To compute $\hat{u}$, let $P$ be the unique solution on the interval $\left[t_{0}, t_{1}\right]$ to the Riccati differential equation in (12.3). Let $\varphi$ be the solution to the following differential equation moving backwards in time:

$$
\begin{equation*}
\dot{\varphi}=-\left(A^{*}-P(t) B B^{*}\right) \varphi+C^{*} r(t) \quad\left(\varphi\left(t_{1}\right)=0\right) \tag{12.46}
\end{equation*}
$$

Then the optimal input $\hat{u}$ is given by

$$
\begin{equation*}
\hat{u}(t)=-B^{*} P(t) \hat{x}(t)-B^{*} \varphi(t) \tag{12.47}
\end{equation*}
$$

where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A-B B^{*} P(t)\right) \hat{x}-B B^{*} \varphi(t) \quad \text { with } \quad \hat{x}\left(t_{0}\right)=x_{0} \tag{12.48}
\end{equation*}
$$

Proof. The proof is a minor modification of the operator proof of Theorem 12.1.1. As before, let $F$ be the input output operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ defined in (12.18), and $C_{o}$ the observability operator from $\mathcal{X}$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ defined in (12.19). Clearly, $y=C_{o} x_{0}+F u$. So, the optimization problem in (12.45) is equivalent to the following optimization problem

$$
\varepsilon\left(x_{0}\right)=\inf \left\{\left\|C_{o} x_{0}-r+F u\right\|^{2}+\|u\|^{2}: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\}
$$

By consulting Lemma 12.3 .1 with $g=C_{o} x_{0}-r$, we see that the unique optimal input $\hat{u}$ solving the quadratic tracking problem is given by

$$
\begin{equation*}
\hat{u}=-\left(I+F^{*} F\right)^{-1} F^{*}\left(C_{0} x_{0}-r\right) \tag{12.49}
\end{equation*}
$$

Notice that this is precisely the solution to the linear quadratic regulator problem with $C_{o} x_{o}$ replaced by $C_{o} x_{0}-r$. The corresponding optimal output is $\hat{y}=C_{o} x_{0}+F \hat{u}$. In other words, $\hat{y}$ is given by

$$
\begin{align*}
& \dot{\hat{x}}=A \hat{x}+B \hat{u} \quad \text { with } \quad \hat{x}\left(t_{0}\right)=x_{0} \\
& \hat{y}=C \hat{x} \tag{12.50}
\end{align*}
$$

and $\hat{x}$ is the optimal state trajectory. Since $\left(I+F^{*} F\right) \hat{u}=-F^{*}\left(C_{o} x_{0}-r\right)$, it follows that

$$
\begin{equation*}
\hat{u}=-F^{*}\left(C_{o} x_{0}+F \hat{u}-r\right)=-F^{*}(\hat{y}-r) . \tag{12.51}
\end{equation*}
$$

Recall that the adjoint $F^{*}$ of $F$ is given by (12.29). Recall also the following state space representation of $h=F^{*} g$

$$
\begin{aligned}
\dot{\lambda} & =-A^{*} \lambda-C^{*} g \quad \text { with } \quad \lambda\left(t_{1}\right)=0 \\
h & =B^{*} \lambda
\end{aligned}
$$

Using $\hat{u}=-F^{*}(\hat{y}-r)$ in the above realization with $g=\hat{y}-r$ and $\hat{u}=-h$, we see that the optimal input $\hat{u}$ is given by

$$
\begin{align*}
& \dot{\lambda}=-A^{*} \lambda-C^{*} C \hat{x}+C^{*} r \quad \text { with } \quad \lambda\left(t_{1}\right)=0 \\
& \hat{u}=-B^{*} \lambda \tag{12.52}
\end{align*}
$$

Combining this with the state equation in (12.50) readily yields the following two point boundary value problem:

$$
\left[\begin{array}{c}
\dot{\hat{x}}  \tag{12.53}\\
\dot{\lambda}
\end{array}\right]=\left[\begin{array}{cc}
A & -B B^{*} \\
-C^{*} C & -A^{*}
\end{array}\right]\left[\begin{array}{c}
\hat{x} \\
\lambda
\end{array}\right]+\left[\begin{array}{c}
0 \\
C^{*} r
\end{array}\right]
$$

where $\hat{x}\left(t_{0}\right)=x_{0}$ and $\lambda\left(t_{1}\right)=0$.
As before, let $H$ be Hamiltonian matrix given in (12.37). Then,

$$
\left[\begin{array}{c}
\hat{x}(t)  \tag{12.54}\\
\lambda(t)
\end{array}\right]=e^{H\left(t-t_{1}\right)}\left[\begin{array}{c}
\hat{x}\left(t_{1}\right) \\
0
\end{array}\right]+\int_{t_{1}}^{t} e^{H(t-\tau)}\left[\begin{array}{c}
0 \\
C^{*} r(\tau)
\end{array}\right] d \tau
$$

Using the matrix partition in (12.39) of $e^{H t}$ on $\mathcal{X} \oplus \mathcal{X}$, yields

$$
\begin{aligned}
& \hat{x}(t)=\Phi_{11}\left(t-t_{1}\right) \hat{x}\left(t_{1}\right)+\int_{t_{1}}^{t} \Phi_{12}(t-\tau) C^{*} r(\tau) d \tau \\
& \lambda(t)=\Phi_{21}\left(t-t_{1}\right) \hat{x}\left(t_{1}\right)+\int_{t_{1}}^{t} \Phi_{22}(t-\tau) C^{*} r(\tau) d \tau
\end{aligned}
$$

Recall that $\Phi_{11}\left(t-t_{1}\right)$ is invertible and $P(t)=\Phi_{21}\left(t-t_{1}\right) \Phi_{11}\left(t-t_{1}\right)^{-1}$ satisfies the Riccati differential equation in (12.3). Eliminating $\hat{x}\left(t_{1}\right)$ in the previous equations, shows that $\lambda(t)=$ $P(t) \hat{x}(t)+\varphi(t)$ where

$$
\begin{equation*}
\varphi(t)=\int_{t_{1}}^{t} \Theta(t, \tau) C^{*} r(\tau) d \tau \quad \text { with } \quad \Theta(t, \tau)=\Phi_{22}(t-\tau)-P(t) \Phi_{12}(t-\tau) \tag{12.55}
\end{equation*}
$$

Recall that the optimal input $\hat{u}=-B^{*} \lambda$. So, to complete the proof it remains to show that $\varphi$ is the solution to the initial value problem specified in (12.46). Clearly, $\varphi\left(t_{1}\right)=0$. Notice that

$$
\left[\begin{array}{ll}
\dot{\Phi}_{11} & \dot{\Phi}_{12} \\
\dot{\Phi}_{21} & \dot{\Phi}_{22}
\end{array}\right]=\left[\begin{array}{cc}
A & -B B^{*} \\
-C^{*} C & -A^{*}
\end{array}\right]\left[\begin{array}{ll}
\Phi_{11} & \Phi_{12} \\
\Phi_{21} & \Phi_{22}
\end{array}\right]
$$

By employing the Riccati equation in (12.3), we have

$$
\begin{aligned}
\frac{\partial \Theta}{\partial t}(t, \tau) & =\dot{\Phi}_{22}(t-\tau)-\dot{P}(t) \Phi_{12}(t-\tau)-P(t) \dot{\Phi}_{12}(t-\tau) \\
& =-C^{*} C \Phi_{12}-A^{*} \Phi_{22}-\dot{P} \Phi_{12}-P A \Phi_{12}+P B B^{*} \Phi_{22} \\
& =-\left(A^{*}-P B B^{*}\right) \Phi_{22}+A^{*} P \Phi_{12}-P B B^{*} P \Phi_{12} \\
& =-\left(A^{*}-P B B^{*}\right) \Theta(t, \tau)
\end{aligned}
$$

Using this with Leibnitz's rule in (12.55), we arrive at the differential equation for $\varphi$ in (12.46). Finally, $\lambda=P \hat{x}+\varphi$ and $\hat{u}=-B^{*} \lambda$ yields $\hat{u}=-B^{*} P \hat{x}-B^{*} \varphi$.

### 12.5 A spectral factorization

In this section we will follow some of the ideas in Porter [101] and use the Riccati differential equation in (12.3) to compute a special factorization for $I+F^{*} F$ where $F$ is the causal operator defined in (12.18). Then we will use these results to solve a general tracking problem. To establish some terminology, let $\Xi$ be any invertible positive operator on $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$. Then we say that $\Theta$ is a spectral factor of $\Xi$, if $\Xi=\Theta^{*} \Theta$ where $\Theta$ a causal operator on $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$. Because $\Xi$ is invertible and $\Xi=\Theta^{*} \Theta$, it follows that $\Theta$ is bounded below, that is, $\|\Theta f\| \geq \delta\|f\|$ for all $f$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ and some scalar $\delta>0$. In particular, $\Theta$ is one to one. We say that $\Theta$ is a finite time outer spectral factor of $\Xi$, if $\Theta$ is an invertible spectral factor of $\Xi$ and its inverse $\Theta^{-1}$ is causal.

Let $L$ be the linear operator on $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ defined by

$$
\begin{equation*}
(L f)(t)=\int_{t_{0}}^{t} e^{A(t-\tau)} f(\tau) d \tau \quad\left(f \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)\right) \tag{12.56}
\end{equation*}
$$

Notice that $g=L f$ for some $f$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ if and only if $g$ is the unique solution to the following differential equation

$$
\begin{equation*}
\dot{g}=A g+f \quad \text { with } \quad g\left(t_{0}\right)=0 . \tag{12.57}
\end{equation*}
$$

It should also be clear that the operator $F=C L B$.
Lemma 12.5.1 Let $F$ be the causal operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ defined in (12.18), and $P$ the solution to the Riccati differential equation in (12.3). Then

$$
\begin{equation*}
\Theta=I+B^{*} P L B \tag{12.58}
\end{equation*}
$$

is a finite time outer spectral factor for $I+F^{*} F$.
Proof. The adjoint $L^{*}$ of $L$ is the operator on $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ defined by

$$
\begin{equation*}
L^{*} \phi=\int_{t}^{t_{1}} e^{-A^{*}(t-\tau)} \phi(\tau) d \tau \quad\left(\phi \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)\right) \tag{12.59}
\end{equation*}
$$

By applying Leibnitz's rule to (12.59), it follows that $\xi=L^{*} \phi$ for some $\phi$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ if and only if $\xi$ is the unique solution to the following differential equation

$$
\begin{equation*}
\dot{\xi}=-A^{*} \xi-\phi \quad \text { with } \quad \xi\left(t_{1}\right)=0 \tag{12.60}
\end{equation*}
$$

Let $g$ be any differentiable function in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$. Using the Riccati differential equation in (12.3), we have

$$
\frac{d}{d t}(P g)=P \dot{g}+\dot{P} g=P \dot{g}-A^{*} P g-P A g-C^{*} C g+P B B^{*} P g
$$

In other words,

$$
\frac{d}{d t}(P g)=-A^{*}(P g)-C^{*} C g+P B B^{*} P g+P(\dot{g}-A g)
$$

Since $P\left(t_{1}\right) g\left(t_{1}\right)=0$, it now follows from the characterization of $\xi=L^{*} \phi$ in (12.60) that

$$
P g=L^{*}\left(C^{*} C g-P B B^{*} P g-P \dot{g}+P A g\right)
$$

This yields the following relationship:

$$
\begin{equation*}
\left(P+L^{*} P B B^{*} P-L^{*} C^{*} C\right) g=-L^{*} P(\dot{g}-A g) \tag{12.61}
\end{equation*}
$$

for any differentiable function $g$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$. Now let $g=L f$ where $f$ is any function in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$. Then using $\dot{g}=A g+f$ in (12.61), we arrive at the following algebraic Riccati equation

$$
\begin{equation*}
L^{*} P+P L+L^{*} P B B^{*} P L-L^{*} C^{*} C L=0 \tag{12.62}
\end{equation*}
$$

By applying $B^{*}$ to the left and $B$ on the right, rearranging terms and using $F=C L B$, we obtain

$$
\begin{aligned}
I+F^{*} F & =I+B^{*} L^{*} C^{*} C L B \\
& =I+B^{*} L^{*} P B+B^{*} P L B+B^{*} L^{*} P B B^{*} P L B \\
& =\left(I+B^{*} P L B\right)^{*}\left(I+B^{*} P L B\right)
\end{aligned}
$$

So, if $\Theta=I+B^{*} P L B$, then clearly $\Theta^{*} \Theta=I+F^{*} F$.
Obviously $\Theta$ is causal. In fact, $\Theta$ can be viewed as the input output map for a state space system. To be precise, if $h=\Theta v$ for some $v$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$, then we claim that $h$ is the output of the following linear system

$$
\begin{equation*}
\dot{q}=A q+B v \text { and } h=B^{*} P q+v \quad\left(q\left(t_{0}\right)=0\right) \tag{12.63}
\end{equation*}
$$

To verify that $h=\Theta v$, simply notice that because $q\left(t_{0}\right)=0$, the state $q=L B v$. Hence, $h=B^{*} P L B v+v=\Theta v$, which verifies our claim. By setting $\tilde{B}=B$ and $\tilde{C}=B^{*} P$ with $D=I$ in Lemma 12.5.2 below, it follows that $\Theta$ is an invertible causal operator. Therefore, $\Theta$ is a finite time outer spectral factor for $I+F^{*} F$.

Lemma 12.5.2 Let $\Upsilon$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ defined by

$$
\begin{equation*}
(\Upsilon v)(t)=\int_{t_{0}}^{t} \tilde{C}(t) e^{A(t-\tau)} \tilde{B}(\tau) v(\tau) d \tau+D v(t) \quad\left(v \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right) \tag{12.64}
\end{equation*}
$$

where $\tilde{B}$ and $\tilde{C}$ are continuous functions with values in $\mathcal{L}(\mathcal{U}, \mathcal{X})$ and $\mathcal{L}(\mathcal{X}, \mathcal{Y})$, respectively. Moreover, assume that $D$ is an invertible operator from $\mathcal{U}$ into $\mathcal{Y}$. Then $\Upsilon$ is invertible and

$$
\begin{equation*}
\left(\Upsilon^{-1} y\right)(t)=-D^{-1} \int_{t_{0}}^{t} \tilde{C}(t) \Psi(t, \tau) \tilde{B}(\tau) D^{-1} y(\tau) d \tau+D^{-1} y(t) \quad\left(y \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)\right) \tag{12.65}
\end{equation*}
$$

where $\Psi(t, \tau)$ is the state transition matrix for $A-\tilde{B} D^{-1} \tilde{C}$.
Proof. Notice that $\Upsilon$ is the input output map for the following state space system

$$
\begin{equation*}
\dot{q}=A q+\tilde{B} v \text { and } y=\tilde{C} q+D v \quad\left(q\left(t_{0}\right)=0\right) \tag{12.66}
\end{equation*}
$$

In other words, $y=\Upsilon v$ if and only if $v$ is the input and $y$ is the output for the state space system in (12.66). Substituting $v=D^{-1} y-D^{-1} \tilde{C} q$ into the first equation in (12.66), gives

$$
\begin{equation*}
\dot{q}=\left(A-\tilde{B} D^{-1} \tilde{C}\right) q+\tilde{B} D^{-1} y \text { and } v=-D^{-1} \tilde{C} q+D^{-1} y \quad\left(q\left(t_{0}\right)=0\right) \tag{12.67}
\end{equation*}
$$

This is the state space system for the operator $\Lambda$ from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ defined by

$$
(\Lambda y)(t)=-D^{-1} \int_{t_{0}}^{t} \tilde{C}(t) \Psi(t, \tau) \tilde{B}(\tau) D^{-1} y(\tau) d \tau+D^{-1} y(t) \quad\left(y \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)\right.
$$

In particular, equation (12.67) shows that if $y=\Upsilon v$, then $v=\Lambda y=\Lambda \Upsilon v$. Since this holds for all $v$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$, we obtain $\Lambda \Upsilon=I$. On the other hand, if $v=\Lambda y$ for any $y$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Y}\right)$, then substituting $y=\tilde{C} q+D v$ into the first equation in (12.67), yields the state space system in (12.66), that is, $y=\Upsilon v$. Hence, $y=\Upsilon v=\Upsilon \Lambda y$. This readily implies that $\Upsilon \Lambda=I$. Therefore, $\Lambda$ is the inverse of $\Upsilon$ and (12.65) holds.

### 12.5.1 A general tracking problem

In this section we will use some operator techniques to solve a generalization of the previous tracking problem. To this end, let $\mathcal{W}$ be a finite dimensional space. Let $E$ be an operator from $\mathcal{W}$ into $\mathcal{X}$ and $D$ an operator from $\mathcal{W}$ into $\mathcal{Y}$. Consider the system

$$
\begin{align*}
\dot{x} & =A x+B u+E w \\
y & =C x+D w \tag{12.68}
\end{align*}
$$

Here $w$ is some signal or a disturbance in $L\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$. This leads to the following linear quadratic optimization problem

$$
\begin{equation*}
\varepsilon\left(x_{0}\right)=\inf \left\{\int_{t_{0}}^{t_{1}}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\} \tag{12.69}
\end{equation*}
$$

subject to the system in (12.68) and $x\left(t_{0}\right)=x_{0}$.

If $E$ is zero, $D=-I$ and $w=r$, then this optimization problem reduces to the linear quadratic tracking problem (12.45) discussed in Section 12.4. The following presents a solution to this optimization problem.

Theorem 12.5.3 Consider the linear quadratic tracking problem in (12.69). Then the minimum exists and there exists a unique optimal input $\hat{u}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ which achieves this minimum. To compute $\hat{u}$, let $P$ be the unique solution on the interval $\left[t_{0}, t_{1}\right]$ to the Riccati differential equation in (12.3). Let $\varphi$ be the solution to the following differential equation moving backwards in time:

$$
\begin{equation*}
\dot{\varphi}=-\left(A-B B^{*} P(t)\right)^{*} \varphi-\left(P E+C^{*} D\right) w(t) \quad \text { with } \quad \varphi\left(t_{1}\right)=0 \tag{12.70}
\end{equation*}
$$

Then the optimal input $\hat{u}$ is given by

$$
\begin{equation*}
\hat{u}(t)=-B^{*} P(t) \hat{x}(t)-B^{*} \varphi(t) \tag{12.71}
\end{equation*}
$$

where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A-B B^{*} P(t)\right) \hat{x}-B B^{*} \varphi(t)+E w(t) \quad\left(\hat{x}\left(t_{0}\right)=x_{0}\right) . \tag{12.72}
\end{equation*}
$$

Proof. One can obtain a proof of this result by following the techniques in the proof of Theorem 12.4.1. Now let us use the finite time outer spectral factor $\Theta$ to obtain an alternative proof. Recall that the input output operator $F$ in (12.18) is given by $F=C L B$. Moreover, if we set $G=C L E+D$, then the output $y$ in (12.68) is given by

$$
\begin{equation*}
y=C_{0} x_{0}+G w+F u \tag{12.73}
\end{equation*}
$$

So, the optimization problem in (12.69) is equivalent to the following optimization problem

$$
\varepsilon\left(x_{0}\right)=\inf \left\{\left\|C_{o} x_{0}+G w+F u\right\|^{2}+\|u\|^{2}: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\}
$$

By consulting Lemma 12.3 .1 with $g=C_{o} x_{0}+G w$, we see that the unique optimal input $\hat{u}$ solving the quadratic optimization problem in (12.69) is given by

$$
\begin{equation*}
\hat{u}=-\left(I+F^{*} F\right)^{-1} F^{*}\left(C_{o} x_{0}+G w\right) . \tag{12.74}
\end{equation*}
$$

Notice that this is precisely the solution to the linear quadratic regular problem with $C_{o} x_{o}$ replaced by $C_{o} x_{0}+G w$. Moreover, $\hat{u}+F^{*} F \hat{u}=-F^{*}\left(C_{o} x_{0}+G w\right)$. By employing (12.73), the optimal output $\hat{y}$ corresponding to the optimal input $\hat{u}$ is given by $\hat{y}=C_{o} x_{0}+G w+F \hat{u}$. Recalling the expression for $\hat{u}$, we now obtain $\hat{u}=-F^{*}\left(C_{o} x_{0}+G w+F \hat{u}\right)=-F^{*} \hat{y}$. As expected, the optimal control input satisfies $\hat{u}=-F^{*} \hat{y}$; see Remark 12.3.1. Finally, it is noted that the optimal state $\hat{x}$ is given by

$$
\begin{equation*}
\dot{\hat{x}}=A \hat{x}+B \hat{u}+E w \tag{12.75}
\end{equation*}
$$

Using $g=\hat{x}$ in equation (12.61) along with (12.75), we obtain

$$
\left(P+L^{*} P B B^{*} P-L^{*} C^{*} C\right) \hat{x}=-L^{*} P(B \hat{u}+E w)
$$

Recall that $\Theta^{*}=I+B^{*} L^{*} P B$. Multiplying the above equation by $B^{*}$ on the left and rearranging terms, we obtain

$$
\begin{aligned}
-B^{*} L^{*} C^{*} C \hat{x}+B^{*} L^{*} P B \hat{u} & =-\left(I+B^{*} L^{*} P B\right) B^{*} P \hat{x}-B^{*} L^{*} P E w \\
& =-\Theta^{*} B^{*} P \hat{x}-B^{*} L^{*} P E w
\end{aligned}
$$

By employing the optimal output $\hat{y}=C \hat{x}+D w$ and the optimal input $\hat{u}=-F^{*} \hat{y}=$ $-B^{*} L^{*} C^{*} \hat{y}$ in the previous equation, yields

$$
\begin{aligned}
\Theta^{*} \hat{u} & =\left(I+B^{*} L^{*} P B\right) \hat{u}=-B^{*} L^{*} C^{*} \hat{y}+B^{*} L^{*} P B \hat{u} \\
& =-B^{*} L^{*} C^{*}(C \hat{x}+D w)+B^{*} L^{*} P B \hat{u} \\
& =-\Theta^{*} B^{*} P \hat{x}-B^{*} L^{*}\left(P E+C^{*} D\right) w .
\end{aligned}
$$

According to Lemma 12.5.1, the operator $\Theta^{*}=I+B^{*} L^{*} P B$ is invertible. This along with the identity $(I+N M)^{-1} N=N(I+M N)^{-1}$, yields

$$
\begin{aligned}
\hat{u} & =-B^{*} P \hat{x}-\left(I+B^{*} L^{*} P B\right)^{-1} B^{*} L^{*}\left(P E+C^{*} D\right) w \\
& =-B^{*} P \hat{x}-B^{*}\left(I+L^{*} P B B^{*}\right)^{-1} L^{*}\left(P E+C^{*} D\right) w \\
& =-B^{*} P \hat{x}-B^{*} \varphi
\end{aligned}
$$

where $\varphi:=\left(I+L^{*} P B^{*} B\right)^{-1} L^{*}\left(P E+C^{*} D\right) w$. Using $\left(I+L^{*} P B^{*} B\right) \varphi=L^{*}\left(P E+C^{*} D\right) w$, we obtain

$$
\varphi=L^{*}\left(-P B^{*} B \varphi+\left(P E+C^{*} D\right) w\right)
$$

Recall that if $\xi=L^{*} \phi$, then $\xi$ satisfies the differential equation in (12.60). Hence,

$$
\dot{\varphi}=-\left(A-B B^{*} P\right)^{*} \varphi-\left(P E+C^{*} D\right) w \quad\left(\varphi\left(t_{1}\right)=0\right)
$$

This is precisely the differential equation in (12.70). Since $\hat{u}=-B^{*} P \hat{x}-B^{*} \varphi$, equation (12.71) holds. Substituting this into (12.75), yields (12.72).

Problems with control weights. Now consider the following linear quadratic tracking problem associated with the linear quadratic regular problem discussed in Section 12.1.1:

$$
\begin{equation*}
\varepsilon\left(x_{0}\right)=\inf \left\{\int_{t_{0}}^{t_{1}}\left(\|y(\sigma)\|^{2}+(R u(\sigma), u(\sigma)) d \sigma: u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\}\right. \tag{12.76}
\end{equation*}
$$

subject to the system in (12.68) and $x\left(t_{0}\right)=x_{0}$.
As before, $R$ is a strictly positive operator on $\mathcal{U}$. The minimum exists and there exists a unique optimal input $\hat{u}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ which achieves the minimum. To obtain the optimal input, let $P$ be the solution to the following Riccati differential equation

$$
\begin{equation*}
\dot{P}=-A^{*} P-P A-C^{*} C+P B R^{-1} B^{*} P \quad\left(P\left(t_{1}\right)=0\right) . \tag{12.77}
\end{equation*}
$$

Let $\varphi$ be the solution to the following differential equation moving backwards in time:

$$
\begin{equation*}
\dot{\varphi}=-\left(A-B R^{-1} B^{*} P\right)^{*} \varphi-\left(P E+C^{*} D\right) w \quad\left(\varphi\left(t_{1}\right)=0\right) . \tag{12.78}
\end{equation*}
$$

Then for any initial state $x_{0}$ in $\mathcal{X}$, the optimal input

$$
\hat{u}(t)=-R^{-1} B^{*}(P(t) \hat{x}(t)+\varphi(t))
$$

where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A-B R^{-1} B^{*} P\right) \hat{x}-B R^{-1} B^{*} \varphi+E w \quad \text { and } \quad \hat{x}\left(t_{0}\right)=x_{0} \tag{12.79}
\end{equation*}
$$

Finally, it is noted that this tracking result also holds in the time varying case, that is, when $\{A(t), B(t), C(t), D(t), E(t), R(t)\}$ are continuous function with values in the appropriate $\mathcal{L}(\cdot, \cdot)$ space and $R(t) \geq \epsilon I$ for some $\epsilon>0$ and all $t$. Because the proof of this result is almost identical to the proof in Section 12.1.1, the details are left as an exercise.

### 12.6 The infinite horizon problem

This section is concerned with the following infinite horizon linear quadratic regulator problem. For each initial state $x_{0}$ in $\mathcal{X}$, find the optimal $\operatorname{cost} \varepsilon\left(x_{0}\right)$ and an optimal input $\hat{u}$ which solves the optimization problem:

$$
\begin{align*}
& \varepsilon\left(x_{0}\right)=\inf \left\{\int_{0}^{\infty}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma: u \in L^{2}([0, \infty), \mathcal{U})\right\} \\
& \text { subject to } \quad \dot{x}=A x+B u \text { and } y=C x \text { and } x(0)=x_{0} \tag{12.80}
\end{align*}
$$

As before, $A$ is an operator on $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$ while $C$ is an operator mapping $\mathcal{X}$ into $\mathcal{Y}$. The spaces $\mathcal{X}, \mathcal{Y}$ and $\mathcal{U}$ are finite dimensional.

Throughout this section it is assumed that the pair $\{A, B\}$ is stabilizable. If $\{A, B\}$ is not stabilizable, then for some initial states $x_{0}$, the cost in (12.80) is infinite for every input; hence the infimum is infinite and the optimization problem is trivial. For example, consider the system,

$$
\dot{x}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] x+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u \text { and } y=\left[\begin{array}{ll}
1 & 0
\end{array}\right] x
$$

which is not stabilizable. Here $y(t)=e^{t} x_{10}$ where $x_{10}$ is the first component of $x_{0}$. So, for a nonzero $x_{10}$ and any input, we have

$$
\int_{0}^{\infty}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma \geq \int_{0}^{\infty} e^{2 \sigma}\left|x_{10}\right|^{2} d \sigma=+\infty
$$

Therefore, the infimum in (12.80) is infinite for all nonzero $x_{10}$, and the optimization is trivial. On the other hand, if $\{A, B\}$ is stabilizable, then there exists a feedback gain $K$ from $\mathcal{X}$ into $\mathcal{U}$ such that $A-B K$ is stable. In other words, if $u=-K x$, then all solutions of the resulting closed loop system decays exponentially to zero. Specifically, there are constants $\alpha$ and $\beta$ for the closed loop system such that $\|x(t)\| \leq \beta\left\|x_{0}\right\| e^{-\alpha t}$ for all $t \geq 0$. Since $y=C x$ and $u=-K x$, it follows that

$$
\begin{equation*}
\int_{0}^{\infty}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma \leq M\left\|x_{0}\right\|^{2} \tag{12.81}
\end{equation*}
$$

for some finite scalar $M$. So, in this case the linear quadratic optimization problem in (12.80) is non-trivial.

### 12.7 The algebraic Riccati equation

Solving an infinite horizon problem involves the algebraic Riccati equation associated with the Riccati differential equation in (12.3). In this section, we establish some properties of this algebraic Riccati equation.

As in Remark 12.1.1, let $\Omega(t)=P\left(t_{1}-t\right)$ where $P$ is the solution to the Riccati differential equation in (12.3). Remark 12.1.1 states that $\{\Omega(t)\}$ is an increasing sequence of positive operators which satisfy the following Riccati differential equation

$$
\begin{equation*}
\dot{\Omega}=A^{*} \Omega+\Omega A+C^{*} C-\Omega B B^{*} \Omega \quad(\Omega(0)=0) \tag{12.82}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
& \left(\Omega\left(t_{1}\right) x_{0}, x_{0}\right)=\inf \left\{\int_{0}^{t_{1}}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma: u \in L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)\right\} \\
& \text { subject to } \quad \dot{x}=A x+B u \text { and } y=C x \text { and } x(0)=x_{0} \tag{12.83}
\end{align*}
$$

Now assume that the pair $\{A, B\}$ is stabilizable. Then there is a finite scalar $M$ such that for any initial state $x_{0}$, there is an input $u$ such that (12.81) holds. Hence, for any $t \geq 0$,

$$
\begin{align*}
\left(\Omega(t) x_{0}, x_{0}\right) & \leq \int_{0}^{t}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma \\
& \leq \int_{0}^{\infty}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma \leq M\left\|x_{0}\right\|^{2} \tag{12.84}
\end{align*}
$$

Since $\Omega(t) \geq 0$, this shows that $\Omega(t)$ is uniformly bounded for all $t$, that is, $\|\Omega(t)\| \leq M$ where $M$ is a finite positive scalar. Recall that a sequence of positive increasing uniformly bounded operators converges strongly to a positive operator; see Halmos [59]. Therefore, $\Omega(t)$ converges to a positive operator $Q$ as $t \rightarrow \infty$, that is,

$$
\begin{equation*}
Q=\lim _{t \rightarrow \infty} \Omega(t) \tag{12.85}
\end{equation*}
$$

Equations (12.84) and (12.85) show that, for any initial state $x_{0}$, the scalar $\left(Q x_{0}, x_{0}\right)$ is a lower bound on the optimal cost, that is,

$$
\begin{equation*}
\left(Q x_{0}, x_{0}\right) \leq \inf _{u} \int_{0}^{\infty}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma . \tag{12.86}
\end{equation*}
$$

Later we will show that, when $\{C, A\}$ is detectable, $\left(Q x_{0}, x_{0}\right)=\varepsilon\left(x_{0}\right)$ where $\varepsilon\left(x_{0}\right)$ is the optimal cost for the infinite time horizon optimization problem in (12.80).

Since $\Omega(t)$ approaches a constant $Q$ as $t$ tends to infinity, our intuition tells us that $Q$ is a constant solution to the Riccati differential equation (12.82). In other words, $Q$ is a solution of the following algebraic Riccati equation:

$$
\begin{equation*}
A^{*} Q+Q A+C^{*} C-Q B B^{*} Q=0 \tag{12.87}
\end{equation*}
$$

Our intuitive result can be rigorously justified by using Lemma 12.7.4 at the end of this section. If the pair $\{C, A\}$ is observable, then $Q$ is strictly positive. In this case, Remark 12.1.2 or 12.2 .1 shows that $\Omega(t)$ is strictly positive for all $t>0$. Because $\{\Omega(t)\}$ is increasing and converge to $Q$, it follows that $Q$ is strictly positive. This proves the following result.

Lemma 12.7.1 Let $\{A, B\}$ be a stabilizable pair. Then the Riccati differential equation in (12.82) has a unique solution $\Omega$ for all $t \geq 0$. Moreover, $\Omega(t)$ converges to a positive operator $Q$ as $t$ tends to infinity and $Q$ satisfies the algebraic Riccati equation in (12.87). In addition, if the pair $\{C, A\}$ is observable, then $Q$ is a strictly positive solution to (12.87).

We say that $Q$ is a stabilizing solution to the algebraic Riccati equation in (12.87) if $Q$ is a self-adjoint operator satisfying (12.87) and the operator $A-B B^{*} Q$ is stable. If the algebraic Riccati equation in (12.87) admits a stabilizing solution $Q$, then it is unique. To see this let $Z$ be another stabilizing solution, that is, assume that

$$
\begin{equation*}
A^{*} Z+Z A+C^{*} C-Z B B^{*} Z=0 \tag{12.88}
\end{equation*}
$$

and $A_{1}=A-B B^{*} Z$ is stable. Let $A_{c}=A-B B^{*} Q$ and set $\Delta=Q-Z$. Using (12.87) and (12.88), we obtain

$$
\begin{align*}
A_{c}^{*} \Delta+\Delta A_{1} & =\left(A^{*}-Q B B^{*}\right)(Q-Z)+(Q-Z)\left(A-B B^{*} Z\right) \\
& =A^{*} Q+Q A-Q B B^{*} Q+Q B B^{*} Z-A^{*} Z-Z A+Z B B^{*} Z-Q B B^{*} Z \\
& =-C^{*} C+C^{*} C \\
& =0 \tag{12.89}
\end{align*}
$$

Therefore, $A_{c}^{*} \Delta+\Delta A_{1}=0$. Since $A_{c}$ and $A_{1}$ are both stable, the only solution to this Lyapunov equation is $\Delta=0$. To demonstrate this simply notice that

$$
\begin{align*}
0 & =\int_{0}^{\infty} e^{A_{c}^{* t}} 0 e^{A_{1} t} d t=\int_{0}^{\infty} e^{A_{c}^{* t}}\left(A_{c}^{*} \Delta+\Delta A_{1}\right) e^{A_{1} t} d t \\
& =\int_{0}^{\infty} \frac{d\left(e^{A_{c}^{*} t} \Delta e^{A_{1} t}\right)}{d t} d t=\left.e^{A_{c}^{* t}} \Delta e^{A_{1} t}\right|_{0} ^{\infty}=-\Delta \tag{12.90}
\end{align*}
$$

Thus, $\Delta$ equals zero and $Q=Z$. In other words, $Q$ is the only stabilizing solution to the algebraic Riccati equation in (12.87).

Recall that a pair $\{C, A\}$ is detectable if all the unobservable eigenvalues for $\{C, A\}$ are stable, that is, if $A f=\lambda f$ and $C f=0$ for some eigenvector $f$ with eigenvalue $\lambda$, then $\Re(\lambda)<0$. The following result shows that if $\{C, A\}$ is detectable, then the algebraic Riccati equation has a unique stabilizing solution and $\Omega(t)$ converges to this solution.

Lemma 12.7.2 Let $\{A, B, C\}$ be a stabilizable and detectable system. Let $Q=\lim _{t \rightarrow \infty} \Omega(t)$ where $\Omega$ is the solution to the Riccati differential equation in (12.82). Then $Q$ is positive and is a stabilizing solution to the algebraic Riccati equation in (12.87). Moreover, $Q$ is the only positive solution and the only stabilizing solution to this algebraic Riccati equation.

Proof. According to Lemma 12.7.1, the operator $Q=\lim _{t \rightarrow \infty} \Omega(t)$ is positive and satisfies the algebraic Riccati equation in (12.87). Now let us show that $A-B B^{*} Q$ is stable and $Q$ is the only positive solution to this algebraic Riccati equation. To this end, notice that the algebraic Riccati equation in (12.87) is equivalent to

$$
\left(A-B B^{*} Q\right)^{*} Q+Q\left(A-B B^{*} Q\right)+\left[\begin{array}{c}
C \\
B^{*} Q
\end{array}\right]^{*}\left[\begin{array}{c}
C \\
B^{*} Q
\end{array}\right]=0
$$

If we set $\tilde{C}=\left[\begin{array}{ll}C & B^{*} Q\end{array}\right]^{t r}$ and $A_{c}=A-B B^{*} Q$, then it follows that the positive $Q$ satisfies the Lyapunov equation

$$
A_{c}^{*} Q+Q A_{c}+\tilde{C}^{*} \tilde{C}=0
$$

To show that $A_{c}$ is stable it is sufficient to verify that the pair $\left\{\tilde{C}, A_{c}\right\}$ is detectable; see Lemma 12.7.3 at the end of this section. We now claim that the kernel of

$$
J(\lambda)=\left[\begin{array}{c}
A_{c}-\lambda I  \tag{12.91}\\
\tilde{C}
\end{array}\right]=\left[\begin{array}{c}
A-B B^{*} Q-\lambda I \\
C \\
B^{*} Q
\end{array}\right]
$$

is zero for all complex numbers $\lambda$ in the closed right half plane. Then by the PBH test $\left\{\tilde{C}, A_{c}\right\}$ is detectable; see Lemma 9.1.2. If $f$ is any vector in the kernel of $J(\lambda)$, then $B^{*} Q f=0$. Thus, $(A-\lambda I) f=0$ and $C f=0$. Since $\{C, A\}$ is detectable and $\Re(\lambda) \geq 0$, the PBH test guarantees that the kernel of $\left[\begin{array}{ll}A-\lambda I & C\end{array}\right]^{t r}$ is zero. In other words, $f$ must be zero which proves our claim. Therefore, $A_{c}$ is stable.

We now demonstrate that $Q$ is the only positive solution to the algebraic Riccati equation in (12.87). Let $Z$ be any positive solution to this algebraic Riccati equation, that is, assume that (12.88) holds. Then by replacing $Q$ by $Z$ in our previous analysis, we see that $A_{1}=$ $A-B B^{*} Z$ is stable. Because the stabilizing solution to this algebraic Riccati equation is unique, we must have $Z=Q=\lim _{t \rightarrow \infty} \Omega(t)$.

If $\{A, B, C\}$ is stabilizable and detectable, then Lemma 12.7.2 shows that the algebraic Riccati in (12.87) admits a unique positive solution $Q$. Moreover, this solution is also the unique stabilizing solution. Let us complete this section with the following lemmas which were used above.

Lemma 12.7.3 Assume that the pair $\{C, A\}$ is a detectable pair and the Lyapunov equation

$$
\begin{equation*}
A^{*} \Xi+\Xi A+C^{*} C=0 \tag{12.92}
\end{equation*}
$$

has a positive solution for $\Xi$. Then $A$ is stable.
Proof. Consider any eigenvalue $\lambda$ of $A$ and let $f$ be a corresponding eigenvector. We need to show that $\lambda$ is stable, that is, $\Re(\lambda)<0$. Using $A f=\lambda f$ in (12.92) gives

$$
-\|C f\|^{2}=\left(A^{*} \Xi f, f\right)+(\Xi A f, f)=(\Xi f, A f)+\lambda(\Xi f, f)=2 \Re(\lambda)(\Xi f, f)
$$

Hence, $2 \Re(\lambda)(\Xi f, f)=-\|C f\|^{2}$. Since $\Xi$ is positive, we have $(\Xi f, f) \geq 0$. If either ( $\left.\Xi f, f\right)$ or $\Re(\lambda)$ is zero, then $\|C f\|=0$, and thus, $C f=0$. Since $\{C, A\}$ is detectable, we must have $\Re(\lambda)<0$. Now suppose that $(\Xi f, f)>0$ and $\Re(\lambda) \neq 0$. Then, $\|C f\| \neq 0$ and $\Re(\lambda)=-\|C f\| / 2(\Xi f, f)<0$.

Lemma 12.7.4 Consider the differential equation $\dot{x}=f(x)$ where $f$ is a continuous function on a finite dimensional space $\mathcal{X}$. Suppose that $x$ is any solution of this differential equation uhich converges to a constant vector $x^{e}$ in $\mathcal{X}$ as $t$ tends to infinity. Then $f\left(x^{e}\right)=0$.

Proof. For any $t \geq 0$, we have

$$
\begin{equation*}
x(t+1)-x(t)=\int_{t}^{t+1} f(x(\sigma)) d \sigma=\int_{t}^{t+1}\left(f(x(\sigma))-f\left(x^{e}\right)\right) d \sigma+f\left(x^{e}\right) \tag{12.93}
\end{equation*}
$$

By the hypothesis, $x(t)$ approaches $x^{e}$ as $t$ tends towards infinity. This also implies that $x(t+1)$ approaches $x^{e}$ as $t$ tends towards infinity. Hence, $x(t+1)-x(t)$ converges to zero as $t$ approaches infinity. Since the function $f$ is continuous, $f(x(\sigma))-f\left(x^{e}\right)$ also converges to zero as $\sigma$ tends towards infinity. This readily implies that

$$
\lim _{t \rightarrow \infty} \int_{t}^{t+1}\left(f(x(\sigma))-f\left(x^{e}\right)\right) d \sigma=0
$$

By taking limits as $t$ approaches infinity in equation (12.93), we obtain $f\left(x^{e}\right)=0$.

### 12.8 Solution to the infinite horizon problem

In this section we use the stabilizing solution to the algebraic Riccati equation to obtain a state feedback solution to the infinite horizon linear quadratic regulator problem.

Theorem 12.8.1 Consider the infinite horizon linear quadratic regulator problem in (12.80) where $\{A, B, C\}$ is a stabilizable and detectable system. Then the algebraic Riccati equation in (12.87) has a unique positive solution $Q$ and for any initial state $x_{0}$ in $\mathcal{X}$, the optimal cost in (12.80) is given by

$$
\begin{equation*}
\varepsilon\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right) \tag{12.94}
\end{equation*}
$$

Moreover, this cost is uniquely attained by the optimal input

$$
\begin{equation*}
\hat{u}(t)=-B^{*} Q \hat{x}(t) \tag{12.95}
\end{equation*}
$$

where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A-B B^{*} Q\right) \hat{x} \quad \text { and } \quad \hat{x}(0)=x_{0} \tag{12.96}
\end{equation*}
$$

Proof. Recall from (12.86) that, for any initial state $x_{0}$, the scalar ( $Q x_{0}, x_{0}$ ) is a lower bound on the optimal cost, that is, $\left(Q x_{0}, x_{0}\right) \leq \varepsilon\left(x_{0}\right)$. We show that the input given by $\hat{u}=-B^{*} Q \hat{x}$ achieves this lower bound, and hence, is optimal. To see this, notice that the algebraic Riccati equation for $Q$ in (12.87) along with $\dot{x}=A x+B u$ and $y=C x$ gives

$$
\begin{align*}
\frac{d}{d t}(Q x, x) & =(Q \dot{x}, x)+(Q x, \dot{x}) \\
& =(Q A x, x)+(Q B u, x)+(Q x, A x)+(Q x, B u) \\
& =(Q A x, x)+\left(A^{*} Q x, x\right)+\left(u, B^{*} Q x\right)+\left(B^{*} Q x, u\right)  \tag{12.97}\\
& =-\|C x\|^{2}+\left\|B^{*} Q x\right\|^{2}+\left(u, B^{*} Q x\right)+\left(B^{*} Q x, u\right) \\
& =-\|y\|^{2}-\|u\|^{2}+\left\|B^{*} Q x+u\right\|^{2} .
\end{align*}
$$

By integrating from 0 to $t$ with $x_{0}=x(0)$, we obtain

$$
\begin{align*}
\int_{0}^{t}\left(\|y(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma & =\left(Q x_{0}, x_{0}\right)-(Q x(t), x(t)) \\
& +\int_{0}^{t}\left\|B^{*} Q x(\sigma)+u(\sigma)\right\|^{2} d \sigma \tag{12.98}
\end{align*}
$$

Considering $u=\hat{u}=-B^{*} Q \hat{x}$ and $y=\hat{y}$ yields

$$
\int_{0}^{t}\left(\|\hat{y}(\sigma)\|^{2}+\|\hat{u}(\sigma)\|^{2}\right) d \sigma=\left(Q x_{0}, x_{0}\right)-(Q \hat{x}(t), \hat{x}(t))
$$

Since $\dot{\hat{x}}=\left(A-B B^{*} Q\right) \hat{x}$ and $A-B B^{*} Q$ is stable, it follows that $\hat{x}(t)$ approaches zero as $t$ tends towards infinity. Letting $t$ approach infinity, we now obtain

$$
\int_{0}^{\infty}\left(\|\hat{y}(\sigma)\|^{2}+\|\hat{u}(\sigma)\|^{2}\right) d \sigma=\left(Q x_{0}, x_{0}\right)
$$

Therefore, $\hat{u}=-B^{*} Q \hat{x}$ is an optimal input and the cost $\varepsilon\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right)$.
To complete the proof, it remains to show that $\hat{u}=-B^{*} Q \hat{x}$ is the unique optimal input. To this end, assume that $v$ is another function in $L^{2}([0, \infty), \mathcal{U})$ which achieves the cost $\left(Q x_{0}, x_{0}\right)$. The output $z$ corresponding to $v$ is given by $z=C f$ where $\dot{f}=A f+B v$ and $f(0)=x_{0}$. Since $v$ achieves the optimal cost $\varepsilon\left(x_{0}\right)$, the optimal output $z$ must be in $L^{2}([0, \infty), \mathcal{Y})$. According to Lemma 12.8.2 given at the end of this section, the state $f$ is in $L^{2}([0, \infty), \mathcal{X})$. Lemma 12.8 .3 presented below, shows that $f(t)$ approaches zero, as $t$ tends to infinity. So, by letting $t$ approach infinity in (12.98), we obtain

$$
\left(Q x_{0}, x_{0}\right)=\int_{0}^{\infty}\left(\|z(\sigma)\|^{2}+\|v(\sigma)\|^{2}\right) d \sigma=\left(Q x_{0}, x_{0}\right)+\int_{0}^{\infty}\left\|B^{*} Q f(\sigma)+v(\sigma)\right\|^{2} d \sigma
$$

This readily implies that $\left\|B^{*} Q f+v\right\|_{L^{2}}=0$. Hence, $v=-B^{*} Q f$. Substituting this into $\dot{f}=A f+B v$, yields $\dot{f}=\left(A-B B^{*} Q\right) f$ where $f(0)=x_{0}$. Thus, $f=\hat{x}$ and $v=-B^{*} Q f=\hat{u}$. Therefore, the optimal input $\hat{u}$ is unique.
Remark 12.8.1 Now consider the possibly unstable system $\dot{x}=A x+B u$. Recall that an operator $K$ mapping $\mathcal{X}$ into $\mathcal{U}$ is a stabilizing gain if the state feedback operator $A-B K$ is stable. The algebraic Riccati equation in (12.87) can be used to compute a stabilizing gain $K$ for any stabilizable pair $\{A, B\}$. To see this simply choose any operator $C$ such that the pair $\{C, A\}$ is detectable. For example, choose $C=I$. Let $Q$ be the unique positive solution to the algebraic Riccati equation in (12.87). Then Lemma 12.7 .2 shows that $K=B^{*} Q$ is a stabilizing gain for $\{A, B\}$.

Remark 12.8.2 Consider any stable system $\{A, B, C\}$ and let $F$ be the operator from $L^{2}([0, \infty), \mathcal{U})$ into $L^{2}([0, \infty), \mathcal{Y})$ defined by

$$
\begin{equation*}
(F u)(t)=\int_{0}^{t} C e^{A(t-\tau)} B u(\tau) d \tau \quad\left(u \in L^{2}([0, \infty), \mathcal{U})\right) \tag{12.99}
\end{equation*}
$$

Let $C_{o}$ be the operator from $\mathcal{X}$ into $L^{2}([0, \infty), \mathcal{Y})$ defined by $\left(C_{o} x_{0}\right)(t)=C e^{A t} x_{0}$ where $x_{0}$ is in $\mathcal{X}$. Suppose $Q$ is the unique stabilizing solution to the algebraic Riccati equation in (12.87). By combining Lemma 12.3 .1 and Theorem 12.8.1, we see that $Q=C_{o}^{*}\left(I+F F^{*}\right)^{-1} C_{o}$.

Lemma 12.8.2 Consider the detectable system

$$
\begin{equation*}
\dot{x}=A x+B u \text { and } y=C x+D u \tag{12.100}
\end{equation*}
$$

If the input $u$ is in $L^{2}([0, \infty), \mathcal{U})$ and the output $y$ is in $L^{2}([0, \infty), \mathcal{Y})$, then the state trajectory $x$ is in $L^{2}([0, \infty), \mathcal{X})$.

Proof. Since the pair $\{C, A\}$ is detectable, there exists an operator $L$ from $\mathcal{Y}$ into $\mathcal{X}$ such that the operator $A-L C$ is stable; see Theorem 9.1.3. So, we can rewrite the system in (12.100) as

$$
\dot{x}=(A-L C) x+L y+(B-L D) u .
$$

This readily implies that

$$
x(t)=e^{(A-L C) t} x(0)+\int_{0}^{t} e^{(A-L C)(t-\tau)}(L y(\tau)+(B-L D) u(\tau)) d \tau
$$

Because both $(B-L D) u$ and $L y$ are in $L^{2}([0, \infty), \mathcal{X})$ and $A-L C$ is stable, it follows that $x$ is in $L^{2}([0, \infty), \mathcal{X})$.

Lemma 12.8.3 Consider the system $\dot{x}=A x+B u$ where $A$ is an operator on $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$. If the input $u$ is in $L^{2}([0, \infty), \mathcal{U})$ and the state $x$ is in $L^{2}([0, \infty), \mathcal{X})$, then $x(t)$ approaches zero as $t$ tends to infinity.

Proof. Since $\dot{x}=A x+B u$ and $u$ and $x$ are in the appropriate $L^{2}$ spaces, it follows that $\dot{x}$ is in $L^{2}([0, \infty), \mathcal{X})$. We now observe that

$$
\begin{equation*}
(\dot{x}, x)=\int_{0}^{\infty}(\dot{x}(\tau), x(\tau)) d \tau=\lim _{t \rightarrow \infty} \int_{0}^{t}(\dot{x}(\tau), x(\tau)) d \tau \tag{12.101}
\end{equation*}
$$

and

$$
\begin{equation*}
\|x(t)\|^{2}-\|x(0)\|^{2}=\int_{0}^{t} \frac{d}{d \tau}(x(\tau), x(\tau)) d \tau=\int_{0}^{t}(\dot{x}(\tau), x(\tau)) d \tau+\int_{0}^{t}(x(\tau), \dot{x}(\tau)) d \tau \tag{12.102}
\end{equation*}
$$

Considering limits as $t$ approaches infinity, it follows from (12.101) and (12.102) that

$$
\lim _{t \rightarrow \infty}\|x(t)\|^{2}=\|x(0)\|^{2}+2 \Re(\dot{x}, x)
$$

Thus $\|x(t)\|^{2}$ converges a limit as $t$ tends to infinity. Because $x$ is in $L^{2}([0, \infty), \mathcal{X})$, this limit must be zero. Hence, $x(t)$ approaches zero as $t$ tends to infinity.

### 12.8.1 Problems with control weights

In many control applications one considers linear quadratic regular problems of the form:

$$
\varepsilon\left(x_{0}\right)=\inf \left\{\int_{0}^{\infty}\left(\|y(\sigma)\|^{2}+(R u(\sigma), u(\sigma)) d \sigma: u \in L^{2}([0, \infty), \mathcal{U})\right\}\right.
$$

$$
\begin{equation*}
\text { subject to } \quad \dot{x}=A x+B u \text { and } y=C x \text { and } x(0)=x_{0} \tag{12.103}
\end{equation*}
$$

Here $R$ is a strictly positive operator on $\mathcal{U}$. By following the procedure used in Section 12.1.1, introducing a new input $v=R^{1 / 2} u$ and setting $\tilde{B}=B R^{-1 / 2}$, we readily obtain the following solution to the infinite horizon linear quadratic optimization problem in (12.103).

If $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable, then the algebraic Riccati equation

$$
\begin{equation*}
A^{*} Q+Q A+C^{*} C-Q B R^{-1} B^{*} Q=0 \tag{12.104}
\end{equation*}
$$

has a unique positive solution for $Q$. For any initial state $x_{0}$ in $\mathcal{X}$, the optimal cost in (12.103) is given by $\varepsilon\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right)$. Moreover, this cost is uniquely attained by the optimal input $\hat{u}=-R^{-1} B^{*} Q \hat{x}$, where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A-B R^{-1} B^{*} Q\right) \hat{x} \quad\left(\hat{x}(0)=x_{0}\right) \tag{12.105}
\end{equation*}
$$

Finally, the operator $A-B R^{-1} B^{*} Q$ is stable. In this setting, we say that $Q$ is a stabilizing solution to the algebraic Riccati equation in (12.104), if $Q$ is a self-adjoint operator satisfying (12.104) and $A-B R^{-1} B^{*} Q$ is stable. So, if $\{A, B, C\}$ is a stabilizable and detectable system, then the algebraic Riccati equation in (12.104) admits a unique stabilizing solution and this solution is the only positive solution. In Chapter 13 we present a computational method based on the Hamiltonian matrix in (12.37) to compute the unique stabilizing solution.

### 12.9 An outer spectral factorization

Let $\{A, B, C, 0\}$ be a realization for a transfer function $G$. In this section, we utilize the algebraic Riccati equation in (12.104) to obtain a special factorization of $R+G(-\bar{s})^{*} G(s)$. We begin with the following result which is useful in the inversion of transfer functions.

Lemma 12.9.1 Let $\{A, B, C, D\}$ be a state space realization of a transfer function $\mathbf{H}$ and assume that $D$ is invertible. Then the inverse of $\mathbf{H}$ exists and is the proper rational function given by

$$
\begin{equation*}
\mathrm{H}(s)^{-1}=D^{-1}-D^{-1} C\left(s I-A+B D^{-1} C\right)^{-1} B D^{-1} \tag{12.106}
\end{equation*}
$$

In other words, $\left\{A-B D^{-1} C, B D^{-1},-D^{-1} C, D^{-1}\right\}$ is a state space realization of $\mathbf{H}^{-1}$. Furthermore, if $\mathbf{H}$ has values in $\mathcal{L}(\mathcal{U}, \mathcal{U})$, then

$$
\begin{equation*}
\operatorname{det}[\mathbf{H}(s)]=\frac{\operatorname{det}[D] \operatorname{det}\left[s I-A+B D^{-1} C\right]}{\operatorname{det}[s I-A]} \tag{12.107}
\end{equation*}
$$

Proof. Proposition 6.4 .1 shows that the inverse of $\mathbf{H}$ is given by (12.106). To complete the proof it remains to establish (12.107). Recall that if $M$ and $N$ are two finite dimensional operators acting between the appropriate spaces, then $\operatorname{det}[I+M N]=\operatorname{det}[I+N M]$. Using this we obtain

$$
\begin{aligned}
\operatorname{det}[\mathbf{H}(s)] & =\operatorname{det}\left[D+C(s I-A)^{-1} B\right] \\
& =\operatorname{det}[D] \operatorname{det}\left[I+D^{-1} C(s I-A)^{-1} B\right] \\
& =\operatorname{det}[D] \operatorname{det}\left[I+(s I-A)^{-1} B D^{-1} C\right] \\
& =\operatorname{det}[D] \operatorname{det}\left[(s I-A)^{-1}\right] \operatorname{det}\left[s I-A+B D^{-1} C\right] \\
& =\operatorname{det}[D] \operatorname{det}\left[s I-A+B D^{-1} C\right] / \operatorname{det}[s I-A]
\end{aligned}
$$

Therefore, (12.107) holds.
If $\{A, B, C, D\}$ is a realization of a scalar valued transfer function $\mathbf{H}$ and $D$ is nonzero, then (12.107) reduces to

$$
\begin{equation*}
\mathbf{H}(s)=\frac{D \operatorname{det}\left[s I-A+B D^{-1} C\right]}{\operatorname{det}[s I-A]} \tag{12.108}
\end{equation*}
$$

Let $J$ be any rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$. Then $J^{\sharp}$ is the rational function with values in $\mathcal{L}(\mathcal{Y}, \mathcal{U})$ defined by $\left(J^{\sharp}\right)(s)=J(-\bar{s})^{*}$. The following result uses the algebraic Riccati equation to compute a spectral factorization. This factorization will play a fundamental role in connecting the classical root locus to the solution of the infinite horizon linear quadratic regular problem.

Theorem 12.9.2 Suppose $\{A, B, C, 0\}$ is a stabilizable and detectable realization of a transfer function $\mathbf{G}$. Let $Q$ be any self-adjoint solution to the algebraic Riccati equation (12.104) where $R$ is a self-adjoint invertible operator. Finally, let $\Theta$ be the transfer function defined by

$$
\begin{equation*}
\Theta(s)=I+K(s I-A)^{-1} B \quad \text { where } \quad K=R^{-1} B^{*} Q \tag{12.109}
\end{equation*}
$$

Then $\Theta^{\sharp} R \Theta$ is a factorization of $R+\mathbf{G}{ }^{\sharp} \mathbf{G}$, that is,

$$
\begin{equation*}
\Theta^{\sharp} R \Theta=R+\mathbf{G}^{\sharp} \mathbf{G} . \tag{12.110}
\end{equation*}
$$

Moreover, the inverse of $\Theta$ is given by

$$
\begin{equation*}
\Theta(s)^{-1}=I-K(s I-A+B K)^{-1} B . \tag{12.111}
\end{equation*}
$$

If $R$ is strictly positive and $Q$ is the unique stabilizing solution to the algebraic Riccati equation in (12.104), then $\Theta^{-1}$ is stable.

Proof. Using $K=R^{-1} B^{*} Q$ in the algebraic Riccati equation (12.104) yields

$$
C^{*} C=K^{*} R K-A^{*} Q-Q A
$$

For any complex number $s$ this implies that

$$
C^{*} C=K^{*} R K+\left(-s I-A^{*}\right) Q+Q(s I-A)
$$

Now let $\Phi(s)$ be the inverse of $s I-A$. Multiplying by $B^{*} \Phi^{\sharp}$ on the left and by $\Phi B$ on the right, we obtain

$$
\begin{aligned}
B^{*} \Phi^{\sharp} C^{*} C \Phi B & =B^{*} \Phi^{\sharp} K^{*} R K \Phi B+B^{*} Q \Phi B+B^{*} \Phi^{\sharp} Q B \\
& =B^{*} \Phi^{\sharp} K^{*} R K \Phi B+R K \Phi B+B^{*} \Phi^{\sharp} K^{*} R .
\end{aligned}
$$

Using $\mathbf{G}=C \Phi B$ and $\Theta=I+K \Phi B$, we arrive at

$$
R+\mathbf{G}^{\mathfrak{k}} \mathbf{G}=(I+K \Phi B)^{\mathfrak{k}} R(I+K \Phi B)=\boldsymbol{\Theta}^{\mathfrak{k}} R \Theta
$$

The expression for the inverse of $\Theta$ follows from Lemma 12.9.1. If $R$ is strictly positive and $Q$ is the stabilizing solution, then obviously $A-B K$ is stable, and thus, $\Theta^{-1}$ is stable.

A rational function $\Psi$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ is called an invertible outer function if $\Psi$ is a stable proper rational function, its inverse $\Psi^{-1}$ exists and is also a stable proper rational function. If $\{A, B, C, D\}$ is a stable realization for a transfer function $\mathbf{H}$ where $D$ is invertible and $A-B D^{-1} C$ is stable, then Lemma 12.9 .1 shows that $\mathbf{H}$ is an invertible outer function. If $\Xi$ is a rational function with values in $\mathcal{L}(\mathcal{U}, \mathcal{U})$, then we say that $\Psi$ is an invertible outer spectral factor of $\Xi$ if $\Psi$ is an invertible outer function and $\Psi^{\sharp} \Psi=\Xi$. If $\Xi$ admits an invertible outer spectral factor, then $\Xi^{\sharp}=\Xi$. Obviously, not every rational function admits an invertible outer spectral factor. If $\{A, B, C, 0\}$ is a stable realization of $\mathbf{G}$ and $R>0$ and $Q$ is the stabilizing solution to the algebraic Riccati equation in (12.104), then $R^{1 / 2} \Theta$ is an invertible outer spectral factor for $R+\mathbf{G}{ }^{\ddagger} \mathbf{G}$.

### 12.10 The root locus and the quadratic regulator

In this section we use the factorization in Theorem 12.9.2 to obtain a root locus interpretation for the parameter $R$ in the weighted single input single output infinite horizon regulator problem in (12.103). To this end, let $\{A$ on $\mathcal{X}, B, C, 0\}$ be a stabilizable and detectable realization of a scalar valued transfer function $\mathbf{G}$, that is, $\mathbf{G}(s)=C(s I-A)^{-1} B$ where $\mathcal{U}=\mathcal{Y}=\mathbb{C}^{1}$. Let $r>0$ be a scalar, and $Q$ the unique stabilizing solution to the algebraic Riccati equation

$$
\begin{equation*}
A^{*} Q+Q A+C^{*} C-r^{-1} Q B B^{*} Q=0 \tag{12.112}
\end{equation*}
$$

Recall that the optimal input $\hat{u}$ to the weighted infinite time horizon linear quadratic regulator problem in (12.103), is given by $\hat{u}=-r^{-1} B^{*} Q \hat{x}$ where $\hat{x}$ is the optimal state trajectory. In this case, $\dot{\hat{x}}=A_{c} \hat{x}$ where $A_{c}$ is the stable closed loop state operator $A_{c}=A-r^{-1} B B^{*} Q$.

Let $\{A, B, C, D\}$ be a realization for a scalar valued transfer function $\mathbf{G}$. Then using $(s I-A)^{-1}=\operatorname{adj}(s I-A) / \operatorname{det}[s I-A]$, it follows that $\mathbf{G}=p / d$ where $p$ is a polynomial and $d(s)=\operatorname{det}[s I-A]$ is the characteristic polynomial for $A$. If $\{A, B, C, D\}$ is a minimal realization of $\mathbf{G}=p / d$ where $p$ and $d$ are co-prime polynomials, then Proposition 7.1.3 shows that $d$ equals the characteristic polynomial of $A$ up to a nonzero constant, that is, $d=\gamma \operatorname{det}[s I-A]$ where $\gamma$ is a constant. Realizations where the characteristic polynomial of $A$ equals the denominator polynomial $d$ are used in the following result.

Lemma 12.10.1 Let $\{A, B, C, 0\}$ be a realization of a scalar valued transfer function $\mathbf{G}=$ $p / d$ where $p$ is a polynomial and $d$ is the characteristic polynomial for $A$. Let $Q$ be any self-adjoint solution to the algebraic Riccati equation in (12.112) where $r$ is a nonzero scalar and let $\Delta$ be the characteristic polynomial for $A-B K$, that is,

$$
\begin{equation*}
\Delta(s)=\operatorname{det}[s I-A+B K] \quad \text { where } \quad K=r^{-1} B^{*} Q \tag{12.113}
\end{equation*}
$$

Then we have the following factorization:

$$
\begin{equation*}
\Delta^{\sharp} \Delta=d^{\sharp} d+r^{-1} p^{\sharp} p . \tag{12.114}
\end{equation*}
$$

Proof. From Theorem 12.9.2, we have $\Theta^{\sharp} r \Theta=r+\mathbf{G}^{\sharp} \mathbf{G}$ where $\Theta(s)=I+K(s I-A)^{-1} B$. Applying relationship (12.107) of Lemma 12.9 .1 with $\mathbf{H}=\Theta$, we obtain

$$
\operatorname{det}[\boldsymbol{\Theta}(s)]=\operatorname{det}[s I-A+B K] / \operatorname{det}[s I-A]
$$

This readily implies that

$$
\operatorname{det}[s I-A+B K]=\operatorname{det}[s I-A] \operatorname{det}[\Theta(s)]
$$

Since $\boldsymbol{\Theta}(s)$ is a scalar, $\operatorname{det}[\Theta(s)]=\boldsymbol{\Theta}(s)$, and hence, $\Delta(s)=d(s) \boldsymbol{\Theta}(s)$. If we rewrite $\boldsymbol{\Theta}^{\sharp} r \boldsymbol{\Theta}=r+\mathbf{G}^{\sharp} \mathbf{G}$ as

$$
d^{\sharp} \Theta^{\sharp} \boldsymbol{\Theta} d=d^{\sharp} d+r^{-1} p^{\sharp} p .
$$

Applying $\Theta=\Delta / d$, we obtain the factorization in (12.114).
Now assume that $\{A, B, C, 0\}$ is stabilizable and detectable. Let $Q$ be the stabilizing solution to the weighted algebraic Riccati equation in (12.112) where $r>0$. Clearly, the operator $A-B K$ is stable where $K=r^{-1} B^{*} Q$. Hence, all the roots of $\Delta$ are in the open left half complex plane. Notice that $\lambda$ is a root of a polynomial $q$ if and only if $-\bar{\lambda}$ is a root of the polynomial $q^{\sharp}$. Therefore, all the roots of $\Delta^{\sharp}$ are contained in the open right half plane. In particular, $\Delta$ and $\Delta^{\sharp}$ have no common roots and their product $\Delta^{\sharp} \Delta$ has no roots on the imaginary axis. It now follows from (12.114) that the roots of $\Delta$ are the left half plane roots of $d^{\sharp} d+r^{-1} p^{\sharp} p$. This immediately yields the following result.

Theorem 12.10.2 Suppose that $\{A, B, C, 0\}$ is a stabilizable and detectable realization of a scalar valued transfer function $\mathbf{G}=p / d$ where $p$ is a polynomial and $d(s)=\operatorname{det}[s I-A]$. Let $K=r^{-1} B^{*} Q$ where $Q$ is the stabilizing solution to the algebraic Riccati equation in (12.112) with $r>0$. Then the roots of the characteristic polynomial of $A-B K$ are precisely the left half plane roots of the polynomial $d^{\sharp} d+r^{-1} p^{\sharp} p$.

To complete this section, we use root locus techniques to see how the weight $r$ affects the eigenvalues of the closed loop state space operator $A-B K$. First let us recall some classical root locus results; for further details see Ogata [95]. Consider a parameter dependent polynomial of the form $q+k \eta$ where $\eta$ and $q$ are two polynomials with real coefficients and real parameter $k \geq 0$. Furthermore, it is assumed that the degree of $\eta$ is less than or equal to the degree of $q$. Recall that the root locus for $q+k \eta$ is the graph of the zeros of $q+k \eta$ as $k$ varies from zero to infinity. Moreover, for $k=0$ the $\operatorname{deg} q$ branches of the root locus of $q+k \eta$ start at the zeros of $q$. As $k$ tends to infinity, $\operatorname{deg} \eta$ branches of the root locus approach the zeros of $\eta$. If $\delta=\operatorname{deg} q-\operatorname{deg} \eta>0$, then the remaining $\delta$ branches tend to infinity as $k$ approaches infinity. Each of these $\delta$ branches asymptotically approach one of the asymptotes of the root locus. Assuming $q$ is monic and $\alpha$ is the coefficient of the highest order term of $\eta$, these asymptotes are half lines whose angles are given by

$$
\begin{array}{cl}
\frac{\pi+2 \pi j}{\delta} & \text { for } j=0,1,2, \cdots, \delta-1 \\
\frac{2 \pi j}{\delta} & \text { for } j=0,1,2, \cdots, \delta-1
\end{array} \quad \text { if } \alpha<0
$$

Recall that a monic polynomial is a polynomial of the form $s^{j}+a_{j-1} s^{j-1}+\cdots a_{1} s+a_{0}$.
Throughout the rest of this section, we assume that $\{A, B, C, 0\}$ is a stabilizable and detectable realization for a scalar valued transfer function $\mathbf{G}=p / d$ where $A, B, C$ are real matrices and $p, d$ are polynomials whose coefficients are real while $d$ is the characteristic polynomial for $A$. Moreover, $Q$ is the unique stabilizing solution of the algebraic Riccati equation in (12.112) where $r>0$ is a scalar. In particular, this implies that $d^{\sharp}(s)=d(-s)$ and $p^{\sharp}(s)=p(-s)$. Using (12.114), it follows that

$$
\Delta(-s) \Delta(s)=d(-s) d(s)+r^{-1} p(-s) p(s)
$$

where $\Delta$ is the characteristic polynomial for $A-B K$. So, if we let $k=1 / r$, then the root locus of $d(-s) d(s)+k p(-s) p(s)$ is a graph of the eigenvalues of $A-B K$ and $-(A-B K)^{*}$ as $r$ varies from infinity to zero. In particular, the left half plane root locus of $d(-s) d(s)+r^{-1} p(-s) p(s)$ is precisely the eigenvalues of $A-B K$ as $r$ varies from infinity to zero. Notice that for any polynomial $q$ with real coefficients, the zeros of $q(-s) q(s)$ are symmetric about the real and imaginary axis. Hence, the root locus of $d(-s) d(s)+k p(-s) p(s)=\Delta(-s) \Delta(s)$ is also symmetric about the real and imaginary axis.

As $k=1 / r$ varies from zero to infinity, the branches of the root locus of the polynomial $d(-s) d(s)+k p(-s) p(s)$ move from the zeros of $d(-s) d(s)$ to the zeros of $p(-s) p(s)$ and the appropriate asymptotes. The asymptotes of $d(-s) d(s)+k p(-s) p(s)$ are determined by $m=\operatorname{deg} d-\operatorname{deg} p$. To be precise, if $m$ is even, then $d(-s) d(s)+k p(-s) p(s)=0$ can be expressed as $b(s)+k \alpha a(s)=0$ where $\alpha>0$ and $a$ and $b$ are monic polynomials. Since $\alpha$ is the coefficient of the highest order term of $\alpha a$, the angles $\phi_{e j}$ for the asymptotes are given by

$$
\begin{equation*}
\phi_{e j}=\frac{\pi+2 \pi j}{2 m} \quad \text { for } j=0,1,2, \cdots, 2 m-1 \tag{12.115}
\end{equation*}
$$

However, if $m$ is odd, then $d(-s) d(s)+k p(-s) p(s)=0$ can be expressed as $b(s)+k \alpha a(s)=0$ where $\alpha<0$ and $a$ and $b$ are monic polynomials. In this case, the angles $\phi_{o j}$ for the asymptotes are given by

$$
\begin{equation*}
\phi_{o j}=\frac{\pi j}{m} \quad \text { for } j=0,1,2, \cdots, 2 m-1 \tag{12.116}
\end{equation*}
$$

Moreover, because $d(-s) d(s)+k p(-s) p(s)$ is symmetric about the real and imaginary axis, the origin of these asymptotes is zero. Notice that none of these asymptotes lie on the imaginary axis. Therefore, as $r=1 / k$ varies from infinity to zero the eigenvalues of $A-B K$ start at the zeros of $d(-s) d(s)$ in the open left half plane and move towards the zeros of $p(-s) p(s)$ in the open left half plane and the appropriate asymptotes in the open left half plane. For $m$ even, the asymptote angles $\phi_{e j}$ are given by (12.115). For $m$ odd, the asymptote angles $\phi_{o j}$ are given by (12.116).

Recall that $d$ is the characteristic polynomial of $A$. Hence, the eigenvalues of $A$ are the zeros of $d$ including their multiplicity. Let $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{\mu}\right\}$ be the eigenvalues of $A$ including their multiplicity in the closed left half plane, and let $\left\{\lambda_{\mu+1}, \lambda_{\mu+2}, \cdots, \lambda_{n}\right\}$ be the remaining eigenvalues of $A$ including multiplicity. Obviously,

$$
\begin{equation*}
\Lambda=\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{\mu},-\lambda_{\mu+1},-\lambda_{\mu+2}, \cdots,-\lambda_{n}\right\} \tag{12.117}
\end{equation*}
$$

are the zeros of $d(-s) d(s)$ in the closed left half plane. Moreover, $-\Lambda \bigcup \Lambda$ are all the zeros of $d(-s) d(s)$ including their multiplicity. Let $\left\{z_{1}, z_{2}, \cdots, z_{\nu}\right\}$ be the zeros of $p$ in the closed left half plane including their multiplicity, and let $\left\{z_{\nu+1}, z_{\nu+2}, \cdots, z_{m}\right\}$ be the remaining zeros of $p$ including multiplicity. Clearly,

$$
\begin{equation*}
\mathcal{Z}=\left\{z_{1}, z_{2}, \cdots, z_{\nu},-z_{\nu+1},-z_{\nu+2}, \cdots,-z_{m}\right\} \tag{12.118}
\end{equation*}
$$

are the closed left half plane zeros of $p(-s) p(s)$. Furthermore, $-\mathcal{Z} \bigcup \mathcal{Z}$ are all the zeros of $p(-s) p(s)$ including their multiplicity. Therefore, as $r=1 / k$ varies from infinity to zero the eigenvalues of $A-B K$ start at the roots $\Lambda$ given in (12.117) and then follow the branches of the root locus for $d(-s) d(s)+k p(-s) p(s)$ and move towards the roots $\mathcal{Z}$ given in (12.118) and the corresponding asymptotes with angles $\phi_{e j}$ or $\phi_{o j}$ in the open left half plane.

In the scalar case, the cost in the weighted linear quadratic regulator problem is given by

$$
\begin{equation*}
\varepsilon\left(x_{0}, r\right)=\inf \left\{\int_{0}^{\infty}\left(\|y(\sigma)\|^{2}+r\|u(\sigma)\|^{2}\right) d \sigma: u \in L^{2}[0, \infty)\right\} . \tag{12.119}
\end{equation*}
$$

If $r=1 / k$ is large, then the term $r\|u(t)\|^{2}$ is heavily weighted in computing the cost, and hence, any input effort used to move poles is "expensive". Moreover, in this case the root locus shows that the eigenvalues of $A-B K$ are in a neighborhood of the roots $\Lambda$ given in (12.117). If any one of the roots $\Lambda$ in (12.117) lie on the imaginary axis, then a large $r$ will place an eigenvalue of $A-B K$ in the open left half plane in some neighborhood of that root. In other words, for large $r$, the optimal input $\hat{u}=-r^{-1} B^{*} Q \hat{x}$ barely moves the stable eigenvalues of $A$, moves the eigenvalues of $A$ on the imaginary axis slightly into the open left half plane, and moves the unstable eigenvalues of $A$ close to $\left\{-\lambda_{\mu+1},-\lambda_{\mu+2}, \cdots,-\lambda_{n}\right\}$. Because a large $r$ penalizes the input, the result is that the optimal input only moves the eigenvalues of $A$ necessary to stabilize the closed loop state operator $A-B K$.

On the other hand, if $r$ is small, then the term $r\|u(t)\|^{2}$ is barely weighted in computing the cost $\varepsilon\left(x_{0}, r\right)$, and thus, input effort is "cheap". In other words, a large input effort has little effect on the cost. In this case the root locus shows that $m$ of eigenvalues of $A-B K$ are in a neighborhood of the points $\mathcal{Z}$, and the remaining eigenvalues of $A-B K$ move towards infinity along the asymptotes in the open left half plane corresponding to the angles $\phi_{e j}$ in (12.115) for even $m$, respectively $\phi_{o j}$ in (12.116) for odd $m$. So, if $r$ is small, then the optimal controller moves $m$ of the eigenvalues of $A$ to $\mathcal{Z}$ and the places remaining eigenvalues of $A$ as far as possible in the left half plane.

Example 12.10.1 To complete this section we demonstrate the above results with a simple example. To this end, let $\{A, B, C, 0\}$ be any minimal realization of

$$
\mathbf{G}(s)=\frac{s+3}{(s+1)(s-2)(s+2+\imath)(s+2-\imath)}
$$

Clearly, the McMillan degree of $\mathbf{G}$ is four and $A$ is unstable. The root locus for $d(-s) d(s)+$ $k p(-s) p(s)$ is given in Figure 1. In this case, $m=3$. According to (12.116) the angles for the asymptotes for the root locus are given by

$$
0, \frac{\pi}{3}, \frac{2 \pi}{3}, \pi, \frac{4 \pi}{3}, \frac{5 \pi}{3}
$$



Figure 12.1: A root locus for design

In particular, the asymptotes for the root locus in the left half plane occur at the angles $2 \pi / 3, \pi, 4 \pi / 3$. So, as $r=1 / k$ moves from infinity to zero the eigenvalues of $A-B K$ move from the points $-1,-2,-2+\imath,-2-\imath$ along the branches of the root locus in the open left half plane to the points

$$
\begin{equation*}
-3, \infty e^{2 \pi z / 3}, \infty e^{\pi z}, \infty e^{4 \pi \tau / 3} \tag{12.120}
\end{equation*}
$$

In particular, if $r$ is large the eigenvalues of $A-B K$ are in some neighborhood of the points $-1,-2,-2+\imath,-2-\imath$. So, for large $r$ the optimal control barely moved the stable eigenvalues $-1,-2+\imath,-2-\imath$ for $A$ and shifted the unstable eigenvalue 2 of $A$ to -2 . On the other hand, if $r$ is small, then the optimal control moved the eigenvalues of $A$ to (12.120), which is as far as they can possible go in the left half plane.

### 12.10.1 Some comments on the outer spectral factor

In this section we present some comments concerning the minimality of the realization $\{A, B, K, I\}$ of the spectral factor $\Theta$ defined in (12.109). Let $\{A, B, C, 0\}$ be a controllable and observable realization of a transfer function $G$. Assume that $R$ is strictly positive and let $Q$ be the stabilizing solution to the weighted algebraic Riccati equation (12.104). Finally, let $\Theta$ be the transfer function defined by

$$
\begin{equation*}
\Theta(s)=I+K(s I-A)^{-1} B \quad \text { where } \quad K=R^{-1} B^{*} Q . \tag{12.121}
\end{equation*}
$$

Theorem 12.9 .2 shows that $\Theta^{\sharp} R \Theta$ is a factorization of $R+\mathbf{G}^{\sharp} \mathbf{G}$, that is, (12.110) holds. Moreover, $\{A-B K, B,-K, I\}$ is a stable realization of $\Theta^{-1}$. In particular, if $A$ is stable,
then $\Theta$ is an invertible outer function, that is, both $\Theta$ and $\Theta^{-1}$ are stable transfer functions.
Obviously, $\{A, B, K, I\}$ is a controllable realization of $\Theta$. However, this realization is not necessarily observable. For an example, let $\{A, B, C, 0\}$ be any minimal realization of $\mathbf{G}(s)=(2-s) /(s+1)(s+2)$, and set $R=1$. Then we claim that $\left\{A, B, B^{*} Q, I\right\}$ is not observable. To verify this recall that $\Theta$ is an outer spectral factor of $I+\mathbf{G}^{\sharp} \mathbf{G}$. Thus,

$$
\begin{equation*}
\boldsymbol{\Theta}^{\sharp}(s) \boldsymbol{\Theta}(s)=\left(2-s^{2}\right) /\left(1-s^{2}\right), \tag{12.122}
\end{equation*}
$$

where all the poles and zeros of $\boldsymbol{\Theta}(s)$ are in the open left half plane. Hence, all the poles and zeros of $\Theta^{\sharp}$ are in the open right half plane. Using this along with the factorization in (12.122), it follows that $\Theta(s)=(s+\sqrt{2}) /(s+1)$. However, $\left\{A, B, B^{*} Q, I\right\}$ is a two dimensional controllable realization of $\Theta$. Obviously, the state dimension of the minimal realization of $(s+\sqrt{2}) /(s+1)$ is one. So, the system $\left\{A, B, B^{*} Q, I\right\}$ is not observable. Since $\left\{A-B K, B,-B^{*} Q, I\right\}$ is a two dimensional controllable realization of $\Theta^{-1}=(s+1) /(s+\sqrt{2})$, it also follows that $\left\{A-B K, B,-B^{*} Q, I\right\}$ is not observable.

Throughout the rest of this section, we assume that $\{A, B, C, 0\}$ is a minimal realization for a scalar valued strictly proper rational transfer function $\mathrm{G}=p / d$, where $p$ and $d$ are two polynomials with real coefficients and no common zeros. Because the coefficients of $p$ and $d$ are real, we have $p^{\sharp}(s)=p(-s)$ and $d^{\sharp}(s)=d(-s)$. Moreover, we also assume that $p(-s) p(s)$ and $d(-s) d(s)$ have no common zeros, $Q$ is the stabilizing solution to the algebraic Riccati equation in (12.104) and $R=r>0$. Then we claim that $\{A, B, K, I\}$ is a minimal realization of $\boldsymbol{\Theta}$. Because $\boldsymbol{\Theta}$ and $\boldsymbol{\Theta}^{-1}$ have the same McMillan degree, it follows that $\{A-B K, B,-K, I\}$ is a minimal realization of $\Theta^{-1}$. In particular, the eigenvalues of $A-B K$ are precisely the zeros of $\Theta$, including their multiplicity; see Proposition 7.1.3. Furthermore, the McMillan degree of $1 / \Theta$ equals the degree of the polynomial $d$. Hence, there are $\operatorname{deg} d$ zeros of $\Theta$, all of which are in the open left half plane.

To prove that $\{A$ on $\mathcal{X}, B, K, I\}$ is a minimal realization, notice that because $R=r$ is scalar valued, the factorization in (12.110) reduces to

$$
\begin{equation*}
\boldsymbol{\Theta}(-s) \boldsymbol{\Theta}(s)=1+\frac{\mathbf{G}(-s) \mathbf{G}(s)}{r}=\frac{r d(-s) d(s)+p(-s) p(s)}{r d(-s) d(s)} . \tag{12.123}
\end{equation*}
$$

Since $p(-s) p(s)$ and $d(-s) d(s)$ have no common zeros, the polynomials $r d(-s) d(s)$ and $r d(-s) d(s)+p(-s) p(s)$ have no common zeros. Now let us proceed by contradiction. If $\{A, B, K, I\}$ is not observable, then $\Theta=a / b$ where $a$ and $b$ are polynomials and $\operatorname{deg} b<$ $\operatorname{deg} d=\operatorname{dim} \mathcal{X}$. Substituting this into (12.123) shows that we must have cancellation between the zeros of $r d(-s) d(s)$ and $r d(-s) d(s)+p(-s) p(s)$. This contradicts the fact that $p(-s) p(s)$ and $d(-s) d(s)$ have no common zeros. Therefore, $\{A, B, K, I\}$ is controllable and observable. Since $\Theta$ and $1 / \Theta$ have the same McMillan degree, it also follows that $\{A-B K, B,-K, I\}$ is a controllable and observable realization of $1 / \Theta$.

As before, assume that $p(-s) p(s)$ and $d(-s) d(s)$ are co-prime. Then $1+\mathbf{G}(-s) \mathbf{G}(s) / r$ and $r d(-s) d(s)+p(-s) p(s)$ have the same zeros. Moreover, these zeros are symmetric about the imaginary axis. Because $r d(-s) d(s)+p(-s) p(s)$ is a polynomial of degree $2 \operatorname{deg} d$, we see that $1+\mathbf{G}(-s) \mathbf{G}(s) / r$ has $2 \operatorname{deg} d$ zeros and these zeros are symmetric about the imaginary axis. Therefore, the zeros of $1+\mathbf{G}(-s) \mathbf{G}(s) / r$ in the open left half plane are precisely the eigenvalues of $A-B K$.

### 12.11 Notes

All the results in this section are classical and date back to Kalman [70]. The linear quadratic regulator problem plays a fundamental role in systems and control. For some further results on linear quadratic methods and control theory see Anderson-Moore [4, 6], KwakernaakSivan [77], and Dorato-Abdallah-Cerone [36]. The linear quadratic regulator problem is an important problem in optimal control theory; see Athans-Falb [7], Berkovitz [15], BrysonHo [22], and Lee-Markus [80]. For some results on game theory and optimal control see Basar-Bernhard [13]. There are many different ways to derive the two point boundary value problem in (12.34). For example one can use the calculus of variations or the maximum principle in optimal control theory; see, for example, Leitmann [81]. Here operator methods were used to derive the two point boundary value problem. Operator techniques have been widely used to solve the linear quadratic regulator problem and many other problems in control theory; see Balakrishnan [8], Fuhrmann [47], Naylor-Sell [93], Luenberger [85] and Porter [100]. Finally, it is noted that linear quadratic methods also play a basic role in $H^{\infty}$ control theory; see Green-Limebeer [57], Mustafa-Glover [92] and Zhou-Doyle-Glover [131]. For some numerical procedures to solve the algebraic Riccati equation see Arnold-Laub [3] and Van Dooren [121].

## Chapter 13

## The Hamiltonian Matrix and Riccati Equations

Associated with any Riccati equation is a matrix called the Hamiltonian matrix. In this chapter we present elementary properties of Hamiltonian matrices. We show how one can compute the stabilizing solution to an algebraic Riccati equation by using the Hamiltonian matrix associated with that equation. We also show how one can compute a solution to a Riccati differential equation from the state transition matrix of the associated Hamiltonian matrix. To this end, consider the algebraic Riccati equation

$$
\begin{equation*}
A^{*} Q+Q A+Q R Q+S=0 \tag{13.1}
\end{equation*}
$$

where $A, R$ and $S$ are operators on a finite dimensional space $\mathcal{X}$ with $S$ and $R$ self-adjoint. When $S=C^{*} C$ and $R=-B B^{*}$, this equation is the same as the algebraic Riccati equation (12.87) encountered in the linear quadratic regulator problem. We are considering a more general Riccati equation here because the results of this chapter are also useful in the later chapters on $H^{\infty}$ analysis and control. The Hamiltonian matrix associated with the algebraic Riccati equation in (13.1) is given by

$$
H=\left[\begin{array}{rr}
A & R  \tag{13.2}\\
-S & -A^{*}
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right] .
$$

### 13.1 The Hamiltonian matrix and stabilizing solutions

We say that $Q$ is a stabilizing solution to the algebraic Riccati equation in (13.1) if $Q$ is an operator on $\mathcal{X}$ satisfying (13.1) and $A+R Q$ is stable. As expected, if there exists a stabilizing solution $Q$, then it is self-adjoint and is the only stabilizing solution. To see that a stabilizing solution $Q$ is self-adjoint, use the Riccati equation to obtain

$$
\left(Q^{*}-Q\right)(A+R Q)=Q^{*} A+Q^{*} R Q-Q A-Q R Q=Q^{*} A+Q^{*} R Q+A^{*} Q+S
$$

Since the operator on right-hand-side of the second equality is self-adjoint, it follows that $\tilde{Q} A_{c}$ is self-adjoint where $\tilde{Q}=Q^{*}-Q$ and $A_{c}=A+R Q$; thus $\tilde{Q} A_{c}=A_{c}^{*} \tilde{Q}^{*}$. Since $\tilde{Q}^{*}=-\tilde{Q}$, we obtain the Lyapunov equation $\tilde{Q} A_{c}+A_{c}^{*} \hat{Q}=0$. Because $A_{c}$ is stable, the Lyapunov equation has only one solution, namely $\tilde{Q}=0$; hence $Q^{*}=Q$.

To see that the stabilizing solution is unique, consider any two stabilizing solutions $Q_{1}$ and $Q_{2}$ and now let $\tilde{Q}=Q_{2}-Q_{1}$. With $\Lambda_{1}=A+R Q_{1}$ and $\Lambda_{2}=A+R Q_{2}$, we obtain

$$
\begin{aligned}
\tilde{Q} \Lambda_{1}+\Lambda_{2}^{*} \tilde{Q} & =\left(Q_{2}-Q_{1}\right)\left(A+R Q_{1}\right)+\left(A+R Q_{2}\right)^{*}\left(Q_{2}-Q_{1}\right) \\
& =Q_{2} A+A^{*} Q_{2}+Q_{2} R Q_{2}-Q_{1} A-A^{*} Q_{1}-Q_{1} R Q_{1} \\
& =S-S=0
\end{aligned}
$$

Because $\Lambda_{1}$ and $\Lambda_{2}$ are both stable, $\tilde{Q}=0$, that is, $Q_{2}=Q_{1}$ and the stabilizing solution is unique.

Recall that the Hamiltonian matrix associated with the algebraic Riccati equation in (13.1) is given by (13.2). If we rearrange the Riccati equation (13.1) as

$$
-S-A^{*} Q=Q(A+R Q)
$$

and let $A_{c}=A+R Q$, then the Riccati equation is equivalent to

$$
\begin{aligned}
A+R Q & =A_{c} \\
-S-A^{*} Q & =Q A_{c}
\end{aligned}
$$

or

$$
H\left[\begin{array}{c}
I  \tag{13.3}\\
Q
\end{array}\right]=\left[\begin{array}{c}
I \\
Q
\end{array}\right] A_{c} .
$$

Thus $Q$ is a stabilizing solution of the Riccati equation (13.1) if and only if $[I Q]^{t r}$ satisfies (13.3) where $A_{c}$ is stable. In this case, $A_{c}=A+R Q$. Since the operator $[I Q]^{t r}$ is one to one, our new equivalent condition for a stabilizing $Q$ is equivalent to the requirement that the range $\mathcal{R}$ of $[I Q]^{t r}$ is invariant for $H$ and the restriction of $H$ to this subspace is stable. In particular, the restriction of $H$ to $\mathcal{R}$ is similar to $A+R Q$.

Consider now any invertible operator $X$ which maps onto $\mathcal{X}$. Then, postmultiplying (13.3) by X, we obtain

$$
\begin{equation*}
H \Gamma=\Gamma \Lambda \tag{13.4}
\end{equation*}
$$

where $\Gamma=[X Y]^{t r}$ with $Y=Q X$ and $\Lambda$ is the stable operator given by $\Lambda=X^{-1} A_{c} X$. Thus, we can say that if the Riccati equation has a stabilizing solution, then there exists an operator $\Gamma=[X Y]^{t r}$ mapping into $\mathcal{X} \oplus \mathcal{X}$ with $X$ invertible such that (13.4) holds for some stable operator $\Lambda$. To demonstrate the converse, suppose there is an operator $\Gamma=\left[\begin{array}{ll}X & Y\end{array}\right]^{t r}$ mapping into $\mathcal{X} \oplus \mathcal{X}$ with $X$ invertible such that (13.4) holds with $\Lambda$ stable. Postmultiplying (13.4) by $X^{-1}$, we see that (13.3) holds with $Q=Y X^{-1}$ and $A_{c}=X \Lambda X^{-1}$. Thus $Q$ is a stabilizing solution to the Riccati equation (13.1) and $A+R Q=X \Lambda X^{-1}$. So $A+R Q$ and $\Lambda$ are similar and have the same characteristic polynomial. We have just demonstrated the following result.

Lemma 13.1.1 The algebraic Riccati equation (13.1) has a stabilizing solution if and only if there exists an operator $\Gamma=[X Y]^{t r}$ mapping into $\mathcal{X} \oplus \mathcal{X}$ with $X$ invertible such that (13.4) holds for some stable operator $\Lambda$. In this case, the stabilizing solution is uniquely given by

$$
\begin{equation*}
Q=Y X^{-1} \tag{13.5}
\end{equation*}
$$

and $A+R Q$ is similar to $\Lambda$.

Note that when (13.3) holds and $\Gamma=[X Y]^{\text {tr }}$ with $X$ invertible, then $\Gamma$ is one to one with rank $n$ where $n=\operatorname{dim}[\mathcal{X}]$. Our next step is to characterize all the one to one operators of rank $n$ which satisfy (13.4) for some stable $\Lambda$. Before carrying out this step we make some observations.

Suppose that $Q$ is any self-adjoint solution to the algebraic Riccati equation in (13.1) and let $W$ be the invertible block matrix defined by

$$
W=\left[\begin{array}{ll}
I & 0  \tag{13.6}\\
Q & I
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right] .
$$

Notice that the inverse of $W$ is given by replacing $Q$ by $-Q$ in the definition of $W$. A simple calculation shows that

$$
W^{-1} H W=\left[\begin{array}{cc}
A+R Q & R  \tag{13.7}\\
0 & -(A+R Q)^{*}
\end{array}\right]
$$

Recall that if $F$ is any operator valued rational function, then $\left(F^{\sharp}\right)(s)=F(-\bar{s})^{*}$. We now note that, if $p$ is the characteristic polynomial of an operator $M$ on a space of finite dimension $n$, then $(-1)^{n} p^{\sharp}$ is the characteristic polynomial of $-M^{*}$. This can be shown as follows:

$$
\operatorname{det}\left[s I+M^{*}\right]=(-1)^{n} \operatorname{det}[-\bar{s} I-M]^{*}=(-1)^{n} p(-\bar{s})^{*}=(-1)^{n} p^{\sharp}(s)
$$

It now follows from (13.7) that

$$
\begin{equation*}
\operatorname{det}[s I-H]=(-1)^{n} \Delta(s) \Delta^{\sharp}(s) \tag{13.8}
\end{equation*}
$$

where $\Delta$ is the characteristic polynomial of $A+R Q$.
From (13.8), we see that if the algebraic Riccati equation admits a stabilizing solution, then the corresponding Hamiltonian matrix does not have any eigenvalues on the imaginary axis. However, the converse is not necessarily true. For example, if $A=1, S=2$ and $R=0$, then one and minus one are the eigenvalues of $H$. In this case, the only solution to the algebraic Riccati equation is $Q=-1$. Obviously, $1=A+R Q$ is not stable.

It now follows from Lemma 13.1.1 that if there exists an operator $\Gamma=[X Y]^{\text {tr }}$ with $X$ invertible such that (13.4) holds for some stable operator $\Lambda$, then $\operatorname{det}[s I-H]=(-1)^{n} \Delta(s) \Delta^{\sharp}(s)$ where $\Delta$ is the characteristic polynomial of $\Lambda$; hence $H$ has no imaginary eigenvalues. Shortly, we will see that if $H$ has no imaginary eigenvalues, then there is a one to one operator $\Gamma=$ $\left[\begin{array}{ll}X & Y\end{array}\right]^{t r}$ such that (13.4) holds for some stable operator $\Lambda$ and $\operatorname{det}[s I-H]=(-1)^{n} \Delta(s) \Delta^{\sharp}(s)$ where $\Delta(s)=\operatorname{det}[s I-\Lambda]$. However $X$ may not be invertible.

Consider now any Hamiltonian matrix $H$ of the form (13.2) where $R$ and $S$ are self-adjoint and let $J$ be the invertible operator defined by

$$
J=\left[\begin{array}{rr}
0 & -I  \tag{13.9}\\
I & 0
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right] .
$$

Notice that $J^{-1}=J^{*}=-J$. A simple calculation shows that

$$
J H=\left[\begin{array}{ll}
S & A^{*} \\
A & R
\end{array}\right]
$$

is self-adjoint; hence, $J H=H^{*} J^{*}=-H^{*} J$. Thus, the operators $-H^{*}$ and $H$ are similar and have the same characteristic polynomial; hence the characteristic polynomial $\Delta_{H}$ of $H$ must satisfy

$$
\begin{equation*}
\Delta_{H}^{\sharp}=\Delta_{H} \tag{13.10}
\end{equation*}
$$

This implies that a scalar $\lambda$ is a zero of $\Delta_{H}$ with multiplicity $m$ if and only if $-\bar{\lambda}$ is a zero of $\Delta_{H}$ with multiplicity $m$. Thus, $\lambda$ is an eigenvalue of $H$, if and only if $-\bar{\lambda}$ is also an eigenvalue of $H$.

Now assume that the Hamiltonian matrix does not have any eigenvalues on the imaginary axis, that is, $\Delta_{H}$ has no imaginary zeros. Let $\Delta$ be the unique monic polynomial whose zeros (multiplicities included) are the stable (negative real part) zeros of $\Delta_{H}$. Then $\Delta$ must be of degree $n$ and $\Delta_{H}=(-1)^{n} \Delta \Delta^{\sharp}$ where $n$ is the dimension of $\mathcal{X}$. Consider now the invariant subspace $\mathcal{R}=\operatorname{ker} \Delta(H)$ for $H$. We call this the stable subspace associated with $H$. We claim that it has dimension $n$. To see this, we use the relationship $J H=-H^{*} J$ to obtain

$$
J \Delta(H)=\Delta\left(-H^{*}\right) J=\Delta^{\sharp}(H)^{*} J
$$

It now follows that $\operatorname{ker} \Delta(H)$ and $\operatorname{ker} \Delta^{\sharp}(H)$ have the same dimension. Since the polynomials $\Delta$ and $\Delta^{\sharp}$ have no common zeros and $\Delta(H) \Delta(H)^{\sharp}=(-1)^{n} \Delta_{H}(H)=0$, it follows from Lemma 13.1.6 at the end of this section that $\operatorname{dim}[\operatorname{ker} \Delta(H)]=n$. We have just demonstrated the following result.

Lemma 13.1.2 Let $H$ be the Hamiltonian matrix in (13.2) where $R$ and $S$ are self-adjoint operators on a finite dimensional space $\mathcal{X}$ of dimension $n$ and assume that $H$ has no imaginary eigenvalues. Then,

$$
\begin{equation*}
\operatorname{det}[s I-H]=(-1)^{n} \Delta(s) \Delta^{\sharp}(s) \tag{13.11}
\end{equation*}
$$

where $\Delta$ is a stable monic polynomial of degree $n$. Moreover the dimension of $\operatorname{ker} \Delta(H)$ is $n$.

The above result allows us to characterize all the one to one maps of rank $n$ which satisfy (13.4) with $\Lambda$ stable. To see this, suppose $H$ is a Hamiltonian matrix with no imaginary eigenvalues. Let $\Gamma$ be any one to one map whose range equals the kernel of $\Delta(H)$ where $\Delta$ is the monic polynomial whose zeros (multiplicities included) are the stable (negative real part) zeros of $\Delta_{H}$. Then, according to the above lemma, the rank of $\Gamma$ is $n$. Since ker $\Delta(H)$ is invariant for $H$, there is an operator $\Lambda$ such that $H \Gamma=\Gamma \Lambda$. (In fact, $\Lambda=\left(\Gamma^{*} \Gamma\right)^{-1} \Gamma^{*} H \Gamma$.) It now follows that $\Delta(H) \Gamma=\Gamma \Delta(\Lambda)$. Because the range of $\Gamma$ equals the kernel of $\Delta(H)$, we obtain that $\Gamma \Delta(\Lambda)=0$. Since $\Gamma$ is one to one, we must have $\Delta(\Lambda)=0$. Recalling that $\Delta$ is a stable polynomial we conclude that $\Lambda$ is stable.

Now suppose that $\Gamma$ is any one to one map of rank $n$ which satisfies (13.4) for some stable $\Lambda$. Then the range of $\Gamma$ is an invariant subspace for $H$ and the restriction of $H$ to the range of $\Gamma$ is similar to $\Lambda$. Thus $H$ is similar to a matrix of the form

$$
\left[\begin{array}{cc}
\Lambda & * \\
0 & \Lambda_{2}
\end{array}\right]
$$

Hence $\Delta_{H}(s)=\operatorname{det}[s I-H]=d(s) d_{2}(s)$ where $d$ and $d_{2}$ are the characteristic polynomials of $\Lambda$ and $\Lambda_{2}$ respectively. Recall that if $\lambda$ is a zero of multiplicity $m$ of $\Delta_{H}$, then $-\bar{\lambda}$ is
also a zero of multiplicity $m$ of $\Delta_{H}$. Since $d$ divides $\Delta_{H}$ and $d$ is a monic polynomial whose roots have negative real parts, it follows that $(-1)^{n} d^{\sharp}$ (the monic polynomial whose roots are precisely the negative of the roots of $d$ ) also divides $\Delta_{H}$. Since $d$ and $d^{\sharp}$ are monic polynomials of order $n$ which divide $\Delta_{H}$ and $\Delta_{H}$ is a monic polynomial of order $2 n$, we must have $\Delta_{H}=(-1)^{n} d d^{\sharp}$. Thus det $[s I-H]=(-1)^{n} d(s) d^{\sharp}(s)$. Hence $H$ has no imaginary eigenvalues. Since $d(H) \Gamma=\Gamma d(\Lambda)=0$ and $\operatorname{dim}[\operatorname{ker} d(H)]=n$, the range of $\Gamma$ equals the kernel of $d(H)$. The above analysis leads to the following result.

Lemma 13.1.3 Let $H$ be the Hamiltonian matrix in (13.2) where $R$ and $S$ are self-adjoint operators on a space $\mathcal{X}$ of finite dimension $n$. Then there exists a one to one operator $\Gamma$ of rank $n$ satisfying $H \Gamma=\Gamma \Lambda$ for some stable $\Lambda$ if and only if $H$ has no imaginary eigenvalues. In this case, let $\Delta$ be the unique monic polynomial whose zeros are the stable (negative real part) zeros (including multiplicity) of the characteristic polynomial of $H$. Then $\Gamma$ is a one to one operator of rank $n$ satisfying (13.4) for some stable $\Lambda$ if and only if $\Gamma$ is a one to one operator whose range equals the kernel of $\Delta(H)$. Moreover, $\operatorname{det}[s I-\Lambda]=\Delta(s)$.

Note that if $\Gamma$ and $\Gamma_{2}$ are any two operators which are one to one and have the same range, then there is an invertible operator $M$ such that $\Gamma_{2}=\Gamma M$; in fact, $M=\left(\Gamma^{*} \Gamma\right)^{-1} \Gamma^{*} \Gamma_{2}$. Hence, we have the following corollary.

Corollary 13.1.4 Let $H$ be the Hamiltonian matrix in (13.2) where $R$ and $S$ are self-adjoint operators on a space $\mathcal{X}$ of finite dimension $n$. Then there exists a one to one operator $\Gamma$ of rank $n$ satisfying (13.4) for some stable $\Lambda$ if and only if $H$ has no imaginary eigenvalues. Moreover, $\Gamma$ is unique up to a similarity transformation on the right, that is, if $H \Gamma_{2}=\Gamma_{2} \Lambda_{2}$ where $\Gamma_{2}$ is one to one with rank $n$ and $\Lambda_{2}$ is stable, then there exists an invertible operator $M$ such that $\Gamma_{2}=\Gamma M$ and $\Lambda_{2}=M^{-1} \Lambda M$.

By combining the preceding results of this section, we arrive at the following result.
Theorem 13.1.5 Let $R$ and $S$ be self-adjoint operators on a space $\mathcal{X}$ of finite dimension $n$. Then the algebraic Riccati equation in (13.1) admits a stabilizing solution if and only if the following two conditions hold.
(i) The corresponding Hamiltonian matrix $H$ has no imaginary eigenvalues.
(ii) If $\Gamma=[X Y]^{t r}$ is any one to one operator of rank $n$ satisfying

$$
\begin{equation*}
H \Gamma=\Gamma \Lambda \tag{13.12}
\end{equation*}
$$

where $\Lambda$ is a stable operator, then $X$ is invertible.
In this case, the unique stabilizing solution to the algebraic Riccati equation in (13.1) is given by

$$
\begin{equation*}
Q=Y X^{-1} \tag{13.13}
\end{equation*}
$$

Moreover $A+R Q$ is similar to $\Lambda$ and the characteristic polynomial $\Delta$ of $A+R Q$ satisfies

$$
\begin{equation*}
\Delta \Delta^{\sharp}=(-1)^{n} \Delta_{H} \tag{13.14}
\end{equation*}
$$

where $\Delta_{H}$ is the characteristic polynomial of $H$.

Proof. Suppose the algebraic Riccati equation admits a stabilizing solution $Q$. We have already shown that the corresponding Hamiltonian matrix $H$ has no imaginary eigenvalues and $\Gamma=[I Q]^{t r}$ satisfies (13.12) with $\Lambda=A+R Q$. Clearly $\Gamma$ is a one to one operator of rank $n$. Because the one to one operators $\Gamma$ of rank $n$ which satisfy (13.12) for a stable $\Lambda$ are unique up to a similarity transformation on the right, Part (ii) holds; see Corollary 13.1.4.

On the other hand, suppose the conditions in (i) and (ii) hold. It follows from Lemma 13.1.3 that there exists a one to one operator $\Gamma=[X Y]^{t r}$ of rank $n$ which satisfies (13.12). Since $X$ is invertible it follows from Lemma 13.1.1 that $Q=Y X^{-1}$ is a stabilizing solution to the algebraic Riccati equation; also $A+R Q$ is similar to $\Lambda$.

### 13.1.1 Computation of the stabilizing solution

The Schur decomposition provides a numerically efficient method to compute a one to one operator $\Gamma$ of rank $n$ satisfying $H \Gamma=\Gamma \Lambda$ where $\Lambda$ is a stable operator. Suppose that the Hamiltonian matrix $H$ has no eigenvalues on the imaginary axis. Then, $\operatorname{det}[s I-H]=$ $(-1) \Delta(s) \Delta^{\sharp}(s)$ where $\Delta$ is a stable monic polynomial of order $n$. According to the Schur decomposition, $H$ is unitarily equivalent to an upper triangular matrix of the form

$$
\left[\begin{array}{cc}
\Lambda & * \\
0 & \Lambda_{2}
\end{array}\right]
$$

where $\operatorname{det}[s I-\Lambda]=\Delta(s)$ and $\operatorname{det}\left[s I-\Lambda_{2}\right]=(-1)^{n} \Delta^{\sharp}(s)$. Thus, $\Lambda$ is a stable operator and

$$
H\left[\begin{array}{cc}
X & U  \tag{13.15}\\
Y & V
\end{array}\right]=\left[\begin{array}{cc}
X & U \\
Y & V
\end{array}\right]\left[\begin{array}{cc}
\Lambda & * \\
0 & \Lambda_{22}
\end{array}\right]
$$

All these matrices are block matrices on $\mathcal{X} \oplus \mathcal{X}$. The $2 \times 2$ block matrix $N$ consisting of the operators $X, Y, U, V$ is unitary, that is, $N^{*} N=I$. Hence, $[X Y]^{t r}$ is one to one and of rank $n$. Finally, if $X$ is invertible, then $Y X^{-1}$ is the unique stabilizing solution to the algebraic Riccati equation

For completeness let us note that one can also use the generalized eigenvectors corresponding to the stable eigenvalues of $H$ to compute $\Gamma$. In this case, $\Gamma$ is the operator from $\mathbb{C}^{n}$ into $\mathcal{X} \oplus \mathcal{X}$ consisting of the eigenvectors and generalized eigenvectors for the stable eigenvalues of $H$ and $\Lambda$ is simply the corresponding Jordan matrix. If the eigenvalues of $H$ are distinct, then $\Gamma$ is the operator from $\mathbb{C}^{n}$ into $\mathcal{X} \oplus \mathcal{X}$ consisting of the eigenvectors corresponding the stable eigenvalues of $H$ and $\Lambda$ is the diagonal matrix on $\mathbb{C}^{n}$ consisting of the stable eigenvalues of $H$.

Lemma 13.1.6 Suppose $H$ is an operator on a finite dimensional space $\mathcal{X}$ and $a$ and $b$ are two polynomials with no common zeros which satisfy

$$
a(H) b(H)=0
$$

Then every vector $x$ in $\mathcal{X}$ can be uniquely expressed as $x=u+v$ where $u$ is in $\operatorname{ker} a(H)$ and $v$ is in $\operatorname{ker} b(H)$.

Proof. First we show that $\operatorname{ker} a(H)$ and $\operatorname{ker} b(H)$ are invariant for $H$. To see this, consider any vector $v$ in ker $a(H)$. Then $a(H) H v=H a(H) v=0$; hence $H v$ is in ker $a(H)$. It now follows that $\operatorname{ker} a(H)$ is an invariant subspace for $H$. Similarly for ker $b(H)$. Thus, the intersection of ker $a(H)$ and $\operatorname{ker} b(H)$ is an invariant subspace for $H$.

We now claim that the intersection of $\operatorname{ker} a(H)$ and $\operatorname{ker} b(H)$ contain only the zero vector. Suppose, on the contrary, that the above intersection contains a nonzero vector. Since this intersection is invariant for $H$, it contains an eigenvector $v$ for $H$. Thus, $v \neq 0$ and $H v=\lambda v$ for some eigenvalue $\lambda$ of $H$; also $a(H) v=0$ and $b(H) v=0$. Since $v$ is an eigenvector of $H$ corresponding to eigenvalue $\lambda$, we have $a(\lambda) v=a(H) v=0$ and $b(\lambda) v=b(H) v=0$. Since $v$ is nonzero, it follows that $\lambda$ is a zero of both the polynomials $a$ and $b$. This contradicts the hypothesis that $a$ and $b$ have no common zeros. Hence, the intersection of $\operatorname{ker} a(H)$ and ker $b(H)$ contains only the zero vector.

Since $a(H) b(H)=0$, it follows that $\operatorname{ran} b(H)$ is contained in $\operatorname{ker} a(H)$. Hence,

$$
\operatorname{dim}[\operatorname{ker} a(H)] \geq \operatorname{dim}[\operatorname{ran} b(H)]=n-\operatorname{dim}[\operatorname{ker} b(H)]
$$

where $n$ is the dimension of $\mathcal{X}$. This yields $\operatorname{dim}[\operatorname{ker} a(H)]+\operatorname{dim}[\operatorname{ker} b(H)] \geq n$. Since $\operatorname{ker} a(H)$ and $\operatorname{ker} b(H)$ are subspaces of $\mathcal{X}$ which only intersect at zero, it follows that $\operatorname{dim}[\operatorname{ker} a(H)]+$ $\operatorname{dim}[\operatorname{ker} b(H)] \leq n$. Hence, $\operatorname{dim}[\operatorname{ker} a(H)]+\operatorname{dim}[\operatorname{ker} b(H)]=n$. It now follows that every vector $x$ is $\mathcal{X}$ can be uniquely expressed as $x=u+v$ where $u$ is in ker $a(H)$ and $v$ is in ker $b(H)$.

### 13.2 Characteristic polynomial of the Hamiltonian matrix

The following result presents an expression for the characteristic polynomial of the Hamiltonian matrix $H$ in (13.2).

Theorem 13.2.1 Let $R$ and $S$ be self-adjoint operators on a space $\mathcal{X}$ of finite dimension $n$. Then the characteristic polynomial $\Delta_{H}$ for the Hamiltonian matrix in (13.2) is given by

$$
\begin{equation*}
\Delta_{H}=(-1)^{n} d d^{\sharp} \operatorname{det}\left[I-\Phi R \Phi^{\sharp} S\right] \tag{13.16}
\end{equation*}
$$

where $d$ is the characteristic polynomial for $A$ and $\Phi(s)=(s I-A)^{-1}$.
Proof. If $M_{i j}$ for $i, j=1,2$ are all operators on $\mathcal{X}$ and $M_{22}$ is invertible, then a simple calculation shows that

$$
M=\left[\begin{array}{ll}
M_{11} & M_{12}  \tag{13.17}\\
M_{21} & M_{22}
\end{array}\right]=\left[\begin{array}{cc}
I & M_{12} M_{22}^{-1} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
M_{11}-M_{12} M_{22}^{-1} M_{21} & 0 \\
0 & M_{22}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
M_{22}^{-1} M_{21} & I
\end{array}\right] .
$$

Recall that $M_{11}-M_{12} M_{22}^{-1} M_{21}$ is a Schur complement for $M$. In particular, this shows that

$$
\begin{equation*}
\operatorname{det}[M]=\operatorname{det}\left[M_{22}\right] \operatorname{det}\left[M_{11}-M_{12} M_{22}^{-1} M_{21}\right] \tag{13.18}
\end{equation*}
$$

Since

$$
s I-H=\left[\begin{array}{cc}
s I-A & -R  \tag{13.19}\\
S & s I+A^{*}
\end{array}\right]
$$

we obtain

$$
\begin{aligned}
\operatorname{det}[s I-H] & =\operatorname{det}\left[s I+A^{*}\right] \operatorname{det}\left[s I-A+R\left(s I+A^{*}\right)^{-1} S\right] \\
& =\operatorname{det}[s I-A] \operatorname{det}\left[s I+A^{*}\right] \operatorname{det}\left[I+(s I-A)^{-1} R\left(s I+A^{*}\right)^{-1} S\right]
\end{aligned}
$$

Since $\Phi(s)=(s I-A)^{-1}$ and $d(s)=\operatorname{det}[s I-A]$ it follows that $\left(s I+A^{*}\right)^{-1}=-\Phi^{\sharp}(s)$ and $\operatorname{det}\left[s I+A^{*}\right]=(-1)^{n} d^{\sharp}(s)$. This yields (13.16).

The expression for the characteristic polynomial for $H$ in (13.16) also shows that $\Delta_{H}=$ $\Delta_{H}^{\#}$ where $\Delta_{H}$ is the characteristic polynomial for $H$. Equations (13.8) and (13.16) readily yield the following result.

Corollary 13.2.2 Let $R$ and $S$ be self-adjoint operators on a space $\mathcal{X}$ of finite dimension $n$. Suppose that $Q$ is any self-adjoint solution to the algebraic Riccati equation in (13.1) and $\Delta$ is the characteristic polynomial for $A+R Q$. Then

$$
\begin{equation*}
\Delta \Delta^{\sharp}=d d^{\sharp} \operatorname{det}\left[I-\Phi R \Phi^{\sharp} S\right] \tag{13.20}
\end{equation*}
$$

where $d$ is the characteristic polynomial for $A$ and $\Phi(s)=(s I-A)^{-1}$.

### 13.3 Some special cases

We have seen that if the Riccati equation has a stabilizing solution, then the pair $\{A, R\}$ is stabilizable and the corresponding Hamiltonian matrix has no imaginary eigenvalues. The next result states that the converse is also true when $R$ is positive ( $R \geq 0$ ) or negative ( $R \leq 0$ ).
Theorem 13.3.1 Let $R$ and $S$ be self-adjoint operators on a space $\mathcal{X}$ of finite dimension with $R$ positive or negative. Then the algebraic Riccati equation in (13.1) admits a stabilizing solution if and only if the pair $\{A, R\}$ is stabilizable and the corresponding Hamiltonian matrix $H$ in (13.2) has no imaginary eigenvalues.

Proof. Suppose that the Riccati equation in (13.1) has a stabilizing solution $Q$. By definition of a stabilizing solution, $A+R Q$ is stable; hence $\{A, R\}$ is a stabilizable pair. We have already seen that the Hamiltonian matrix $H$ has no imaginary eigenvalues when the Riccati equation has a stabilizing solution.

To complete the proof, assume that the pair $\{A, R\}$ is stabilizable and $H$ has no imaginary eigenvalues. It now follows from Lemma 13.1.3 that there is a one to one operator $\Gamma=\left[\begin{array}{l}X \\ Y\end{array}\right]^{t r}$ of rank $n$ such that $H \Gamma=\Gamma \Lambda$ for some stable operator $\Lambda$ where $n$ is the dimension of $\mathcal{X}$. Thus, $X$ and $Y$ satisfy

$$
\begin{align*}
A X+R Y & =X \Lambda  \tag{13.21a}\\
-S X-A^{*} Y & =Y \Lambda \tag{13.21b}
\end{align*}
$$

where $\Lambda$ is a stable operator. We first demonstrate that the operator $Y^{*} X$ is self-adjoint. To see this, premultiply equations (13.21a) and (13.21b) by $Y^{*}$ and $-X^{*}$, respectively, and add the resulting equations to obtain

$$
Y^{*} A X+X^{*} A^{*} Y+Y^{*} R Y+X^{*} S X=\left(Y^{*} X-X^{*} Y\right) \Lambda
$$

Since the left hand side of this equation defines a self-adjoint operator it follows that ( $Y^{*} X-$ $\left.X^{*} Y\right) \Lambda$ is a self-adjoint operator. If we set $Z=Y^{*} X-X^{*} Y$, then $\Lambda^{*} Z^{*}=Z \Lambda$. Since $Z^{*}=-Z$, we obtain the Lyapunov equation $Z \Lambda+\Lambda^{*} Z=0$. Because $\Lambda$ is stable, $Z=0$ is the only solution to this Lyapunov equation. Thus, $Y^{*} X=X^{*} Y$ and $Y^{*} X$ is a self-adjoint operator. As a consequence, we also obtain that $X$ and $Y$ satisfy

$$
\begin{equation*}
Y^{*} A X+X^{*} A^{*} Y+Y^{*} R Y+X^{*} S X=0 \tag{13.22}
\end{equation*}
$$

Now let us show that $X$ is invertible. Because $\mathcal{X}$ is finite dimensional, it is sufficient to show that $X$ is one to one. So, suppose that $X v=0$ for some vector $v$. By consulting (13.22) we see that

$$
X^{*} A^{*} Y v+Y^{*} R Y v=0
$$

This implies that $(R Y v, Y v)=\left(Y^{*} R Y v, v\right)=-\left(X^{*} A^{*} Y v, v\right)=-\left(A^{*} Y v, X v\right)=0$. Because $R$ is either positive or negative, $R Y v=0$. It now follows from (13.21a) that $X \Lambda v=0$. In other words, the kernel of $X$ is an invariant subspace for $\Lambda$. Suppose, on the contrary, that the kernel of $X$ is nonzero. Then there is an eigenvector $v$ for $\Lambda$ in the kernel of $X$ with eigenvalue $\lambda$, that is, $\Lambda v=\lambda v$ and $X v=0$. By employing (13.21), we obtain $R Y v=\lambda X v=0$ and $-A^{*} Y v=\lambda Y v$. Hence, $\left(-\lambda I-A^{*}\right) Y v=0$ and $R Y v=0$. Since $\lambda$ is a stable eigenvalue of $\Lambda$ and by hypothesis, the pair $\left\{R, A^{*}\right\}$ is detectable it follows that $-\lambda$ is not an unobservable eigenvalue of the pair $\left\{R, A^{*}\right\}$. Using the PBH observability test we must have $Y v=0$. Because $X v$ is zero and $[X Y]^{t r}$ is one to one, $v$ equals zero. This contradicts $v$ being an eigenvector, and hence, nonzero. Therefore, $X$ is one to one and invertible. Since $X$ is invertible, it now follows from Lemma 13.1.1 that $Q=Y X^{-1}$ is a stabilizing solution to the algebraic Riccati equation in (13.1).

Lemma 13.3.2 Let $R$ and $S$ be operators on a space $\mathcal{X}$ of finite dimension with $R$ negative and $S$ positive. Then an imaginary number $\lambda$ is an eigenvalue of the Hamiltonian matrix in (13.2) if and only if $\lambda$ is either an uncontrollable eigenvalue of $\{A, R\}$ or an unobservable eigenvalue of $\{S, A\}$. Hence, $H$ has no imaginary eigenvalues if and only if the system $\{A, R, S, 0\}$ has no uncontrollable or unobservable eigenvalues on the imaginary axis.

Proof. If $\lambda$ is an unobservable eigenvalue of the pair $\{S, A\}$, then there is a nonzero vector $x$ in $\mathcal{X}$ such that $(A-\lambda I) v=0$ and $S v=0$. Letting $v=x \oplus 0$, we obtain $H v=\lambda v$; thus $\lambda$ is an eigenvalue of $H$. Hence, if $\lambda$ is an imaginary unobservable eigenvalue of the pair $\{S, A\}$, then $\lambda$ is an imaginary eigenvalue of the Hamiltonian matrix $H$.

If $\lambda$ is an uncontrollable eigenvalue of the pair $\{A, R\}$, then there is a nonzero vector $y$ in $\mathcal{X}$ such that $\left(A^{*}-\bar{\lambda} I\right) y=0$ and $R y=0$. Letting $v=0 \oplus y$, we obtain $H v=-\bar{\lambda} v$; hence $-\bar{\lambda}$ is an eigenvalue of $H$. Since $H$ has the property that $-\bar{\lambda}$ is an eigenvalue of $H$ if and only if $\lambda$ is an eigenvalue of $H$, we obtain that $\lambda$ is also an eigenvalue of $H$. Hence, if $\lambda$ is an imaginary uncontrollable eigenvalue of the pair $\{A, R\}$, then $\lambda$ is an imaginary eigenvalue of the Hamiltonian matrix $H$.

Now suppose that $H$ has an imaginary eigenvalue $\lambda$. Then there is a nonzero vector eigenvector $v=x \oplus y$ in $\mathcal{X} \oplus \mathcal{X}$ such that $H v=\lambda v$, that is,

$$
\begin{align*}
(-A+\lambda I) x & =R y  \tag{13.23a}\\
\left(-A^{*}-\lambda I\right) y & =S x \tag{13.23b}
\end{align*}
$$

By taking the appropriate inner products, we obtain

$$
(R y, y)=((-A+\lambda I) x, y)
$$

and

$$
(S x, x)=(x, S x)=\left(x,\left(-A^{*}-\lambda I\right) y\right)=((-A-\bar{\lambda} I) x, y)
$$

Since $\lambda$ is imaginary, we have $-\bar{\lambda}=\lambda$, and hence, $(R y, y)=(S x, x)$. Because $R$ is negative and $S$ is positive, we must have $(R y, y)=0$ and $(S x, x)=0$; hence $R y=0$ and $S x=0$. By consulting (13.23a), we see that $(A-\lambda I) x=0$ and $S x=0$. If $x$ is nonzero, then according to the PBH test for unobservable eigenvalues, $\lambda$ is an unobservable eigenvalue of $\{S, A\}$. If $x$ is zero, then $y$ must be nonzero and (13.23b) implies that ( $\left.A^{*}+\lambda I\right) y=0$ and $R y=0$. By the PBH test for uncontrollable eigenvalues, we obtain that $\lambda=-\bar{\lambda}$ is an uncontrollable eigenvalue of $\{A, R\}$. So we can conclude that, if $\lambda$ is an imaginary eigenvalue of $H$, then $\lambda$ is either an uncontrollable eigenvalue of $\{A, R\}$ or an unobservable eigenvalue of $\{S, A\}$.

If $R$ is negative, $S$ is positive and the algebraic Riccati equation in (13.1) admits a stabilizing solution $Q$, then $Q$ is positive. To see this simply rearrange the Riccati equation to obtain

$$
(A+R Q)^{*} Q+Q(A+R Q)+S-Q R Q=0
$$

Because $A_{c}=A+R Q$ is stable, we have

$$
\begin{equation*}
Q=\int_{0}^{\infty} e^{A_{c}^{*} \sigma}(S-Q R Q) e^{A_{c} \sigma} d \sigma \tag{13.24}
\end{equation*}
$$

Since $S-Q R Q$ is positive, this implies that $Q$ is positive. Furthermore, if the pair $\{S, A\}$ is observable, then this shows that $Q$ is strictly positive. If $R$ is positive and there exists a stabilizing solution $Q$, then $Q$ is not necessarily positive. For example, if $A=3, R=1$ and $S=8$, then $Q=-4$ is the stabilizing solution to the corresponding algebraic Riccati equation.

### 13.4 The linear quadratic regulator

Recall now the algebraic Riccati equation associated with the linear quadratic regulator problem, namely

$$
\begin{equation*}
A^{*} Q+Q A-Q B B^{*} Q+C^{*} C=0 \tag{13.25}
\end{equation*}
$$

Here the self-adjoint operators $R$ and $S$ are given by $R=-B B^{*}$ and $S=C^{*} C$ where $B$ maps $\mathcal{U}$ into $\mathcal{X}$ while $C$ maps $\mathcal{X}$ into $\mathcal{Y}$. Hence the corresponding Hamiltonian matrix is given by

$$
H=\left[\begin{array}{cc}
A & -B B^{*}  \tag{13.26}\\
-C^{*} C & -A^{*}
\end{array}\right]
$$

Assume that the pair $\{A, B\}$ is stabilizable. Since the pairs $\{A, B\}$ and $\{A, R\}$ have the same uncontrollable eigenvalues, it follows that $\{A, R\}$ is stabilizable and has no uncontrollable imaginary eigenvalues. Since $R$ is negative, it follows from Lemma 13.3.1 that the above algebraic Riccati equation has a stabilizing solution $Q$ if and only if $H$ has no imaginary eigenvalues.

Since the pairs $\{C, A\}$ and $\{S, A\}$ have the same unobservable eigenvalues and $R$ is negative while $S$ is positive, it follows from Lemma 13.3.2 that $H$ has no imaginary eigenvalues if and only if the pair $\{C, A\}$ has no unobservable eigenvalues on the imaginary axis. With these observations, the comments at the end of the last section and Theorem 13.1.5 we can deduce the following result.

Theorem 13.4.1 Consider a system $\{A$ on $\mathcal{X}, B, C, 0\}$ and assume that the pair $\{A, B\}$ is stabilizable. Then the following statements are equivalent.
(i) The pair $\{C, A\}$ has no imaginary unobservable eigenvalues.
(ii) The Hamiltonian matrix $H$ in (13.26) has no imaginary eigenvalues.
(iii) There exists a unique stabilizing solution $Q$ to the algebraic Riccati equation (13.25).

In this case, the unique stabilizing solution to the algebraic Riccati equation in (13.1) is given by

$$
\begin{equation*}
Q=Y X^{-1} \tag{13.27}
\end{equation*}
$$

where $\Gamma=[X Y]^{t r}$ is any one to one operator of rank $n=\operatorname{dim} \mathcal{X}$ satisfying

$$
\begin{equation*}
H \Gamma=\Gamma \Lambda \tag{13.28}
\end{equation*}
$$

with $\Lambda$ a stable operator. Moreover, the stabilizing solution $Q$ is positive. Finally, if the pair $\{C, A\}$ is observable, then $Q$ is strictly positive.

The above result is stronger than our previous result. Previously we showed that if the pair $\{A, B\}$ is stabilizable and the pair $\{C, A\}$ is detectable, then there exists a unique stabilizing solution to the algebraic Riccati equation in (13.25); see Lemma 12.7.2.

Let $\Delta_{H}$ be the characteristic polynomial for the Hamiltonian matrix $H$ given in (13.26). We now demonstrate that

$$
\begin{equation*}
\Delta_{H}=(-1)^{n} d d^{\sharp} \operatorname{det}\left[I+\mathbf{F F}{ }^{\sharp}\right] \tag{13.29}
\end{equation*}
$$

where $n$ is the dimension of $\mathcal{X}$ while $d$ is the characteristic polynomial for $A$ and $\mathbf{F}$ is the transfer function for the system $\{A, B, C, 0\}$. To see this, apply the results of Theorem 13.2.1 with $R=-B B^{*}$ and $S=C^{*} C$ to obtain

$$
\begin{aligned}
\Delta_{H} & =(-1)^{n} d d^{\sharp} \operatorname{det}\left[I+\Phi B B^{*} \Phi^{\sharp} C^{*} C\right] \\
& =(-1)^{n} d d^{\sharp} \operatorname{det}\left[I+C \Phi B B^{*} \Phi^{\sharp} C^{*}\right] \\
& =(-1)^{n} d d^{\sharp} \operatorname{det}\left[I+\mathbf{F} F^{\sharp}\right] .
\end{aligned}
$$

The second equality follows from the fact that $\operatorname{det}[I+M N]=\operatorname{det}[I+N M]$. Furthermore, when the algebraic Riccati equation has a stabilizing solution $Q$, it now follows from (13.14) that, the characteristic polynomial $\Delta$ for $A+R Q$ satisfies

$$
\begin{equation*}
\Delta \Delta^{\sharp}=d d^{\sharp} \operatorname{det}\left[I+\mathbf{F F}{ }^{\sharp}\right] . \tag{13.30}
\end{equation*}
$$

If the transfer function $\mathbf{F}$ is scalar valued, then the expressions in (13.29) and (13.30) reduce to

$$
\begin{equation*}
\Delta_{H}=(-1)^{n} d d^{\sharp}\left(1+\mathbf{F F}^{\sharp}\right) \tag{13.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \Delta^{\sharp}=d d^{\sharp}\left(1+\mathbf{F} \mathbf{F}^{\sharp}\right), \tag{13.32}
\end{equation*}
$$

respectively. In particular, if $\mathbf{F}=p / d$ where $p$ is a polynomial, then (13.31) and (13.32) respectively yield

$$
\begin{equation*}
\Delta_{H}=(-1)^{n}\left(d d^{\sharp}+p p^{\sharp}\right) . \tag{13.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \Delta^{\sharp}=d d^{\sharp}+p p^{\sharp} . \tag{13.34}
\end{equation*}
$$

It is noted that (13.34) is precisely the formula for $\Delta \Delta^{\sharp}$ in (12.114) when we replace $p$ with $p / \sqrt{r}$. Also, if $\lambda$ is an imaginary number, then (13.33) implies that

$$
\left.\Delta_{H}(\lambda)=(-1)^{n}\left(d(\lambda) d(-\bar{\lambda})^{*}\right)+p(\lambda) p(-\bar{\lambda})^{*}\right)=(-1)^{n}\left(|d(\lambda)|^{2}+|p(\lambda)|^{2}\right)
$$

Hence $\lambda$ is an eigenvalue for $H$ if and only if $\lambda$ is a common zero for $d$ and $p$. This is another demonstration of the fact that $\lambda$ is an imaginary eigenvalue of $H$ if and only if $\lambda$ is an uncontrollable or unobservable eigenvalue of the system $\{A, B, C, 0\}$.

## 13.5 $\quad H^{\infty}$ analysis and control

In $H^{\infty}$ system analysis and control design, the following Riccati equation plays a major role:

$$
\begin{equation*}
A^{*} Q+Q A-Q B B^{*} Q+Q E^{*} E Q+C^{*} C=0 \tag{13.35}
\end{equation*}
$$

where $E$ is an operator from $\mathcal{W}$ into $\mathcal{X}$ and $B$ is an operator from $\mathcal{U}$ into $\mathcal{X}$ while $C$ is an operator from $\mathcal{X}$ into $\mathcal{Y}$. This is a special case of the general Riccati equation (13.1) where the self-adjoint operators $R$ and $S$ are given by $R=E E^{*}-B B^{*}$ and $S=C^{*} C$, respectively. In this case $Q$ is a stabilizing solution if $Q$ is an operator satisfying (13.35) and $A+E E^{*} Q-B B^{*} Q$ is stable. Here, the Hamiltonian matrix in (13.2) becomes

$$
H=\left[\begin{array}{cc}
A & E E^{*}-B B^{*}  \tag{13.36}\\
-C^{*} C & -A^{*}
\end{array}\right] \text { on }\left[\begin{array}{c}
\mathcal{X} \\
\mathcal{X}
\end{array}\right]
$$

The following result yields an expression for the characteristic polynomial of this Hamiltonian matrix.

Theorem 13.5.1 Let $\mathbf{F}$ be the transfer function for the system $\{A$ on $\mathcal{X}, B, C, 0\}$ and $\mathbf{T}$ be the transfer function for $\{A, E, C, 0\}$. Let $d$ be the characteristic polynomial for $A$ and $n$ be the dimension of $\mathcal{X}$. Then the characteristic polynomial $\Delta_{H}$ for the Hamiltonian matrix in (13.36) is given by

$$
\begin{equation*}
\Delta_{H}=(-1)^{n} d d^{\sharp} \operatorname{det}\left[I+\mathbf{F F}{ }^{\sharp}-\mathbf{T} \mathbf{T}^{\sharp}\right] . \tag{13.37}
\end{equation*}
$$

Proof. By applying Theorem 13.2 .1 with $R=-B B^{*}+E E^{*}$ and $S=C^{*} C$, we obtain that

$$
\Delta_{H}=(-1)^{n} d d^{\sharp} \operatorname{det}\left[I+\Phi\left(B B^{*}-E E^{*}\right) \Phi^{\sharp} C^{*} C\right]
$$

where $\Phi(s)=(s I-A)^{-1}$. Using the relationship, $\operatorname{det}[I+M N]=\operatorname{det}[I+M N]$ where $M$ and $N$ are operators acting between the appropriate spaces, we obtain

$$
\begin{aligned}
\Delta_{H} & =(-1)^{n} d d^{\sharp} \operatorname{det}\left[I+C \Phi\left(B B^{*}-E E^{*}\right) \Phi^{\sharp} C^{*}\right] \\
& =(-1)^{n} d d^{\sharp} \operatorname{det}\left[I+C \Phi B B^{*} \Phi^{\sharp} C^{*}-C \Phi E E^{*} \Phi^{\sharp} C^{*}\right] \\
& =(-1)^{n} d d^{\sharp} \operatorname{det}\left[I+\mathbf{F F} F^{\sharp}-\mathbf{T} \mathbf{T}^{\sharp}\right] .
\end{aligned}
$$

This yields (13.37).
The expression for the characteristic polynomial for $H$ in (13.37) readily shows that $\lambda$ is an eigenvalue for $H$ if and only if $-\bar{\lambda}$ is an value for $H$. Equations (13.8) and (13.37) readily yield the following result.

Corollary 13.5.2 Let $\mathbf{F}$ be the transfer function for $\{A, B, C, 0\}$ and $\mathbf{T}$ be the transfer function for $\{A, E, C, 0\}$. Let $d$ be the characteristic polynomial for $A$. Suppose that $Q$ is a self-adjoint solution to the algebraic Riccati equation in (13.35) and let $\Delta$ be the characteristic polynomial for $A+E E^{*} Q-B B^{*} Q$. Then

$$
\begin{equation*}
\Delta \Delta^{\sharp}=d d^{\sharp} \operatorname{det}\left[I+\mathbf{F} \mathbf{F}^{\sharp}-\mathbf{T} \mathbf{T}^{\sharp}\right] . \tag{13.38}
\end{equation*}
$$

If the transfer functions $\mathbf{T}$ and $\mathbf{F}$ are scalar valued, then the expression for the characteristic polynomial for $H$ in (13.37) reduces to

$$
\begin{equation*}
\Delta_{H}=(-1)^{n} d d^{\sharp}\left(1+\mathbf{F F}^{\sharp}-\mathbf{T T}^{\sharp}\right) . \tag{13.39}
\end{equation*}
$$

In particular, if $\mathbf{T}=p_{1} / d$ and $\mathbf{F}=p_{2} / d$ where $p_{1}$ and $p_{2}$ are polynomials, then (13.39) yields

$$
\begin{equation*}
\Delta_{H}=(-1)^{n}\left(d d^{\sharp}-p_{1} p_{1}^{\sharp}+p_{2} p_{2}^{\sharp}\right) . \tag{13.40}
\end{equation*}
$$

Furthermore, if $Q$ is a self-adjoint solution to the algebraic Riccati equation in (13.35), then (13.38) shows that

$$
\begin{equation*}
\Delta \Delta^{\sharp}=d d^{\sharp}-p_{1} p_{1}^{\sharp}+p_{2} p_{2}^{\sharp} \tag{13.41}
\end{equation*}
$$

where $\Delta$ is the characteristic polynomial for $A+E E^{*} Q-B B^{*} Q$.
Theorem 13.5.3 Let $A$ be an operator on $\mathcal{X}$ with no eigenvalues on the imaginary axis. Let $\mathbf{T}$ be the transfer function for $\{A, E, C, 0\}$ and $\mathbf{F}$ be the transfer function for $\{A, B, C, 0\}$. Then the Hamiltonian matrix $H$ in (13.36) has no eigenvalues on the imaginary axis if and only if there exists a scalar $\epsilon>0$ such that

$$
\begin{equation*}
I+\mathbf{F}(\imath \omega) \mathbf{F}(\imath \omega)^{*}-\mathbf{T}(\imath \omega) \mathbf{T}(\imath \omega)^{*} \geq \epsilon I \quad(\text { for all }-\infty<\omega<\infty) \tag{13.42}
\end{equation*}
$$

Proof. As before, let $d$ be the characteristic polynomial for $A$ and $n$ the dimension of $\mathcal{X}$. Using $\left(\mathbf{F}^{4}\right)(\imath \omega)=\mathbf{F}(\imath \omega)^{*}$ along with the corresponding results for $\mathbf{T}$ and $d$ in (13.37), we arrive at

$$
\begin{equation*}
\Delta_{H}(\imath \omega)=(-1)^{n}|d(\imath \omega)|^{2} \operatorname{det}\left[I+\mathbf{F}(\imath \omega) \mathbf{F}(\imath \omega)^{*}-\mathbf{T}(\imath \omega) \mathbf{T}(\imath \omega)^{*}\right] \tag{13.43}
\end{equation*}
$$

Let $\Xi(\imath \omega)=I+\mathbf{F}(\imath \omega) \mathbf{F}(\imath \omega)^{*}-\mathbf{T}(\imath \omega) \mathbf{T}(\imath \omega)$. If $\Xi(\imath \omega) \geq \epsilon I$ for some $\epsilon>0$ and all $\omega$, then (13.43) shows that the Hamiltonian matrix $H$ has no eigenvalues on the imaginary axis.

Now assume that $H$ has no eigenvalues on the imaginary axis. Because $d$ has no zeros on the imaginary axis, equation (13.43) implies that $\Xi(u \omega)$ is a self-adjoint invertible operator for all $\omega$. Since $\mathbf{F}$ and $\mathbf{T}$ are strictly proper rational functions, $\Xi(\imath \omega)$ converges to the identity operator as $\omega$ tends to $\pm \infty$. Notice that the smallest eigenvalue $\lambda_{\min }(\omega)$ of $\Xi(w)$ is a continuous function of $\omega$. Moreover, $\lambda_{\min }(\omega)$ converges to one as $\omega$ tends to $\pm \infty$. We claim that $\Xi(\imath \omega) \geq \epsilon I$ for some $\epsilon>0$ and all $\omega$. If $\Xi\left(\imath \omega_{1}\right) \leq 0$ for some frequency $\omega_{1}$, then $\lambda_{\min }\left(\omega_{1}\right) \leq 0$ and $\lambda_{\min }\left(\omega_{o}\right)$ must be zero for some frequency $\omega_{o}$. In other words, $\Xi\left(\omega_{o}\right)$ is not invertible. This contradicts the fact that $\operatorname{det}[\Xi(\imath \omega)]$ is nonzero for all $\omega$. Therefore, $\Xi(\imath \omega)>0$ and $\lambda_{\min }(\omega)>0$ for all $\omega$. Since $\lambda_{\min }$ is a nonzero positive continuous function which converges to one as $\omega$ tends to $\pm \infty$, it follows that $\lambda_{\text {min }}(\omega) \geq \epsilon$ for some $\epsilon>0$.
$H^{\infty}$ analysis. In $H^{\infty}$ analysis, $B=0$. In this case, the Hamiltonian matrix in (13.36) reduces to

$$
H=\left[\begin{array}{cc}
A & E E^{*}  \tag{13.44}\\
-C^{*} C & -A^{*}
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right]
$$

The corresponding algebraic Riccati equation is given by

$$
\begin{equation*}
A^{*} Q+Q A+Q E E^{*} Q+C^{*} C=0 \tag{13.45}
\end{equation*}
$$

In this case $Q$ is a stabilizing solution if $Q$ is a solution to (13.45) and $A+E E^{*} Q$ is stable. Now assume that $A$ is stable. Then obviously, the pair $\left\{A, E E^{*}\right\}$ is stabilizable. By combining Theorem 13.3.1 with Theorem 13.5.3, we obtain the equivalence of Parts (i), (ii) and (iii) in the following result.

Corollary 13.5.4 Let T be the transfer function for the stable system $\{A, E, C, 0\}$. Then the following statements are equivalent.
(i) The algebraic Riccati equation in (13.45) admits a stabilizing solution $Q$.
(ii) The Hamiltonian matrix $H$ in (13.44) has no eigenvalues on the imaginary axis.
(iii) The $H^{\infty}$ norm $\|T\|_{\infty}<1$.

In this case, the unique stabilizing solution $Q$ is positive.
Proof. To complete the proof it remains to show that the stabilizing solution $Q$ is positive. In fact, any self-adjoint solution to this algebraic Riccati equation is positive. Because $A$ is stable, the Lyapunov form of (13.45) implies that

$$
\begin{equation*}
Q=\int_{0}^{\infty} e^{A^{*} \sigma}\left(C^{*} C+Q E E^{*} Q\right) e^{A \sigma} d \sigma \tag{13.46}
\end{equation*}
$$

This readily implies that $Q$ is positive.

### 13.6 The Riccati differential equation

In this section, we present some useful properties of the Riccati differential equation associated with the algebraic Riccati equation in (13.1). This differential equation is given by

$$
\begin{equation*}
\dot{P}+A^{*} P+P A+P R P+S=0 \tag{13.47}
\end{equation*}
$$

where $P(t)$ is an operator on $\mathcal{X}$.

### 13.6.1 A two point boundary value problem

Here we show that the solution of Riccati differential equation (13.47) with terminal condition $P\left(t_{1}\right)=0$ is related to the solutions of two point boundary problems associated with the Hamiltonian differential equation

$$
\left[\begin{array}{c}
\dot{x}  \tag{13.48}\\
\dot{\lambda}
\end{array}\right]=H\left[\begin{array}{l}
x \\
\lambda
\end{array}\right]
$$

where $x$ and $\lambda$ are in $\mathcal{X}$ and $H$ is the Hamiltonian matrix associated with (13.47) as given by

$$
H=\left[\begin{array}{cc}
A & R  \tag{13.49}\\
-S & -A^{*}
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right]
$$

Specifically, we demonstrate the following result.
Lemma 13.6.1 The Riccati differential equation (13.47) with terminal condition $P\left(t_{1}\right)=0$ has a solution for $P$ on an interval $\left[t_{0}, t_{1}\right]$ if and only if for each $t^{\prime}$ in $\left[t_{0}, t_{1}\right)$ and each $x_{0}$ in $\mathcal{X}$, the Hamiltonian differential equation in (13.48) has a solution $[x \lambda]^{t r}$ with

$$
\begin{equation*}
x\left(t^{\prime}\right)=x_{0} \quad \text { and } \quad \lambda\left(t_{1}\right)=0 \tag{13.50}
\end{equation*}
$$

In this case,

$$
\begin{equation*}
\lambda(t)=P(t) x(t) \tag{13.51}
\end{equation*}
$$

Proof. Suppose first that the Riccati differential equation in (13.47) has a solution on an interval $\left[t_{0}, t_{1}\right]$ with $P\left(t_{1}\right)=0$. Consider any $x_{0}$ in $\mathcal{X}$ and any $t^{\prime}$ in $\left[t_{0}, t_{1}\right)$. Let $x$ be the solution to the initial value problem

$$
\dot{x}=(A+R P(t)) x \quad \text { and } \quad x\left(t^{\prime}\right)=x_{0}
$$

and let $\lambda(t)=P(t) x(t)$. Then $\lambda\left(t_{1}\right)=0$ and $\dot{x}=A x+R \lambda$. Using the Riccati differential equation (13.47), we obtain

$$
\dot{\lambda}=\dot{P} x+P \dot{x}=\dot{P} x+P A x+P R P x=-A^{*} P x-S x=-S x-A^{*} \lambda
$$

Thus, we have shown that

$$
\begin{aligned}
\dot{x} & =A x+R \lambda \\
\dot{\lambda} & =-S x-A^{*} \lambda
\end{aligned}
$$

which is equivalent to the Hamiltonian differential equation (13.48). Also, the boundary conditions in (13.50) are satisfied.

Now suppose that for each $t^{\prime}$ in $\left[t_{0}, t_{1}\right)$, and for each $x_{0}$ in $\mathcal{X}$, the Hamiltonian differential equation in (13.48) has a solution for $[x \lambda]^{t r}$ which satisfies the boundary conditions in (13.50). Consider the following matrix partition of $e^{H t}$

$$
e^{H t}=\left[\begin{array}{ll}
\Phi_{11}(t) & \Phi_{12}(t)  \tag{13.52}\\
\Phi_{21}(t) & \Phi_{22}(t)
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right]
$$

Consider any $t^{\prime}$ in $\left[t_{0}, t_{1}\right.$ ), and any $x_{0}$ in $\mathcal{X}$ and let $[x \lambda]^{\text {tr }}$ be a solution of the Hamiltonian differential equation in (13.48) which satisfies the boundary conditions in (13.50). Then,

$$
\begin{align*}
& x(t)=\Phi_{11}\left(t-t_{1}\right) x\left(t_{1}\right) \\
& \lambda(t)=\Phi_{21}\left(t-t_{1}\right) x\left(t_{1}\right) \tag{13.53}
\end{align*}
$$

In particular, $x_{0}=\Phi_{11}\left(t^{\prime}-t_{1}\right) x\left(t_{1}\right)$. Since $x_{0}$ can be any vector in $\mathcal{X}$, it follows that the operator $\Phi_{11}\left(t^{\prime}-t_{1}\right)$ is onto $\mathcal{X}$. Because $\mathcal{X}$ is finite dimensional, $\Phi_{11}\left(t^{\prime}-t_{1}\right)$ is invertible. Noting that $\Phi_{11}\left(t_{1}-t_{1}\right)=I$, we have shown that the operator $\Phi_{11}\left(t^{\prime}-t_{1}\right)$ is invertible for all $t^{\prime}$ in $\left[t_{0}, t_{1}\right]$. Eliminating $x\left(t_{1}\right)$ from equations (13.53) yields $\lambda(t)=P(t) x(t)$ where

$$
P(t)=\Phi_{21}\left(t-t_{1}\right) \Phi_{11}\left(t-t_{1}\right)^{-1}
$$

for $t_{0} \leq t \leq t_{1}$. We claim that $P$ satisfies the Riccati differential equation in (13.47) with $P\left(t_{1}\right)=0$. Since $\Phi_{21}\left(t_{1}-t_{1}\right)=0$, it follows that $P\left(t_{1}\right)=0$. Because $P$ satisfies

$$
P(t) \Phi_{11}\left(t-t_{1}\right)-\Phi_{21}\left(t-t_{1}\right)=0
$$

we can differentiate with respect to $t$ to obtain

$$
\begin{equation*}
\dot{P}(t) \Phi_{11}(\tau)+P(t) \dot{\Phi}_{11}(\tau)-\dot{\Phi}_{21}(\tau)=0 \tag{13.54}
\end{equation*}
$$

where $\tau=t-t_{1}$. Obviously,

$$
\left[\begin{array}{ll}
\dot{\Phi}_{11} & \dot{\Phi}_{12} \\
\dot{\Phi}_{21} & \dot{\Phi}_{22}
\end{array}\right]=\left[\begin{array}{rr}
A & R \\
-S & -A^{*}
\end{array}\right]\left[\begin{array}{ll}
\Phi_{11} & \Phi_{12} \\
\Phi_{21} & \Phi_{22}
\end{array}\right]
$$

In particular,

$$
\begin{aligned}
& \dot{\Phi}_{11}=A \Phi_{11}+R \Phi_{21} \\
& \dot{\Phi}_{21}=-S \Phi_{11}-A^{*} \Phi_{21}
\end{aligned}
$$

Substituting this into (13.54), it now follows that

$$
\dot{P}(t) \Phi_{11}(\tau)+P(t) A \Phi_{11}(\tau)+P(t) R \Phi_{21}(\tau)+S \Phi_{11}(\tau)+A^{*} \Phi_{21}(\tau)=0
$$

Multiplying this equation by $\Phi_{11}(\tau)^{-1}$ on the right and recalling that $P(t)=\Phi_{21}(\tau) \Phi_{11}(\tau)^{-1}$, yields

$$
\dot{P}+P A+A^{*} P+P R P+S=0
$$

This is precisely the Riccati differential equation in (13.47).

Remark 13.6.1 The above proof shows that one can obtain a solution $P$ to the Riccati differential equation (13.47) by computing $e^{H t}$ where $H$ is the Hamiltonian matrix corresponding to (13.47) and setting

$$
\begin{equation*}
P(t)=\Phi_{21}\left(t-t_{1}\right) \Phi_{11}\left(t-t_{1}\right)^{-1} \tag{13.55}
\end{equation*}
$$

where $\Phi_{11}$ and $\Phi_{21}$ are as defined in the matrix partition of $e^{H t}$ in (13.52). Also, a solution $[x \lambda]^{t r}$ to the two point boundary value problem defined by (13.48) and (13.50) is given by

$$
\begin{aligned}
& x(t)=\Phi_{11}\left(t-t_{1}\right) \Phi_{11}\left(t^{\prime}-t_{1}\right)^{-1} x_{0} \\
& \lambda(t)=\Phi_{21}\left(t-t_{1}\right) \Phi_{11}\left(t^{\prime}-t_{1}\right)^{-1} x_{0}
\end{aligned}
$$

This solution is also given by

$$
\begin{aligned}
\dot{x} & =(A+R P) x \quad \text { and } \quad x\left(t^{\prime}\right)=x_{0} \\
\lambda & =P x .
\end{aligned}
$$

### 13.6.2 Some properties

We now establish some fundamental properties for the solution $P$ of the Riccati differential equation with terminal condition $P\left(t_{1}\right)=0$. To this end, suppose that $P$ is an operator valued function defined on an interval $\left[t_{0}, t_{1}\right]$ where $P(t)$ is a self-adjoint operator on $\mathcal{X}$. We say the $P$ is a decreasing function or is increasing backwards in time if $P\left(t^{\prime}\right) \geq P\left(t^{\prime \prime}\right)$ whenever $t_{0} \leq t^{\prime} \leq t^{\prime \prime} \leq t_{1}$. We have now the following result.

Lemma 13.6.2 Consider the Riccati differential equation (13.47) where $R$ and $S$ are operators on a finite dimensional space with $R$ self-adjoint and $S$ positive. Suppose $P$ is a solution on $\left[t_{0}, t_{1}\right]$ to this differential equation with terminal condition $P\left(t_{1}\right)=0$. Then $P(t)$ is positive for each $t$ in $\left[t_{0}, t_{1}\right]$ and $P$ is a decreasing function. Moreover, if $S=C^{*} C$ and $\{C, A\}$ is observable, then $P(t)$ is strictly positive for each $t$ in $\left[t_{0}, t_{1}\right]$.

Proof. To see that $P(t)$ is self-adjoint, take the adjoint of each term in the Riccati differential equation (13.47) to obtain

$$
\dot{P}^{*}+A^{*} P^{*}+P^{*} A+P^{*} R P^{*}+S=0
$$

Thus $P^{*}$ satisfies the Riccati differential equation (13.47) and $P\left(t_{1}\right)^{*}=0$. Since the Riccati differential equation is locally Lipschitz in $P$, the solution corresponding to $P\left(t_{1}\right)=0$ is unique. Hence, $P(t)^{*}=P(t)$ and $P(t)$ is self-adjoint.

To show that $P$ is decreasing and $P(t)$ is positive, rewrite the Riccati differential in (13.47) as

$$
\begin{equation*}
\dot{P}(t)+\tilde{A}(t)^{*} P(t)+P(t) \tilde{A}(t)+S=0 \tag{13.56}
\end{equation*}
$$

where $\tilde{A}(t)=A+\frac{1}{2} R P(t)$. Let $\tilde{\Phi}(t, \sigma)$ be the state transition operator for $\tilde{A}$. Multiplying the above Riccati equation on the left by $\tilde{\Phi}\left(t, t_{1}\right)^{*}$ and on the right by $\tilde{\Phi}\left(t, t_{1}\right)$ yields

$$
\begin{aligned}
& \tilde{\Phi}\left(t, t_{1}\right)^{*} \dot{P}(t) \tilde{\Phi}\left(t, t_{1}\right)+\tilde{\Phi}\left(t, t_{1}\right)^{*} \tilde{A}(t)^{*} P(t) \tilde{\Phi}\left(t, t_{1}\right)+\tilde{\Phi}\left(t, t_{1}\right)^{*} P(t) \tilde{A}(t) \tilde{\Phi}\left(t, t_{1}\right) \\
+ & \tilde{\Phi}\left(t, t_{1}\right)^{*} S \tilde{\Phi}\left(t, t_{1}\right)=0
\end{aligned}
$$

that is,

$$
\frac{d}{d t}\left(\tilde{\Phi}\left(t, t_{1}\right)^{*} P(t) \tilde{\Phi}\left(t, t_{1}\right)\right)+\tilde{\Phi}\left(t, t_{1}\right)^{*} S \tilde{\Phi}\left(t, t_{1}\right)=0
$$

Integrating from $t^{\prime}$ to $t_{1}$ and using the terminal condition $P\left(t_{1}\right)=0$ results in

$$
-\tilde{\Phi}\left(t^{\prime}, t_{1}\right)^{*} P\left(t^{\prime}\right) \tilde{\Phi}\left(t^{\prime}, t_{1}\right)+\int_{t^{\prime}}^{t_{1}} \tilde{\Phi}\left(t, t_{1}\right)^{*} S \tilde{\Phi}\left(t, t_{1}\right) d t=0
$$

Multiply the above equation on the right and left by $\tilde{\Phi}\left(t_{1}, t^{\prime}\right)$ and $\tilde{\Phi}\left(t_{1}, t^{\prime}\right)^{*}$ and use the relationships $\tilde{\Phi}\left(t, t_{1}\right) \tilde{\Phi}\left(t_{1}, t^{\prime}\right)=\tilde{\Phi}\left(t, t^{\prime}\right)$ and $\tilde{\Phi}\left(t^{\prime}, t^{\prime}\right)=I$ to obtain that

$$
\begin{equation*}
P\left(t^{\prime}\right)=\int_{t^{\prime}}^{t_{1}} \tilde{\Phi}\left(t, t^{\prime}\right)^{*} S \tilde{\Phi}\left(t, t^{\prime}\right) d t \tag{13.57}
\end{equation*}
$$

Since $S$ is positive, this clearly shows that $P\left(t^{\prime}\right)$ is positive.
To show that $P$ is decreasing, differentiate the Riccati differential equation (13.47) to obtain

$$
\ddot{P}+(A+R P)^{*} \dot{P}+\dot{P}(A+R P)=0
$$

It also follows from Riccati equation (13.47) and $P\left(t_{1}\right)=0$ that $\dot{P}\left(t_{1}\right)=-S$. From this one can readily show that

$$
\dot{P}(t)=-\tilde{\Phi}\left(t_{1}, t\right)^{*} S \tilde{\Phi}\left(t_{1}, t\right)
$$

where $\tilde{\Phi}(t, \sigma)$ is now the state transition operator for $A+R P$. Hence $\dot{P}(t)$ is negative for $t_{0} \leq t \leq t_{1}$. It now follows that $P$ is decreasing.

Suppose that $S=C^{*} C$ and the pair $\{C, A\}$ is observable. We will show that $P\left(t^{\prime}\right)$ is strictly positive for each $t^{\prime}$ in $\left[t_{0}, t_{1}\right]$. To this end, consider any $t^{\prime}$ in the interval $\left[t_{0}, t_{1}\right]$ and suppose $v$ is any vector in the kernel of $P\left(t^{\prime}\right)$, that is, $P\left(t^{\prime}\right) v=0$. It now follows from (13.57) that

$$
0=\left(P\left(t^{\prime}\right) v, v\right)=\int_{t^{\prime}}^{t_{1}}\left(\tilde{\Phi}\left(t, t^{\prime}\right)^{*} C^{*} C \tilde{\Phi}\left(t, t^{\prime}\right) v, v\right) d t=\int_{t^{\prime}}^{t_{3}}\left\|C \tilde{\Phi}\left(t, t^{\prime}\right) v\right\|^{2} d t
$$

where $\tilde{\Phi}(t, \sigma)$ is the state transition operator for $A+\frac{1}{2} R P(t)$. Hence, $C \tilde{\Phi}\left(t, t^{\prime}\right) v=0$ for all $t$ in $\left[t^{\prime}, t_{1}\right]$. In particular $C v=C \tilde{\Phi}\left(t^{\prime}, t^{\prime}\right) v=0$. Recalling the Riccati differential equation in (13.47) with $S=C^{*} C$, we now obtain that

$$
\begin{equation*}
\dot{P}\left(t^{\prime}\right) v+P\left(t^{\prime}\right) A v=0 \tag{13.58}
\end{equation*}
$$

Hence,

$$
\left(\dot{P}\left(t^{\prime}\right) v, v\right)=-\left(P\left(t^{\prime}\right) A v, v\right)=-\left(A v, P\left(t^{\prime}\right) v\right)=0
$$

Since $\dot{P}\left(t^{\prime}\right)$ is negative, we must have $P\left(t^{\prime}\right) v=0$. It now follows from (13.58) that $P\left(t^{\prime}\right) A v=$ 0 . Thus $A v$ is in the kernel of $P\left(t^{\prime}\right)$. Since $A v$ is in the kernel of $P\left(t^{\prime}\right)$, it follows from the above analysis that $C A v=0$. By induction we can show that $C A^{k} v=0$ for all integers $k \geq 0$. This means that $v$ is in the unobservable subspace for $\{C, A\}$. Since $\{C, A\}$ is observable, $v$ must be zero. Hence the kernel of $P\left(t^{\prime}\right)$ is zero. Because $P\left(t^{\prime}\right)$ is positive and its kernel is zero, $P\left(t^{\prime}\right)$ must be strictly positive.

Remark 13.6.2 Suppose $P$ is a solution on $\left[t_{0}, t_{1}\right]$ to the Riccati differential equation (13.47) with terminal condition $P\left(t_{1}\right)=0$ and let $\Omega(\tau)=P\left(t_{1}-\tau\right)$ and $\tau_{1}=t_{1}-t_{0}$. Then, $\Omega(0)=0$ and $\Omega$ is a solution on $\left[0, \tau_{1}\right]$ to the following Riccati differential equation

$$
\begin{equation*}
\dot{\Omega}=A^{*} \Omega+\Omega A+\Omega R \Omega+S \tag{13.59}
\end{equation*}
$$

Moreover, it follows from the preceding lemma that $\Omega(\tau)$ is positive for each $\tau$. Also, $\Omega$ is an increasing function, that is, $\Omega\left(\tau^{\prime}\right) \leq \Omega\left(\tau^{\prime \prime}\right)$ whenever $0 \leq \tau^{\prime} \leq \tau^{\prime \prime} \leq \tau_{1}$. Finally, if $S=C^{*} C$ and $\{C, A\}$ is observable, then $\Omega(\tau)$ is strictly positive for each $\tau$ in $\left[0, \tau_{1}\right]$.

We have now the following result.
Lemma 13.6.3 Suppose $A, R$ and $S$ are operators on a finite dimensional space $\mathcal{X}$ with $R$ self-adjoint and $S$ positive. Then the following statements are equivalent.
(a) The algebraic Riccati equation (13.1) has a positive solution $Q$.
(b) The Riccati differential equation (13.59) has a uniformly bounded solution $\Omega$ on the interval $[0, \infty)$ with $\Omega(0)=0$.

In this case, the solution $\Omega$ converges to a limit $\Omega_{\infty}$, that is,

$$
\begin{equation*}
\Omega_{\infty}=\lim _{\tau \rightarrow \infty} \Omega(\tau) \tag{13.60}
\end{equation*}
$$

Moreover, the limit $\Omega_{\infty}$ is the minimal positive solution to the algebraic Riccati equation (13.1), that is, if $Q$ is any other positive solution to (13.1), then

$$
\begin{equation*}
\Omega_{\infty} \leq Q \tag{13.61}
\end{equation*}
$$

Finally, if $S=C^{*} C$ and $\{C, A\}$ is observable, then $\Omega_{\infty}$ is strictly positive.
Proof. First suppose that the algebraic Riccati equation (13.1) has a positive solution $Q$. We will demonstrate that the Riccati differential equation (13.59) has a uniformly bounded solution $\Omega$ on the interval $[0, \infty)$ with $\Omega(0)=0$. Clearly, this Riccati differential equation is locally Lipschitz in $\Omega$. Hence, this differential equation has a unique solution over some interval $\left[0, \tau_{1}\right)$ for $\tau_{1}$ sufficiently close to 0 . To verify that this solution can be extended over the interval $[0, \infty)$, it is sufficient to show that over any interval $\left[0, \tau_{1}\right)$ on which $\Omega$ is defined, there is a bound $m$ such that $\|\Omega(\tau)\| \leq m$ for $0 \leq \tau \leq \tau_{1}$. So, suppose $\Omega$ is a solution to the Riccati differential equation (13.59) on some interval $\left[0, \tau_{1}\right)$ and $\Omega(0)=0$. It follows from Remark 13.6.2 that $\Omega(\tau)$ is positive. Consider any $\tau^{\prime}$ in $\left[0, \tau_{1}\right)$ and any $x_{1}$ in $\mathcal{X}$ and let $x$ be the solution on $\left[0, \tau^{\prime}\right]$ to

$$
\begin{equation*}
\frac{d x}{d \tau}=-(A+R(Q+\Omega) / 2) x \quad \text { and } \quad x\left(\tau^{\prime}\right)=x_{1} \tag{13.62}
\end{equation*}
$$

Then

$$
\frac{d}{d \tau}((Q-\Omega) x, x)=(-\dot{\Omega} x, x)+((Q-\Omega) \dot{x}, x)+((Q-\Omega) x, \dot{x})=(M x, x)
$$

where

$$
\begin{aligned}
M & =-\dot{\Omega}+(\Omega-Q)(A+R(Q+\Omega) / 2)+(A+R(Q+\Omega) / 2)^{*}(\Omega-Q) \\
& =-\dot{\Omega}+\Omega A+A^{*} \Omega-Q A-A^{*} Q+(\Omega-Q) R(Q+\Omega) / 2+(Q+\Omega) R(\Omega-Q) / 2 \\
& =-\Omega R \Omega-S+Q R Q+S+\Omega R \Omega-Q R Q \\
& =0
\end{aligned}
$$

Hence

$$
\frac{d}{d \tau}((Q-\Omega) x, x)=0
$$

By integrating from 0 to $\tau^{\prime}$, it follows that

$$
\left(\left(Q-\Omega\left(\tau^{\prime}\right)\right) x\left(\tau^{\prime}\right), x\left(\tau^{\prime}\right)\right)=((Q-\Omega(0)) x(0), x(0))
$$

Since $Q$ is positive and $\Omega(0)=0$ while $x\left(\tau^{\prime}\right)=x_{1}$, we obtain that

$$
\left(\left(Q-\Omega\left(\tau^{\prime}\right)\right) x_{1}, x_{1}\right)=(Q x(0), x(0)) \geq 0
$$

Because the above holds for any $x_{1}$ in $\mathcal{X}$, we must have $\Omega\left(\tau^{\prime}\right) \leq Q$. Since $\Omega\left(\tau^{\prime}\right) \geq 0$, it now follows that there is a constant $m$ such that $\left\|\Omega\left(\tau^{\prime}\right)\right\| \leq m$. The bound $m$ is independent of $\tau^{\prime}$. This implies that the solution can be continued on the interval $[0, \infty)$. Moreover, the solution is uniformly bounded.

Now suppose that the Riccati differential equation (13.59) has a uniformly bounded solution $\Omega$ on the interval $[0, \infty)$ with $\Omega(0)=0$. We will demonstrate that the algebraic Riccati equation (13.1) has a positive solution. As a consequence of Remark 13.6.2, the solution $\Omega$ is an increasing function and $\Omega(\tau)$ is positive. Recall that a uniformly bounded increasing sequence of positive operators converges strongly to a positive operator; see Halmos [59]. Therefore, $\Omega(\tau)$ converges to a positive operator $\Omega_{\infty}$ as $\tau \rightarrow \infty$, that is, $\lim _{\tau \rightarrow \infty} \Omega(\tau)=\Omega_{\infty}$. Since $\Omega(\tau)$ approaches a constant $\Omega_{\infty}$ as $\tau$ tends to infinity, our intuition tells us that $\Omega_{\infty}$ is a constant solution to the Riccati differential equation (13.59). In other words, the positive operator $\Omega_{\infty}$ is a solution to the algebraic Riccati equation (13.1). Our intuitive result can be rigorously justified by using Lemma 12.7.4. Consider now any other positive solution $Q$ to the algebraic Riccati equation (13.1). It follows from our analysis in the first part of the proof that $\Omega(\tau) \leq Q$ for all $\tau \geq 0$. Hence, $\Omega_{\infty} \leq Q$. So, $\Omega_{\infty}$ is the minimal positive solution to (13.1).

Suppose now that $\{C, A\}$ is observable. Then, Remark 13.6.2 implies that $\Omega(\tau)$ is strictly positive for all $\tau \geq 0$. Since $\Omega$ is an increasing function, $\Omega(\tau) \leq \Omega_{\infty}$ for all $\tau \geq 0$. Hence, $\Omega_{\infty}$ is strictly positive.

### 13.7 Notes

The presentation in this chapter concerning the Hamiltonian matrix and the algebraic Riccati equation is standard; see Francis [44], Kailath [68] and Zhou-Doyle-Glover [131]. The idea of using the Schur decomposition on the Hamiltonian matrix to solve the algebraic Riccati equation is due to Laub [79]. For some numerical procedures to solve the algebraic Riccati
equation see Arnold-Laub [3] and Van Dooren [121]. The derivation of the Riccati differential equation from the state transition matrix for the Hamiltonian is classical; see Kalman [70] and Kwakernaak-Sivan [77].

## Chapter 14

## $H^{\infty}$ Analysis

In this chapter we use an optimization problem to determine whether or not the norm of an input output operator $T$ is bounded by a specified constant $\gamma$. As in the linear quadratic regulator problem, this optimization problem leads to a Riccati differential equation. It is shown that $\|T\|<\gamma$ if and only if there exists a solution to a certain Riccati differential equation.

### 14.1 A disturbance attenuation problem

Consider the state space system,

$$
\begin{equation*}
\dot{x}=A x+E w \quad \text { and } \quad z=C x \tag{14.1}
\end{equation*}
$$

where $A$ is an operator on $\mathcal{X}$, while $E$ maps $\mathcal{W}$ into $\mathcal{X}$ and $C$ is an operator mapping $\mathcal{X}$ into $\mathcal{Z}$. The spaces $\mathcal{X}, \mathcal{W}$, and $\mathcal{Z}$ are finite dimensional. In this setting, $w$ is viewed as a disturbance input acting on the system while $z$ is an output which reflects the system performance. In this section, we consider the disturbance attenuation properties of the above system over some time interval $\left[t_{0}, t_{1}\right]$ with $t_{0}<t_{1}$. To this end, consider the system in (14.1) with zero initial state, that is, $x\left(t_{0}\right)=0$. Given a specified scalar $\gamma$, we wish to determine whether or not

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\|z(\sigma)\|^{2} d \sigma \leq \gamma^{2} \int_{t_{0}}^{t_{1}}\|w(\sigma)\|^{2} d \sigma \tag{14.2}
\end{equation*}
$$

for every disturbance input $w$. Roughly speaking, the scalar $\gamma$ is a measure of the ability of the system to mitigate the effect of the disturbance $w$ on the output $z$.

For an operator interpretation of the above condition, let $T$ be the input output operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
(T w)(t)=\int_{t_{0}}^{t} C e^{A(t-\tau)} E w(\tau) d \tau \tag{14.3}
\end{equation*}
$$

Then $z=T w$. Since (14.2) can be restated as $\|z\|^{2} \leq \gamma^{2}\|w\|^{2}$, it follows that (14.2) holds if and only if the norm of $T$ is less than or equal to $\gamma$. In general, computing the norm of an infinite rank operator is not computationally tractable. In Section 14.2 we will demonstrate how to use Riccati differential equations to determine the norm of $T$.

Our approach to the above disturbance attenuation problem is based on the following quadratic optimization problem:

For each initial state $x_{0}$ in $\mathcal{X}$, find the optimal cost $\delta\left(x_{0}\right)$ in the optimization problem:

$$
\begin{align*}
& \delta\left(x_{0}\right)=\sup \left\{\int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|w(\sigma)^{2}\right\|\right) d \sigma: w \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)\right\} \\
& \text { subject to } \quad \dot{x}=A x+E w \text { and } z=C x \text { and } x\left(t_{0}\right)=x_{0} . \tag{14.4}
\end{align*}
$$

In addition, when a maximum exists, find an optimal input $\hat{w}$ which achieves this maximum, that is,

$$
\begin{equation*}
\delta\left(x_{0}\right)=\int_{t_{0}}^{t_{1}}\left(\|\hat{z}(\sigma)\|^{2}-\gamma^{2}\|\hat{w}(\sigma)\|^{2}\right) d \sigma \tag{14.5}
\end{equation*}
$$

where the optimal state $\hat{x}$ and output $\hat{z}$ are given by $\dot{\hat{x}}=A \hat{x}+E \hat{w}$ and $\hat{z}=C \hat{x}$ with $\hat{x}\left(t_{0}\right)=x_{0}$.
In general the supremum $\delta\left(x_{0}\right)$ in this optimization problem may be infinite. However, when $\|T\|<\gamma$, we show that the supremum is finite and the solution to this optimization problem is similar to the solution of the linear quadratic regular problem.

So, suppose that $\|T\|<\gamma$. Consider the system in (14.1) with initial condition $x\left(t_{0}\right)=x_{0}$ and let $C_{o}$ be the observability operator from $\mathcal{X}$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
\left(C_{o} x\right)(t)=C e^{A\left(t-t_{0}\right)} x \quad\left(x \in \mathcal{X} \text { and } t_{0} \leq t \leq t_{1}\right) \tag{14.6}
\end{equation*}
$$

Recall that $C_{o}$ is one to one if and only if the pair $\{C, A\}$ is observable. Then the output $z$ is given by

$$
\begin{equation*}
z=C_{o} x_{0}+T w . \tag{14.7}
\end{equation*}
$$

We now show that for each initial state $x_{0}$, there exists a finite scalar $a\left(x_{0}\right)$ such that for every disturbance input $w$,

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\|z(\sigma)\|^{2} d \sigma \leq \gamma^{2} \int_{t_{0}}^{t_{1}}\|w(\sigma)\|^{2} d \sigma+a\left(x_{0}\right) \tag{14.8}
\end{equation*}
$$

or, equivalently, $\|z\|^{2} \leq \gamma^{2}\|w\|^{2}+a\left(x_{0}\right)$. To see this, first observe that

$$
\begin{aligned}
\|z\|^{2} & =\|T w\|^{2}+2 \Re\left(T w, C_{o} x_{0}\right)+\left\|C_{o} x_{0}\right\|^{2} \\
& \leq\|T w\|^{2}+2\|T w\|\left\|C_{o} x_{0}\right\|+\left\|C_{o} x_{0}\right\|^{2} .
\end{aligned}
$$

Now recall that for any real numbers $a$ and $b$, one has $2 a b \leq a^{2}+b^{2}$. So, for any scalar $\epsilon>0$, we obtain $2\|T w\|\left\|C_{o} x_{0}\right\| \leq \epsilon\|T w\|^{2}+\epsilon^{-1}\left\|C_{o} x_{0}\right\|^{2}$. Hence,

$$
\|z\|^{2} \leq(1+\epsilon)\|T\|^{2}\|w\|^{2}+\left(1+\epsilon^{-1}\right)\left\|C_{o} x_{0}\right\|^{2}
$$

Choosing $\epsilon=\gamma^{2} /\|T\|^{2}-1$, yields

$$
\begin{equation*}
\|z\|^{2} \leq \gamma^{2}\|w\|^{2}+\gamma^{2}\left\|C_{o} x_{0}\right\|^{2} /\left(\gamma^{2}-\|T\|^{2}\right) . \tag{14.9}
\end{equation*}
$$

Therefore, the desired result in (14.8) holds with $a\left(x_{0}\right)=\gamma^{2}\left\|C_{o} x_{0}\right\|^{2} /\left(\gamma^{2}-\|T\|^{2}\right)$.

Now consider the problem of finding the smallest $a\left(x_{0}\right)$ for which (14.8) holds for all $w$. Notice that (14.8) holds for every input $w$ if and only if

$$
\int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq a\left(x_{0}\right)
$$

holds for every $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$. Hence, it follows that the smallest $a\left(x_{0}\right)$ is given by the solution to the quadratic optimization problem in (14.4).

Remark 14.1.1 Let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.3) and set $z=C_{o} x_{0}+T w$ where $C_{o}$ is the observability operator defined in (14.6). If $\|T\|<\gamma$, then the above discussion shows that

$$
\begin{equation*}
\delta\left(x_{0}\right)=\sup _{w \in L^{2}} \int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq \gamma^{2}\left\|C_{0} x_{0}\right\|^{2} /\left(\gamma^{2}-\|T\|^{2}\right) \tag{14.10}
\end{equation*}
$$

In particular, if $\|T\|<\gamma$, then $\delta\left(x_{0}\right)$ is finite for all initial states $x_{0}$ in $\mathcal{X}$ and the optimization problem in (14.4) has a finite supremum.

### 14.2 A Riccati equation

Following our approach to the linear quadratic regulator problem, we seek a solution to the optimization problem in (14.4) using a Riccati differential equation. Notice that the integrand in this optimization problem is of the form $\|z\|^{2}+(R w, w)$ with $R=-\gamma^{2} I$. By setting $R=-\gamma^{2} I$ and $B=E$ in the Riccati differential equation (12.12) used to solve the weighted linear quadratic regulator problem, we obtain

$$
\begin{equation*}
\dot{P}+A^{*} P+P A+\gamma^{-2} P E E^{*} P+C^{*} C=0 \quad\left(\text { with } P\left(t_{1}\right)=0\right) \tag{14.11}
\end{equation*}
$$

Our first result states that the optimization problem in (14.4) has a finite supremum for every initial state $x_{0}$ if and only if the associated Riccati differential equation in (14.11) has a solution for $P$ on the interval $\left[t_{0}, t_{1}\right]$. In this case, there exists a unique optimal input $\hat{w}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ which achieves the supremum, that is,

$$
\begin{equation*}
\delta\left(x_{0}\right)=\int_{t_{0}}^{t_{1}}\left(\|\hat{z}(\sigma)\|^{2}-\gamma^{-2}\|\hat{w}(\sigma)\|^{2}\right) d \sigma \tag{14.12}
\end{equation*}
$$

where the optimal output is given by $\hat{z}=C \hat{x}$ while the optimal state $\hat{x}$ satisfies $\dot{\hat{x}}=A \hat{x}+E \hat{w}$ with $\hat{x}\left(t_{0}\right)=x_{0}$. Before obtaining this result we need the following observations.

Remark 14.2.1 For any time interval $[a, b]$ and any initial state $x_{0}$, let $\rho\left(x_{0}, a, b\right)$ be the optimal cost given by

$$
\begin{align*}
& \rho\left(x_{0}, a, b\right)=\sup \left\{\int_{a}^{b}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|w(\sigma)^{2}\right\|\right) d \sigma: w \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)\right\} \\
& \text { subject to } \quad \dot{x}=A x+E w \text { and } z=C x \text { and } x\left(t_{0}\right)=x_{0} \tag{14.13}
\end{align*}
$$

Obviously, $\delta\left(x_{0}\right)=\rho\left(x_{0}, t_{1}, t_{2}\right)$. We first claim that if $a<b<c$, then $\rho\left(x_{0}, a, b\right) \leq \rho\left(x_{0}, a, c\right)$. To see this, consider any $w \in L^{2}([a, b], \mathcal{W})$ and let $\tilde{w} \in L^{2}([a, c], \mathcal{W})$ be defined by

$$
\tilde{w}(t)=\left\{\begin{array}{cc}
w(t) & \text { for } \quad a \leq t \leq b \\
0 & \text { for } b<t \leq c
\end{array}\right.
$$

Then,

$$
\int_{a}^{b}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|w(\sigma)^{2}\right\|\right) d \sigma \leq \int_{a}^{c}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|\tilde{w}(\sigma)^{2}\right\|\right) d \sigma \leq \rho\left(x_{0}, a, c\right)
$$

Since the above holds for any $w \in L^{2}([a, b], \mathcal{W})$, it follows that $\rho\left(x_{0}, a, b\right) \leq \rho\left(x_{0}, a, c\right)$.
We now claim that if $a<b<c$, then $\rho\left(x_{0}, b, c\right) \leq \rho\left(x_{0}, a, c\right)$. First note that due to the time invariant nature of the optimization problem, it should be clear that $\rho\left(x_{0}, b+d, c+d\right)=$ $\rho\left(x_{0}, b, c\right)$ for any real number $d$. The desired result now follows from

$$
\rho\left(x_{0}, b, c\right)=\rho\left(x_{0}, a, c+a-b\right) \leq \rho\left(x_{0}, a, c\right)
$$

Theorem 14.2.1 The optimal cost $\delta\left(x_{0}\right)$ for the optimization problem in (14.4) is finite for every initial state $x_{0}$ in $\mathcal{X}$ if and only if the Riccati differential equation in (14.11) has a solution $P$ on the interval $\left[t_{0}, t_{1}\right]$. In this case, In this case, the optimal cost is given by

$$
\begin{equation*}
\delta\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right) \tag{14.14}
\end{equation*}
$$

and is uniquely attained by the optimal input

$$
\begin{equation*}
\hat{w}(t)=\gamma^{-2} E^{*} P(t) \hat{x}(t) \tag{14.15}
\end{equation*}
$$

where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A+\gamma^{-2} E E^{*} P(t)\right) \hat{x} \quad \text { with } \quad \hat{x}\left(t_{0}\right)=x_{0} \tag{14.16}
\end{equation*}
$$

Proof. Assume that the Riccati differential equation in (14.11) has a solution $P$ over the interval $\left[t_{0}, t_{1}\right]$. Then we claim that the supremum in the optimization problem (14.4) is attained and is given by $\delta\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$. Moreover, this supremum is uniquely determined by the optimal disturbance $\hat{w}=\gamma^{-2} E^{*} P \hat{x}$ where the optimal state $\hat{x}$ is given in (14.16). To see this we first note that $P(t)$ is positive; see Lemma 13.6.2. This lemma also states that $P$ is increasing backwards in time, that is, if $t^{\prime} \leq t^{\prime \prime}$ then $P\left(t^{\prime}\right) \geq P\left(t^{\prime \prime}\right)$. We now apply the completion of squares technique and use the Riccati differential equation. Using (14.11) along with $\dot{x}=A x+E w$, we obtain

$$
\begin{align*}
\frac{d}{d t}(P x, x) & =(\dot{P} x, x)+(P \dot{x}, x)+(P x, \dot{x}) \\
& =(\dot{P} x, x)+(P A x, x)+(P E w, x)+(P x, A x)+(P x, E w) \\
& =\left(\left(\dot{P}+P A+A^{*} P\right) x, x\right)+\left(w, E^{*} P x\right)+\left(E^{*} P x, w\right) \\
& =-\|C x\|^{2}-\gamma^{-2}\left\|E^{*} P x\right\|^{2}+\left(w, E^{*} P x\right)+\left(E^{*} P x, w\right) \\
& =-\|z\|^{2}+\gamma^{2}\|w\|^{2}-\left\|\gamma^{-1} E^{*} P x-\gamma w\right\|^{2} \tag{14.17}
\end{align*}
$$

By integrating from $t_{0}$ to $t_{1}$ and using the facts that $P\left(t_{1}\right)=0$, and $x\left(t_{0}\right)=x_{0}$, we have

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)-\int_{t_{0}}^{t_{1}}\left\|\gamma^{-1} E^{*} P(\sigma) x(\sigma)-\gamma w(\sigma)\right\|^{2} d \sigma \tag{14.18}
\end{equation*}
$$

This readily implies that

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq\left(P\left(t_{0}\right) x_{0}, x_{0}\right) \tag{14.19}
\end{equation*}
$$

for every input $w$. Moreover, we have equality if and only if the integrand of the second integral in (14.18) is identically zero, that is, $w(t)=\gamma^{-2} E^{*} P(t) x(t)$. Therefore, $\hat{w}=\gamma^{-2} E^{*} P \hat{x}$ is the unique optimal input where the optimal state $\hat{x}$ is defined by (14.16). Hence, a maximum exists in the optimization problem (14.4) and is given by $\delta\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$.

On the other hand, if $\delta\left(x_{0}\right)$ is finite for every initial state $x_{0}$ in $\mathcal{X}$, then we claim that the Riccati differential equation in (14.11) has a unique solution $P$ defined on the interval $\left[t_{0}, t_{1}\right]$. To verify this, first notice that this Riccati equation is locally Lipschitz in $P$. Hence, this differential equation has a unique solution over some interval ( $\left.t_{2}, t_{1}\right]$ for $t_{2}$ sufficiently close to $t_{1}$. To verify that this solution can be extended over the interval $\left[t_{0}, t_{1}\right]$, it is sufficient to show that over any interval $\left(t_{2}, t_{1}\right]$ on which $P$ is defined and $t_{0} \leq t_{2}$, there is a bound $M$ such that $\|P(t)\| \leq M$ for $t_{2}<t \leq t_{1}$. Consider any $t$ in the interval $\left(t_{2}, t_{1}\right]$. Then $P$ is defined on the interval $\left[t, t_{1}\right]$. Recalling the analysis in the first part of the proof and Remark 14.2.1, it follows that $P(t)$ is positive and for each $x_{0}$ in $\mathcal{X}$,

$$
\begin{equation*}
\left(P(t) x_{0}, x_{0}\right)=\rho\left(x_{0}, t, t_{1}\right) \leq \rho\left(x_{0}, t_{0}, t_{1}\right)=\delta\left(x_{0}\right) . \tag{14.20}
\end{equation*}
$$

Let $\left\{\psi_{j}\right\}_{1}^{n}$ be an orthonormal basis for the state space $\mathcal{X}$. Since $P(t)$ is positive,

$$
\|P(t)\| \leq \operatorname{trace} P(t)=\sum_{j=1}^{n}\left(P(t) \psi_{j}, \psi_{j}\right) \leq \sum_{j=1}^{n} \delta\left(\psi_{j}\right)=M<\infty
$$

So, there exists a bound $M$ such that $\|P(t)\| \leq M$ for $t_{2}<t \leq t_{1}$. Therefore, the Riccati differential equation in (14.11) has a unique solution $P$ defined on the interval $\left[t_{0}, t_{1}\right]$.

Using Theorem 14.2.1 we can now obtain the following result.
Theorem 14.2.2 Let $\{A, E, C\}$ be the linear system in (14.1) and $T$ the corresponding input output operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.3). Let $\delta\left(x_{0}\right)$ be the optimal cost for the optimization problem in (14.4). Then the following statements are equivalent.
(i) The norm $\|T\|<\gamma$.
(ii) The Riccati differential equation in (14.11) has a solution $P$ on the interval $\left[t_{0}, t_{1}\right]$.
(iii) The optimal cost $\delta\left(x_{0}\right)$ is finite for all initial states $x_{0}$ in $\mathcal{X}$.

In this case, the supremum is attained and is given by $\delta\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$.

Proof. According to Theorem 14.2.1, Parts (ii) and (iii) are equivalent. If $\|T\|<\gamma$, then equation (14.10) in Remark 14.1 .1 shows that $\delta\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$. Hence, Part ( $i$ ) implies Parts (ii) and (iii).

Now we show that (ii) implies ( $i$ ). Recall that if a differential equation $\dot{q}=f(q, \eta)$ has a solution on an interval $\left[t_{0}, t_{1}\right]$ where $f$ is a continuous function and $\eta$ is a parameter, then $\dot{q}=f(q, \eta-\epsilon)$ also has a solution on the interval $\left[t_{0}, t_{1}\right]$ for all $\epsilon$ sufficiently small; see [28]. Now assume that the Riccati differential equation in (14.11) has a solution on $\left[t_{0}, t_{1}\right]$. Then this Riccati differential equation also has a solution on the interval $\left[t_{0}, t_{1}\right]$ when $\gamma$ is replaced by $\gamma-\epsilon$ for some $\epsilon>0$. Theorem 14.2.1 now shows that the supremum $\delta\left(x_{0}\right)$ in (14.4) is finite when $\gamma$ is replaced by $\gamma-\epsilon$; using $z=C_{o} x_{0}+T w$ we obtain

$$
\sup _{w \in L^{2}}\left\{\left\|C_{o} x_{o}+T w\right\|^{2}-(\gamma-\epsilon)^{2}\|w\|^{2}\right\}=\delta\left(x_{0}\right)<\infty .
$$

Considering $x_{0}=0$ results in

$$
\sup _{w \in L^{2}}\left\{\|T w\|^{2}-(\gamma-\epsilon)^{2}\|w\|^{2}\right\}=\delta(0)<\infty
$$

hence, for all $w$, we have $\|T w\|^{2} \leq(\gamma-\epsilon)^{2}\|w\|^{2}+\delta(0)$. Consider any integer $n$ and replace $w$ by $n w$ in the above expression to obtain

$$
\begin{equation*}
\|T w\|^{2} \leq(\gamma-\epsilon)^{2}\|w\|^{2}+\delta(0) / n^{2} \tag{14.21}
\end{equation*}
$$

Since (14.21) holds for every integer $n$, we must have $\|T w\|^{2} \leq(\gamma-\epsilon)^{2}\|w\|$. Because this holds for all $w$ we obtain that $\|T\| \leq \gamma-\epsilon<\gamma$.

The following consequence of the previous theorem provides a method to compute the norm of the infinite dimensional operator $T$.

Corollary 14.2.3 Let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.3). Then $\|T\|$ is the infimum of the set of all positive numbers $\gamma$ such that the Riccati differential equation in (14.11) has a solution on the interval $\left[t_{0}, t_{1}\right]$.

Example 14.2.1 (Simple integrator) Consider the classical problem of computing the norm of the integrator operator $T$ on $L^{2}[0,1]$ defined by

$$
(T w)(t)=\int_{0}^{t} w(\tau) d \tau
$$

see Problem 188 in Halmos [59]. This operator is the input output operator associated with the system $\dot{x}=w$ and $z=x$ where $t_{0}=0$ and $t_{1}=1$. Let us use Corollary 14.2 .3 to compute the norm of $T$. For any $\gamma>0$, the corresponding Riccati differential equation is given by

$$
\dot{P}+\gamma^{-2} P^{2}+1=0
$$

With the terminal condition $P\left(t_{1}\right)=0$, the solution to this differential equation is given by $P(t)=\gamma \tan \left(\gamma^{-1}(1-t)\right)$ for $1-\gamma \pi / 2<t \leq 1$. Note that this solution cannot be continued beyond $t \leq 1-\gamma \pi / 2$. Hence, in order for the solution to be defined on the interval $[0,1]$, it is necessary and sufficient that $\gamma>2 / \pi$. According to Corollary 14.2 .3 , the norm of the operator $T$ is $2 / \pi$.

Remark 14.2.2 Assume that the supremum $\delta\left(x_{0}\right)$ in (14.4) is finite for all $x_{0}$ in $\mathcal{X}$, or equivalently, the Riccati differential equation in (14.11) has a solution on the interval $\left[t_{0}, t_{1}\right]$. If the pair $\{C, A\}$ is observable, then $P(t)$ is strictly positive for all $t_{0} \leq t<t_{1}$. This follows from Lemma 13.6.2. We can also demonstrate this as follows. Consider any $t$ in the interval [ $t_{0}, t_{1}$ ) and let $x(t)=x_{0}$ and $w=0$. Then $z(\sigma)=C e^{A(\sigma-t)} x_{0}$ and replacing $t_{0}$ with $t$ in (14.18), we obtain that

$$
\left(P(t) x_{0}, x_{0}\right) \geq \int_{t}^{t_{1}}\left\|C e^{A(\sigma-t)} x_{0}\right\|^{2} d \sigma
$$

Because $\{C, A\}$ is observable, $\int_{t}^{t_{1}}\left\|C e^{A(\sigma-t)} x_{0}\right\|^{2} d \sigma>0$ for all nonzero $x_{0}$. Therefore, the operator $P(t)$ is strictly positive.
Remark 14.2.3 It is emphasized that one must integrate the Riccati differential equation in (14.11) backwards in time to find $P(t)$. However, one can easily convert this equation to a Riccati differential equation moving forward in time. To see this let $\Omega(\tau)=P\left(t_{1}-\tau\right)$. Then equation (14.11) gives

$$
\begin{equation*}
\dot{\Omega}=A^{*} \Omega+\Omega A+\gamma^{-2} \Omega E E^{*} \Omega+C^{*} C \quad(\Omega(0)=0) \tag{14.22}
\end{equation*}
$$

Therefore, one can obtain $P$ by solving forward in time for $\Omega$ in the Riccati differential equation (14.22). Then $P(t)=\Omega\left(t_{1}-t\right)$.

Notice that, due to the time invariant nature of the system under consideration, it follows from (14.20) and (14.13) that

$$
\begin{aligned}
& \left(P(t) x_{0}, x_{0}\right)=\sup \left\{\int_{0}^{t_{1}-t}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma: w \in L^{2}\left(\left[0, t_{1}-t\right], \mathcal{W}\right)\right\} \\
& \text { subject to } \quad \dot{x}=A x+E w \text { and } z=C x \text { and } x(0)=x_{0}
\end{aligned}
$$

Hence,

$$
\begin{align*}
& \left(\Omega(\tau) x_{0}, x_{0}\right)=\sup \left\{\int_{0}^{\tau}\left(\|z(\sigma)\|^{2}-\gamma^{2}| | w(\sigma) \|^{2}\right) d \sigma: w \in L^{2}\left(\left[0, t_{1}-t\right], \mathcal{W}\right)\right\} \\
& \text { subject to } \quad \dot{x}=A x+E w \text { and } z=C x \text { and } x(0)=x_{0} \tag{14.23}
\end{align*}
$$

Notice that one can also express the solution $\Omega$ to the Riccati differential equation in (14.22) as the solution to the following integral equation

$$
\begin{equation*}
\Omega(\tau)=\int_{0}^{\tau} e^{A^{*}(\tau-\sigma)}\left(C^{*} C+\gamma^{-2} \Omega(\sigma) E E^{*} \Omega(\sigma)\right) e^{A(\tau-\sigma)} d \sigma \tag{14.24}
\end{equation*}
$$

An application of Leibnitz's rule shows that $\Omega$ in (14.24) is indeed a solution to the Riccati differential equation in (14.22). If the pair $\{C, A\}$ is observable, then $\Omega(\tau)$ is strictly positive for all $\tau>0$ where $\Omega(\tau)$ is defined. Equation (14.24) shows that

$$
\Omega(\tau) \geq \int_{0}^{\tau} e^{A^{*}(\tau-\sigma)} C^{*} C e^{A(\tau-\sigma)} d \sigma>0
$$

The last equality follows because the pair $\{C, A\}$ is observable. Therefore, $\Omega(\tau)$ is strictly positive. Since $P(t)=\Omega\left(t_{1}-t\right)$, this also shows that $P(t)$ is strictly positive for all $t_{0} \leq t<t_{1}$ when $\{C, A\}$ is observable.

### 14.3 An abstract optimization problem

In this section we introduce an optimization problem which plays a fundamental role in an operator development of the Riccati differential equation in (14.11). To this end, let $J$ be a self-adjoint operator on a Hilbert space $\mathcal{K}$ while $h$ and $\xi$ are fixed vectors in $\mathcal{K}$. Consider the following optimization problem:

$$
\begin{equation*}
\beta_{h \xi}=\sup \left\{\|h\|^{2}+2 \Re(\varphi, \xi)-(J \varphi, \varphi): \varphi \in \mathcal{K}\right\} \tag{14.25}
\end{equation*}
$$

If $J$ is not positive, then $\beta_{h \xi}$ is infinite. To see this, suppose that $J$ is not positive. Then there exists a vector $\varphi$ in $\mathcal{K}$ such that $(J \varphi, \varphi)<0$. Considering any integer $n>0$, we obtain

$$
\beta_{h \xi} \geq\|h\|^{2}+2 \Re(n \varphi, \xi)-(J n \varphi, n \varphi)=\|h\|^{2}+2 n \Re(\varphi, \xi)-n^{2}(J \varphi, \varphi)
$$

Since $(J \varphi, \varphi)<0$, it follows that $\|h\|^{2}+2 n \Re(\varphi, \xi)-n^{2}(J \varphi, \varphi)$ approaches infinity as $n$ tends to infinity. Hence, $\beta_{h \xi}=\infty$. The following result yields a solution to the above optimization problem when $J$ is strictly positive.

Lemma 14.3.1 Let $J$ be a strictly positive operator on a Hilbert space $\mathcal{K}$ while $h$ and $\xi$ are fixed vectors in $\mathcal{K}$. Then the optimization problem in (14.25) has a finite supremum

$$
\begin{equation*}
\beta_{h \xi}=\|h\|^{2}+\left(J^{-1} \xi, \xi\right) \tag{14.26}
\end{equation*}
$$

and this supremum is uniquely attained by the optimal vector $\hat{\varphi}=J^{-1} \xi$.
Proof. The proof is based on the following completion of squares:

$$
\begin{align*}
\|h\|^{2}+2 \Re(\varphi, \xi)-(J \varphi, \varphi) & =\|h\|^{2}+2 \Re\left(J \varphi, J^{-1} \xi\right)-(J \varphi, \varphi) \\
& =\|h\|^{2}+\left(J^{-1} \xi, \xi\right)-\left(J\left(\varphi-J^{-1} \xi\right), \varphi-J^{-1} \xi\right) \tag{14.27}
\end{align*}
$$

Since $J$ is strictly positive, it follows that $\left(J\left(\varphi-J^{-1} \xi\right), \varphi-J^{-1} \xi\right) \geq 0$. Moreover, this term is zero if and only if $\varphi-J^{-1} \xi=0$, or equivalently, $\varphi=J^{-1} \xi$. Therefore, (14.27) shows that the supremum in (14.25) is finitely given by $\|h\|^{2}+\left(J^{-1} \xi, \xi\right)$ and it is uniquely attained by the optimal vector $\hat{\varphi}=J^{-1} \xi$.

For completeness we include the following result when $J$ is positive. However, this result is not used to solve any control problems in this monograph and can be proven using the Riesz Representation Theorem.

Theorem 14.3.2 Let $J$ be a positive operator on $\mathcal{K}$ and let $h$ and $\xi$ be fixed vectors in $\mathcal{K}$. Let $M$ be any operator from $\mathcal{K}$ into $\mathcal{M}$ satisfying $J=M^{*} M$. Then the supremum $\beta_{h \xi}$ defined in (14.25) is finite if and only if $\xi$ is in the range of $M^{*}$. In this case,

$$
\begin{equation*}
\beta_{h \xi}=\|h\|^{2}+\|v\|^{2} \quad\left(\xi=M^{*} v \text { and } v \in\left(\operatorname{ker} M^{*}\right)^{\perp}\right) \tag{14.28}
\end{equation*}
$$

where $v$ is the unique vector in the closure of the range of $M$ satisfying $\xi=M^{*} v$.

### 14.4 An operator disturbance attenuation problem

In this section, we present and solve an operator version of the optimization problem in (14.4). To this end, let $T$ be an operator mapping a Hilbert space $\mathcal{K}$ into a Hilbert space $\mathcal{H}$ and $h$ a vector in $\mathcal{H}$. The following optimization problem is a generalization of (14.4). For a specified $\gamma>0$, find $\beta(h)$ such that

$$
\begin{equation*}
\beta(h)=\sup \left\{\|h+T w\|^{2}-\gamma^{2}\|w\|^{2}: w \in \mathcal{K}\right\} \tag{14.29}
\end{equation*}
$$

An optimal vector $\hat{w}$ is a vector in $\mathcal{K}$ such that $\beta(h)=\|h+T \hat{w}\|^{2}-\gamma^{2}\|\hat{w}\|^{2}$. Clearly, $\beta(h) \geq 0$. Equation (14.7), along with $h=C_{0} x$ and $\mathcal{K}=L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$, readily shows that (14.4) is a special case of the optimization problem in (14.29).

We say that the norm of $T$ is bounded by $\gamma$ if $\|T\| \leq \gamma$. The norm of $T$ is strictly bounded by $\gamma$ if $\|T\|<\gamma$. Clearly, the norm of $T$ is bounded by $\gamma$ if and only if $\gamma^{2} I-T^{*} T$ is positive. Moreover, the norm of $T$ is strictly bounded by $\gamma$ if and only if $\gamma^{2} I-T^{*} T$ is strictly positive, or equivalently, $\gamma^{2} I-T^{*} T$ is positive and invertible.

For any $w$ in $\mathcal{K}$, we obtain

$$
\begin{align*}
\|h+T w\|^{2}-\gamma^{2}\|w\|^{2} & =\|h\|^{2}+2 \Re(T w, h)+\|T w\|^{2}-\gamma^{2}\|w\|^{2} \\
& =\|h\|^{2}+2 \Re\left(w, T^{*} h\right)-\left(\left(\gamma^{2} I-T^{*} T\right) w, w\right) \tag{14.30}
\end{align*}
$$

Thus, the optimization problem in (14.29) is equivalent to the following optimization problem

$$
\begin{equation*}
\beta(h)=\sup \left\{\|h\|^{2}+2 \Re\left(w, T^{*} h\right)-\left(\left(\gamma^{2} I-T^{*} T\right) w, w\right): w \in \mathcal{K}\right\} \tag{14.31}
\end{equation*}
$$

This is precisely the optimization problem in (14.25) where $\xi=T^{*} h$ and $J=\gamma^{2} I-T^{*} T$. Recall that $\beta_{h \xi}=\infty$ when $J$ is not positive. Obviously, $\gamma^{2} I-T^{*} T$ is not positive if and only if $\|T\|>\gamma$. So, if $\|T\|>\gamma$, then $\beta(h)=\infty$. The following result solves the optimization problem in (14.29) when the norm of $T$ is strictly bounded by $\gamma$.

Theorem 14.4.1 Let $T$ be an operator mapping $\mathcal{K}$ into $\mathcal{H}$ whose norm is strictly bounded by $\gamma$ and let $h$ be a vector in $\mathcal{H}$. Then the supremum in (14.29) is attained and is given by

$$
\begin{equation*}
\beta(h)=\gamma^{2}\left(\left(\gamma^{2} I-T T^{*}\right)^{-1} h, h\right) \tag{14.32}
\end{equation*}
$$

Furthermore, optimal vector $\hat{w}$ in $\mathcal{K}$ which attains this supremum is unique and is given by

$$
\begin{equation*}
\hat{w}=\left(\gamma^{2} I-T^{*} T\right)^{-1} T^{*} h=T^{*}\left(\gamma^{2} I-T T^{*}\right)^{-1} h \tag{14.33}
\end{equation*}
$$

Proof. Since the norm of $T$ is strictly bounded by $\gamma$, the operator $J=\gamma^{2} I-T^{*} T$ is strictly positive. Because the optimization problems in (14.29) and (14.31) are equivalent, Lemma 14.3.1 with $\xi=T^{*} h$, shows that

$$
\begin{equation*}
\beta(h)=\beta_{h \xi}=\|h\|^{2}+\left(\left(\gamma^{2} I-T^{*} T\right)^{-1} T^{*} h, T^{*} h\right) . \tag{14.34}
\end{equation*}
$$

Using $R\left(\gamma^{2} I-N R\right)^{-1}=\left(\gamma^{2} I-R N\right)^{-1} R$ where $R$ and $N$ are operators acting between the appropriate spaces, we obtain

$$
\begin{aligned}
I+T\left(\gamma^{2} I-T^{*} T\right)^{-1} T^{*} & =I+\left(\gamma^{2} I-T T^{*}\right)^{-1} T T^{*}=\left(\gamma^{2} I-T T^{*}\right)^{-1}\left(\gamma^{2} I-T T^{*}+T^{*} T\right) \\
& =\gamma^{2}\left(\gamma^{2} I-T T^{*}\right)^{-1}
\end{aligned}
$$

Employing this identity in (14.34), yields the expression for $\beta(h)$ in (14.32). Finally, Lemma 14.3.1 with $J=\gamma^{2} I-T^{*} T$, shows that the supremum in (14.29) is uniquely attained by the vector $\hat{w}=J^{-1} \xi=\left(\gamma^{2} I-T^{*} T\right)^{-1} T^{*} h$. Therefore, (14.33) holds.

The following result is a generalization of the bound (14.10) in Remark 14.1.1.
Corollary 14.4.2 Let $T$ be an operator mapping $\mathcal{K}$ into $\mathcal{H}$ whose norm is strictly bounded by $\gamma$ and let $h$ be in $\mathcal{H}$. Then the supremum in (14.29) satisfies $\beta(h) \leq \gamma^{2}\|h\|^{2} /\left(\gamma^{2}-\|T\|^{2}\right)$.

Proof. Clearly, $\left(\gamma^{2}-\|T\|^{2}\right) I \leq \gamma^{2} I-T T^{*}$. If $N$ and $R$ are two strictly positive operators satisfying $N \leq R$, then $R^{-1} \leq N^{-1}$; see Lemma 14.4.3 below. Hence,

$$
\left(\gamma^{2} I-T T^{*}\right)^{-1} \leq\left(\gamma^{2}-\|T\|^{2}\right)^{-1} I
$$

The corollary now follows from (14.32).
If $T$ is the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.3) and $h=C_{o} x$, then Corollary 14.4.2 readily yields the bound in (14.10).

Remark 14.4.1 Let $T$ be an operator mapping $\mathcal{K}$ into $\mathcal{H}$ whose norm is strictly bounded by $\gamma$ and let $h$ be a vector in $\mathcal{H}$. Consider the affine map from $\mathcal{K}$ into $\mathcal{H}$ defined by $z=h+T w$. Here $z$ can be viewed as an output. Then the optimization problem in (14.29) is equivalent to

$$
\begin{equation*}
\beta(h)=\sup \left\{\|z\|^{2}-\gamma^{2}\|w\|^{2}: w \in \mathcal{K}\right\} . \tag{14.35}
\end{equation*}
$$

If $\hat{w}$ is the optimal input, then the corresponding optimal output $\hat{z}=h+T \hat{w}$ depends only on $h$ in $\mathcal{H}$. In this case the optimal input $\hat{w}$ is given by the "feedback" formula $\hat{w}=\gamma^{-2} T^{*} \hat{z}$. To see this, notice that (14.33) readily gives $\left(\gamma^{2} I-T^{*} T\right) \hat{w}=T^{*} h$. This implies that $\gamma^{2} \hat{w}=T^{*}(h+T \hat{w})$. Using $\hat{z}=h+T \hat{w}$, we obtain $\gamma^{2} \hat{w}=T^{*} \hat{z}$, which proves our claim.

Lemma 14.4.3 Let $N$ and $R$ be two strictly positive operators on $\mathcal{H}$. If $N \leq R$, then $R^{-1} \leq N^{-1}$.

Proof. For all $f$ in $\mathcal{H}$, we have

$$
\left\|N^{1 / 2} f\right\|^{2}=(N f, f) \leq(R f, f) \leq\left\|R^{1 / 2} f\right\|^{2}
$$

By replacing $f$ with $R^{-1 / 2} g$, we see that $N^{1 / 2} R^{-1 / 2}$ is a contraction. (Recall that an operator $M$ is a contraction if $\|M\| \leq 1$.) So, its adjoint $R^{-1 / 2} N^{1 / 2}$ is also contractive. Thus, $\left\|R^{-1 / 2} N^{1 / 2} f\right\| \leq\|f\|$. Now replacing $f$ by $N^{-1 / 2} h$, we see that $\left\|R^{-1 / 2} h\right\|^{2} \leq\left\|N^{-1 / 2} h\right\|^{2}$. This implies that $R^{-1} \leq N^{-1}$ and completes the proof.

### 14.5 The disturbance attenuation problem revisited

Now let us return to the original optimization problem posed in (14.4). Recall that we obtained a solution to this problem using the Riccati differential equation in (14.11). In this section we use operator techniques to provide some further insight into the origins of this Riccati differential equation. As in the linear quadratic regulator problem, operator
techniques naturally yield a two point boundary value problem which in turn leads to the Riccati differential equation. To be more specific, recall that

$$
\begin{equation*}
\dot{x}=A x+E w \quad \text { and } \quad z=C x \tag{14.36}
\end{equation*}
$$

where $A$ is an operator on $\mathcal{X}$, while $E$ maps $\mathcal{W}$ into $\mathcal{X}$ and $C$ is an operator mapping $\mathcal{X}$ into $\mathcal{Z}$. The spaces $\mathcal{X}, \mathcal{W}$, and $\mathcal{Z}$ are all finite dimensional. In this setting $T$ is the input output map from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
(T w)(t)=\int_{t_{0}}^{t} C e^{A(t-\tau)} E w(\tau) d \tau \quad\left(w \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)\right) \tag{14.37}
\end{equation*}
$$

Recall that $C_{o}$ is the observability operator from $\mathcal{X}$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
\left(C_{o} x\right)(t)=C e^{A\left(t-t_{0}\right)} x \quad(x \in \mathcal{X}) \tag{14.38}
\end{equation*}
$$

Clearly, the optimization problem in (14.4) is a special case of the general problem in (14.29) with $h=C_{o} x_{0}$. By consulting Theorem 14.4.1 and Remark 14.4.1, we readily obtain the following result.

Theorem 14.5.1 Consider the optimization problem in (14.4). Let $T$ be the input output operator defined in (14.37) and let $C_{o}$ be the observability operator defined in (14.38). If $\|T\|<\gamma$, then the supremum is attained in (14.4) and is given by

$$
\begin{equation*}
\delta\left(x_{0}\right)=\gamma^{2}\left(\left(\gamma^{2} I-T T^{*}\right)^{-1} C_{o} x_{0}, C_{o} x_{0}\right) \tag{14.39}
\end{equation*}
$$

Moreover, the optimal input which attains this supremum is unique and is given by

$$
\begin{equation*}
\hat{w}=\left(\gamma^{2} I-T^{*} T\right)^{-1} T^{*} C_{o} x_{0} \tag{14.40}
\end{equation*}
$$

Finally, the optimal input $\hat{w}$ must satisfy

$$
\begin{equation*}
\hat{w}=\gamma^{-2} T^{*} \hat{z} \tag{14.41}
\end{equation*}
$$

where the corresponding optimal output $\hat{z}$ is given by $\hat{z}=C_{o} x_{0}+T \hat{w}$, that is,

$$
\begin{align*}
& \dot{\hat{x}}=A \hat{x}+E \hat{w} \quad \text { with } \quad \hat{x}\left(t_{0}\right)=x_{0} \\
& \hat{z}=C \hat{x} \tag{14.42}
\end{align*}
$$

and $\hat{x}$ is the optimal state trajectory.

### 14.5.1 The adjoint system

Now let us use Theorem 14.5.1 to obtain the two point boundary value problem associated with the optimization problem in (14.4). Our approach involves the adjoint system corresponding to the system $\{A, E, C\}$. As before, let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into
$L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.37). Then a simple calculation shows that its adjoint $T^{*}$ is the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ defined by

$$
\begin{equation*}
\left(T^{*} g\right)(t)=\int_{t}^{t_{1}} E^{*} e^{-A^{*}(t-\tau)} C^{*} g(\tau) d \tau \quad\left(g \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)\right. \tag{14.43}
\end{equation*}
$$

In fact, this formula for $T^{*}$ follows from (12.27) and (12.28) with $G(t)=C e^{A t} E$. To obtain a state space realization of the adjoint map $T^{*}$, let $\lambda$ be the function defined by

$$
\lambda(t)=\int_{t}^{t_{1}} e^{-A^{*}(t-\tau)} C^{*} g(\tau) d \tau
$$

Using Leibnitz's rule, we obtain $\dot{\lambda}=-A^{*} \lambda-C^{*} g$ which yields the following state space representation of $v=T^{*} g$ :

$$
\begin{align*}
\dot{\lambda} & =-A^{*} \lambda-C^{*} g \quad \text { with } \quad \lambda\left(t_{1}\right)=0 \\
v & =E^{*} \lambda \tag{14.44}
\end{align*}
$$

To obtain $v$ for a specified $g$, one must integrate the above differential equation backward in time from $t_{1}$. Finally, we call $\lambda$ the adjoint state.

Now let us use the adjoint system to characterize the solution of the optimization problem in (14.4). Suppose that $\|T\|<\gamma$. Then the supremum is attained in (14.4) for every initial state $x_{0}$ in $\mathcal{X}$. According to Theorem 14.5.1, the optimal input $\hat{w}$ which achieves this supremum must satisfy $\hat{w}=\gamma^{-2} T^{*} \hat{z}$ where $\hat{z}$ is the corresponding optimal output trajectory; see (14.42). Since (14.44) is the state space realization for $v=T^{*} g$, the state space realization for the optimal input $\hat{w}=\gamma^{-2} T^{*} \hat{z}$ is given by

$$
\begin{aligned}
\dot{\lambda} & =-A^{*} \lambda-C^{*} \hat{z} \quad \text { with } \quad \lambda\left(t_{1}\right)=0 \\
\hat{w} & =\gamma^{-2} E^{*} \lambda
\end{aligned}
$$

Combining these equations with (14.42), we see that the optimal input is given by

$$
\begin{equation*}
\hat{w}=\gamma^{-2} E^{*} \lambda \tag{14.45}
\end{equation*}
$$

where $[\hat{x} \lambda]^{t r}$ solves the following two point boundary value problem:

$$
\begin{array}{lll}
\dot{\hat{x}}=A \hat{x}+\gamma^{-2} E E^{*} \lambda & \text { with } & \hat{x}\left(t_{0}\right)=x_{0} \\
\dot{\lambda}=-C^{*} C \hat{x}-A^{*} \lambda & \text { with } & \lambda\left(t_{1}\right)=0 \tag{14.46}
\end{array}
$$

Summing up the previous analysis we obtain the following result. If $\|T\|<\gamma$, then the corresponding two point boundary value problem in (14.46) has a solution for every $x_{0}$ in $\mathcal{X}$. Furthermore, the supremum is obtained in the optimization problem (14.4) for every initial state $x_{0}$ and the optimal input $\hat{w}$ which achieves this supremum is given by $\hat{w}=\gamma^{-2} E^{*} \lambda$.

We now claim that, if $\|T\|<\gamma$, then for every $x_{0}$ in $\mathcal{X}$ and for every $t^{\prime}$ in the interval [ $t_{0}, t_{1}$ ), the two point boundary value problem:

$$
\begin{array}{llll}
\dot{\hat{x}}=A \hat{x}+\gamma^{-2} E E^{*} \lambda & \text { with } & \hat{x}\left(t^{\prime}\right)=x_{0} \\
\dot{\lambda}=-C^{*} C \hat{x}-A^{*} \lambda & \text { with } & \lambda\left(t_{1}\right)=0 \tag{14.47}
\end{array}
$$

has a solution $[\hat{x} \lambda]^{t r}$. To see this, let $T^{\prime}$ be the operator from $L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
\left(T^{\prime} w\right)(t)=\int_{t^{\prime}}^{t} C e^{A(t-\tau)} E w(\tau) d \tau . \quad\left(w \in L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{W}\right)\right. \tag{14.48}
\end{equation*}
$$

We claim that $\left\|T^{\prime}\right\| \leq\|T\|$, and thus, $\left\|T^{\prime}\right\|<\gamma$. To see this consider any input $w$ in $L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{W}\right)$ and extend it to an input $\tilde{w}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ by setting $\tilde{w}(t)=0$ for $t_{0} \leq t<t^{\prime}$. Then

$$
\left\|T^{\prime} w\right\|=\|T \tilde{w}\| \leq\|T\|\|\tilde{w}\|=\|T\|\|w\|
$$

This implies that $\left\|T^{\prime}\right\| \leq\|T\|<\gamma$. By using $\left\|T^{\prime}\right\|<\gamma$ in our previous analysis with $t^{\prime}$ and $T^{\prime}$ replacing $t_{0}$ and $T$, respectively, we see that the two point boundary value problem (14.47) has a solution for every $x_{0}$ in $\mathcal{X}$ and for every $t^{\prime}$ in the interval $\left[t_{0}, t_{1}\right)$.

### 14.5.2 The Riccati equation

As before, assume that the norm of the operator $T$ from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.37) is strictly bounded by $\gamma$. Theorem 14.2 .2 shows that the Riccati equation in (14.11) has a solution $P$ on the interval $\left[t_{0}, t_{1}\right]$. Here we provide an independent derivation of this result. We will see that the Riccati differential equation arises naturally in the solution of the two point boundary value problem in (14.46). In particular, the solution $[\hat{x} \lambda]^{\text {tr }}$ to this two point boundary value problem satisfies $\lambda(t)=P(t) \hat{x}(t)$. We also obtain an explicit formula for $P$ in terms of the elements of the state transition matrix associated with this two point boundary problem.

To this end, we introduce the Hamiltonian matrix associated with the optimization problem in (14.4):

$$
H=\left[\begin{array}{cc}
A & \gamma^{-2} E E^{*}  \tag{14.49}\\
-C^{*} C & -A^{*}
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right] .
$$

Notice that $H$ is simply the state space matrix for the system in (14.46). Since $\|T\|<\gamma$, it follows from the previous section that the two point boundary value problem in (14.47) has a solution $[\hat{x} \lambda]^{t r}$ for every $x_{0}$ in $\mathcal{X}$ and $t^{\prime}$ in $\left[t_{0}, t_{1}\right)$. Hence, using Lemma 13.6.1, it follows that the Riccati differential equation in (14.11) has a solution $P$ on the interval $\left[t_{0}, t_{1}\right]$. Moreover, it follows from Remark 13.6.1 that

$$
\begin{equation*}
\lambda(t)=P(t) \hat{x}(t) \text { and } P(t)=\Phi_{21}\left(t-t_{1}\right) \Phi_{11}\left(t-t_{1}\right)^{-1} \tag{14.50}
\end{equation*}
$$

where $\Phi_{11}$ and $\Phi_{21}$ are obtained from the following matrix partition of $e^{H t}$ :

$$
e^{H t}=\left[\begin{array}{ll}
\Phi_{11}(t) & \Phi_{12}(t)  \tag{14.51}\\
\Phi_{21}(t) & \Phi_{22}(t)
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right]
$$

So, one can obtain $P$ by using either $P(t)=\Phi_{21}\left(t-t_{1}\right) \Phi_{11}\left(t-t_{1}\right)^{-1}$ or solving the Riccati differential equation in (14.11).

Combining the results in this section with Theorem 14.2.2 gives the following result.
Theorem 14.5.2 Let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.97). Let $\delta\left(x_{0}\right)$ be the supremum for the optimization problem in (14.4). Then the following statements are equivalent.
(i) The supremum $\delta\left(x_{0}\right)$ is finite for every $x_{0} \in \mathcal{X}$.
(ii) The supremum $\delta\left(x_{0}\right)$ is uniquely attained for every $x_{0} \in \mathcal{X}$.
(iii) The Riccati differential equation in (14.11) has a solution on the interval $\left[t_{0}, t_{1}\right]$.
(iv) The two point boundary value problem in (14.47) has a solution for every $x_{0}$ in $\mathcal{X}$ and $t^{\prime}$ in the interval $\left[t_{0}, t_{1}\right)$.
(v) The norm of the operator $T$ is strictly bounded by $\gamma$.

Remark 14.5.1 As before, let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.37) and assume that $\|T\|<\gamma$. Then Theorems 14.2.1 and 14.5.1 give

$$
\begin{equation*}
P\left(t_{0}\right)=\gamma^{2} C_{o}^{*}\left(\gamma^{2} I-T T^{*}\right)^{-1} C_{o} \tag{14.52}
\end{equation*}
$$

Recall that the pair $\{C, A\}$ is observable if and only if the operator $C_{0}$ is one to one. Hence, equation (14.52) shows that the pair $\{C, A\}$ is observable if and only if $P\left(t_{0}\right)$ is strictly positive. Recall that if $T^{\prime}$ is the operator from $L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.48) where $t_{0} \leq t^{\prime}<t_{1}$, then $\left\|T^{\prime}\right\| \leq\|T\|<\gamma$. So, by replacing $T$ with $T^{\prime}$ and $t_{0}$ by $t^{\prime}$, we see that $P\left(t^{\prime}\right)$ is strictly positive for any $t_{0} \leq t^{\prime}<t_{1}$ if and only if the pair $\{C, A\}$ is observable. In particular, $P(t)$ is strictly positive for any $t_{0} \leq t<t_{1}$ if and only if $P(t)$ is strictly positive for all $t_{0} \leq t<t_{1}$. Likewise $\Omega(\tau)=P\left(t_{1}-\tau\right)$ is strictly positive for any $0<\tau \leq t_{1}-t_{0}$ if and only if $\Omega(\tau)$ is strictly positive for all $0<\tau \leq t_{1}-t_{0}$.
Remark 14.5.2 One might conjecture that the optimization problem in (14.4) has a solution for every $x_{0}$ if the two point boundary value problem in (14.46) has a solution for every $x_{0}$ on the interval $\left[t_{0}, t_{1}\right]$. However, this is false as the following example illustrates. Recall the simple integrator system ( $\dot{x}=w$ and $z=x$ ) in Example 14.2.1 defined on the interval $[0,1]$. As expected, $t_{0}=0$ and $t_{1}=1$. We have already shown that the corresponding optimization problem has a solution for every $x_{0}$ if and only if $\gamma>2 / \pi$. The Hamiltonian matrix associated with this system is given by

$$
H=\left[\begin{array}{cc}
0 & \gamma^{-2} \\
-1 & 0
\end{array}\right]
$$

It is easy to verify that

$$
e^{H t}=\left[\begin{array}{cc}
\cos \left(\gamma^{-1} t\right) & \gamma^{-1} \sin \left(\gamma^{-1} t\right) \\
-\gamma \sin \left(\gamma^{-1} t\right) & \cos \left(\gamma^{-1} t\right)
\end{array}\right] .
$$

By consulting (13.53), it follows that $[\hat{x} \lambda]^{t r}$ is a solution of the corresponding two point boundary value problem over the interval $[0,1]$ if and only if

$$
\begin{equation*}
\hat{x}(t)=\cos \left(\gamma^{-1}(t-1)\right) \hat{x}(1) \text { and } \lambda(t)=-\gamma \sin \left(\gamma^{-1}(t-1)\right) \hat{x}(1) \tag{14.53}
\end{equation*}
$$

and $x(0)=x_{0}$. So, this two point boundary value problem has a solution if and only if there exists a scalar $\hat{x}(1)$ such that $x_{0}=\cos \left(\gamma^{-1}\right) \hat{x}(1)$. In other words, for this two point boundary value problem to have a solution for every $x_{0}$, it is necessary and sufficient that $\cos \left(\gamma^{-1}\right)$ be nonzero. In this case, the solution is uniquely given by (14.53) with $\hat{x}(1)=\cos \left(\gamma^{-1}\right)^{-1} x_{0}$. So, if $\gamma=1 / 2 \pi$, then $\cos \left(\gamma^{-1}\right)$ is nonzero and this two point boundary value problem has a solution for every $x_{0}$. Since $\|T\|=2 / \pi$, it follows that the corresponding optimization problem with $\gamma>1 / 2 \pi$ does not have a solution.

### 14.6 A spectral factorization

In this section we obtain a finite time outer spectral factor for the operator $\gamma^{2} I-T^{*} T$. Recall that $\Theta$ is a finite time outer spectral factor for a strictly positive operator $\Xi$ if $\Xi=\Theta^{*} \Theta$ where $\Theta$ is a causal invertible operator with a causal inverse. Let $T$ be the causal operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.3). Assume that the Riccati differential equation in (14.11) has a solution on the interval $\left[t_{0}, t_{1}\right]$, or equivalently, $\|T\|<\gamma$. In this case, we will obtain a finite time outer spectral factor $\Theta$ for $\gamma^{2} I-T^{*} T$. To begin, let $L$ be the linear operator on $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ defined by

$$
\begin{equation*}
(L f)(t)=\int_{t_{0}}^{t} e^{A(t-\tau)} f(\tau) d \tau \quad\left(f \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)\right) \tag{14.54}
\end{equation*}
$$

Notice that $g=L f$, for some $f$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$, if and only if $g$ satisfies the following differential equation

$$
\begin{equation*}
\dot{g}=A g+f \quad \text { with } \quad g\left(t_{0}\right)=0 \tag{14.55}
\end{equation*}
$$

It should also be clear that $T=C L E$.
Theorem 14.6.1 Let $T$ be the causal operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (14.3) and assume that the Riccati differential equation in (14.11) has a solution on the interval $\left[t_{0}, t_{1}\right]$. Let $\Theta$ be the causal operator on $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ defined by

$$
\begin{equation*}
\Theta=\gamma I-\gamma^{-1} E^{*} P L E \tag{14.56}
\end{equation*}
$$

Then $\Theta$ has a causal inverse and $\gamma^{2} I-T^{*} T=\Theta^{*} \Theta$. In particular, $\|T\|<\gamma$.
Proof. The adjoint $L^{*}$ of $L$ is the operator on $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ defined by

$$
\begin{equation*}
\left(L^{*} \phi\right)(t)=\int_{t}^{t_{1}} e^{-A^{*}(t-\tau)} \phi(\tau) d \tau \quad\left(\phi \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)\right) \tag{14.57}
\end{equation*}
$$

By applying Leibnitz's rule to (14.57), it follows that $\xi=L^{*} \phi$ for some $\phi$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ if and only if $\xi$ is the unique solution to the following differential equation

$$
\begin{equation*}
\dot{\xi}=-A^{*} \xi-\phi \quad \text { with } \quad \xi\left(t_{1}\right)=0 \tag{14.58}
\end{equation*}
$$

Consider now any differentiable function $g$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$. Using the Riccati differential equation in (14.11), we have

$$
\frac{d}{d t}(P g)=-A^{*}(P g)-C^{*} C g-\gamma^{-2} P E E^{*} P g+P \dot{g}-P A g
$$

Since $P\left(t_{1}\right) g\left(t_{1}\right)=0$, it now follows from the characterization of $\xi=L^{*} \phi$ in (14.58) that

$$
P g=L^{*}\left(C^{*} C g+\gamma^{-2} P E E^{*} P g-P \dot{g}+P A g\right)
$$

This yields the following relationship:

$$
\begin{equation*}
\left(P-L^{*} C^{*} C-\gamma^{-2} L^{*} P E E^{*} P\right) g=-L^{*} P(\dot{g}-A g) \tag{14.59}
\end{equation*}
$$

for any differentiable function $g$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$. Consider any $f$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ and let $g=L f$. Then $\dot{g}-A g=f$. Substituting this into (14.59) yields

$$
\left(P-L^{*} C^{*} C-\gamma^{-2} L^{*} P E E^{*} P\right) L f=-L^{*} P f
$$

Since $f$ is arbitrary, we obtain the following operator algebraic Riccati equation

$$
\begin{equation*}
L^{*} P+P L-L^{*} C^{*} C L-\gamma^{-2} L^{*} P E E^{*} P L=0 \tag{14.60}
\end{equation*}
$$

By applying $E^{*}$ to the left and $E$ on the right, rearranging terms and using $T=C L E$, yields

$$
\begin{aligned}
\gamma^{2} I-T^{*} T & =\gamma^{2} I-E^{*} L^{*} C^{*} C L E \\
& =\gamma^{2} I-E^{*} L^{*} P E-E^{*} P L E+\gamma^{-2} E^{*} L^{*} P E E^{*} P L E \\
& =\left(\gamma I-\gamma^{-1} E^{*} P L E\right)^{*}\left(\gamma I-\gamma^{-1} E^{*} P L E\right)
\end{aligned}
$$

Hence, $\gamma^{2} I-T^{*} T=\Theta^{*} \Theta$ where $\Theta=\gamma I-\gamma^{-1} E^{*} P L E$.
Obviously, $\Theta$ is causal. In fact, $\Theta$ can be viewed as the input output map for a state space system. To be precise, if $h=\Theta w$ for some $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$, then we claim that $h$ is the output of the following linear system

$$
\begin{equation*}
\dot{q}=A q+E w \quad \text { and } \quad h=-\gamma^{-1} E^{*} P q+\gamma w \tag{14.61}
\end{equation*}
$$

with the initial condition $q\left(t_{0}\right)=0$. To verify that $h=\Theta w$, simply observe that $\dot{q}=A q+E w$ with $q\left(t_{0}\right)=0$, yields $q=L E w$. Hence, $h=-\gamma^{-1} E^{*} P L E w+\gamma w=\Theta w$, which verifies our claim.

Lemma 12.5 .2 shows that $\Theta$ is an invertible operator and its inverse is causal. In fact, by setting $\tilde{C}=-\gamma^{-1} E^{*} P$ with $\bar{B}=E$ and $D=\gamma I$ in Lemma 12.5.2, the inverse of $\Theta$ is given by

$$
\left(\Theta^{-1} h\right)(t)=\gamma^{-1} h(t)+\gamma^{-3} \int_{t_{0}}^{t} E^{*} P(t) \Psi(t, \tau) E h(\tau) d \tau \quad\left(h \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)\right.
$$

where $\Psi(t, \tau)$ is the state transition matrix for $A+\gamma^{-2} E E^{*} P$.
Since $\Theta$ has a bounded inverse and $\gamma^{2} I-T^{*} T=\Theta^{*} \Theta$, it follows that $\|T\|<\gamma$. To see this observe that $\Theta^{*} \Theta \geq \epsilon^{2} I$ for some $\epsilon>0$. In fact, one can choose $\epsilon=\left\|\Theta^{-1}\right\|^{-1}$. Hence, $\gamma^{2} I-T^{*} T \geq \epsilon^{2} I$, or equivalently, $T^{*} T \leq\left(\gamma^{2}-\epsilon^{2}\right) I$. Therefore, $\|T\|<\gamma$.

### 14.6.1 A general disturbance attenuation problem

The results in this section are of independent interest and are not used in our later developments. In this section we use the finite time outer spectral factor $\Theta$ in Theorem 14.6.1 to solve a generalization of the disturbance attenuation problem presented in Section 14.1. Recall that $A$ is an operator on $\mathcal{X}$ while $E$ is an operator from $\mathcal{W}$ into $\mathcal{X}$ and $C$ is an operator from $\mathcal{X}$ into $\mathcal{Z}$. Let $B$ be an operator from $\mathcal{U}$ into $\mathcal{X}$ and $D$ an operator from $\mathcal{U}$ into $\mathcal{Z}$. Consider the system

$$
\begin{align*}
\dot{x} & =A x+E w+B u \\
z & =C x+D u \tag{14.62}
\end{align*}
$$

Here $u$ is a signal or vector in $L\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$. This leads to the following optimization problem

$$
\delta\left(x_{0}\right)=\sup \left\{\int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma: w \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)\right\}
$$

$$
\begin{equation*}
\text { subject to the system in (14.62) and } x\left(t_{0}\right)=x_{0} \tag{14.63}
\end{equation*}
$$

This problem can be viewed as the dual of the linear quadratic tracking problem discussed in Section 12.5.1. The following result presents a solution to this optimization problem.

Theorem 14.6.2 Consider the optimization problem in (14.63). Assume that there exists a solution $P$ to the Riccati differential equation in (14.11) on the interval $\left[t_{0}, t_{1}\right]$. Then the maximum exists, and there exists a unique optimal input $\hat{w}$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ which achieves this maximum. To compute $\hat{w}$, let $\zeta$ be the solution over $\left[t_{0}, t_{1}\right]$ to the following differential equation:

$$
\begin{equation*}
\dot{\zeta}=-\left(A+\gamma^{-2} E E^{*} P\right)^{*} \zeta-\left(P B+C^{*} D\right) u \quad\left(\zeta\left(t_{1}\right)=0\right) \tag{14.64}
\end{equation*}
$$

Then the optimal input $\hat{w}$ is given by

$$
\begin{equation*}
\hat{w}(t)=\gamma^{-2} E^{*}(P(t) \hat{x}(t)+\zeta(t)) \tag{14.65}
\end{equation*}
$$

where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A+\gamma^{-2} E E^{*} P\right) \hat{x}+\gamma^{-2} E E^{*} \zeta+B u \quad\left(\hat{x}\left(t_{0}\right)=x_{0}\right) \tag{14.66}
\end{equation*}
$$

Proof. We use the notation and results in Section 14.6 to prove this theorem. As before, let $L$ be the operator on $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ defined in (14.54). Recall that the input output operator $T$ in (14.3) is given by $T=C L E$. Moreover, the output $z$ for the state space system in (14.62) can be expressed as

$$
\begin{equation*}
z=C_{o} x_{0}+C L B u+D u+T w \tag{14.67}
\end{equation*}
$$

where $C_{o}$ is the observability operator defined in (14.6). So, if we set $h=C_{o} x_{0}+C L B u+D u$, then the optimization problem in (14.63) is a special case of the optimization problem in (14.29). Because the Riccati differential equation has a solution over the interval $\left[t_{0}, t_{1}\right]$, Theorem 14.2 .2 shows that the norm of $T$ is strictly bounded by $\gamma$. According to Theorem 14.4.1 the supremum in (14.63) is obtained. Moreover, according to Remark 14.4.1, the unique optimal input $\hat{w}$ which attains this supremum is given by $\hat{w}=\gamma^{-2} T^{*} \hat{z}$ where the optimal output $\hat{z}$ is given by

$$
\hat{z}=h+T \hat{w}=C_{o} x_{0}+C L B u+D u+T \hat{w}
$$

Finally, it is noted that the optimal state trajectory $\hat{x}$ is given by

$$
\begin{equation*}
\dot{\hat{x}}=A \hat{x}+E \hat{w}+B u \quad\left(\hat{x}\left(t_{0}\right)=x_{0}\right) . \tag{14.68}
\end{equation*}
$$

Using $g=\hat{x}$ in equation (14.59) along with (14.68), we obtain

$$
\left(L^{*} C^{*} C+\gamma^{-2} L^{*} P E E^{*} P-P\right) \hat{x}=L^{*} P(E \hat{w}+B u)
$$

Recall that $\Theta^{*}=\gamma I-\gamma^{-1} E^{*} L^{*} P E$; see (14.56). Multiplying the above equation by $E^{*}$ on the left and rearranging terms, we obtain

$$
\begin{aligned}
E^{*} L^{*} C^{*} C \hat{x}-E^{*} L^{*} P E \hat{w} & =\gamma^{-1}\left(\gamma I-\gamma^{-1} E^{*} L^{*} P E\right) E^{*} P \hat{x}+E^{*} L^{*} P B u \\
& =\gamma^{-1} \Theta^{*} E^{*} P \hat{x}+E^{*} L^{*} P B u
\end{aligned}
$$

Employing $\hat{z}=C \hat{x}+D u$ and $\hat{w}=\gamma^{-2} T^{*} \hat{z}=\gamma^{-2} E^{*} L^{*} C^{*} \hat{z}$ in the previous equation yields,

$$
\begin{aligned}
\Theta^{*} \hat{w} & =\left(\gamma I-\gamma^{-1} E^{*} L^{*} P E\right) \hat{w}=\gamma^{-1} E^{*} L^{*} C^{*} \hat{z}-\gamma^{-1} E^{*} L^{*} P E \hat{w} \\
& =\gamma^{-1} E^{*} L^{*} C^{*}(C \hat{x}+D u)-\gamma^{-1} E^{*} L^{*} P E \hat{w} \\
& =\gamma^{-1}\left(E^{*} L^{*} C^{*} C \hat{x}-E^{*} L^{*} P E \hat{w}\right)+\gamma^{-1} E^{*} L^{*} C^{*} D u \\
& =\gamma^{-2} \Theta^{*} E^{*} P \hat{x}+\gamma^{-1} E^{*} L^{*}\left(P B+C^{*} D\right) u
\end{aligned}
$$

According to Theorem 14.6.1, the operator $\Theta^{*}=\gamma I-\gamma^{-1} E^{*} L^{*} P E$ is invertible. This along with the identity $(I-N M)^{-1} N=N(I-M N)^{-1}$, yields

$$
\begin{aligned}
\hat{w} & =\gamma^{-2} E^{*} P \hat{x}+\gamma^{-1}\left(\gamma I-\gamma^{-1} E^{*} L^{*} P E\right)^{-1} E^{*} L^{*}\left(P B+C^{*} D\right) u \\
& =\gamma^{-2} E^{*} P \hat{x}+\gamma^{-2} E^{*}\left(I-\gamma^{-2} L^{*} P E E^{*}\right)^{-1} L^{*}\left(P B+C^{*} D\right) u \\
& =\gamma^{-2} E^{*}(P \hat{x}+\zeta)
\end{aligned}
$$

where $\zeta:=\left(I-\gamma^{-2} L^{*} P E^{*} E\right)^{-1} L^{*}\left(P B+C^{*} D\right) u$. By removing the inverse, we obtain $\left(I-\gamma^{-2} L^{*} P E^{*} E\right) \zeta=L^{*}\left(P B+C^{*} D\right) u$. Thus,

$$
\zeta=L^{*}\left(\gamma^{-2} P E^{*} E \zeta+\left(P B+C^{*} D\right) u\right) .
$$

Recall that if $\xi=L^{*} \phi$, then $\xi$ satisfies the differential equation $\dot{\xi}=-A^{*} \xi-\phi$ where $\xi\left(t_{1}\right)=0$; see (14.58). Hence, $\zeta$ satisfies the differential equation in (14.64). Since $\hat{w}=\gamma^{-2} E^{*}(P \hat{x}+\zeta)$, equation (14.65) holds. Substituting this into (14.68) yields (14.66).

Finally, it is noted that Theorem 14.6 .2 also holds in the time varying case, that is, when $A, B, C, D, E$ are continuous functions on $\left[t_{0}, t_{1}\right]$ with values in the appropriate $\mathcal{L}(\cdot, \cdot)$ spaces. Because the proof of this result is almost identical to the proof of Theorem 14.6.2, the details are left as an exercise.

### 14.7 The infinite horizon problem

This section is concerned with the following infinite horizon optimization problem. For each initial state $x_{0}$ in $\mathcal{X}$, find the supremum $\delta\left(x_{0}\right)$ and an optimal input $\hat{w}$ which solves the optimization problem:

$$
\begin{align*}
& \delta\left(x_{0}\right)=\sup \left\{\int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma: w \in L^{2}([0, \infty), \mathcal{W})\right\} \\
& \text { subject to } \quad \dot{x}=A x+E w \text { and } z=C x \text { and } x(0)=x_{0} \tag{14.69}
\end{align*}
$$

As before, $A$ is an operator on $\mathcal{X}$ and $E$ maps $\mathcal{W}$ into $\mathcal{X}$ while $C$ is an operator mapping $\mathcal{X}$ into $\mathcal{Z}$.

As in Remark 14.2.3, let $\Omega(\tau)=P\left(t_{1}-\tau\right)$ where $P$ is the solution to the Riccati differential equation in (14.11). Remark 14.2.3 shows that $\Omega$ is an increasing function which satisfies the following Riccati differential equation

$$
\begin{equation*}
\dot{\Omega}=A^{*} \Omega+\Omega A+\gamma^{-2} \Omega E E^{*} \Omega+C^{*} C \quad(\Omega(0)=0) . \tag{14.70}
\end{equation*}
$$

Moreover, recalling (14.23), we have

$$
\begin{equation*}
\left(\Omega(\tau) x_{0}, x_{0}\right)=\sup \left\{\int_{0}^{\tau}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|w(\sigma)^{2}\right\|\right) d \sigma: w \in L^{2}([0, \infty), \mathcal{W})\right\} \tag{14.71}
\end{equation*}
$$

Proceeding as in Remark 14.2.1, one can readily show that

$$
\begin{equation*}
\rho\left(x_{0}, 0, \tau\right) \leq \sup _{w} \int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|w(\sigma)^{2}\right\|\right) d \sigma=\delta\left(x_{0}\right) . \tag{14.72}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left(\Omega(\tau) x_{0}, x_{0}\right) \leq \delta\left(x_{0}\right) \tag{14.73}
\end{equation*}
$$

for all $\tau$. The following result shows that $\delta\left(x_{0}\right)$ is the limit of $\left(\Omega(\tau) x_{0}, x_{0}\right)$ as $\tau$ approaches infinity. To this end, recall that $\Omega$ is a uniformly bounded solution to the Riccati differential equation in (14.70) if $\Omega$ is a solution to (14.70) for all $\tau \geq 0$ and $\|\Omega(\tau)\| \leq m I$ for some finite scalar $m$. If $\Omega$ is a uniformly bounded solution to this Riccati differential equation, then Lemma 13.6.3 tells us that $\Omega$ converges to a limit $\Omega_{\infty}$ as $\tau$ approaches infinity. In addition, $Q=\Omega_{\infty}$ is the minimal positive solution to the following algebraic Riccati equation

$$
\begin{equation*}
A^{*} Q+Q A+\gamma^{-2} Q E E^{*} Q+C^{*} C=0 \tag{14.74}
\end{equation*}
$$

This sets the stage for the following result.
Lemma 14.7.1 Let $\delta\left(x_{0}\right)$ be the optimal cost for the infinite horizon optimization problem in (14.69). Then the following statements are equivalent.
(i) The optimal $\operatorname{cost} \delta\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$.
(ii) There exists a uniformly bounded solution $\Omega$ to the Riccati differential equation in (14.70).
(iii) There exists a positive solution $Q$ to the algebraic Riccati equation in (14.74).

In this case, the solution $\Omega$ converges to a limit $\Omega_{\infty}$, that is,

$$
\begin{equation*}
\Omega_{\infty}=\lim _{\tau \rightarrow \infty} \Omega(\tau) \tag{14.75}
\end{equation*}
$$

and the optimal cost is given by

$$
\begin{equation*}
\delta\left(x_{0}\right)=\left(\Omega_{\infty} x_{0}, x_{0}\right) \tag{14.76}
\end{equation*}
$$

In addition, the limit $\Omega_{\infty}$ is the minimal positive solution to the algebraic Riccati equation (14.74).

Proof. We first demonstrate that (i) implies (ii). So, suppose that the optimal cost $\delta\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$. Let $\Omega$ be the solution to the Riccati differential equation in (14.70) which is defined on some interval $\left[0, t_{1}\right)$. We claim that $\Omega$ can be extended to a uniformly bounded solution on $[0, \infty)$. To see this it is sufficient to show that $\|\Omega(\tau)\| \leq m$ for $0 \leq \tau<t_{1}$ where $m$ is a specified scalar independent of $t_{1}$. We first note that Lemma 13.6 .2 implies that $\Omega(\tau)$ is positive for all $\tau$. Let $\left\{\varphi_{j}\right\}_{1}^{n}$ be any orthonormal basis for $\mathcal{X}$. Then using $(\Omega(\tau) \varphi, \varphi) \leq \delta(\varphi)$ for any $\varphi$ in $\mathcal{X}$, we obtain

$$
\|\Omega(\tau)\| \leq \operatorname{trace} \Omega(\tau)=\sum_{j=1}^{n}\left(\Omega(\tau) \varphi_{j}, \varphi_{j}\right) \leq \sum_{j=1}^{n} \delta\left(\varphi_{j}\right)<\infty
$$

So, if $m=\sum_{1}^{n} \delta\left(\varphi_{j}\right)$, then $\|\Omega(\tau)\| \leq m$ for any $0 \leq \tau<t_{1}$. Therefore, there exists a uniformly bounded solution $\Omega$ to the Riccati differential equation in (14.70) and Part (ii) holds.

The equivalence of Parts (ii) and (iii) follows from Lemma 13.6.3. This lemma also states that the solution $\Omega$ converges to a limit $\Omega_{\infty}$. Moreover, the limit $\Omega_{\infty}$ is the minimal positive solution to the algebraic Riccati equation (14.74). Because $\left(\Omega(\tau) x_{0}, x_{0}\right) \leq \delta\left(x_{0}\right)$ for all $\tau \geq 0$, we have $\left(\Omega_{\infty} x_{0}, x_{0}\right) \leq \delta\left(x_{0}\right)$.

We now demonstrate that (iii) implies (i). So, suppose that the algebraic Riccati equation in (14.74) admits a positive solution $Q$. We claim that $\delta\left(x_{0}\right) \leq\left(Q x_{0}, x_{0}\right)$. In particular, $\delta\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$. Using the algebraic Riccati equation in (14.74), along with $\dot{x}=A x+E w$ and $z=C x$, we obtain

$$
\begin{align*}
\frac{d}{d t}(Q x, x) & =(Q \dot{x}, x)+(Q x, \dot{x}) \\
& =(Q A x, x)+(Q E w, x)+(Q x, A x)+(Q x, E w) \\
& =\left(\left(Q A+A^{*} Q\right) x, x\right)+\left(w, E^{*} Q x\right)+\left(E^{*} Q x, w\right) \\
& =-\|C x\|^{2}-\gamma^{-2}\left\|E^{*} Q x\right\|^{2}+\left(w, E^{*} Q x\right)+\left(E^{*} Q x, w\right) \\
& =-\|z\|^{2}+\gamma^{2}\|w\|^{2}-\left\|\gamma^{-1} E^{*} Q x-\gamma w\right\|^{2} \tag{14.77}
\end{align*}
$$

By integrating from 0 to $t$ with $x_{0}=x(0)$, we have

$$
\begin{align*}
& \int_{0}^{t}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \\
& =\left(Q x_{0}, x_{0}\right)-(Q x(t), x(t))-\int_{0}^{t}\left\|\gamma^{-1} E^{*} Q x(\sigma)-\gamma w(\sigma)\right\|^{2} d \sigma \tag{14.78}
\end{align*}
$$

This readily implies that

$$
\begin{equation*}
\int_{0}^{t}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq\left(Q x_{0}, x_{0}\right) \tag{14.79}
\end{equation*}
$$

By letting $t$ approach infinity and then taking the supremum over all $w$ in $L^{2}([0, \infty), \mathcal{W})$, it follows that $\delta\left(x_{0}\right) \leq\left(Q x_{0}, x_{0}\right)$. In particular, $\delta\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$, and thus, Part (i) holds. Therefore, Parts (i),(ii) and (iii) are equivalent.

Recall that $\Omega_{\infty}$ is also a positive solution to the algebraic Riccati equation in (14.74). So, we obtain $\delta\left(x_{0}\right) \leq\left(\Omega_{\infty} x_{0}, x_{0}\right)$. Combining this with $\delta\left(x_{0}\right) \geq\left(\Omega_{\infty} x_{0}, x_{0}\right)$, yields the equality $\delta\left(x_{0}\right)=\left(\Omega_{\infty} x_{0}, x_{0}\right)$.

Remark 14.7.1 Suppose $A$ is stable. If $Q$ is a self-adjoint solution to the algebraic Riccati equation in (14.74), then

$$
Q=\int_{0}^{\infty} e^{A^{*} \sigma}\left(C^{*} C+\gamma^{-2} Q E E^{*} Q\right) e^{A \sigma} d \sigma
$$

Because the integrand is a positive operator, $Q$ is positive. In other words, if $Q$ is a selfadjoint solution to the algebraic Riccati equation in (14.74), then $Q$ is positive.

### 14.7.1 Stabilizing solutions to the algebraic Riccati equation

Throughout the remainder of this chapter it is assumed that the operator $A$ is stable. Let $T$ be the operator from $L^{2}([0, \infty), \mathcal{W})$ into $L^{2}([0, \infty), \mathcal{Z})$ defined by

$$
\begin{equation*}
(T w)(t)=\int_{0}^{t} C e^{A(t-\tau)} E w(\tau) d \tau \tag{14.80}
\end{equation*}
$$

Let $\mathbf{G}(s)=C(s I-A)^{-1} E$ be the transfer function for $\{A, E, C, 0\}$. Recall that the $H^{\infty}$ norm of $\mathbf{G}$ equals the norm of $T$, that is,

$$
\begin{equation*}
\|T\|=\|\mathbf{G}\|_{\infty}:=\sup \{\|\mathbf{G}(\imath \omega)\|:-\infty<\omega<\infty\} \tag{14.81}
\end{equation*}
$$

As before, let $C_{o}$ be the observability operator from $\mathcal{X}$ into $L^{2}([0, \infty), \mathcal{Z})$ defined by $C_{o} x_{0}=$ $C e^{A t} x_{0}$ where $x_{0}$ is in $\mathcal{X}$. Since $A$ is stable, both $T$ and $C_{o}$ are bounded linear operators. Furthermore, the optimization problem in (14.69) is equivalent to the following problem

$$
\begin{equation*}
\delta\left(x_{0}\right)=\sup \left\{\left\|C_{o} x_{0}+T w\right\|^{2}-\gamma^{2}\|w\|^{2}: w \in L^{2}([0, \infty), \mathcal{W})\right\} \tag{14.82}
\end{equation*}
$$

If the norm of $T$ is strictly bounded by $\gamma$, then the supremums in (14.69) and (14.82) are finite; see Theorem 14.4.1 with $h=C_{o} x_{0}$. Moreover, $\delta\left(x_{0}\right)=\gamma^{2}\left(C_{o}^{*}\left(\gamma^{2} I-T T^{*}\right)^{-1} C_{o} x_{0}, x_{0}\right)$. On the other hand, if $\|T\|>\gamma$, then $\delta\left(x_{0}\right)$ is infinite. Finally, it is noted that even if $A$ is stable, we can have $\|T\|>\gamma$. So, stability of $A$ is not sufficient to guarantee a finite supremum in the optimization problem (14.69), or equivalently, (14.82).

We say that $Q$ is a stabilizing solution to the algebraic Riccati equation in (14.74) if $Q$ is a solution to (14.74) and $A+\gamma^{-2} E E^{*} Q$ is stable. By consulting the results in Chapter 13 , it follows that if there exists a stabilizing solution, then it is self-adjoint and unique, that is, there is only one stabilizing solution. Since $A$ is stable, any self-adjoint solution is positive. Thus, the stabilizing solution is positive. According to Corollary 13.5.4 with $\gamma^{-1} \mathbf{G}=\mathbf{T}$, there exists a stabilizing solution to the algebraic Riccati equation in (14.74) if and only if the Hamiltonian matrix $H$ in (14.49) has no eigenvalues on the imaginary axis, or equivalently, $\|\mathbf{G}\|_{\infty}<\gamma$. In this case, one can use the Hamiltonian techniques in Section 13 to compute the unique stabilizing solution. This discussion proves the equivalence of Parts (i), (ii) and (iii) in the following result.

Theorem 14.7.2 Let $T$ be the operator from $L^{2}([0, \infty), \mathcal{W})$ into $L^{2}([0, \infty), \mathcal{Z})$ defined in (14.80) where $\{A, E, C\}$ is a stable system. Then the following statements are equivalent.
(i) There exists a stabilizing solution $Q$ to the algebraic Riccati equation in (14.74).
(ii) The Hamiltonian matrix $H$ in (14.49) has no eigenvalues on the imaginary axis.
(iii) The norm of $T$ is strictly bounded by $\gamma$.
(iv) The optimal cost $\delta\left(x_{0}\right)$ is attained for every $x_{0}$ in $\mathcal{X}$.
(v) The Riccati differential equation in (14.70) admits a uniformly bounded solution $\Omega$ and $A+\gamma^{-2} E E^{*} \Omega_{\infty}$ is stable where $\Omega_{\infty}=\lim _{\tau \rightarrow \infty} \Omega(\tau)$.
In this case, the unique stabilizing solution $Q$ to the algebraic Riccati equation in (14.74) is given by $Q=\Omega_{\infty}$ and $\Omega_{\infty}=\gamma^{2} C_{o}^{*}\left(\gamma^{2} I-T T^{*}\right)^{-1} C_{o}$.

Proof. Assume that Part (iii) holds, that is, the norm of $T$ is strictly bounded by $\gamma$. Then Theorem 14.4.1 with $h=C_{0} x_{0}$ shows that the optimal cost $\delta\left(x_{0}\right)$ is uniquely attained for all $x_{0}$ in $\mathcal{X}$, that is, Part (iv) holds. If Part (iv) holds, then $\delta\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$. According to Lemma 14.7.1, there exists a uniformly bounded solution $\Omega$ to the Riccati differential equation in (14.70). Moreover, $\Omega_{\infty}=\lim _{\tau \rightarrow \infty} \Omega(\tau)$ is a solution to the algebraic Riccati equation in (14.74) and $\left(\Omega_{\infty} x_{0}, x_{0}\right)=\delta\left(x_{0}\right)$. Now let us show that $A+\gamma^{2} E E^{*} \Omega_{\infty}$ is stable. Let $\hat{w}$ in $L^{2}([0, \infty), \mathcal{W})$ be the optimal disturbance which attains the optimal cost $\delta\left(x_{0}\right)$. In other words, $\left(\Omega_{\infty} x_{0}, x_{0}\right)=\delta\left(x_{0}\right)=\|\hat{z}\|^{2}-\gamma^{2}\|\hat{w}\|^{2}$ where

$$
\dot{\hat{x}}=A \hat{x}+E \hat{w} \text { and } \hat{z}=C \hat{x} .
$$

Because $A$ is stable, $\hat{x}$ is in $L^{2}([0, \infty), \mathcal{X})$. Lemma 12.8 .3 shows that $\hat{x}(t)$ approaches zero as $t$ tends to infinity. By setting $Q=\Omega_{\infty}$ and $w=\hat{w}$ in (14.78) and letting $t$ approach infinity, we arrive at

$$
\begin{align*}
\left(\Omega_{\infty} x_{0}, x_{0}\right) & =\int_{0}^{\infty}\left(\|\hat{z}(\sigma)\|^{2}-\gamma^{2}\|\hat{w}(\sigma)\|^{2}\right) d \sigma  \tag{14.83}\\
& =\left(\Omega_{\infty} x_{0}, x_{0}\right)-\int_{0}^{\infty}\left\|\gamma^{-1} E^{*} \Omega_{\infty} \hat{x}(\sigma)-\gamma \hat{w}(\sigma)\right\|^{2} d \sigma
\end{align*}
$$

So, $\left\|\gamma^{-1} E^{*} \Omega_{\infty} \hat{x}-\gamma \hat{w}\right\|^{2}=0$, and thus, $\hat{w}=\gamma^{-2} E^{*} \Omega_{\infty} \hat{x}$. Substituting this into $\dot{\hat{x}}=A \hat{x}+E \hat{w}$, we obtain $\dot{\hat{x}}=\left(A+\gamma^{-2} E E^{*} \Omega_{\infty}\right) \hat{x}$ where $\hat{x}(0)=x_{0}$. Because $\hat{x}(t)$ converges to zero as $t$ tends to infinity and $x_{0}$ can be any vector in $\mathcal{X}_{0}$, the operator $A+\gamma^{-2} E E^{*} \Omega_{\infty}$ is stable. In particular, Part ( $v$ ) holds. If Part ( $v$ ) holds, then obviously $\Omega_{\infty}$ is a stabilizing solution to the algebraic Riccati equation in (14.74), that is, Part (i) holds.

If $\|T\|<\gamma_{o}$, then clearly, $\|T\|<\gamma$ for all $\gamma \geq \gamma_{0}$. This observation and Theorem 14.7.2 readily show that if the algebraic Riccati equation in (14.74) admits a stabilizing solution for some $\gamma=\gamma_{0}>0$, then this algebraic Riccati equation admits a stabilizing solution for all $\gamma \geq \gamma_{0}$. In other words, if the Hamiltonian matrix $H$ has eigenvalues on the imaginary axis for some $\gamma=\gamma_{0}$, then the Hamiltonian matrix has eigenvalues on the imaginary axis for all $0<\gamma \leq \gamma_{0}$. Finally, it is noted that Theorem 14.7.2 also yields the following result.
Corollary 14.7.3 Let $\mathbf{G}$ be the transfer function for the stable system $\{A, E, C, 0\}$ and let $T$ be the corresponding input output operator from $L^{2}([0, \infty), \mathcal{W})$ into $L^{2}([0, \infty), \mathcal{Z})$ defined in (14.80). Then $\|T\|=\|\mathbf{G}\|_{\infty}$ and the norm of $T$ is given by
$\|T\|=\inf \{\gamma:$ the algebraic Riccati equation in (14.74) admits a stabilizing solution $\}$.

As before, let $\{A, E, C\}$ be a stable system and assume that the algebraic Riccati equation in (14.74) admits a stabilizing solution $Q$. Then Theorems 14.7.2 and 14.4.1 show that the optimization problem in (14.69) has a unique solution $\hat{w}$ which attains the supremum and $\delta\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right)$. Moreover, by consulting the proof of Theorem 14.7.2, we obtain the following result.

Theorem 14.7.4 Let $\{A, E, C\}$ be a stable system and assume that the algebraic Riccati equation in (14.74) admits a stabilizing solution $Q$ where $\gamma>0$. Then the infinite horizon optimization problem in problem in (14.69) has a unique $\hat{w}$ which attains the supremum and $\delta\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right)$. Moreover, this optimal cost is attained by the optimal disturbance $\hat{w}=\gamma^{-2} E^{*} Q \hat{x}$ where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A+\gamma^{-2} E E^{*} Q\right) \hat{x} \quad\left(\hat{x}(0)=x_{0}\right) . \tag{14.85}
\end{equation*}
$$

Example 14.7.1 Consider the system $\dot{x}=-x+w$ and $z=x$. Obviously, the transfer function for this system is given by $\mathbf{G}(s)=1 /(s+1)$. Moreover, $\|\mathbf{G}\|_{\infty}=1$. Therefore, the corresponding optimal cost in (14.69) is infinite ( $\delta\left(x_{0}\right)=\infty$ ) when $0 \leq \gamma<1$. The algebraic Riccati equation corresponding to this system is given by $q^{2} / \gamma^{2}-2 q+1=0$ where $q=Q$. According to the quadratic formula, the roots to this equation are given by

$$
q=\gamma^{2} \pm \gamma \sqrt{\gamma^{2}-1}
$$

If $\gamma>1$, then this algebraic Riccati equation has two strictly positive roots. In this case $q=\gamma^{2}-\gamma\left(\gamma^{2}-1\right)^{1 / 2}$ is the unique stabilizing solution. If $\gamma=1$, then $\Omega(\tau)=\tau /(\tau+1)$ is the unique solution to the Riccati differential equation $\dot{\Omega}=\Omega^{2}-2 \Omega+1$ with $\Omega(0)=0$. Clearly, $\Omega$ is a uniformly bounded solution and $\lim _{\tau \rightarrow \infty} \Omega(\tau)=1$. So, if $\gamma=1$, then $\delta\left(x_{0}\right)=\left\|x_{0}\right\|^{2}$. However, $A+\gamma^{-2} E E^{*} \Omega_{\infty}=0$ is not stable and the supremum is not attained.

### 14.7.2 An outer spectral factor

Recall that an operator valued rational function $\Psi$ is an invertible outer or minimum phase function if $\Psi$ is a stable proper rational function, its inverse exists and is also a stable proper rational function. If $\Xi$ is an operator valued rational function, then we say that $\Psi$ is an invertible outer spectral factor of $\Xi$ if $\Psi$ is an invertible outer function and $\Psi^{\sharp} \Psi=\Xi$.

Let $Q$ be any self-adjoint solution to the algebraic Riccati equation in (14.74). Recall that if $F$ is any operator valued rational function, then $\left(F^{\sharp}\right)(s)=F(-\bar{s})^{*}$. If $s$ is any complex number, then the algebraic Riccati equation in (14.74) gives

$$
\begin{equation*}
-C^{*} C=\gamma^{-2} Q E E^{*} Q-(-\bar{s} I-A)^{*} Q-Q(s I-A) \tag{14.86}
\end{equation*}
$$

Now let $\Phi(s)$ be the inverse of $s I-A$. Multiplying by $E^{*} \Phi^{\sharp}$ on the left and by $\Phi E$ on the right, we obtain

$$
\begin{equation*}
-E^{*} \Phi^{\sharp} C^{*} C \Phi E=\gamma^{-2} E^{*} \Phi^{\sharp} Q E E^{*} Q \Phi E-E^{*} \Phi^{\sharp} Q E-E^{*} Q \Phi E . \tag{14.87}
\end{equation*}
$$

Letting $\mathbf{G}=C \Phi E$ and $\boldsymbol{\Theta}=\gamma I-\gamma^{-1} E^{*} Q \Phi E$, we arrive at

$$
\begin{equation*}
\gamma^{2} I-\mathbf{G}^{\sharp} \mathbf{G}=\left(\gamma I-\gamma^{-1} E^{*} Q \Phi E\right)^{\sharp}\left(\gamma I-\gamma^{-1} E^{*} Q \Phi E\right)=\Theta^{\sharp} \boldsymbol{\Theta} . \tag{14.88}
\end{equation*}
$$

Since $\left(\mathbf{G}^{\sharp}\right)(\imath \omega)=\mathbf{G}(\imath \omega)^{*}$, it follows that $\|\mathbf{G}\|_{\infty} \leq \gamma$. By consulting Lemma 12.9.1, we obtain the following expression for the inverse of $\Theta$

$$
\begin{equation*}
\Theta^{-1}=\gamma^{-1} I+\gamma^{-3} E^{*} Q\left(s I-A-\gamma^{-2} E E^{*} Q\right)^{-1} E \tag{14.89}
\end{equation*}
$$

If $Q$ is the stabilizing solution, then $A+\gamma^{-2} E E^{*} Q$ is stable. In this case $\Theta^{-1}$ is stable, and thus, $\boldsymbol{\Theta}$ is an invertible outer function. Finally, it is noted that if the algebraic Riccati equation admits a stabilizing solution, then the factorization $\gamma^{2} I-\mathbf{G}^{\sharp} \mathbf{G}=\Theta^{\sharp} \Theta$ readily shows that $\|\mathbf{G}\|_{\infty}<\gamma$. Summing up gives the following result.

Proposition 14.7.5 Let $\mathbf{G}$ be the transfer function for the stable system $\{A, E, C, 0\}$. Assume the algebraic Riccati equation in (14.74) admits a self-adjoint solution $Q$ for some $\gamma>0$ and let $\Theta$ be the transfer function for $\left\{A, E,-\gamma^{-1} E^{*} Q, \gamma I\right\}$. Then

$$
\begin{equation*}
\gamma^{2} I-\mathbf{G}^{\sharp} \mathbf{G}=\boldsymbol{\Theta}^{\sharp} \boldsymbol{\Theta} \tag{14.90}
\end{equation*}
$$

and $\|\mathbf{G}\|_{\infty} \leq \gamma$. Moreover, if $Q$ is a stabilizing solution for this algebraic Riccati equation, then $\Theta$ is an invertible outer spectral factor for $\gamma^{2} I-\mathbf{G}^{\mathfrak{d}} \mathbf{G}$ and $\|\mathbf{G}\|_{\infty}<\gamma$.

Exercise 28 Let $\{A, E, C\}$ be a stable system. Assume that $Q$ is a positive solution to the algebraic Riccati equation in (14.74). Then show that

$$
\int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma=\left(Q x_{0}, x_{0}\right)-\int_{0}^{\infty}\left\|\gamma^{-1} E^{*} Q x(\sigma)-\gamma w(\sigma)\right\|^{2} d \sigma
$$

for all $w$ in $L^{2}([0, \infty), \mathcal{W})$ and $x_{0}$ in $\mathcal{X}$.
Exercise 29 Let $\{A, E, C\}$ be a stable system and assume that there exists a stabilizing solution $Q$ to the algebraic Riccati equation in (14.74). Let $T$ be the operator from $L^{2}([0, \infty), \mathcal{W})$ into $L^{2}([0, \infty), \mathcal{Z})$ defined in $(14.80)$ and $L$ be the operator on $L^{2}([0, \infty), \mathcal{X})$ defined by

$$
(L f)(t)=\int_{0}^{t} e^{A(t-\tau)} f(\tau) d \tau \quad\left(f \in L^{2}([0, \infty), \mathcal{X})\right)
$$

Let $\Theta$ be the operator on $L^{2}([0, \infty), \mathcal{W})$ defined by $\Theta=\gamma I-\gamma^{-1} E^{*} Q L E$. Then show that $\Theta^{-1}$ is a bounded causal operator and $\gamma^{2} I-T^{*} T=\Theta^{*} \Theta$.

### 14.8 The root locus and the $H^{\infty}$ norm

In this section we will use the outer spectral factorization in Proposition 14.7.5 to obtain a root locus interpretation for the parameter $\gamma$ in the single input single output infinite horizon optimization problem in (14.69). To this end, let $\{A$ on $\mathcal{X}, E, C, 0\}$ be a stable realization for a scalar valued transfer function $\mathbf{G}$, that is, $\mathbf{G}(s)=C(s I-A)^{-1} E$ where $\mathcal{U}=\mathcal{Z}=\mathbb{C}$. Moreover, assume that $\gamma>\|\mathbf{G}\|_{\infty}$. Then there exists a unique solution $\hat{w}$ to the optimization problem in (14.69). Furthermore, there exists a unique stabilizing solution $Q$ to the algebraic Riccati equation in (14.74). The optimal disturbance $\hat{w}$ is given by $\hat{w}=\gamma^{-2} E^{*} Q \hat{x}$ where $\hat{x}$ is the optimal state trajectory. Finally, the state operator $A_{c}=A+\gamma^{-2} E E^{*} Q$ is stable.

Lemma 14.8.1 Let $\{A, E, C, 0\}$ be a realization for a scalar valued transfer function $\mathbf{G}=$ $p / d$ where $p$ is a polynomial and $d(s)=\operatorname{det}[s I-A]$ is the characteristic polynomial for A. Assume that $Q$ is a self-adjoint solution to the algebraic Riccati equation in (14.74) and let $\Delta$ be the characteristic polynomial for $A+\gamma^{-2} E E^{*} Q$. Then we obtain the following factorization

$$
\begin{equation*}
\Delta^{\sharp} \Delta=d^{\sharp} d-\gamma^{-2} p^{\sharp} p . \tag{14.91}
\end{equation*}
$$

Proof. From Proposition 14.7.5, we have $\Theta^{\sharp} \Theta=\gamma^{2}-G^{\sharp} G$ where

$$
\Theta(s)=\gamma I-\gamma^{-1} E^{*} Q(s I-A)^{-1} E .
$$

Applying Lemma 12.9.1 with $\boldsymbol{\Theta}=\operatorname{det}[\boldsymbol{\Theta}]$, we obtain

$$
\Theta(s)=\gamma \operatorname{det}\left[s I-A-\gamma^{-2} E E^{*} Q\right] / \operatorname{det}[s I-A]
$$

This readily implies that $\gamma \Delta(s)=d(s) \Theta(s)$. Using $\mathbf{G}=p / d$, we arrive at

$$
d^{\sharp} \Theta^{\sharp} \Theta d=\gamma^{2} d^{\sharp} d-d^{\sharp} \mathbf{G}^{\sharp} \mathbf{G} d=\gamma^{2} d^{\sharp} d-p^{\sharp} p .
$$

Using $\boldsymbol{\Theta}=\gamma \Delta / d$, we obtain the factorization in (14.91). Finally, it is noted that equation (14.91) also follows from Corollary 13.5.2; see (13.41) with $p_{1}=\gamma^{-1} p$ and $p_{2}=0$.

Now assume that $\{A, E, C, 0\}$ is stable realization for a scalar valued transfer function $\mathbf{G}$ and $\gamma>\|\mathbf{G}\|_{\infty}$. Let $Q$ be the stabilizing solution to the algebraic Riccati equation in (14.74). Then the operator $A+\gamma^{-2} E E^{*} Q$ is stable. Hence, all the roots of $\Delta$ are in the open left half complex plane. Notice that $\lambda$ is a root of a polynomial $q$ if and only if $-\bar{\lambda}$ is a root of the polynomial $q^{\sharp}$. Therefore, all the roots of $\Delta^{\sharp}$ live in the open right half plane. In particular, $\Delta$ and $\Delta^{\sharp}$ have no common roots and their product $\Delta^{\sharp} \Delta$ has no roots on the imaginary axis. It now follows from (14.91) that the roots of $\Delta$ are the left half plane roots of $d^{\sharp} d-\gamma^{-2} p^{\text {घ }} p$. This immediately yields the following result.

Theorem 14.8.2 Suppose that $\{A, E, C, 0\}$ is a stable realization of a scalar valued transfer function $\mathbf{G}=p / d$ where $p$ is a polynomial and $d(s)=\operatorname{det}[s I-A]$. Assume that $\gamma>\|\mathbf{G}\|_{\infty}$ and let $Q$ be the stabilizing solution to the algebraic Riccati equation in (14.74). Then the roots of the characteristic polynomial of $A+\gamma^{-2} E E^{*} Q$ are precisely the left half plane roots of the polynomial $d^{\sharp} d-\gamma^{-2} p^{\sharp} p$.

To complete this section, we will use root locus techniques to see how the parameter $\gamma$ affects the eigenvalues of the closed loop state space operator $A+\gamma^{-2} E E^{*} Q$. To this end, assume that $\{A, E, C, 0\}$ is a stable realization for the scalar valued transfer function $\mathbf{G}=$ $p / d$ satisfying the hypothesis of Theorem 14.8.2. To simplify some of the notation, let us also assume that $\{A, E, C\}$ are real matrices, $p$ and $d$ are polynomials whose coefficients are real and $d$ is the characteristic polynomial for $A$. In particular, this implies that $d^{\sharp}(s)=d(-s)$ and $p^{\sharp}(s)=p(-s)$. Using (14.91), it follows that

$$
\Delta(-s) \Delta(s)=d(-s) d(s)-\gamma^{-2} p(-s) p(s)
$$

where $\Delta$ is the characteristic polynomial for $A+\gamma^{-2} E E^{*} Q$. So, if we let $k=-\gamma^{-2}$, then the root locus of $d(-s) d(s)+k p(-s) p(s)$ is a graph of the eigenvalues of $A+\gamma^{-2} E E^{*} Q$ and
$-\left(A+\gamma^{-2} E E^{*} Q\right)^{*}$ as $\gamma$ varies from infinity to $\|\mathbf{G}\|_{\infty}$. In particular, the left half plane root locus of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ corresponds precisely to the eigenvalues of $A+\gamma^{-2} E E^{*} Q$ as $\gamma$ varies from infinity to $\|\mathbf{G}\|_{\infty}$. Notice that for any polynomial $q$ with real coefficients, the zeros of $q(-s) q(s)$ are symmetric about the real and imaginary axis. Hence, the root locus of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)=\Delta(-s) \Delta(s)$ is symmetric about the real and imaginary axis.

Since $\mathbf{G}$ is a strictly proper stable transfer function, $\mathbf{G}(\imath \omega)$ is continuous for $-\infty<\omega<\infty$ and $|\mathbf{G}(\imath \omega)|$ approaches zero as $\omega$ approaches $\pm \infty$. Hence, there exists a frequency $\omega_{o}$ such that $\left|\mathbf{G}\left(\imath \omega_{o}\right)\right|=\|\mathbf{G}\|_{\infty}$. So, if $\gamma=\|\mathbf{G}\|_{\infty}$, then $\omega_{o}$ is a zero of $1-\gamma^{-2} \mathbf{G}(-s) \mathbf{G}(s)$. Notice that the zeros of $1-\gamma^{-2} \mathbf{G}(-s) \mathbf{G}(s)$ are contained in the zeros of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$. Thus, $\imath \omega_{o}$ is a zero of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ when $\gamma=\|\mathbf{G}\|_{\infty}$. In particular, $\imath \omega_{o}$ is contained in the root locus of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$. In other words, as $\gamma$ varies from infinity to $\|\mathbf{G}\|_{\infty}$ the root locus of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ ends up with some points on the imaginary axis.

As $\gamma$ varies from infinity to zero, the branches of the root locus of the polynomial $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ move from the zeros of $d(-s) d(s)$ to the zeros of $p(-s) p(s)$ and the appropriate asymptotes. The asymptotes of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ are determined by $m=\operatorname{deg} d-\operatorname{deg} p$. To be precise, if $m$ is odd, then $d(-s) d(s)-\gamma^{-2} p(-s) p(s)=0$ can be expressed as $b(s)+\gamma^{-2} \alpha a(s)=0$ where $\alpha>0$ and $a$ and $b$ are monic polynomials. Since $\alpha$ is the coefficient of the highest order term of $\alpha a$, the angles $\phi_{o j}$ for the asymptotes are given by

$$
\begin{equation*}
\phi_{o j}=\frac{\pi+2 \pi j}{2 m} \quad \text { for } j=0,1,2, \cdots, 2 m-1 \tag{14.92}
\end{equation*}
$$

If $m$ is even, then $d(-s) d(s)-\gamma^{-2} p(-s) p(s)=0$ can be expressed as $b(s)+\gamma^{-2} \alpha a(s)=0$ where $\alpha<0$ and $a$ and $b$ are monic polynomials. In this case, the angles $\phi_{e j}$ for the asymptotes are given by

$$
\begin{equation*}
\phi_{e j}=\frac{\pi j}{m} \quad \text { for } j=0,1,2, \cdots, 2 m-1 \tag{14.93}
\end{equation*}
$$

Moreover, because $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ is symmetric about the real and imaginary axis, the origin of these asymptotes is zero. Notice that in either case two of these asymptotes lie on the imaginary axis. Therefore, as $\gamma$ varies from infinity to $\|\mathbf{G}\|_{\infty}$ the eigenvalues of $A+\gamma^{-2} E E^{*} Q$ start at the eigenvalues of $A$ (the left half plane zeros of $\left.d(-s) d(s)\right)$ follow the root locus and move towards the left half plane zeros of $d(-s) d(s)-\|\mathbf{G}\|_{\infty}^{-2} p(-s) p(s)$ and the appropriate asymptotes in the open left half plane. For $m$ odd, the asymptote angles $\phi_{o j}$ are given by (14.92). For $m$ even, the asymptote angles $\phi_{e j}$ are given by (14.93). Moreover, the $H^{\infty}$ norm of $\mathbf{G}$ corresponds to the largest value of $\gamma$ where the root locus of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ hits the imaginary axis. In fact, the imaginary axis is contained in the root locus of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ as $\gamma$ varies from $\|\mathbf{G}\|_{\infty}$ to zero. To see this simply notice that $\mathbf{G}^{\sharp}(\imath \omega) \mathbf{G}(\imath \omega)=|\mathbf{G}(\imath \omega)|^{2}$ is real for all $-\infty<\omega<\infty$. Since $\mathbf{G}$ is a stable strictly proper transfer function, $|G(\imath \omega)|^{2}$ is a continuous function whose maximum is $\|\mathbf{G}\|_{\infty}^{2}$ and infimum is zero. So, for any frequency $\omega$ there is a gain $\gamma$ such that $\gamma=|\mathbf{G}(\imath \omega)|$ with $0<\gamma \leq\|\mathbf{G}\|_{\infty}$. In this case $\gamma^{2}-|\mathbf{G}(\tau \omega)|^{2}=0$, and thus, $\tau \omega$ is on the root locus of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$. Therefore, the root locus of $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ contains the imaginary axis for $0<\gamma \leq\|\mathbf{G}\|_{\infty}$.
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Example 14.8.1 To complete this section we will demonstrate how the above analysis works on a simple example. To this end, let $\{A, E, C, 0\}$ be any minimal realization of

$$
\mathbf{G}(s)=\frac{10(s+3)}{(s+2)(s+4)(s+1+2 \imath)(s+1-2 \imath)} .
$$

The McMillan degree of $\mathbf{G}$ is four and $A$ is stable. Let $p$ be the numerator and $d$ be the denominator of $\mathbf{G}$. The root locus for $d(-s) d(s)-\gamma^{-2} p(-s) p(s)$ is given in Figure 1. In this case, $m=3$. According to (14.92) the angles for the asymptotes for the root locus are given by

$$
\phi_{\text {odd }}= \pm \pi / 6, \pm \pi / 2, \text { and } \pm 5 \pi / 6 .
$$

As expected, two of the asymptotes $\pm \pi / 2$ lie on the imaginary axis. Moreover, the asymptotes for this root locus in the left half plane occur at the angles $\pm 5 \pi / 6$. The $H^{\infty}$ norm of $\mathbf{G}$ equals .7743 and this occurs at $\omega= \pm 1.3$, that is, $|\mathbf{G}( \pm 1.32)| \approx\|\mathbf{G}\|_{\infty}$. So, as $\gamma$ moves from infinity to $\|G\|_{\infty}$ the eigenvalues of $A+\gamma^{-2} E E^{*} Q$ move from the points $-2,-4,-1+2 n,-1-2 n$ along the branches of the root locus in the open left half plane to the left half plane roots of $d(-s) d(s)-\|\mathbf{G}\|_{\infty}^{-2} p(-s) p(s)$. These roots are marked by a box in Figure 1. Finally, the root locus contains the imaginary axis as $\gamma$ varies from $\|\mathbf{G}\|_{\infty}$ to zero.

Exercise 30 Let $\{A, E, C, 0\}$ be a minimal realization for

$$
\mathbf{G}(s)=(2-s) /(s+1)(s+2)
$$

Assume that $\gamma>\|\mathbf{G}\|_{\infty}$ and let $Q$ be the corresponding stabilizing solution to the algebraic Riccati equation in (14.74). Recall that $\left\{A, E,-\gamma^{-1} E^{*} Q, \gamma I\right\}$ is a realization for the outer spectral factor $\Theta$ of $\gamma^{2}-\mathbf{G}^{\sharp} \mathbf{G}$. Show that $\left\{A, E,-\gamma^{-1} E^{*} Q, \gamma I\right\}$ controllable and not observable.

Exercise 31 Let $\{A, E, C, 0\}$ be a minimal realization for a scalar valued stable transfer function $\mathrm{G}(s)=p / d$ where $p$ and $d$ are polynomials. Moreover, assume that $p^{\sharp} p$ and $d^{\sharp} d$ are co-prime. Assume that $\gamma>\|\mathbf{G}\|_{\infty}$ and let $Q$ be the stabilizing solution to the corresponding algebraic Riccati equation in (14.74). Then show that $\left\{A, E,-\gamma^{-1} E^{*} Q, \gamma I\right\}$ is a minimal realization for the outer spectral factor $\Theta$ of $\gamma^{2}-G^{\sharp} \mathbf{G}$.

### 14.9 Notes

The optimization problem in (14.4) can be viewed as a linear quadratic regulator problem with an indefinite weight, and thus, the derivation of the corresponding Riccati differential equation is classical. In other words, the optimization problem in (14.4) is essentially the dual of the linear quadratic regulator problem. Hence, the derivation of the Riccati differential equation in Section 14.5.2 is almost identical to the corresponding derivation of the Riccati differential equation for the linear quadratic regulator problem. The only thing that changes is some technical issues and the sign of the $P B B^{*} P$ term. For some further results on the two point boundary problem and its role in $H^{\infty}$ control theory see Green-Limebeer [57] and Limebeer-Anderson-Khargonekar-Green [83]. Corollary 14.2 .3 and many of the results in this section are now considered standard results in $H^{\infty}$ control theory see Green-Limebeer [57], Mustafa-Glover [92] and Zhou-Doyle-Glover [131]. For some nice results on least squares optimal control problems and the algebraic Riccati equation see Willems [125].

The optimization problem in (14.25) is a basic optimization problem arising in control theory; see Porter [101]. The operator optimization problem in (14.29) plays a fundamental role in operator theory; see de Branges [17, 18] and de Branges-Rovnyak [19]. For a recent account of some of the de Branges-Rovnyak work see Sarason [113].

Many of the results in Sections 14.1 to 14.6 hold in the time varying case, that is, when $A, E$ and $C$ are continuous functions of time. In particular, Theorem 14.2.2 holds. Minor modifications of the techniques in this chapter show that Parts (i) and (ii) in Theorem 14.2.2 are equivalent in the time varying case. Moreover, if $\|T\|<\gamma$, then Part (iii) holds; see Remark 14.1.1. If (iii) holds, then clearly, $\|T\| \leq \gamma$. To verify that $\|T\|<\gamma$, one can use Theorem 14.3.2, to show that the cost $\delta\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right)$ for some positive operator $Q$ on $\mathcal{X}$. In particular, $\delta\left(x_{0}\right)$ is continuous in $x_{0}$. Then this fact can be used to prove that Part (ii) holds. The details are left to the reader. Finally, it is noted that Theorem 14.5.2 holds in the time varying case.

## Chapter 15

## $H^{\infty}$ Control

This chapter concentrates on a $H^{\infty}$ type control problem. By combining the linear quadratic regulator problem with our previous $H^{\infty}$ analysis, we present and solve a max-min optimization problem. The solution to this problem, yields a feedback controller which guarantees that the norm of the resulting closed loop system is bounded by a specified constant. Moreover, it is shown that this controller provides a tradeoff between an optimal $L^{2}$ and optimal $H^{\infty}$ controller.

### 15.1 A $H^{\infty}$ control problem

In this section, we consider systems which contain a control input in addition to a disturbance input. We examine the problem of choosing the control input to mitigate the effect of the disturbance on a specified system performance output. The systems under consideration are described by

$$
\begin{equation*}
\dot{x}=A x+E w+B u \quad \text { and } \quad z=C x+D u \tag{15.1}
\end{equation*}
$$

which we denote by $\{A, B, C, D, E\}$. Here $A$ is an operator on $\mathcal{X}$ and $B$ maps $\mathcal{U}$ into $\mathcal{X}$ while $C$ maps $\mathcal{X}$ into $\mathcal{Z}$ and $E$ maps $\mathcal{W}$ into $\mathcal{X}$. Throughout this chapter, $D$ is an isometry mapping $\mathcal{U}$ into $\mathcal{Z}$ whose range is orthogonal to the range of $C$, that is, $D^{*} D=I$ and $D^{*} C=0$. The spaces $\mathcal{X}, \mathcal{U}, \mathcal{W}$, and $\mathcal{Z}$ are all finite dimensional. In this setting $u(t)$ is the control input, the disturbance input is $w(t)$ while $z(t)$ is an output which reflects the system performance. Finally, we define the function $\phi$ by $z=\phi\left(x_{0}, w, u\right)$ where $z$ is the performance output due to the initial state $x_{0}$, the disturbance input $w$ and the control input $u$.

Consider the system in (15.1) whose initial state at some initial time $t_{0}$ is given by $x\left(t_{0}\right)=x_{0}$. In Section 14.1, we saw that one can quantify the effect of a disturbance $w$ on the performance output $z$ by examining the cost

$$
\begin{equation*}
J\left(x_{0}, w, u\right)=\int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \tag{15.2}
\end{equation*}
$$

for a fixed positive scalar $\gamma$. Note that

$$
\begin{equation*}
J\left(x_{0}, w, u\right)=\int_{t_{0}}^{t_{1}}\left(\|C x(\sigma)\|^{2}+\|u(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \tag{15.3}
\end{equation*}
$$

The equality follows because $D^{*} D=I$ and $D^{*} C=0$. For a fixed disturbance input $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$, the best cost $\xi\left(x_{0}, w\right)$ that can be achieved by the control input is given by

$$
\begin{equation*}
\xi\left(x_{0}, w\right)=\inf \left\{J\left(x_{0}, u, w\right): u \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)\right\} \tag{15.4}
\end{equation*}
$$

We say $u$ is optimal for $w$ if $u$ is a vector in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ which attains the $\operatorname{cost} \xi\left(x_{0}, w\right)$, that is, $\xi\left(x_{0}, w\right)=J\left(x_{0}, w, u\right)$. Now let $d\left(x_{0}\right)$ be the optimal cost that one obtains by taking the supremum over $w$, that is,

$$
d\left(x_{0}\right)=\sup \left\{\xi\left(x_{0}, w\right): w \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)\right\}
$$

We denote this by

$$
\begin{equation*}
d\left(x_{0}\right)=\sup _{w} \inf _{u} \int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \tag{15.5}
\end{equation*}
$$

where it is understood that the infimum is taken over all $u$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ while the supremum is taken over all $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$. The significance of $d\left(x_{0}\right)$ is that for each disturbance input $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ and any $\epsilon>0$, there exists a control input $u$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ such that

$$
\|z\|^{2} \leq \gamma^{2}\|w\|^{2}+d\left(x_{0}\right)+\epsilon
$$

where $z=\phi\left(x_{0}, w, u\right)$. Whenever the infimum is attained in (15.4), then there is a control input which results in

$$
\|z\|^{2} \leq \gamma^{2}\|w\|^{2}+d\left(x_{0}\right)
$$

For a specified initial state $x_{0}$, we say that $\{\hat{w}, \hat{u}\}$ is an optimal pair for the optimization problem in (15.5) if $\hat{w}$ is in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ while $\hat{u}$ is in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ and

$$
\begin{equation*}
J\left(x_{0}, \hat{w}, \hat{u}\right)=\xi\left(x_{0}, \hat{w}\right)=d\left(x_{0}\right) \tag{15.6}
\end{equation*}
$$

where the optimal performance output $\hat{z}$ and optimal state $\hat{x}$ are determined by

$$
\begin{equation*}
\dot{\hat{x}}=A \hat{x}+E \hat{w}+B \hat{u} \text { with } \hat{x}\left(t_{0}\right)=x_{0} \text { and } \hat{z}=C \hat{x}+D \hat{u} . \tag{15.7}
\end{equation*}
$$

In other words, $\hat{u}$ is optimal for $\hat{w}$ and $\hat{w}$ maximizes the cost $\xi\left(x_{0}, \cdot\right)$. Finally, it is noted that if $\{w, u\}$ is any pair satisfying $J\left(x_{0}, w, u\right)=d\left(x_{0}\right)$, then $\{w, u\}$ is not necessarily an optimal pair.

### 15.1.1 Problem solution

As expected, the solution of the optimization problem in (15.5) involves a Riccati differential equation. Specifically,

$$
\begin{equation*}
\dot{P}+A^{*} P+P A+\gamma^{-2} P E E^{*} P-P B B^{*} P+C^{*} C=0 \quad\left(P\left(t_{1}\right)=0\right) \tag{15.8}
\end{equation*}
$$

Notice that, if $E=0$, then the optimization problem in (15.5) reduces to a linear quadratic regulator problem and this Riccati differential equation becomes the corresponding linear quadratic Riccati differential equation. On the other hand, if $B=0$, then the optimization problem in (15.5) reduces to the optimization problem in (14.4) and the Riccati differential equation in (15.8) is simply the Riccati differential equation in (14.11). Before presenting the main result of this section, we make the following observations.

Remark 15.1.1 For any time interval $[a, b]$ and any initial state $x_{0}$, let $\rho\left(x_{0}, a, b\right)$ be the optimal cost given by

$$
\begin{equation*}
\rho\left(x_{0}, a, b\right)=\sup _{w} \inf _{u} \int_{a}^{b}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \tag{15.9}
\end{equation*}
$$

where the infimum is taken over all $u$ in $L^{2}([a, b], \mathcal{U})$ while the supremum is taken over all $w$ in $L^{2}([a, b], \mathcal{W})$ and $x(a)=x_{0}$. Obviously, $d\left(x_{0}\right)=\rho\left(x_{0}, t_{1}, t_{2}\right)$. We first claim that if $a<b<c$, then $\rho\left(x_{0}, a, b\right) \leq \rho\left(x_{0}, a, c\right)$. To see this, let $w$ be any vector in $L^{2}([a, c], \mathcal{W})$ such that $w(t)=0$ for all $b \leq t \leq c$. Then

$$
\int_{a}^{b}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq \int_{a}^{c}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma
$$

By taking the infimum over all $u$ in $L^{2}([a, b], \mathcal{U})$, we obtain

$$
\inf _{u} \int_{a}^{b}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq \int_{a}^{c}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma
$$

By taking the infimum over all $u$ in $L^{2}([a, c], \mathcal{U})$ in the right hand side and then taking the supremum over all $w$ in $L^{2}([a, c], \mathcal{W})$ in the right hand side, we have

$$
\inf _{u} \int_{a}^{b}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq \rho\left(x_{0}, a, c\right)
$$

By taking the supremum over all $w$ in $L^{2}([a, b], \mathcal{W})$, we arrive at $\rho\left(x_{0}, a, b\right) \leq \rho\left(x_{0}, a, c\right)$.
We now claim that if $a<b<c$, then $\rho\left(x_{0}, b, c\right) \leq \rho\left(x_{0}, a, c\right)$. First note that due to the time invariant nature of the optimization problem, it should be clear that $\rho\left(x_{0}, b+d, c+d\right)=$ $\rho\left(x_{0}, b, c\right)$ for any real number $d$. The desired result now follows from

$$
\rho\left(x_{0}, b, c\right)=\rho\left(x_{0}, a, c+a-b\right) \leq \rho\left(x_{0}, a, c\right)
$$

Theorem 15.1.1 The optimal cost $d\left(x_{0}\right)$ for the optimization problem in (15.5) is finite for every initial state $x_{0}$ in $\mathcal{X}$ if and only if the Riccati differential equation in (15.8) has a solution $P$ on the interval $\left[t_{0}, t_{1}\right]$. In this case, the optimal cost is given by

$$
\begin{equation*}
d\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right) \tag{15.10}
\end{equation*}
$$

and is uniquely attained by the optimal disturbance/control input pair

$$
\begin{equation*}
\hat{w}(t)=\gamma^{-2} E^{*} P(t) \hat{x}(t) \quad \text { and } \quad \hat{u}(t)=-B^{*} P(t) \hat{x}(t) \tag{15.11}
\end{equation*}
$$

where the optimal state trajectory $\hat{x}$ is uniquely determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A+\gamma^{-2} E E^{*} P-B B^{*} P\right) \hat{x} \quad \text { with } \quad \hat{x}\left(t_{0}\right)=x_{0} \tag{15.12}
\end{equation*}
$$

Proof. Assume that the Riccati differential equation in (15.8) has a solution $P$ over the interval $\left[t_{0}, t_{1}\right]$. Then we claim that, for each initial state $x_{0}$ in $\mathcal{X}$, the optimal cost $d\left(x_{0}\right)$ is finite and is given by $d\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$. Moreover, this optimal cost is determined by the disturbance/control input pair $\hat{w}=\gamma^{-2} E^{*} P \hat{x}$ and $\hat{u}=-B^{*} P \hat{x}$ where the state trajectory $\hat{x}$ is uniquely determined by (15.12). To see this, we first note that as a consequence of Lemma 13.6.2, the operator $P(t)$ is self-adjoint for each $t$. Using $\dot{x}=A x+E w+B u$, we obtain

$$
\begin{align*}
\frac{d}{d t}(P x, x) & =(\dot{P} x, x)+2 \Re(P \dot{x}, x) \\
& =(\dot{P} x, x)+2 \Re(P A x, x)+2 \Re(P E w, x)+2 \Re(P B u, x)  \tag{15.13}\\
& =\left(\left(\dot{P}+P A+A^{*} P\right) x, x\right)+2 \Re\left(w, E^{*} P x\right)+2 \Re\left(u, B^{*} P x\right)
\end{align*}
$$

Recall that $z=C x+D u$. Using $D^{*} D=I$ and $D^{*} C=0$, we have $\|z\|^{2}=\|C x\|^{2}+\|u\|^{2}$. The Riccati differential equation in (15.8) yields

$$
\begin{aligned}
\left(\left(\dot{P}+P A+A^{*} P\right) x, x\right) & =-\gamma^{-2}\left\|E^{*} P x\right\|^{2}+\left\|B^{*} P x\right\|^{2}-\|C x\|^{2} \\
& =-\gamma^{-2}\left\|E^{*} P x\right\|^{2}+\left\|B^{*} P x\right\|^{2}+\|u\|^{2}-\|z\|^{2} .
\end{aligned}
$$

By substituting this into (15.13) and completing the appropriate squares, we now obtain

$$
\begin{equation*}
\frac{d}{d t}(P x, x)=-\|z\|^{2}+\gamma^{2}\|w\|^{2}-\left\|\gamma^{-1} E^{*} P x-\gamma w\right\|^{2}+\left\|B^{*} P x+u\right\|^{2} \tag{15.14}
\end{equation*}
$$

Recall that $x\left(t_{0}\right)=x_{0}$. By integrating from $t_{0}$ to $t_{1}$, rearranging terms and using the fact that $P\left(t_{1}\right)=0$, we have

$$
\begin{align*}
\int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma & =\left(P\left(t_{0}\right) x_{0}, x_{0}\right)-\int_{t_{0}}^{t_{1}}\left\|\gamma^{-1} E^{*} P(\sigma) x(\sigma)-\gamma w(\sigma)\right\|^{2} d \sigma \\
& +\int_{t_{0}}^{t_{1}}\left\|B^{*} P(\sigma) x(\sigma)+u(\sigma)\right\|^{2} d \sigma \tag{15.15}
\end{align*}
$$

It now immediately follows that for $w=\hat{w}$ and $u=\hat{u}$, where $\hat{w}$ and $\hat{u}$ are given by (15.11) and (15.12), the corresponding cost satisfies

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\left(\|\hat{z}(\sigma)\|^{2}-\gamma^{2}\|\hat{w}(\sigma)\|^{2}\right) d \sigma=\left(P\left(t_{0}\right) x_{0}, x_{0}\right) \tag{15.16}
\end{equation*}
$$

We now demonstrate that the optimal cost $d\left(x_{0}\right) \leq\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$. Consider any disturbance $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ and let $u(t)=-B^{*} P(t) x(t)$. In this case,

$$
\dot{x}=\left(A-B B^{*} P(t)\right) x+E w \quad \text { with } \quad x\left(t_{0}\right)=x_{0}
$$

Then for this input $u$ relationship (15.15) implies that

$$
J\left(x_{0}, w, u\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)-\left\|\gamma^{-1} E^{*} P x-\gamma w\right\|^{2} .
$$

Hence, the infimal cost $\xi\left(x_{0}, w\right)$ defined in (15.4) satisfies $\xi\left(x_{0}, w\right) \leq\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$. By taking the supremum over all $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$, we see that $d\left(x_{0}\right) \leq\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$.

We now claim that $\hat{u}$ is the vector which attains the cost $\xi\left(x_{0}, \hat{w}\right)$ in the optimization problem (15.4) with $w=\hat{w}$, that is, $J\left(x_{0}, \hat{w}, \hat{u}\right)=\xi\left(x_{0}, \hat{w}\right)$. From this fact it readily follows that $\left(P\left(t_{0}\right) x_{0}, x_{0}\right)=\|\hat{z}\|^{2}-\gamma^{2}\|\hat{w}\|^{2} \leq d\left(x_{0}\right)$. Hence, $d\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$ and the pair $\{\hat{w}, \hat{u}\}$ is optimal. To achieve our objective, notice that for the disturbance $\hat{w}=\gamma^{-2} E^{*} P \hat{x}$, we obtain

$$
\dot{x}=A x+\gamma^{-2} E E^{*} P \hat{x}+B u \quad \text { with } \quad x\left(t_{0}\right)=x_{0}
$$

Now let us introduce the new state $\tilde{x}=x-\hat{x}$ and set $\tilde{u}=u+B^{*} P x$. Then subtracting the differential equation in (15.12) from the previous state equation, yields

$$
\begin{equation*}
\dot{\tilde{x}}=\left(A-B B^{*} P(t)\right) \tilde{x}+B \tilde{u} \quad \text { with } \quad \tilde{x}\left(t_{0}\right)=0 \tag{15.17}
\end{equation*}
$$

Using $\hat{w}=\gamma^{-2} E^{*} P \hat{x}$ in (15.15) with $\tilde{x}=x-\hat{x}$, gives

$$
\begin{aligned}
& \int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|\hat{w}(\sigma)\|^{2}\right) d \sigma= \\
& \left(P\left(t_{0}\right) x_{0}, x_{0}\right)-\int_{t_{0}}^{t_{2}}\left\|\gamma^{-1} E^{*} P(\sigma) \tilde{x}(\sigma)\right\|^{2} d \sigma+\int_{t_{0}}^{t_{1}}\|\tilde{u}(\sigma)\|^{2} d \sigma
\end{aligned}
$$

Hence, the cost $\xi\left(x_{0}, \hat{w}\right)$ defined in (15.4) is given by

$$
\begin{equation*}
\xi\left(x_{0}, \hat{w}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)-\sup _{\tilde{u} \in L^{2}} \int_{t_{0}}^{t_{1}}\left(\left\|\gamma^{-1} E^{*} P(\sigma) \tilde{x}(\sigma)\right\|^{2}-\|\tilde{u}(\sigma)\|^{2}\right) d \sigma \tag{15.18}
\end{equation*}
$$

We claim that the supremum above is attained with $\tilde{u}=0$. To see this notice that the Riccati differential equation in (15.8) can be rewritten as in

$$
\begin{equation*}
\dot{P}+\left(A-B B^{*} P\right)^{*} P+P\left(A-B B^{*} P\right)+P B B^{*} P+\gamma^{-2} P E E^{*} P+C^{*} C=0 \tag{15.19}
\end{equation*}
$$

with $P\left(t_{1}\right)=0$. This is precisely the Riccati differential equation one obtains by replacing $C$ with $\left[C, \gamma^{-1} E^{*} P\right]^{t r}$ and $\gamma^{-1} E$ with $B$ in Theorem 14.2.1. Considering any $\tilde{u}$ and computing the rate of change of $(P \tilde{x}, \tilde{x})$ and completing the appropriate square as in the proof of Theorem 14.2.1, we obtain that

$$
\int_{t_{0}}^{t_{1}}\left(\left\|\gamma^{-1} E^{*} P(\sigma) \tilde{x}(\sigma)\right\|^{2}-\|\tilde{u}(\sigma)\|^{2}\right) d \sigma=-\int_{t_{0}}^{t_{1}}\left(\|C \tilde{x}(\sigma)\|^{2}+\left\|B^{*} P(\sigma) \tilde{x}(\sigma)-\tilde{u}(\sigma)\right\|^{2}\right) d \sigma
$$

Here we also used the facts that $P\left(t_{1}\right)=0$ and $\tilde{x}\left(t_{0}\right)=0$. Hence, the supremum in (15.18) is zero and this is supremum is uniquely achieved with $\tilde{u}=0$, or equivalently, with $u=\hat{u}=$ $-B^{*} P \hat{x}$. Thus,

$$
d\left(x_{0}\right) \leq\left(P\left(t_{0}\right) x_{0}, x_{0}\right)=\xi\left(x_{0}, \hat{w}\right) \leq \sup _{w \in L^{2}} \xi\left(x_{0}, w\right)=d\left(x_{0}\right)
$$

Therefore, $d\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$. In particular, the optimal cost $d\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$.

Now let us show that there is only one optimal pair which attains the optimal cost $d\left(x_{0}\right)$. To this end, consider any pair $\left\{w_{o}, u_{o}\right\}$ which attains $d\left(x_{0}\right)$. Then

$$
\left(P\left(t_{0}\right) x_{0}, x_{0}\right)=d\left(x_{0}\right)=\xi\left(x_{0}, w_{o}\right)=J\left(x_{0}, w_{o}, u_{o}\right)
$$

where $z_{o}=\phi\left(x_{0}, w_{o}, u_{o}\right)$ is the output corresponding to the pair $\left\{w_{o}, u_{o}\right\}$ and $u_{o}$ is optimal for $w_{o}$. Now consider the input $u=-B^{*} P x$ where $x$ is the solution to

$$
\begin{equation*}
\dot{x}=\left(A-B B^{*} P(t)\right) x+E w_{o} \quad \text { with } \quad x\left(t_{0}\right)=x_{0} . \tag{15.20}
\end{equation*}
$$

Since $u_{o}$ is optimal for $w_{o}$, it follows from (15.15) that

$$
\left(P\left(t_{0}\right) x_{0}, x_{0}\right)=J\left(x_{0}, w_{0}, u_{o}\right) \leq\left(P\left(t_{0}\right) x_{0}, x_{0}\right)-\left\|\gamma^{-1} E^{*} P x-\gamma w_{o}\right\|^{2} .
$$

Thus, $\left\|\gamma^{-1} E^{*} P x-\gamma w_{o}\right\|^{2}=0$, or equivalently, $w_{o}=\gamma^{-2} E^{*} P x$. Substituting this in (15.20), it now follows that $x=\hat{x}$, and hence, $w_{o}=\hat{w}$. Recall that $\tilde{u}=0$ is the only function in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ which achieves the minimal optimal $\operatorname{cost} \xi\left(x_{0}, \hat{w}\right)$ in (15.18). Since $\tilde{u}=$ $u+B^{*} P x$, there is only one input $u$ which achieves the minimal cost $\xi\left(x_{0}, \hat{w}\right)$ and this $u=\hat{u}=-B^{*} P \hat{x}$. Therefore, $u_{o}=\hat{u}$ and the optimal pair $\{\hat{w}, \hat{u}\}$ is unique.

To complete the proof it remains to show that if $d\left(x_{0}\right)$ is finite for every initial state $x_{0}$ in $\mathcal{X}$, then the Riccati differential equation in (15.8) has a unique solution $P$ defined on the interval $\left[t_{0}, t_{1}\right]$. To verify this, first notice that this Riccati differential equation is locally Lipschitz in $P$. Hence, this differential equation has a unique solution over some interval ( $\left.t_{2}, t_{1}\right]$ for $t_{2}$ sufficiently close to $t_{1}$. To verify that this solution can be extended over the interval $\left[t_{0}, t_{1}\right]$, it is sufficient to show that over any interval $\left(t_{2}, t_{1}\right]$ on which $P$ is defined, there is a bound $m$ independent of $t$ such that $\|P(t)\| \leq m$ for $t_{2}<t \leq t_{1}$.

Recall now the definition of the optimal cost $\rho\left(x_{0}, a, b\right)$ in (15.9). By replacing $t_{0}$ with $t$ in our previous analysis it follows that $\rho\left(x_{0}, t, t_{1}\right)=\left(P(t) x_{0}, x_{0}\right)$. Since $t_{0} \leq t<t_{1}$, it follows from Remark 15.1.1 that $\rho\left(x_{0}, t, t_{1}\right) \leq \rho\left(x_{0}, t_{0}, t_{1}\right)$. Hence, $\left(P(t) x_{0}, x_{0}\right) \leq \rho\left(x_{0}, t_{0}, t_{1}\right)=d\left(x_{0}\right)$. In other words, $\left(P(t) x_{0}, x_{0}\right) \leq d\left(x_{0}\right)<\infty$ for every $x_{0}$ in $\mathcal{X}$ and all $t$ in $\left(t_{2}, t_{1}\right]$. Also, Lemma 13.6.2 states that $P(t)$ is positive. Let $\left\{\psi_{j}\right\}_{1}^{n}$ be an orthonormal basis for the state space $\mathcal{X}$. Then

$$
\|P(t)\| \leq \operatorname{trace} P(t)=\sum_{j=1}^{n}\left(P(t) \psi_{j}, \psi_{j}\right) \leq \sum_{j=1}^{n} d\left(\psi_{j}\right)=m<\infty .
$$

So, there exists a bound $m$ such that $\|P(t)\| \leq m$ for $t_{2}<t \leq t_{1}$. Therefore, the Riccati differential equation (15.8) has a unique solution $P$ defined on the interval $\left[t_{0}, t_{1}\right]$.

Remark 15.1.2 Assume that $d\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$, or equivalently, the Riccati differential equation in (15.8) has a solution on the interval $\left[t_{0}, t_{1}\right]$. If the pair $\{C, A\}$ is observable, then $P(t)$ is strictly positive for all $t_{0} \leq t<t_{1}$. This follows from Lemma 13.6.2. We can also demonstrate this as follows. By replacing $t_{0}$ with $t$ in (15.15) and rearranging terms, we obtain

$$
\begin{align*}
\left(P(t) x_{0}, x_{0}\right) & =\int_{t}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma+\int_{t}^{t_{1}}\left\|\gamma^{-1} E^{*} P(\sigma) x(\sigma)-\gamma w(\sigma)\right\|^{2} d \sigma \\
& -\int_{t}^{t_{1}}\left\|B^{*} P(\sigma) x(\sigma)+u(\sigma)\right\|^{2} d \sigma \tag{15.21}
\end{align*}
$$

If we let $w(\sigma)=0$ and $u(\sigma)=-B^{*} P(\sigma) x(\sigma)$ for $t<\sigma \leq t_{1}$, then

$$
\begin{equation*}
\left(P(t) x_{0}, x_{0}\right)=\int_{t}^{t_{1}}\left(\|C x(\sigma)\|^{2}+\|u(\sigma)\|^{2}\right) d \sigma+\int_{t}^{t_{1}}\left\|\gamma^{-1} E^{*} P(\sigma) x(\sigma)\right\|^{2} d \sigma \geq 0 \tag{15.22}
\end{equation*}
$$

Since $\left(P(t) x_{0}, x_{0}\right) \geq 0$ for all $x_{0}$ in $\mathcal{X}$, this also shows that the operator $P(t)$ is positive.
If $\left(P(t) x_{0}, x_{0}\right)=0$ for some initial state $x_{0}$, then $u(\sigma)=0$ for all $t \leq \sigma \leq t_{1}$. In this case, $z(\sigma) \geq C e^{A(\sigma-t)} x_{0}$. Hence,

$$
0=\left(P(t) x_{0}, x_{0}\right) \geq \int_{t}^{t_{1}}\left\|C e^{A(\sigma-t)} x_{0}\right\|^{2} d \sigma
$$

Because $\{C, A\}$ is observable, $x_{0}$ is zero. Therefore, the operator $P(t)$ is strictly positive.
Remark 15.1.3 It is emphasized that one must integrate the Riccati differential equation in (15.8) backwards in time to find $P(t)$. However, one can easily convert this equation to a Riccati differential equation moving forward in time. To see this let $\Omega(\tau)=P\left(t_{1}-\tau\right)$. Then equation (15.8) yields

$$
\begin{equation*}
\dot{\Omega}=A^{*} \Omega+\Omega A+\gamma^{-2} \Omega E E^{*} \Omega-\Omega B B^{*} \Omega+C^{*} C \quad(\Omega(0)=0) . \tag{15.23}
\end{equation*}
$$

Therefore, $P(t)=\Omega\left(t_{1}-t\right)$ where $\Omega$ can be computed by solving the Riccati differential equation (15.23) forward in time. By replacing $t_{0}$ with $t_{1}-\tau$ in Theorem 15.1.1, we readily obtain that

$$
\left(\Omega(\tau) x_{0}, x_{0}\right)=\left(P\left(t_{1}-\tau\right) x_{0}, x_{0}\right)=\rho\left(x_{0}, t_{1}-\tau, t_{1}\right)=\rho\left(x_{0}, 0, \tau\right)
$$

Hence,

$$
\begin{equation*}
\left(\Omega(\tau) x_{0}, x_{0}\right)=\sup _{w} \inf _{u} \int_{0}^{\tau}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|w(\sigma)^{2}\right\|\right) d \sigma \tag{15.24}
\end{equation*}
$$

Here the infimum is taken over all $u$ in $L^{2}([0, \tau], \mathcal{U})$ while the supremum is taken over all $w$ in $L^{2}([0, \tau], \mathcal{W})$. Obviously, $\Omega(\tau)$ is well defined if and only if the optimal cost $\rho\left(x_{0}, 0, \tau\right)$ is finite for all initial states $x_{0}$ in $\mathcal{X}$.

If the pair $\{C, A\}$ is observable, then $\Omega(\tau)$ is strictly positive for all $0<\tau$ where $\Omega(\tau)$ is defined. This follows from the fact that $P\left(t_{1}-t\right)$ is strictly positive when $\{C, A\}$ is observable.

Exercise 32 Consider the system $\{A, B, C, D, E\}$ and assume that the Riccati differential equation in (15.8) has a solution over the interval $\left[t_{0}, t_{1}\right]$. Consider the feedback controller $u=-B^{*} P x$ and let $w$ be a vector in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ and $z$ be the corresponding output for this feedback system described in (15.25). Then $u$ is not necessarily the optimal input which obtains the minimum cost $\xi\left(x_{0}, w\right)$, that is, for some disturbance $w$ one can have $\xi\left(x_{0}, w\right)<\|z\|^{2}-\gamma^{2}\|w\|^{2}$. For a counter example, consider the system $\dot{x}=w+u$ on the interval $[0,1]$ with $x_{0}=1$, and set $\gamma=1$. Then show that for $w=1$, the feedback controller $u=-P x$ does not obtain the minimal cost $\xi\left(x_{0}, w\right)$.

### 15.1.2 The central controller

Assume that the Riccati differential equation in (15.8) has a solution $P$ on the interval $\left[t_{0}, t_{1}\right]$. The control $\hat{u}=-B^{*} P \hat{x}$ presented in Theorem 15.1.1 is an open loop control which achieves the optimal cost $d\left(x_{0}\right)$ for the worst case disturbance input $\hat{w}$. For disturbances other than the worst case disturbance, there is no guaranteed performance. However, the feedback controller $u=-B^{*} P x$ is useful in applications.

Definition 1 Consider the system $\{A, B, C, D, E\}$ in (15.1). Assume that the Riccati differential equation in (15.8) has a solution over the interval $\left[t_{0}, t_{1}\right]$ for some specified $\gamma>0$. The feedback controller $u=-B^{*} P x$ is called the central controller corresponding to the tolerance $\gamma$.

The closed loop system corresponding to the central controller $u=-B^{*} P x$ is described by

$$
\begin{align*}
\dot{x} & =\left(A-B B^{*} P\right) x+E w \\
z & =\left(C-D B^{*} P\right) x \tag{15.25}
\end{align*}
$$

Now let $\hat{T}_{\gamma}$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
\left(\hat{T}_{\gamma} w\right)(t)=\int_{t_{0}}^{t}\left(C-D B^{*} P(t)\right) \Psi(t, \tau) E w(\tau) d \tau \quad\left(w \in L^{2}\left(\left[t_{1}, t_{2}\right], \mathcal{W}\right)\right) \tag{15.26}
\end{equation*}
$$

where $\Psi$ is the state transition operator for $A-B B^{*} P$. Obviously, the output $z$ for the system in (15.25) is given by

$$
\begin{equation*}
z(t)=\left(C-D B^{*} P(t)\right) \Psi\left(t, t_{0}\right) x_{0}+\left(\hat{T}_{\gamma} w\right)(t) \tag{15.27}
\end{equation*}
$$

In particular, if $x\left(t_{0}\right)=0$, then $z=\hat{T}_{\gamma} w$. In other words, $\hat{T}_{\gamma}$ is simply the input output operator from the disturbance $w$ to the output $z$ determined by the central controller.

A fundamental problem in control design is given a system $\{A, B, C, D, E\}$ along with a specified tolerance $\gamma>0$, find a linear controller $u$ such that $\|\phi(0, w, u)\| \leq \gamma\|w\|$ for all $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$. The following result uses the central controller to solve this problem.

Corollary 15.1.2 Consider the system $\{A, B, C, D, E\}$ and assume that the Riccati differential equation in (15.8) has a solution over the interval $\left[t_{0}, t_{1}\right]$. Let $\hat{T}_{\gamma}$ from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ be the input output operator for the closed loop system corresponding to the central controller

$$
\begin{equation*}
u=-B^{*} P x \tag{15.28}
\end{equation*}
$$

Then $\left\|\hat{T}_{\gamma}\right\|<\gamma$. Moreover, for any initial state $x\left(t_{0}\right)=x_{0}$, the closed loop system in (15.25) satisfies $\|z\|^{2} \leq \gamma^{2}\|w\|^{2}+d\left(x_{0}\right)$.

Proof. Using $D^{*} D=I$ and $D^{*} C=0$, we obtain

$$
\left(C-D B^{*} P\right)^{*}\left(C-D B^{*} P\right)=P B B^{*} P+C^{*} C
$$

Substituting this into the Riccati differential equation in (15.19), it follows that the Riccati differential equation in (15.8) can be written as

$$
\dot{P}+\left(A-B B^{*} P^{*}\right)^{*} P+P\left(A-B B^{*} P\right)+\gamma^{-2} P E E^{*} P+\left(C-D B^{*} P\right)^{*}\left(C-D B^{*} P\right)=0
$$

subject to the final condition $P\left(t_{1}\right)=0$. This is precisely the Riccati differential equation one obtains by replacing $C$ and $A$ with respectively $C-D B^{*} P$ and $A-B B^{*} P$ in Theorem 14.2.1. By using the completion of squares approach in the first part of the proof of Theorem
14.2.1, one can readily show that for any disturbance input $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ and for any initial state $x_{0}$, the closed loop system satisfies

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|\right) d \sigma \leq\left(P\left(t_{0}\right) x_{0}, x_{0}\right)=d\left(x_{0}\right) \tag{15.30}
\end{equation*}
$$

Moreover, by following the proof of Theorem 14.2.2, one can show that the norm of $\hat{T}_{\gamma}$ is strictly bounded by $\gamma$.

### 15.2 Some abstract max-min problems

In this section, we develop and solve some operator max-min problems. In the next section we will apply some of these results to a standard feedback control problem. Let us begin by recalling Lemma 12.3 .1 in Section 12.3 restated here for convenience.

Lemma 15.2.1 Let $F$ be an operator from $\mathcal{F}$ into $\mathcal{H}$ and $h$ a vector in $\mathcal{H}$. Then

$$
\begin{equation*}
\left(\left(I+F F^{*}\right)^{-1} h, h\right)=\inf \left\{\|h+F u\|^{2}+\|u\|^{2}: u \in \mathcal{F}\right\} \tag{15.31}
\end{equation*}
$$

Moreover, the optimal $\hat{u}$ in $\mathcal{F}$ solving this minimization problem is unique and given by

$$
\begin{equation*}
\hat{u}=-\left(I+F^{*} F\right)^{-1} F^{*} h=-F^{*}\left(I+F F^{*}\right)^{-1} h \tag{15.32}
\end{equation*}
$$

Remark 15.2.1 As before, let $F$ be an operator mapping $\mathcal{F}$ into $\mathcal{H}$. Let $y=h+F u$ where $h$ is a specified vector in $\mathcal{H}$. Then the abstract linear quadratic regulator problem in (15.31) is equivalent to

$$
\begin{equation*}
\varepsilon(h)=\inf \left\{\|y\|^{2}+\|u\|^{2}: u \in \mathcal{F}\right\} \tag{15.33}
\end{equation*}
$$

Obviously, $\varepsilon(h)=\left(\left(I+F F^{*}\right)^{-1} h, h\right)$. Moreover, the optimal $\hat{u}$ which attains the optimal cost $\varepsilon(h)$ is given by $\hat{u}=-F^{*} \hat{y}$ where $\hat{y}=h+F \hat{u}$ is the optimal output; see Remark 12.3.1.

Now let $T$ be an operator mapping $\mathcal{K}$ into $\mathcal{H}$ and $C_{o}$ be an operator from $\mathcal{X}$ into $\mathcal{H}$. Let $D$ be an isometry from $\mathcal{F}$ into $\mathcal{H}$ whose range is orthogonal to the range of $C_{o}, T$ and $F$, that is $D^{*} C_{o}=0, D^{*} T=0$ and $D^{*} F=0$. Let $z$ be the output vector in $\mathcal{H}$ given by

$$
\begin{equation*}
z=\phi\left(x_{0}, w, u\right)=C_{o} x_{0}+T w+F u+D u \tag{15.34}
\end{equation*}
$$

where (the initial state) $x_{0}$ is specified. In our abstract control problem the vector $u$ is viewed as the control and $w$ is the disturbance. The idea is to design a control $u$ to minimize the effect of the unknown disturbance $w$ on the output $z$. This leads to the following minimization problem

$$
\begin{equation*}
\inf \left\{\left\|\phi\left(x_{0}, w, u\right)\right\|^{2}: u \in \mathcal{F}\right\}=\inf \left\{\left\|C_{o} x_{0}+T w+F u\right\|^{2}+\|u\|^{2}: u \in \mathcal{F}\right\} \tag{15.35}
\end{equation*}
$$

According to Lemma 15.2 .1 with $h=C_{o} x_{0}+T w$, the optimal solution to this problem is uniquely given by $\hat{u}=-\left(I+F^{*} F\right)^{-1} F^{*}\left(C_{o} x_{0}+T w\right)$. To simplify some notation it is
convenient to let $R_{*}$ be the positive square root of $\left(I+F F^{*}\right)^{-1}$. Then the optimal cost in the optimization problem (15.35) is given by

$$
\begin{equation*}
\left\|R_{*}\left(C_{o} x_{0}+T w\right)\right\|^{2}=\inf \left\{\left\|C_{o} x_{0}+T w+F u\right\|^{2}+\|u\|^{2}: u \in \mathcal{F}\right\}=\inf _{u}\left\{\left\|\phi\left(x_{0}, w, u\right)\right\|^{2}\right\} \tag{15.36}
\end{equation*}
$$

For the moment assume that the initial state $x_{0}=0$. In this case, the optimal choice for the control $\hat{u}$ gives rise to the operator $R_{*} T$ from the disturbance space $\mathcal{K}$ to the output space $\mathcal{H}$. Notice that

$$
\begin{equation*}
\left\|R_{*} T\right\|^{2}=\sup _{\|w\| \leq 1} \inf \left\{\|\phi(0, w, u)\|^{2}: u \in \mathcal{F}\right\} \tag{15.37}
\end{equation*}
$$

In particular, this shows that if $u$ is any vector in $\mathcal{F}$, then

$$
\begin{equation*}
\left\|R_{*} T\right\| \leq \sup \{\|\phi(0, w, u)\|: w \in \mathcal{K} \text { and }\|w\| \leq 1\} \tag{15.38}
\end{equation*}
$$

This leads to the following design problem: Given a specified $\gamma>\left\|R_{*} T\right\|$ find a controller $u$ such that $\|\phi(0, w, u)\| \leq \gamma$ whenever $\|w\| \leq 1$. Of course, the closer $\gamma$ comes to $\left\|R_{\psi} T\right\|$ the closer one comes to constructing a controller to minimize the operator norm from the disturbance space $\mathcal{K}$ to the output $\mathcal{H}$.

Notice that $R_{*} T$ is bounded by $\gamma$ if and only if $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is positive. This follows because $\left\|R_{*} T\right\| \leq \gamma$ if and only if $\gamma^{2} I-R_{*} T T^{*} R_{*}$ is positive, or equivalently, $\gamma^{2} R_{*}^{-2}-T T^{*}=$ $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is positive. A similar argument shows that the norm of $R_{*} T$ is strictly bounded by $\gamma$ if and only if $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive.

Let $\Upsilon$ be an operator from $\mathcal{K}$ into $\mathcal{H}$. Let us recall the following optimization problem discussed in Section 14.4. For a specified $\gamma>0$, find the optimal cost $\beta(h)$ defined by

$$
\begin{equation*}
\beta(h)=\sup \left\{\|h+\Upsilon w\|^{2}-\gamma^{2}\|w\|^{2}: w \in \mathcal{K}\right\} \tag{15.39}
\end{equation*}
$$

Recall that if $\|\Upsilon\|>\gamma$, then $\beta(h)$ is infinite and this optimization problem is undefined. If $\beta(h)$ is finite, then $\|\Upsilon\| \leq \gamma$. For convenience let us restate Theorem 14.4.1 to obtain the optimal solution when $\| \Upsilon \mid<\gamma$.

Lemma 15.2.2 Let $\Upsilon$ be an operator mapping $\mathcal{K}$ into $\mathcal{H}$ whose norm is strictly bounded by $\gamma$ and let $h$ be a vector in $\mathcal{H}$. Then the supremum in (15.39) is attained and is given by

$$
\begin{equation*}
\beta(h)=\gamma^{2}\left(\left(\gamma^{2} I-\Upsilon \Upsilon^{*}\right)^{-1} h, h\right) \tag{15.40}
\end{equation*}
$$

Furthermore, the optimal $\hat{w}$ in $\mathcal{K}$ which attains this supremum is unique and is given by

$$
\begin{equation*}
\hat{w}=\left(\gamma^{2} I--\Upsilon^{*} \Upsilon\right)^{-1} \Upsilon^{*} h=\Upsilon^{*}\left(\gamma^{2} I-\Upsilon \Upsilon^{*}\right)^{-1} h \tag{15.41}
\end{equation*}
$$

Recall that $z=C_{o} x_{0}+T w+F u+D u$. By choosing $h=C_{o} x_{0}$ we can combine the optimization problems in (15.36) and (15.39) to arrive at the following max-min problem

$$
\begin{equation*}
d\left(x_{0}\right)=\sup _{w} \inf _{u}\left\{\left\|C_{o} x_{0}+T w+F u\right\|^{2}+\|u\|^{2}-\gamma^{2}\|w\|^{2}\right\}=\sup _{w} \inf _{u}\left\{\|z\|^{2}-\gamma^{2}\|w\|^{2}\right\} \tag{15.42}
\end{equation*}
$$

where the infimum is taken over all $u$ in $\mathcal{F}$ and the supremum is taken over all $w$ in $\mathcal{K}$. Finally, let $\xi\left(x_{0}, w\right)$ be the cost of the infimum, that is,

$$
\begin{equation*}
\xi\left(x_{0}, w\right)=\inf _{u}\left\{\left\|\phi\left(x_{0}, w, u\right)\right\|^{2}-\gamma^{2}\|w\|^{2}\right\}=\inf _{u}\left\{\left\|C_{o} x_{0}+T w+F u\right\|^{2}+\|u\|^{2}-\gamma^{2}\|w\|^{2}\right\} \tag{15.43}
\end{equation*}
$$

Obviously, $d\left(x_{0}\right)=\sup _{w} \xi\left(x_{0}, w\right)$. In this setting, we say that the vector $\hat{v}$ is optimal for $w$ if $\hat{v}$ attains the cost $\xi\left(x_{0}, w\right)$, that is, $\xi\left(x_{0}, w\right)=\left\|\phi\left(x_{0}, w, \hat{v}\right)\right\|^{2}-\gamma^{2}\|w\|^{2}$. The pair $\{\hat{w}, \hat{u}\}$ is optimal for (15.42) if $\hat{u}$ is a vector in $\mathcal{F}$ and $\hat{w}$ is a vector in $\mathcal{K}$ satisfying

$$
\begin{equation*}
d\left(x_{0}\right)=\xi\left(x_{0}, \hat{w}\right)=\left\|\phi\left(x_{0}, \hat{w}, \hat{u}\right)\right\|^{2}-\gamma^{2}\|\hat{w}\|^{2} \tag{15.44}
\end{equation*}
$$

By employing (15.36) in (15.43), it follows that for fixed $w$ in $\mathcal{K}$

$$
\begin{equation*}
\xi\left(x_{0}, w\right)=\left\|R_{*}\left(C_{o} x_{0}+T w\right)\right\|^{2}-\gamma^{2}\|w\|^{2} \tag{15.45}
\end{equation*}
$$

Moreover, Lemma 15.2 .1 shows that the cost $\xi\left(x_{0}, w\right)$ is uniquely attained by the vector

$$
\begin{equation*}
\hat{v}=-\left(I+F^{*} F\right)^{-1} F^{*}\left(C_{o} x_{0}+T w\right) \tag{15.46}
\end{equation*}
$$

Furthermore, the optimal $\hat{v}$ can be obtained from the "feedback controller" $\hat{v}=-F^{*} \phi\left(x_{0}, w, \hat{v}\right)$. To see this simply observe that (15.46) gives $\left(I+F^{*} F\right) \hat{v}=-F^{*}\left(C_{0} x_{0}+T w\right)$. This readily implies that $\hat{v}=-F^{*}\left(C_{o} x_{0}+T w+F \hat{v}\right)$. Using $F^{*} D=0$ with $\phi\left(x_{0}, w, \hat{v}\right)=C_{o} x_{0}+T w+F \hat{v}+D \hat{v}$, yields $\hat{v}=-F^{*} \phi\left(x_{0}, w, \hat{v}\right)$. This proves part of the following result.

Theorem 15.2.3 Let $C_{o}$ be an operator from $\mathcal{X}$ into $\mathcal{H}$ while $T$ is an operator from $\mathcal{K}$ into $\mathcal{H}$ and $F$ is an operator from $\mathcal{F}$ into $\mathcal{H}$. Let $d\left(x_{0}\right)$ be the optimal cost in the optimization problem (15.42) and assume that $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive. Then

$$
\begin{equation*}
d\left(x_{0}\right)=\gamma^{2}\left(\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0}, C_{o} x_{0}\right) \tag{15.47}
\end{equation*}
$$

The optimal control $\hat{v}$ which uniquely attains the cost $\xi\left(x_{0}, w\right)$ is given by $\hat{v}=-F^{*} \phi\left(x_{0}, w, \hat{v}\right)$. Furthermore, the optimal disturbance pair $\{\hat{w}, \hat{u}\}$ which attains the optimal cost $d\left(x_{0}\right)$ is unique and is given by $\hat{u}=-F^{*} \hat{z}$ and $\hat{w}=\gamma^{-2} T^{*} \hat{z}$ where $\hat{z}=C_{o} x_{0}+T \hat{w}+F \hat{u}+D \hat{u}$, or equivalently, $\hat{u}=-F^{*} \hat{g}$ and $\hat{w}=\gamma^{-2} T^{*} \hat{g}$ where $\hat{g}=C_{o} x_{0}+T \hat{w}+F \hat{u}$.

Proof. Assume that $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive, or equivalently, the norm of $R_{*} T$ is strictly bounded by $\gamma$. By taking the supremum in (15.45) and employing Lemma 15.2.2 with $\Upsilon=R_{*} T$ and $h=R_{*} C_{o} x_{0}$, we obtain

$$
\begin{align*}
d\left(x_{0}\right) & =\sup _{w}\left\{\left\|R_{*} C_{o} x_{0}+R_{*} T w\right\|^{2}-\gamma^{2}\|w\|^{2}\right\} \\
& =\gamma^{2}\left(\left(\gamma^{2} I-R_{*} T T^{*} R_{*}\right)^{-1} R_{*} C_{o} x_{0}, R_{*} C_{o} x_{0}\right)  \tag{15.48}\\
& =\gamma^{2}\left(\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0}, C_{o} x_{0}\right)
\end{align*}
$$

Notice that if $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is not positive, then $\left\|R_{*} T\right\|>\gamma$. In this case, $d\left(x_{0}\right)$ is infinite. So, $\left\|R_{*} T\right\|$ is the infimum over the set of all $\gamma>0$ such that the optimal cost $d\left(x_{0}\right)$ is finite.

To complete the proof it remains to compute the optimal pair $\{\hat{w}, \hat{u}\}$ which achieves the optimal cost $d\left(x_{0}\right)$. As before, let $\hat{v}$ be the optimal input which achieves the cost $\xi\left(x_{0}, w\right)$ in (15.43). Applying Lemma 15.2 .2 with $\Upsilon=R_{*} T$ to (15.45), shows that the optimal input $\hat{w}$ which attains the optimal cost $d\left(x_{0}\right)=\sup _{w} \xi\left(x_{0}, w\right)$ is given by

$$
\begin{align*}
\hat{w} & =T^{*} R_{*}\left(\gamma^{2} I-R_{*} T T^{*} R_{*}\right)^{-1} R_{*} C_{o} x_{0}  \tag{15.49}\\
& =T^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0}
\end{align*}
$$

Moreover, Lemma 15.2.2 shows that this $\hat{w}$ is the only disturbance which attains the optimal cost $d\left(x_{0}\right)$. By setting $\hat{u}=\hat{v}$ and $w=\hat{w}$ in (15.46), we arrive at an optimal pair $\{\hat{w}, \hat{u}\}$ which achieves the optimal cost $d\left(x_{0}\right)$. Moreover, we claim that

$$
\begin{equation*}
\hat{u}=-\gamma^{2} F^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{0} x_{0} \tag{15.50}
\end{equation*}
$$

Using (15.49) in (15.46) with $\hat{u}=\hat{v}$, we obtain

$$
\begin{align*}
\hat{u} & =-F^{*}\left(I+F F^{*}\right)^{-1}\left(C_{o} x_{0}+T \hat{w}\right) \\
& =-F^{*}\left(I+F F^{*}\right)^{-1}\left(I+T T^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1}\right) C_{o} x_{0} \\
& =-F^{*}\left(I+F F^{*}\right)^{-1}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}+T T^{*}\right)\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0} \\
& =-\gamma^{2} F^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0} . \tag{15.51}
\end{align*}
$$

This yields (15.50). We claim that the optimal output $\hat{z}=C_{o} x_{0}+F \hat{u}+T \hat{w}+D \hat{u}$ is given by

$$
\begin{equation*}
\hat{z}=\gamma^{2}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0}+D \hat{u} . \tag{15.52}
\end{equation*}
$$

Let $\hat{g}=C_{o} x_{0}+F \hat{u}+T \hat{w}$. Using (15.50) and (15.49), we obtaiı

$$
\begin{aligned}
\hat{g} & =C_{o} x_{0}+T \hat{w}+F \hat{u} \\
& =C_{o} x_{0}+\left(T T^{*}-\gamma^{2} F F^{*}\right)\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0} \\
& =\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}+T T^{*}-\gamma^{2} F F^{*}\right)\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0} \\
& =\gamma^{2}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0}
\end{aligned}
$$

Since $\hat{z}=\hat{g}+D \hat{u}$, equation (15.52) holds. Because $F^{*} D=0$, equations (15.52) and (15.50) show that $\hat{u}=-F^{*} \hat{g}=-F^{*} \hat{z}$. Equations (15.52) and (15.49) imply that $\hat{w}=\gamma^{-2} T^{*} \hat{g}=$ $\gamma^{-2} T^{*} \hat{z}$. Finally, it is noted that $\{\hat{w}, \hat{u}\}$ in (15.49) and (15.50) is the only pair which attains the optimal cost $d\left(x_{0}\right)$. If $\left\{w_{o}, u_{o}\right\}$ is another pair which attains the optimal cost $d\left(x_{0}\right)$, then $w_{o}$ must be the unique vector which attains the optimal cost $d\left(x_{0}\right)=\sup _{w} \xi\left(x_{0}, w\right)$. Hence, $w_{o}=\hat{w}$ is given by (15.49). Because there is only one vector which attains the cost $\xi\left(x_{0}, \hat{w}\right)$, the calculation in (15.51) shows that $u_{o}=\hat{u}$ is given by (15.50). Therefore, the optimal pair $\{\hat{w}, \hat{u}\}$ which attains $d\left(x_{0}\right)$ is unique.

The proof of the previous theorem readily yields the following result.
Corollary 15.2.4 Let $C_{o}$ be an operator from $\mathcal{X}$ into $\mathcal{H}$ while $T$ is an operator from $\mathcal{K}$ into $\mathcal{H}$ and $F$ is an operator from $\mathcal{F}$ to $\mathcal{H}$. Let $d\left(x_{0}\right)$ be the optimal cost in the optimization problem (15.42). Then

$$
\begin{equation*}
\left\|\left(I+F F^{*}\right)^{-1 / 2} T\right\|=\inf \left\{\gamma: d\left(x_{0}\right)<\infty\right\} \tag{15.53}
\end{equation*}
$$

Corollary 15.2.5 Assume that $\gamma^{2} I-T^{*} T+\gamma^{2} F F^{*}$ is strictly positive. Then the pair $\{\hat{w}, \hat{u}\}$ which uniquely attains the optimal cost $d\left(x_{0}\right)$ in the optimization problem (15.42) is given by solving the following block matrix system of equations

$$
\left[\begin{array}{cc}
I+F^{*} F & F^{*} T  \tag{15.54}\\
-T^{*} F & \gamma^{2} I-T^{*} T
\end{array}\right]\left[\begin{array}{c}
\hat{u} \\
\hat{w}
\end{array}\right]=\left[\begin{array}{c}
-F^{*} C_{o} x_{0} \\
T^{*} C_{o} x_{0}
\end{array}\right] .
$$

Moreover, the $2 \times 2$ block matrix in (15.54) is an invertible operator on $\mathcal{F} \oplus \mathcal{K}$.
Proof. According to Theorem 15.2.3, the optimal pair $\{\hat{w}, \hat{u}\}$ which achieves the optimal cost $d\left(x_{0}\right)$ is uniquely given by $\hat{u}=-F^{*} \hat{g}$ and $\hat{w}=\gamma^{-2} T^{*} \hat{g}$ where $\hat{g}=C_{o} x_{0}+T \hat{w}+F \hat{u}$. Hence,

$$
\left(I+F^{*} F\right) \hat{u}=-F^{*} T \hat{w}-F^{*} C_{o} x_{0} \quad \text { and } \quad\left(\gamma^{2} I-T^{*} T\right) \hat{w}=T^{*} F \hat{u}+T^{*} C_{o} x_{0}
$$

By rearranging these equations, we arrive at the system of equations in (15.54). Let $X$ be an invertible operator on $\mathcal{F}$. Then recall that the block matrix

$$
\left[\begin{array}{ll}
X & Y \\
W & Z
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{F} \\
\mathcal{K}
\end{array}\right]
$$

is invertible if and only if the Schur complement $Z-W X^{-1} Y$ is invertible. The Schur complement for the $2 \times 2$ block matrix in (15.54) is given by

$$
\begin{aligned}
& \gamma^{2} I-T^{*} T+T^{*} F\left(I+F^{*} F\right)^{-1} F^{*} T=\gamma^{2} I-T^{*}\left(I-\left(I+F F^{*}\right)^{-1} F F^{*}\right) T \\
& =\gamma^{2} I-T^{*}\left(I+F F^{*}\right)^{-1}\left(I+F F^{*}-F F^{*}\right) T=\gamma^{2} I-T^{*}\left(I+F F^{*}\right)^{-1} T \\
& =\gamma^{2} I-T^{*} R_{*} R_{*} T .
\end{aligned}
$$

Because $\gamma^{2} I-T^{*} T+\gamma^{2} F F^{*}$ is strictly positive, the norm of $R_{*} T$ is strictly bounded by $\gamma$. So, the Schur complement $\gamma^{2} I-\left(R_{*} T\right)^{*} R_{*} T$ is invertible. Therefore, the $2 \times 2$ block matrix in (15.54) is invertible.

A connection to game theory. Let us conclude this section by making a simple connection with game theory. To this end, let $q(w, u)$ be a real valued function of $u$ in $\mathcal{F}$ and $w$ in $\mathcal{K}$. Then,

$$
\begin{equation*}
\sup _{w} \inf _{u} q(w, u) \leq \inf _{u} \sup _{w} q(w, u) \tag{15.55}
\end{equation*}
$$

where the infimum is taken over all $u$ in $\mathcal{F}$ and the supremum is taken over all $w$ in $\mathcal{K}$. We say that $q$ defines a game if we have equality in (15.55). To motivate this terminology consider a contest with two players $a$ and $b$. Player $a$ is trying to maximize the cost function $q$ by choosing a strategy from $w$ in $\mathcal{K}$, while player $b$ is trying to minimize the cost function $q$ by choosing a strategy from $u$ in $\mathcal{F}$. If $q$ defines a game, then it does not matter which player $a$ or $b$ goes first. We conclude this section with the following result.
Theorem 15.2.6 Let $T$ be an operator from $\mathcal{K}$ into $\mathcal{H}$ while $F$ is an operator from $\mathcal{F}$ into $\mathcal{H}$ and $C_{o}$ is an operator from $\mathcal{X}$ into $\mathcal{H}$. Assume that $\|T\|<\gamma$ and let $q$ be the function defined by

$$
\begin{equation*}
q(w, u)=\left\|C_{o} x_{0}+T w+F u\right\|^{2}+\|u\|^{2}-\gamma^{2}\|w\|^{2} . \tag{15.56}
\end{equation*}
$$

Then $q$ defines a game and the optimal cost is given by

$$
\begin{equation*}
\inf _{u} \sup _{w} q(w, u)=\sup _{w} \inf _{u} q(w, u)=\gamma^{2}\left(C_{o}^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0}, x_{0}\right) \tag{15.57}
\end{equation*}
$$

Moreover, the optimal pair $\{\hat{w}, \hat{u}\}$ which attains this optimal cost is uniquely given by $\hat{w}=$ $\gamma^{-2} T^{*} \hat{g}$ and $\hat{u}=-F^{*} \hat{g}$ where $\hat{g}=C_{o} x+T \hat{w}+F \hat{u}$.
Proof. Let $D_{*}$ be the positive square root of $\left(\gamma^{2} I-T T^{*}\right)^{-1}$. By combining Lemma 15.2.2 with Lemma 15.2.1, we have

$$
\begin{aligned}
\inf _{u} \sup _{w} q(w, u) & =\inf _{u} \sup _{w}\left\{\left\|C_{o} x_{0}+T w+F u\right\|^{2}-\gamma^{2}\|w\|^{2}+\|u\|^{2}\right\} \\
& =\inf _{u}\left\{\gamma^{2}\left\|D_{*} C_{o} x+D_{*} F u\right\|^{2}+\|u\|^{2}\right\} \\
& =\left(\left(I+\gamma^{2} D_{*} F F^{*} D_{*}\right)^{-1} \gamma D_{*} C_{o} x_{0}, \gamma D_{*} C_{o} x_{0}\right) \\
& =\gamma^{2}\left(\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0}, C_{o} x_{0}\right)
\end{aligned}
$$

On the other hand, Theorem 15.2.3 shows that

$$
\sup _{w} \inf _{u} q(w, u)=d\left(x_{0}\right)=\gamma^{2}\left(\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0}, C_{o} x_{0}\right) .
$$

Therefore, (15.57) holds and $q$ defines a game.
Exercise 33 Let $\phi$ be the function defined in (15.34). Consider the feedback controller $u=\hat{v}=-F^{*} z$. Then show that $\left\|\phi\left(x_{0}, w, \hat{v}\right)\right\|=\left\|R_{*}\left(C_{o} x_{0}+T w\right)\right\|$. In particular, this implies that $\|\phi(0, w, \hat{v})\| \leq\left\|R_{*} T\right\|\|w\|$.
Exercise 34 Consider the system $\{A, B, C, D, E\}$ in (15.1). Assume that the Riccati differential equation

$$
\dot{R}+A^{*} R+R A+\gamma^{-2} R E E^{*} R+C^{*} C=0 \quad\left(R\left(t_{1}\right)=0\right)
$$

has a solution on the interval $\left[t_{0}, t_{1}\right]$ for some $\gamma>0$. Then show that

$$
\sup _{w} \inf _{u}\left(\|z\|^{2}-\gamma^{2}\|w\|^{2}\right)=\inf _{u} \sup _{w}\left(\|z\|^{2}-\gamma^{2}\|w\|^{2}\right)
$$

The supremum is taken over all $w$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ while the infimum is taken over all $u$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$.

### 15.3 The Riccati differential equation and norms

Now let us return to the system $\{A, B, C, D, E\}$ in (15.1). Recall that $D$ is an isometry satisfying $D^{*} C=0$. In this section, we will show that the Riccati differential equation in (15.8) has a solution over the interval $\left[t_{0}, t_{1}\right]$ if and only if a certain operator is strictly positive. To this end, let $T$ be the operator from $\mathcal{K}=L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $\mathcal{H}=L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ and $F$ the operator from $\mathcal{F}=L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
(T w)(t)=\int_{t_{0}}^{t} C e^{A(t-\tau)} E w(\tau) d \tau \quad \text { and } \quad(F u)(t)=\int_{t_{0}}^{t} C e^{A(t-\tau)} B u(\tau) d \tau \tag{15.58}
\end{equation*}
$$

In this setting $C_{o}$ is the observability operator from $\mathcal{X}$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined by $\left(C_{o} x_{0}\right)(t)=$ $C e^{A\left(t-t_{0}\right)} x_{0}$ where $x_{0}$ is in $\mathcal{X}$.

Theorem 15.3.1 Consider the system in (15.1) and let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ and $F$ the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (15.58). Then the following statements are equivalent.
(i) The norm $\left\|\left(I+F F^{*}\right)^{-1 / 2} T\right\|<\gamma$.
(ii) The operator $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive.
(iii) The Riccati differential equation in (15.8) has a solution $P$ on the interval $\left[t_{0}, t_{1}\right]$.
(iv) The optimal cost $d\left(x_{0}\right)$ defined in (15.5) is finite for all initial states $x_{0}$ in $\mathcal{X}$.

In this case, $d\left(x_{0}\right)$ is uniquely attained and given by $d\left(x_{0}\right)=\left(P\left(t_{0}\right) x_{0}, x_{0}\right)$.
Proof. Recall that Parts (i) and (ii) are equivalent. According to Theorem 15.1.1, Parts (iii) and (iv) are equivalent. Obviously, the optimization problem in (15.5) is a special case of the optimization problem in (15.42). So, if Part (ii) holds, then equation (15.47) in Theorem 15.2.3 shows that $d\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$. Hence, Part (ii) implies Parts (iii) and (iv).

Now assume that the Riccati differential equation in (15.8) has a solution $P$ on the interval $\left[t_{0}, t_{1}\right]$, that is, Part (iii) holds. Recall that if a nonlinear differential equation $\dot{q}=f(q, \eta)$ has a solution on the interval $\left[t_{0}, t_{1}\right]$ where $f$ is a continuous function and $\eta$ is a parameter, then $\dot{q}=f(q, \eta-\epsilon)$ also has a solution on the interval $\left[t_{0}, t_{1}\right]$ for all $\epsilon$ in some neighborhood of the origin; see [28]. Hence, the Riccati differential equation in (15.8) also has a solution on the interval $\left[t_{0}, t_{1}\right]$ when $\gamma$ is replaced by $\gamma-\epsilon$ for some $\epsilon>0$. Theorem 15.1.1 shows that for this $\gamma-\epsilon$ the corresponding optimal cost $d\left(x_{0}\right)$ is finite. Corollary 15.2 .4 implies that $\left\|R_{*} T\right\| \leq \gamma-\epsilon$ where $R_{*}=\left(I+F F^{*}\right)^{-1 / 2}$. Therefore, $\left\|R_{*} T\right\|<\gamma$ and Part (iii) implies Part (i).

The following consequence of the previous theorem provides a method to compute the norm of the infinite dimensional operator $\left(I+F F^{*}\right)^{-1 / 2} T$.

Corollary 15.3.2 Let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ and $F$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (15.58). Then $\left\|\left(I+F F^{*}\right)^{-1 / 2} T\right\|$ is the infimum of the set of all positive numbers $\gamma$ such that the Riccati differential equation in (15.8) has a solution on the interval $\left[t_{0}, t_{1}\right]$.

Remark 15.3.1 Let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ and $F$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (15.58). Assume that the Riccati differential equation in (15.8) has a solution over the interval $\left[t_{0}, t_{1}\right]$. Then $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive. By combining Theorems 15.1 .1 and 15.2.3, we obtain

$$
\begin{equation*}
P\left(t_{0}\right)=\gamma^{2} C_{o}^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{0} \tag{15.59}
\end{equation*}
$$

Recall that the pair $\{C, A\}$ is observable if and only if the operator $C_{o}$ is one to one. Hence, equation (15.59) shows that the pair $\{C, A\}$ is observable if and only if $P\left(t_{0}\right)$ is strictly positive. Obviously, this Riccati differential equation has a solution over the interval $\left[t^{\prime}, t_{1}\right]$ for any $t_{0} \leq t^{\prime} \leq t_{1}$. So, by replacing $t_{0}$ by $t$ in (15.59), we see that $P(t)$ is strictly positive
for any $t_{0} \leq t<t_{1}$ if and only if the pair $\{C, A\}$ is observable. In particular, $P(t)$ is strictly positive for any $t_{0} \leq t<t_{1}$ if and only if $P(t)$ is strictly positive for all $t_{0} \leq t<t_{1}$. Likewise $\Omega(\tau)=P\left(t_{1}-\tau\right)$ is strictly positive for any $0<\tau \leq t_{1}-t_{0}$ if and only if $\Omega(\tau)$ is strictly positive for all $0<\tau \leq t_{1}-t_{0}$

### 15.4 The infimal achievable gain

As before, consider the system $\{A, B, C, D, E\}$ in (15.1). The output $z$ of this system is given by

$$
z=C_{o} x_{0}+T w+(F+D) u
$$

Here we consider the problem of finding a feedback controller to minimize the effect of the disturbance $w$ on the output $z$. In general, a linear feedback controller is described by

$$
\begin{equation*}
u=K(x \oplus w) \tag{15.60}
\end{equation*}
$$

where $K$ is an operator mapping $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right) \oplus L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$. Assume that the initial state $x_{0}=0$. Then, the closed loop system corresponding to the feedback controller (15.60) applied to system (15.1) satisfies

$$
\begin{equation*}
x=L E w+L B K(x \oplus w) \quad \text { and } \quad z=T w+(F+D) K(x \oplus w) \tag{15.61}
\end{equation*}
$$

where $L$ is the operator on $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ defined by

$$
L f(t)=\int_{t_{0}}^{t} e^{A(t-\sigma)} f(\sigma) d \sigma
$$

We say that the feedback map $K$ is admissible, if for each $w$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)$, there is a unique element $x$ of $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{X}\right)$ which satisfies the first equation in (15.61). If $K$ is admissible, then with $x_{0}=0$, there is an operator $Z$ from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ such that the feedback controller in (15.60) can be described by

$$
\begin{equation*}
u=Z w . \tag{15.62}
\end{equation*}
$$

Thus, the closed loop system (with $x_{0}=0$ ) satisfies

$$
\begin{equation*}
z=T_{Z} w \tag{15.63}
\end{equation*}
$$

where $T_{Z}$ is the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ given by $T_{Z}=T+(F+D) Z$. We refer to $T_{Z}$ as the input output map for the closed loop system.

Consider now the problem of finding an admissible controller to minimize the effect of the disturbance $w$ on the output $z$. One can approach this problem by considering the problem of finding an operator $Z$ to minimize the norm of $T_{Z}$. We refer to $\left\|T_{Z}\right\|$ as the gain of the closed loop system. This leads to the following optimization problem:

$$
\begin{equation*}
d_{\infty}=\inf _{Z}\left\|T_{Z}\right\| \tag{15.64}
\end{equation*}
$$

We say that $d_{\infty}$ is the infimal closed loop gain achievable by an admissible linear controller.

Consider any operator $Z$. By consulting (15.37) and noting that $T_{Z} w=\phi(0, w, Z w)$, we see that

$$
\begin{aligned}
\left\|R_{*} T\right\| & =\sup _{\|w\| \leq 1} \inf _{u}\|\phi(0, w, u)\| \\
& \leq \sup _{\|w\| \leq 1}\|\phi(0, w, Z w)\|=\sup _{\|w\| \leq 1}\left\|T_{Z} w\right\|^{2} \\
& =\left\|T_{Z}\right\|
\end{aligned}
$$

where $R_{*}=\left(I+F F^{*}\right)^{-1 / 2}$. Hence,

$$
\left\|R_{*} T\right\| \leq \inf _{Z}\left\|T_{Z}\right\| \leq d_{\infty}
$$

We claim that $\left\|R_{*} T\right\|=d_{\infty}$. In other words, one can find an admissible controller such that $\left\|T_{Z}\right\| \approx\left\|R_{*} T\right\|$.

If $\gamma>\left\|R_{*} T\right\|$, then Theorem 15.3 .1 shows that the Riccati differential equation in (15.8) has a solution over the interval $\left[t_{0}, t_{1}\right]$. Now consider the corresponding central controller as given by $u=-B^{*} P x$. This is an admissible controller and the input output operator $\hat{T}_{\gamma}$ from $L^{2}\left(\left[t_{1}, t_{2}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{1}, t_{2}\right], \mathcal{Z}\right)$ corresponding to this controller is given by (15.26). In other words, if the initial condition $x\left(t_{0}\right)=0$, then $z=\hat{T}_{\gamma} w$. Corollary 15.1.2, shows that the norm of $\hat{T}_{\gamma}$ is strictly bounded by $\gamma$. So, letting $\gamma$ approach $\left\|R_{*} T\right\|$, we see that $d_{\infty}=\left\|R_{*} T\right\|$. In other words, $d_{\infty}$ is the infimum of the set all $\gamma>0$ such that the Riccati differential equation in (15.8) has a solution on the interval $\left[t_{0}, t_{1}\right]$. Summing up the previous analysis yields the following result.

Theorem 15.4.1 Consider the system in (15.1) and let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ and $F$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (15.58). Then, the infimal closed loop gain $d_{\infty}$ achievable by an admissible linear controller is given by

$$
d_{\infty}=\left\|\left(I+F F^{*}\right)^{-1 / 2} T\right\| .
$$

Moreover, $d_{\infty}$ equals the infimum of the set all $\gamma>0$ such that the Riccati differential equation in (15.8) has a solution on the interval $\left[t_{0}, t_{1}\right]$. In particular, if $\gamma>d_{\infty}$, then the central controller $u=-B^{*} P x$ yields a closed loop system whose gain $\left\|\hat{T}_{\gamma}\right\|$ is strictly less than $\gamma$.

### 15.5 A two point boundary value problem

In this section we derive a two point boundary value problem associated with the optimization problem in (15.5). This will provide us with a natural derivation of the Riccati differential equation in (15.8). As before, let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ and $F$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (15.58). Moreover, assume that $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive. According to Theorem 15.2 .3 , the optimal cost $d\left(x_{0}\right)$ in the optimization problem (15.5) is uniquely attained by the pair $\{\hat{w}, \hat{u}\}$ where $\hat{u}=-F^{*} \hat{z}$ and $\hat{w}=\gamma^{-2} T^{*} \hat{z}$. The optimal output $\hat{z}$ is given by

$$
\begin{equation*}
\dot{\hat{x}}=A \hat{x}+E \hat{w}+B \hat{u} \quad \text { and } \quad \hat{z}=C \hat{x}+D \hat{u} \tag{15.65}
\end{equation*}
$$

where $\hat{x}\left(t_{0}\right)=x_{0}$. Since $T^{*} D$ and $F^{*} D$ are both zero, the optimal pair $\{\hat{w}, \hat{u}\}$ is given by $\hat{u}=-F^{*} C \hat{x}$ and $\hat{w}=\gamma^{-2} T^{*} C \hat{x}$.

To compute the optimal pair we need the adjoints of $T$ and $F$. A simple calculation shows that $T^{*}$ is the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ and $F^{*}$ is the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ defined by

$$
\begin{equation*}
\left(T^{*} g\right)(t)=\int_{t}^{t_{1}} E^{*} e^{-A^{*}(t-\tau)} C^{*} g(\tau) d \tau \quad \text { and } \quad\left(F^{*} g\right)(t)=\int_{t}^{t_{1}} B^{*} e^{-A^{*}(t-\tau)} C^{*} g(\tau) d \tau \tag{15.66}
\end{equation*}
$$

where $g$ is in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$. Let $\lambda$ be the function defined by

$$
\begin{equation*}
\lambda(t)=\int_{t}^{t_{1}} e^{-A^{*}(t-\tau)} C^{*} g(\tau) d \tau \tag{15.67}
\end{equation*}
$$

Obviously, $E^{*} \lambda=T^{*} g$ and $B^{*} \lambda=F^{*} g$. Using Leibnitz's rule, we obtain following state space representation of $\lambda$

$$
\begin{equation*}
\dot{\lambda}=-A^{*} \lambda-C^{*} g \quad \text { with } \quad \lambda\left(t_{1}\right)=0 \tag{15.68}
\end{equation*}
$$

To compute $\lambda$ for a specified $g$, one must integrate the previous differential equation backward in time from $t_{1}$. Finally, we call $\lambda$ the adjoint state.

Recall that the optimal pair is given by $\hat{w}=\gamma^{-2} T^{*} C \hat{x}$ and $\hat{u}=-F^{*} C \hat{x}$. So, by using $g=C \hat{x}$ in (15.68), we obtain $\dot{\lambda}=-A^{*} \lambda-C^{*} C \hat{x}$. Moreover, $\hat{w}=\gamma^{-2} E^{*} \lambda$ and $\hat{u}=-B^{*} \lambda$. Combining these equations with $\dot{\hat{x}}=A \hat{x}+E \hat{w}+B \hat{u}$, we see that $\hat{x} \oplus \lambda$ solves the following two point boundary value problem

$$
\left[\begin{array}{c}
\dot{\hat{x}}  \tag{15.69}\\
\dot{\lambda}
\end{array}\right]=\left[\begin{array}{cc}
A & \gamma^{-2} E E^{*}-B B^{*} \\
-C^{*} C & -A^{*}
\end{array}\right]\left[\begin{array}{c}
\hat{x} \\
\lambda
\end{array}\right] \quad \text { with }\left[\begin{array}{c}
\hat{x}\left(t_{0}\right) \\
\lambda\left(t_{1}\right)
\end{array}\right]=\left[\begin{array}{c}
x_{0} \\
0
\end{array}\right]
$$

Summing up the previous analysis we obtain the following result. If $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive, then the corresponding two point boundary value problem in (15.69) has a solution for every $x_{0}$ in $\mathcal{X}$. Furthermore, the optimal cost $d\left(x_{0}\right)$ in (15.5) is attained for every initial state $x_{0}$. Moreover, the optimal pair which achieves this optimal cost is given by $\hat{w}=\gamma^{-2} E^{*} \lambda$ and $\hat{u}=-B^{*} \lambda$.

We now claim that, if $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive, then for every $x_{0}$ in $\mathcal{X}$ and for every $t^{\prime}$ in the interval $\left[t_{0}, t_{1}\right]$, the two point boundary value problem

$$
\left[\begin{array}{c}
\dot{\hat{x}}  \tag{15.70}\\
\dot{\lambda}
\end{array}\right]=\left[\begin{array}{cc}
A & \gamma^{-2} E E^{*}-B B^{*} \\
-C^{*} C & -A^{*}
\end{array}\right]\left[\begin{array}{c}
\hat{x} \\
\lambda
\end{array}\right] \quad \text { with }\left[\begin{array}{c}
\hat{x}\left(t^{\prime}\right) \\
\lambda\left(t_{1}\right)
\end{array}\right]=\left[\begin{array}{c}
x_{0} \\
0
\end{array}\right]
$$

has a solution $\hat{x} \oplus \lambda$ on $\left[t^{\prime}, t_{1}\right]$.
To see this, let $T^{\prime}$ be the operator from $L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{Z}\right)$ and $F^{\prime}$ the operator from $L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
\left(T^{\prime} w\right)(t)=\int_{t^{\prime}}^{t} C e^{A(t-\tau)} E w(\tau) d \tau \quad \text { and } \quad\left(F^{\prime} u\right)(t)=\int_{t^{\prime}}^{t} C e^{A(t-\tau)} B u(\tau) d \tau \tag{15.71}
\end{equation*}
$$

If $\epsilon I \leq \gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ for some $\epsilon>0$, then we claim that $\epsilon I \leq \gamma^{2} I-T^{\prime} T^{\prime *}+\gamma^{2} F^{\prime} F^{\prime *}$. To see this let $\mathcal{B}$ be the set of all unit vectors $g$ in $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ satisfying $g(\sigma)=0$ for $t_{0}+t_{1}-t^{\prime} \leq \sigma \leq t_{1}$. Using this notation, we obtain

$$
\begin{align*}
\epsilon & \leq \inf \left\{\gamma^{2}\|g\|^{2}-\left\|T^{*} g\right\|^{2}+\gamma^{2}\left\|F^{*} g\right\|^{2}: g \in L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right) \text { and }\|g\|=1\right\} \\
& \leq \inf \left\{\int_{t_{0}}^{t_{0}+t_{1}-t^{\prime}}\left(\gamma^{2}\|g(\sigma)\|^{2}-\left\|\left(T^{*} g\right)(\sigma)\right\|^{2}+\gamma^{2}\left\|\left(F^{*} g\right)(\sigma)\right\|^{2}\right) d \sigma: g \in \mathcal{B}\right\}  \tag{15.72}\\
& =\inf \left\{\gamma^{2}\|g\|^{2}-\left\|T^{\prime *} g\right\|^{2}+\gamma^{2}\left\|F^{\prime *} g\right\|^{2}: g \in L^{2}\left(\left[t^{\prime}, t_{1}\right], \mathcal{Z}\right) \text { and }\|g\|=1\right\} .
\end{align*}
$$

Hence, $\gamma^{2} I-T^{\prime} T^{\prime *}+\gamma^{2} F^{\prime} F^{\prime *}$ is strictly positive. By using this fact, in our previous analysis with $t^{\prime}$ and $T^{\prime}$ and $F^{\prime}$ replacing $t_{0}$ and $T$ and $F$ respectively, we see that the two point boundary value problem (15.70) has a solution for every $x_{0}$ in $\mathcal{X}$ and for every $t^{\prime}$ in the interval $\left[t_{0}, t_{1}\right)$.

### 15.5.1 The Riccati differential equation

As before, let $T$ and $F$ be the operators defined in (15.58) acting between the appropriate $L^{2}\left(\left[t_{0}, t_{1}\right], \cdot\right)$ spaces. Assume that $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive. Theorem 15.3.1 states that the Riccati differential equation in (15.8) has a solution $P$ on the interval $\left[t_{0}, t_{1}\right]$. Here we use the two point boundary value problem in (15.69) to derive the Riccati differential equation in (15.8). In particular, we show that the solution $\hat{x} \oplus \lambda$ to this two point boundary value problem satisfies $\lambda(t)=P(t) \hat{x}(t)$. As in the linear quadratic regulator problem, we will also obtain an explicit formula for $P$ in terms of the elements of the state transition matrix for the corresponding Hamiltonian matrix. In this setting the Hamiltonian matrix associated with the optimization problem in (15.5) is given by

$$
H=\left[\begin{array}{cc}
A & \gamma^{-2} E E^{*}-B B^{*}  \tag{15.73}\\
-C^{*} C & -A^{*}
\end{array}\right]
$$

Notice that $H$ is simply the state space matrix for the system in (15.69).
Since $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive, the two point boundary value problem in (15.70) has a solution $\hat{x} \oplus \lambda$ for every $x_{0}$ in $\mathcal{X}$ and $t^{\prime}$ in $\left[t_{0}, t_{1}\right)$. Hence, using Lemma 13.6.1, this is equivalent to the existence of a solution $P$ to the Riccati differential equation in (15.8) on the interval $\left[t_{0}, t_{1}\right]$. Moreover, it follows from Remark 13.6.1 that $\lambda(t)=P(t) \hat{x}(t)$ and

$$
\begin{equation*}
P(t)=\Phi_{21}\left(t-t_{1}\right) \Phi_{11}\left(t-t_{1}\right)^{-1} \quad\left(\text { for } t_{0} \leq t \leq t_{1}\right) \tag{15.74}
\end{equation*}
$$

where $\Phi_{11}$ and $\Phi_{21}$ are obtained from the following matrix partition of $e^{H t}$ :

$$
e^{H t}=\left[\begin{array}{ll}
\Phi_{11}(t) & \Phi_{12}(t)  \tag{15.75}\\
\Phi_{21}(t) & \Phi_{22}(t)
\end{array}\right] \text { on }\left[\begin{array}{l}
\mathcal{X} \\
\mathcal{X}
\end{array}\right]
$$

So, one can obtain $P$ by either using (15.74) or solving the Riccati differential equation backwards in time with $P\left(t_{1}\right)=0$.

Combining the results in this section with Theorem 15.3.1 yields the following result.

Theorem 15.5.1 let $T$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ and $F$ be the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ defined in (15.58). Let $d\left(x_{0}\right)$ be the optimal cost for the optimization problem in (15.5). Then the following statements are equivalent.
(i) The optimal cost $d\left(x_{0}\right)$ is finite for every $x_{0} \in \mathcal{X}$
(ii) The optimal cost $d\left(x_{0}\right)$ is uniquely attained for every $x_{0} \in \mathcal{X}$.
(iii) The Riccati differential equation in (15.8) has a solution on the interval $\left[t_{0}, t_{1}\right]$.
(iv) The two point boundary value problem in (15.70) has a solution for every $x_{0}$ in $\mathcal{X}$ and $t^{\prime}$ in the interval $\left[t_{0}, t_{1}\right)$.
(v) The operator $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive.

### 15.6 The infinite horizon problem

As before, consider the system $\{A, B, C, D, E\}$ where $D$ is an isometry satisfying $D^{*} C=0$. This section is concerned with the following infinite horizon version of the optimization problem in (15.5). For each initial state $x_{0}$ in $\mathcal{X}$, find the optimal cost $d\left(x_{0}\right)$ and an optimal disturbance pair $\{\hat{w}, \hat{u}\}$ which solves the optimization problem:

$$
\begin{align*}
& d\left(x_{0}\right)=\sup _{w} \inf _{u} \int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \\
& \text { subject to } \quad \dot{x}=A x+E w+B u \text { and } z=C x+D u \text { and } x(0)=x_{0} \tag{15.76}
\end{align*}
$$

The infimum is taken over all $u$ in $L^{2}([0, \infty), \mathcal{U})$ while the supremum is taken over all $w$ in $L^{2}([0, \infty), \mathcal{W})$. To be more explicit, let $\xi\left(x_{0}, w\right)$ be the infimal cost defined by

$$
\begin{equation*}
\xi\left(x_{0}, w\right)=\inf _{u} \int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \tag{15.77}
\end{equation*}
$$

where the infimum is taken over all $u$ in $L^{2}([0, \infty), \mathcal{U})$. Then $d\left(x_{0}\right)=\sup _{w} \xi\left(x_{0}, w\right)$.
As in Remark 15.1.3, let $\Omega(\tau)=P\left(t_{1}-\tau\right)$ where $P$ is the solution to the Riccati differential equation in (15.8). Remark 15.1.3 shows that $\Omega$ satisfies the Riccati differential equation in (15.23). Recalling (15.24), we have

$$
\begin{equation*}
\left(\Omega(\tau) x_{0}, x_{0}\right)=\rho\left(x_{0}, 0, \tau\right):=\operatorname{supinf}_{w} \int_{0}^{\tau}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|w(\sigma)^{2}\right\|\right) d \sigma \tag{15.78}
\end{equation*}
$$

Proceeding as in Remark 15.1.1, one can readily show that

$$
\begin{equation*}
\rho\left(x_{0}, 0, \tau\right) \leq \sup _{w} \inf _{u} \int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|w(\sigma)^{2}\right\|\right) d \sigma=d\left(x_{0}\right) . \tag{15.79}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left(\Omega(\tau) x_{0}, x_{0}\right) \leq d\left(x_{0}\right) \tag{15.80}
\end{equation*}
$$

for all $\tau$. Recall that $\Omega$ is a uniformly bounded solution to the Riccati differential equation in (15.23) if $\Omega$ is a solution to (15.23) for all $\tau \geq 0$ and $\|\Omega(\tau)\| \leq m$ for some finite scalar $m$. If $\Omega$ is a uniformly bounded solution to this Riccati differential equation, then according to Lemma 13.6.3, the solution $\Omega$ converges to a limit $\Omega_{\infty}$ as $\tau$ approaches infinity. In addition, $Q=\Omega_{\infty}$ is the minimal positive solution to the following algebraic Riccati equation

$$
\begin{equation*}
A^{*} Q+Q A+\gamma^{-2} Q E E^{*} Q-Q B B^{*} Q+C^{*} C=0 \tag{15.81}
\end{equation*}
$$

This sets the stage for the following result.
Lemma 15.6.1 Let $d\left(x_{0}\right)$ be the optimal cost for the infinite horizon optimization problem in (15.76). Then the following statements are equivalent.
(i) The optimal cost $d\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$.
(ii) There exists a uniformly bounded solution $\Omega$ to the Riccati differential equation in (15.23).
(iii) There exists a positive solution $Q$ to the algebraic Riccati equation in (15.81).

In this case, the solution $\Omega$ converges to a limit $\Omega_{\infty}$, that is,

$$
\begin{equation*}
\Omega_{\infty}=\lim _{\tau \rightarrow \infty} \Omega(\tau) \tag{15.82}
\end{equation*}
$$

and the optimal cost is given by

$$
\begin{equation*}
d\left(x_{0}\right)=\left(\Omega_{\infty} x_{0}, x_{0}\right) \tag{15.83}
\end{equation*}
$$

In addition, the limit $\Omega_{\infty}$ is the minimal positive solution to the algebraic Riccati equation (15.81). Finally, if $\{C, A\}$ is observable, then $Q$ is strictly positive.

Proof. The proof is similar to the proof of Lemma 14.7.1. We first demonstrate that ( $i$ ) implies (ii). So, suppose that the optimal cost $d\left(x_{0}\right)$ is finite for all $x_{0}$ in $\mathcal{X}$. Let $\Omega$ be the solution to the Riccati differential equation in (15.23) which is defined on some interval $\left[0, t_{1}\right)$. Lemma 13.6.2 implies that $\Omega(\tau)$ is self-adjoint. It now follows from (15.80) that

$$
\|\Omega(\tau)\| \leq \operatorname{trace} \Omega(\tau) \leq \sum d\left(\varphi_{j}\right)<\infty
$$

where $\left\{\varphi_{j}\right\}$ is any orthonormal basis for $\mathcal{X}$. Therefore, $\Omega$ can be extended to a uniformly bounded solution of (15.23) and Part (ii) holds.

The equivalence of Parts (ii) and (iii) follow from Lemma 13.6.3. This lemma also states that the solution $\Omega$ converges to a limit $\Omega_{\infty}$. Moreover, the limit $\Omega_{\infty}$ is the minimal positive solution to the algebraic Riccati equation (15.81).

We now demonstrate that (iii) implies (i). So, suppose that the algebraic Riccati equation in (15.81) admits a positive solution $Q$. Using the algebraic Riccati equation in (15.81), along
with $\dot{x}=A x+E w+B u$ and $z=C x+D u$, we obtain

$$
\begin{align*}
\frac{d}{d t}(Q x, x) & =2 \Re(Q \dot{x}, x) \\
& =2 \Re(Q A x, x)+2 \Re(Q E w, x)+2 \Re(Q B u, x) \\
& =\left(\left(Q A+A^{*} Q\right) x, x\right)+2 \Re\left(w, E^{*} Q x\right)+2 \Re\left(u, B^{*} Q x\right) \\
& =-\|C x\|^{2}-\gamma^{-2}\left\|E^{*} Q x\right\|^{2}+\left\|B^{*} Q x\right\|^{2}+2 \Re\left(w, E^{*} Q x\right)+2 \Re\left(u, B^{*} Q x\right) \\
& =-\|z\|^{2}+\gamma^{2}\|w\|^{2}-\left\|\gamma^{-1} E^{*} Q x-\gamma w\right\|^{2}+\left\|u+B^{*} Q x\right\|^{2} . \tag{15.84}
\end{align*}
$$

Integrating from 0 to $t$ and using $x(0)=x_{0}$ results in

$$
\begin{align*}
\int_{0}^{t}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma & =\left(Q x_{0}, x_{0}\right)-(Q x(t), x(t))+\int_{0}^{t}\left\|u(\sigma)+B^{*} Q x(\sigma)\right\|^{2} d \sigma \\
& -\int_{0}^{t}\left\|\gamma^{-1} E^{*} Q x(\sigma)-\gamma w(\sigma)\right\|^{2} d \sigma \tag{15.85}
\end{align*}
$$

Letting $t$ approach infinity and using the fact that $Q$ is positive, we obtain

$$
\begin{equation*}
\int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq\left(Q x_{0}, x_{0}\right)+\int_{0}^{\infty}\left\|u(\sigma)+B^{*} Q x(\sigma)\right\|^{2} d \sigma \tag{15.86}
\end{equation*}
$$

If we let $u=-B^{*} Q x$, then

$$
\begin{equation*}
\int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq\left(Q x_{0}, x_{0}\right) \tag{15.87}
\end{equation*}
$$

Since $w$ is in $L^{2}([0, \infty), \mathcal{W})$, it follows that $z$ is in $L^{2}([0, \infty), \mathcal{Z})$. Recalling that $\|z\|^{2}=$ $\|C x\|^{2}+\|u\|^{2}$, we obtain that $u$ is in $L^{2}([0, \infty), \mathcal{U})$. Inequality (15.87) now implies that $\xi\left(x_{0}, w\right) \leq\left(Q x_{0}, x_{0}\right)$. Hence,

$$
d\left(x_{0}\right) \leq\left(Q x_{0}, x_{0}\right)
$$

and Part (i) holds.
Recall that $\Omega_{\infty}$ is also a positive solution to the algebraic Riccati equation in (15.81). So, we obtain $d\left(x_{0}\right) \leq\left(\Omega_{\infty} x_{0}, x_{0}\right)$. Combining this with $d\left(x_{0}\right) \geq\left(\Omega_{\infty} x_{0}, x_{0}\right)$, yields the equality $d\left(x_{0}\right)=\left(\Omega_{\infty} x_{0}, x_{0}\right)$.

Remark 15.6.1 It follows from the previous lemma that, whenever the algebraic Riccati equation in (15.81) admits a positive solution, then is has an minimal positive solution $\Omega_{\infty}$, that is, $\Omega_{\infty}$ is a positive solution and $\Omega_{\infty} \leq Q$ for any other positive solution $Q$. Moreover $\Omega_{\infty}$ is the limit of the corresponding Riccati differential equation and the optimal cost in (15.76) is finite and given by $d\left(x_{0}\right)=\left(\Omega_{\infty} x_{0}, x_{0}\right)$.

Remark 15.6.2 Suppose that $Q$ is a positive solution of the algebraic Riccati equation in (15.81) and consider the feedback controller

$$
\begin{equation*}
u=-B^{*} Q x \tag{15.88}
\end{equation*}
$$

In the proof of the previous lemma, it is shown that, for any initial state $x_{0}$ in $\mathcal{X}$ and for any disturbance input in $L^{2}([0, \infty), \mathcal{W})$, we must have

$$
\int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq\left(Q x_{0}, x_{0}\right)
$$

In particular, if $Q=\Omega_{\infty}$, then

$$
\int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma \leq d\left(x_{0}\right)
$$

The closed loop system corresponding to the above feedback controller is given by

$$
\begin{equation*}
\dot{x}=\left(A-B B^{*} Q\right) x+E w \quad \text { and } \quad z=\left(C-D B^{*} Q\right) x \tag{15.89}
\end{equation*}
$$

We now claim that, if the pair $\{C, A\}$ is detectable and $Q$ is a positive solution to the algebraic Riccati equation in (15.81), then $A-B B^{*} Q$ is stable. To see this, notice that by rearranging terms in (15.81), we obtain

$$
\begin{equation*}
\left(A-B B^{*} Q\right)^{*} Q+Q\left(A-B B^{*} Q\right)+Q B B^{*} Q+\gamma^{-2} Q E E^{*} Q+C^{*} C=0 \tag{15.90}
\end{equation*}
$$

Let $A_{c}=A-B B^{*} Q$ and $\tilde{C}=\left[\begin{array}{lll}C & B^{*} Q & \gamma^{-1} E^{*} Q\end{array}\right]^{t r}$. Then the pair $\left\{\tilde{C}, A_{c}\right\}$ satisfies the Lyapunov equation $A_{c}^{*} Q+Q A_{c}+\tilde{C}^{*} \tilde{C}=0$. To show that $A_{c}$ is stable it is sufficient to verify that the pair $\left\{\tilde{C}, A_{c}\right\}$ is detectable; see Lemma 12.7.3. We now claim that the kernel of

$$
J(\lambda)=\left[\begin{array}{c}
A_{c}-\lambda I  \tag{15.91}\\
\bar{C}
\end{array}\right]
$$

is zero for all complex numbers $\lambda$ in the closed right half plane. Then by the PBH test $\left\{\tilde{C}, A_{c}\right\}$ is detectable; see Lemma 9.1.2. If $f$ is any vector in the kernel of $J(\lambda)$, then $\tilde{C}=0$. In particular, $B^{*} Q f=0$ and $C f=0$. Thus, $(A-\lambda I) f=A_{c} f=0$. Since $\{C, A\}$ is detectable and $\Re \lambda \geq 0$, the PBH test guarantees that the kernel of $[A-\lambda I \quad C]^{t r}$ is zero. In other words, $f$ must be zero which proves our claim. Therefore, $A_{c}$ is stable.

### 15.6.1 The stabilizing solution

We say that $Q$ is a stabilizing solution to the algebraic Riccati equation in (15.81) if $Q$ is a solution to (15.81) and $A+\gamma^{-2} E E^{*} Q-B B^{*} Q$ is stable. The algebraic Riccati equation in (15.81) can have many different solutions. However, if there exists a stabilizing solution $Q$, then $Q$ is self-adjoint and is the only stabilizing solution; see Chapter 13. One can use the Hamiltonian techniques in Chapter 13 to determine if there exists a stabilizing solution. Suppose that the Hamiltonian matrix $H$ in (15.73) has no eigenvalues on the imaginary axis. Then, according to Lemma 13.1.3, there exists operators $X$ and $Y$ on $\mathcal{X}$ satisfying

$$
H\left[\begin{array}{l}
X  \tag{15.92}\\
Y
\end{array}\right]=\left[\begin{array}{cc}
A & \gamma^{-2} E E^{*}-B B^{*} \\
-C^{*} C & -A^{*}
\end{array}\right]\left[\begin{array}{l}
X \\
Y
\end{array}\right]=\left[\begin{array}{l}
X \\
Y
\end{array}\right] \Lambda
$$

where $\Lambda$ is a stable operator on $\mathcal{X}$, and the operator $\left[X^{*}, Y^{*}\right]^{*}$ from $\mathcal{X}$ into $\mathcal{X} \oplus \mathcal{X}$ is one to one. Then the algebraic Riccati equation in (15.81) admits a stabilizing solution if and only
if $X$ is invertible. In this case, the unique stabilizing solution is given by $Q=Y X^{-1}$; see Theorem 13.1.5. In our control problem, we are interested in positive stabilizing solutions. So, there exists a positive stabilizing solution to the algebraic Riccati equation in (15.81) if and only if the Hamiltonian matrix $H$ has no eigenvalues on the imaginary axis and $X$ is invertible with $Y X^{-1}$ positive. This readily yields the following result.

Theorem 15.6.2 Let $H$ be the Hamiltonian matrix in (15.73) determined by the operators $A, B, C$ and $E$ acting between the appropriate spaces. Then the algebraic Riccati equation in (15.81) admits a positive stabilizing solution if and only if the following three conditions hold.
(i) The Hamiltonian matrix $H$ has no eigenvalues on the imaginary axis.
(ii) If $\left[X^{*}, Y^{*}\right]^{*}$ from $\mathcal{X}$ into $\mathcal{X} \oplus \mathcal{X}$ is any one to one operator satisfying (15.92) where $\Lambda$ on $\mathcal{X}$ is stable, then $X$ is invertible.
(iii) The operator $Y X^{-1}$ is positive.

In this case, $Y X^{-1}$ is the unique positive stabilizing solution to the algebraic Riccati equation.
Example 15.6.1 If the Hamiltonian matrix has no eigenvalues on the imaginary axis, then it does not necessarily follow that the stabilizing solution is positive. For example, consider the system $\{1,1,1,1,1\}$ in (15.1). Then the eigenvalues for the Hamiltonian $H$ corresponding to this system are given by $\pm \sqrt{2-1 / \gamma^{2}}$. In this case, $H$ has no eigenvalues on the imaginary axis if and only if $\gamma>1 / \sqrt{2}$. Now assume that $\gamma>1 / \sqrt{2}$. Then $\lambda=-\sqrt{2-1 / \gamma^{2}}$ is the stable eigenvalue with eigenvector $[\lambda+1,-1]^{t r}$. The stabilizing solution is given by $Q=-1 /(\lambda+1)$ when $\gamma \neq 1$. Hence, the algebraic Riccati equation admits a positive stabilizing solution if and only if $\gamma>1$. In other words, if $1 / \sqrt{2}<\gamma<1$, then the stabilizing solution is not positive. If $\gamma=1$, then there is no stabilizing solution.

Theorem 15.6.3 Let $d\left(x_{0}\right)$ be the optimal cost for the infinite horizon optimization problem in (15.76) and suppose that $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable. Then the following statements are equivalent.
(i) There exists a positive stabilizing solution $Q$ to the algebraic Riccati equation in (15.81).
(ii) The Riccati differential equation in (15.23) admits a uniformly bounded solution $\Omega$ and $A+\gamma^{-2} E E^{*} \Omega_{\infty}-B B^{*} \Omega_{\infty}$ is stable where $\Omega_{\infty}=\lim _{\tau \rightarrow \infty} \Omega(\tau)$.
(iii) For every $x_{0}$ in $\mathcal{X}$, there exists an optimal pair $\{\hat{w}, \hat{u}\}$ which attains the optimal cost $d\left(x_{0}\right)$.
(iv) For the Hamiltonian matrix $H$ in (15.73), conditions (i),(ii) and (iii) in Theorem 15.6.2 hold.

In this case, the unique stabilizing solution to the algebraic Riccati equation in (15.81) is given by $Q=\Omega_{\infty}=Y X^{-1}$.

Proof. Assume that $Q$ is a positive stabilizing solution to the algebraic Riccati equation in (15.81). According to Lemma 15.6.1, there exists a uniformly bounded solution $\Omega$ to the Riccati differential equation in (15.23). Moreover, $\Omega_{\infty}=\lim _{\tau \rightarrow \infty} \Omega(\tau)$ exists, $d\left(x_{0}\right)=$ ( $\Omega_{\infty} x_{0}, x_{0}$ ) and $\Omega_{\infty} \leq Q$. Hence, $d\left(x_{0}\right) \leq\left(Q x_{0}, x_{0}\right)$. We claim that the optimal cost $d\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right)$, that is, $\Omega_{\infty}=Q$. Moreover, an optimal pair $\{\hat{w}, \hat{u}\}$ which attains this cost is given by $\hat{w}=\gamma^{-2} E^{*} Q \hat{x}$ and $\hat{u}=-B^{*} Q \hat{x}$ where the optimal state $\hat{x}$ and output $\hat{z}$ are determined by

$$
\begin{align*}
& \dot{\hat{x}}=\left(A+\gamma^{-2} E E^{*} Q-B B^{*} Q\right) \hat{x} \quad\left(\hat{x}(0)=x_{0}\right) \\
& \hat{z}=\left(C-D B^{*} Q\right) \hat{x} \tag{15.93}
\end{align*}
$$

Because $Q$ is a stabilizing solution, $\hat{x}$ is in $L^{2}([0, \infty), \mathcal{X})$ and $\lim _{t \rightarrow \infty} \hat{x}(t)=0$. Hence, $\hat{w}$ and $\hat{u}$ are in the appropriate $L^{2}$ spaces. By letting $t$ approach infinity and setting $u=\hat{u}$ and $w=\hat{w}$ in (15.85), it follows that $\left(Q x_{0}, x_{0}\right)=\|\hat{z}\|^{2}-\gamma^{2}\|\hat{w}\|^{2}$.

To show that $\left(Q x_{0}, x_{0}\right)=d\left(x_{0}\right)$ it remains to show that $\hat{u}$ is the optimal input which attains the cost $\xi\left(x_{0}, \hat{w}\right)$. The proof is similar to the proof of Theorem 15.1.1. To achieve our objective, notice that for the disturbance $\hat{w}=\gamma^{-2} E^{*} Q \hat{x}$, we obtain

$$
\dot{x}=A x+E \hat{w}+B u
$$

Now let us introduce the new state $\tilde{x}=x-\hat{x}$ and set $\tilde{u}=u+B^{*} Q x$. Then subtracting the differential equation in (15.93) from the previous state equation, yields

$$
\begin{equation*}
\dot{\tilde{x}}=\left(A-B B^{*} Q\right) \tilde{x}+B \tilde{u} \quad \text { with } \quad \tilde{x}(0)=0 \tag{15.94}
\end{equation*}
$$

Using $\hat{w}=\gamma^{-2} E^{*} Q \hat{x}$ in (15.85) with $\tilde{x}=x-\hat{x}$, gives

$$
\begin{align*}
\int_{0}^{t}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|\hat{w}(\sigma)\|^{2}\right) d \sigma & =\left(Q x_{0}, x_{0}\right)-(Q x(t), x(t))-\int_{0}^{t}\left\|\gamma^{-1} E^{*} Q \tilde{x}(\sigma)\right\|^{2} d \sigma \\
& +\int_{0}^{t}\|\tilde{u}(\sigma)\|^{2} d \sigma \tag{15.95}
\end{align*}
$$

At this point there are several technical issues to consider. Obviously, $\xi\left(x_{0}, \hat{w}\right) \leq d\left(x_{0}\right)$ is finite. Let $\mathcal{F}$ be the subset of $L^{2}([0, \infty), \mathcal{U})$ consisting of the set of all inputs $u$ such that $C x$ is in $L^{2}([0, \infty), \mathcal{Z})$. Then

$$
\xi\left(x_{0}, \hat{w}\right)=\inf \left\{\|C x\|^{2}+\|u\|^{2}-\gamma^{2}\|\hat{w}\|^{2}: u \in \mathcal{F}\right\}
$$

If $C x$ is in $L^{2}([0, \infty), \mathcal{Z})$, then as a consequence of the detectability of $\{C, A\}$, the state trajectory $x$ is in $L^{2}([0, \infty), \mathcal{X})$; see Lemma 12.8.2. So, if $u$ is in $\mathcal{F}$, then $\tilde{u}=u+B^{*} Q x$ is in $L^{2}([0, \infty), \mathcal{U})$. On the other hand, if $\tilde{u}$ is in $L^{2}([0, \infty), \mathcal{U})$, then the stability of $A-B B^{*} Q$ and equation (15.94) implies that $\tilde{x}$ is in $L^{2}([0, \infty), \mathcal{X})$. Obviously, $\hat{x}$ is in $L^{2}([0, \infty), \mathcal{X})$. Thus, $x=\hat{x}+\tilde{x}$ is in $L^{2}([0, \infty), \mathcal{X})$. This readily implies that $u=\tilde{u}-B^{*} Q x$ is in $\mathcal{F}$. In other words, $\mathcal{F}$ equals the set of all functions of the form $\tilde{u}-B^{*} Q x$ where $\tilde{u}$ is in $L^{2}([0, \infty), \mathcal{U})$. So, if $\tilde{u}$ is in $L^{2}([0, \infty), \mathcal{U})$, then $x$ is in $L^{2}([0, \infty), \mathcal{X})$. Lemma 12.8 .3 shows that $x(t)$ approaches zero as $t$ tends to infinity. Using this in (15.95) yields

$$
\begin{align*}
\int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|\hat{w}(\sigma)\|^{2}\right) d \sigma & =\left(Q x_{0}, x_{0}\right)-\int_{0}^{\infty}\left\|\gamma^{-1} E^{*} Q \tilde{x}(\sigma)\right\|^{2} d \sigma \\
& +\int_{0}^{\infty}\|\tilde{u}(\sigma)\|^{2} d \sigma \tag{15.96}
\end{align*}
$$

Hence, the cost $\xi\left(x_{0}, \hat{w}\right)$ in (15.77) is given by

$$
\begin{equation*}
\xi\left(x_{0}, \hat{w}\right)=\left(Q x_{0}, x_{0}\right)-\sup _{\tilde{u} \in L^{2}} \int_{0}^{\infty}\left(\left\|\gamma^{-1} E^{*} Q \tilde{x}(\sigma)\right\|^{2}-\|\tilde{u}(\sigma)\|^{2}\right) d \sigma \tag{15.97}
\end{equation*}
$$

The algebraic Riccati equation in (15.81) can be rewritten as (15.90). Notice that this is precisely the algebraic Riccati equation one obtains by replacing $C$ with $\left[C \gamma^{-1} E^{*} Q\right]^{t r}$ and $E$ with $B$ in Theorem 14.7.4. So, by employing Theorem 14.7 .4 and (15.94), it follows that

$$
\sup _{\tilde{u} \in L^{2}} \int_{0}^{\infty}\left(\|C \tilde{x}(\sigma)\|^{2}+\left\|\gamma^{-1} E^{*} Q \tilde{x}(\sigma)\right\|^{2}-\|\tilde{u}(\sigma)\|^{2}\right) d \sigma=0
$$

and this supremum is uniquely attained with $\tilde{u}=0$. Noting that, for any $\tilde{u}$,

$$
\int_{0}^{\infty}\left(\left\|\gamma^{-1} E^{*} Q \tilde{x}(\sigma)\right\|^{2}-\|\tilde{u}(\sigma)\|^{2}\right) d \sigma \leq \int_{0}^{\infty}\left(\|C \tilde{x}(\sigma)\|^{2}+\left\|\gamma^{-1} E^{*} Q \tilde{x}(\sigma)\right\|^{2}-\|\tilde{u}(\sigma)\|^{2}\right) d \sigma
$$

it follows that the supremum in (15.97) is zero and this is uniquely achieved with $\tilde{u}$ equal to zero. In this case, (15.94) implies that $\tilde{x}=0$, that is, $\hat{x}=x$. Thus, $u=-B^{*} Q x=-B^{*} Q \hat{x}$. This readily implies that $\xi\left(x_{0}, \hat{w}\right)=\left(Q x_{0}, x_{0}\right)$. Therefore, $\left(Q x_{0}, x_{0}\right)=d\left(x_{0}\right)$. Since $d\left(x_{0}\right)=$ ( $\Omega_{\infty} x_{0}, x_{0}$ ), we must have $Q=\Omega_{\infty}$. In other words, Parts (ii) and (iii) hold.

Obviously, Part (ii) implies Part (i). We now demonstrate that Part (iii) implies Part (ii). So assume that $\left\{w_{o}, u_{o}\right\}$ is an optimal pair which attains the optimal cost $d\left(x_{0}\right)$. In particular, $d\left(x_{0}\right)$ is finite and there exists a uniformly bounded solution $\Omega$ to the Riccati differential equation in (15.23). Furthermore, $\Omega_{\infty}=\lim _{\tau \rightarrow \infty} \Omega(\tau)$ is a positive solution to the algebraic Riccati equation in (15.81) and $d\left(x_{0}\right)=\left(\Omega_{\infty} x_{0}, x_{0}\right)$. Because the pair $\{C, A\}$ is detectable, $A-B B^{*} \Omega_{\infty}$ is stable. If we set $u=-B^{*} \Omega_{\infty} x$, then the state trajectory $x$ corresponding to the pair $\left\{w_{o}, u\right\}$ is given by $\dot{x}=\left(A-B B^{*} \Omega_{\infty}\right) x+E w_{o}$. The output $z=\left(C-D B^{*} \Omega_{\infty}\right) x$. Since $w_{o}$ is in $L^{2}([0, \infty), \mathcal{W})$, the state $x$ is in $L^{2}([0, \infty), \mathcal{X})$, and thus, $u$ is in $L^{2}([0, \infty), \mathcal{U})$. Moreover, $x(t)$ converges to zero as $t$ tends to infinity; see Lemma 12.8.3. So, by letting $t$ approach infinity in (15.85) with $Q=\Omega_{\infty}$, we obtain

$$
\begin{align*}
\left(\Omega_{\infty} x_{0}, x_{0}\right) & =\xi\left(x_{0}, w_{o}\right) \leq \int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\left\|w_{o}(\sigma)\right\|^{2}\right) d \sigma \\
& =\left(\Omega_{\infty} x_{0}, x_{0}\right)-\int_{0}^{\infty}\left\|\gamma^{-1} E^{*} \Omega_{\infty} x(\sigma)-\gamma w_{o}(\sigma)\right\|^{2} d \sigma \tag{15.98}
\end{align*}
$$

This readily implies that $w_{o}=\gamma^{-2} E^{*} \Omega_{\infty} x$ and the infimum $\xi\left(x_{0}, w_{o}\right)$ is achieved with $u$. Hence, $\left\{w_{o}, u\right\}$ is an optimal pair which attains the optimal cost $d\left(x_{0}\right)$. Combining this with $u=-B^{*} \Omega_{\infty} x$, we see that the optimal state $x$ is given by $x=\hat{x}$ where $\hat{x}$ is the solution to the following differential equation

$$
\dot{\hat{x}}=\left(A+\gamma^{-2} E E^{*} \Omega_{\infty}-B B^{*} \Omega_{\infty}\right) \hat{x} \quad\left(\hat{x}(0)=x_{0}\right)
$$

Since $\hat{x}(t)$ converges to zero, $A+\gamma^{-2} E E^{*} \Omega_{\infty}-B B^{*} \Omega_{\infty}$ is stable. In other words, $\Omega_{\infty}$ is the positive stabilizing solution to the algebraic Riccati equation in (15.81), that is, Part (i) holds.

Notice that $w_{o}=\hat{w}=\gamma^{-2} E^{*} Q \hat{x}$ where $\hat{w}$ is our previous optimal disturbance defined in (15.93) with $\Omega_{\infty}=Q$. Since $d\left(x_{0}\right)=\xi\left(x_{0}, \hat{w}\right)$ and we have shown that $\xi\left(x_{0}, \hat{w}\right)$ is uniquely attained with $\tilde{u}=0$, it follows that the optimal cost $d\left(x_{0}\right)$ is uniquely achieved with $u_{o}=\hat{u}=-B^{*} \Omega_{\infty} \hat{x}$ and $w_{o}=\hat{w}=\gamma^{-2} E^{*} Q \hat{x}$.

The previous proof readily yields the following result.
Theorem 15.6.4 Consider the system $\{A, B, C, D, E\}$ where $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable. Assume that the algebraic Riccati equation in (15.81) has a positive stabilizing solution $Q$. Then the optimal cost $d\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right)$. Moreover, this optimal cost is uniquely achieved by the disturbance/control input pair $\hat{w}=\gamma^{-2} E^{*} Q \hat{x}$ and $\hat{u}=-B^{*} Q \hat{x}$ where the optimal state trajectory $\hat{x}$ is determined by

$$
\begin{equation*}
\dot{\hat{x}}=\left(A+\gamma^{-2} E E^{*} Q-B B^{*} Q\right) \hat{x} \quad \text { with } \quad \hat{x}(0)=x_{0} \tag{15.99}
\end{equation*}
$$

### 15.6.2 The scalar valued case

Consider the system $\{A$ on $\mathcal{X}, B, C, D, E\}$ where $\{A, B\}$ is stabilizable, $\{C, A\}$ is detectable and $n$ is the dimension of $\mathcal{X}$. Let $\mathbf{F}$ be the transfer function for $\{A, B, C, 0\}$ and $\mathbf{G}$ be the transfer function for $\{A, E, C, 0\}$. Let $d$ be the characteristic polynomial for $A$ and $H$ the Hamiltonian matrix in (15.73). By replacing T by $\gamma^{-1} \mathrm{G}$ in Theorem 13.5.1, we see that the characteristic polynomial for $H$ is given by

$$
\begin{equation*}
\operatorname{det}[s I-H]=(-1)^{n} d d^{\sharp} \operatorname{det}\left[I-\gamma^{-2} \mathbf{G} \mathbf{G}^{\sharp}+\mathbf{F F}^{\sharp}\right] . \tag{15.100}
\end{equation*}
$$

Now assume that $\{A, B, C, D, E\}$ is a single input single output system consisting of matrices with real entries. Moreover, assume that $\mathbf{G}=p_{1} / d$ and $\mathbf{F}=p_{2} / d$ where $p_{1}$ and $p_{2}$ are polynomials. Then (15.100) reduces to

$$
\begin{equation*}
(-1)^{n} \operatorname{det}[s I-H]=d^{\sharp} d+p_{2}^{\sharp} p_{2}-\gamma^{-2} p_{1}^{\sharp} p_{1} . \tag{15.101}
\end{equation*}
$$

So, the eigenvalues of $H$ are precisely the zeros of $d^{\sharp} d+p_{2}^{\sharp} p_{2}-\gamma^{-2} p_{1}^{\sharp} p_{1}$. Notice that one can apply the root locus techniques in Section 14.8 to the polynomial in (15.101). (To do this simply replace $d^{\sharp} d$ with $d^{\sharp} d+p_{2}^{\sharp} p_{2}$ and $p$ with $p_{1}$ in Section 14.8.) In other words, we can graph the zeros of $d^{\sharp} d+p_{2}^{\sharp} p_{2}-\gamma^{-2} p_{1}^{\sharp} p_{1}$ as $\gamma$ varies from infinity to zero. Then the eigenvalues of $H$ are contained in this root locus. Recall that the root locus of $d^{\sharp} d+p_{2}^{\sharp} p_{2}-\gamma^{-2} p_{1}^{\sharp} p_{1}$ always has an asymptote on the imaginary axis. Let $\gamma_{o}$ be the largest value of $\gamma$ such that $d^{\sharp} d+p_{2}^{\sharp} p_{2}-\gamma^{-2} p_{1}^{\sharp} p_{1}$ has roots on the imaginary axis. Then the root locus has a branch on the imaginary axis for $0<\gamma \leq \gamma_{o}$, or equivalently, the Hamiltonian matrix $H$ has an eigenvalue on the imaginary axis for all $0<\gamma \leq \gamma_{0}$. Hence, the algebraic Riccati equation in (15.81) does not have a stabilizing solution for all $0<\gamma \leq \gamma_{0}$. In other words, if the algebraic Riccati equation admits a stabilizing solution, then $\gamma>\gamma_{0}$.

Assume that $Q$ is a stabilizing solution for the algebraic Riccati equation for some $\gamma>0$. Obviously, $\gamma>\gamma_{0}$. Let $\Delta$ be the characteristic polynomial for $A+\gamma^{-2} E E^{*} Q-B B^{*} Q$. By replacing $\mathbf{T}$ by $\gamma^{-1} \mathbf{G}$ in Corollary 13.5.2, we obtain

$$
\begin{equation*}
\Delta^{\sharp} \Delta=d^{\sharp} d+p_{2}^{\sharp} p_{2}-\gamma^{-2} p_{1}^{\sharp} p_{1} . \tag{15.102}
\end{equation*}
$$

Since $Q$ is a stabilizing solution, all the roots of $\Delta$ are in the open left half complex plane. Therefore, all the roots of $\Delta^{\sharp}$ live in the open right half plane. In particular, $\Delta$ and $\Delta^{\sharp}$ have no common roots and their product $\Delta^{\sharp} \Delta$ has no roots on the imaginary axis. According to (15.102) the roots of $\Delta$ are the left half plane roots of $d^{\sharp} d+p_{2}^{\sharp} p_{2}-\gamma^{-2} p_{1}^{\sharp} p_{1}$. In other words, the roots of $\Delta$ are contained in the left half plane root locus of $d^{\sharp} d+p_{2}^{\sharp} p_{2}-\gamma^{-2} p_{1}^{\sharp} p_{1}$. Finally, it is noted that if $\gamma>\gamma_{o}$, then it does necessarily follow that there exists a stabilizing solution or that the stabilizing solution is positive; see Example 15.6.1. However, if there exists a positive solution to the algebraic Riccati equation for some $\gamma=\gamma_{1}$, then the algebraic Riccati has a positive stabilizing solution for all $\gamma>\gamma_{1}$; see Section 15.8.

Exercise 35 Assume that the Hamiltonian $H$ in (15.73) has eigenvalues on the imaginary axis for some $\gamma=\gamma_{o}>0$. Then show that $H$ has eigenvalues on the imaginary axis for all $0<\gamma \leq \gamma_{o}$.

Exercise 36 Consider the system $\{A, B, C, D, E\}$ where $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable. Assume that $Q$ is a positive solution to the algebraic Riccati equation in (15.81). Assume that $z=\phi\left(x_{0}, u, w\right)$ is in $L^{2}([0, \infty), \mathcal{Z})$ where $u$ is in $L^{2}([0, \infty), \mathcal{U})$ and $w$ is in $L^{2}([0, \infty), \mathcal{W})$. Then show that the corresponding state $x$ is in $L^{2}([0, \infty), \mathcal{X})$ and $\lim _{t \rightarrow \infty} x(t)=0$. Moreover,

$$
\begin{align*}
\int_{0}^{\infty}\left(\|z(\sigma)\|^{2}-\gamma^{2}\|w(\sigma)\|^{2}\right) d \sigma & =\left(Q x_{0}, x_{0}\right)+\int_{0}^{\infty}\left\|u(\sigma)+B^{*} Q x(\sigma)\right\|^{2} d \sigma \\
& -\int_{0}^{\infty}\left\|\gamma^{-1} E^{*} Q x(\sigma)-\gamma w(\sigma)\right\|^{2} d \sigma \tag{15.103}
\end{align*}
$$

### 15.7 The central controller

In this section we present the central solution for the infinite horizon problem. As before, consider the system $\{A, B, C, D, E\}$ where $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable. Assume that the algebraic Riccati equation in (15.81) has a positive stabilizing solution $Q$ for some specified $\gamma>0$. Then the feedback controller $u=-B^{*} Q x$ is called the central infinite horizon controller corresponding to the weight $\gamma$. The closed loop system corresponding to this feedback controller is described by

$$
\begin{align*}
\dot{x} & =\left(A-B B^{*} Q\right) x+E w \\
z & =\left(C-D B^{*} Q\right) x \tag{15.104}
\end{align*}
$$

Because the pair $\{C, A\}$ is detectable, $A-B B^{*} Q$ is stable; see Remark 15.6.2. The transfer function

$$
\begin{equation*}
\mathrm{G}_{\gamma}(s)=\left(C-D B^{*} Q\right)\left(s I-A+B B^{*} Q\right)^{-1} E \tag{15.105}
\end{equation*}
$$

is referred to as the central transfer function for $\gamma$. Obviously, $\mathbf{G}_{\gamma}$ is stable. Now let $\hat{W}_{\gamma}$ be the operator from $L^{2}([0, \infty), \mathcal{W})$ into $L^{2}([0, \infty), \mathcal{Z})$ defined by

$$
\begin{equation*}
\left(\hat{W}_{\gamma} w\right)(t)=\int_{0}^{t}\left(C-D B^{*} Q\right) e^{\left(A-B B^{*} Q\right)(t-\tau)} E w(\tau) d \tau \quad\left(w \in L^{2}([0, \infty), \mathcal{W})\right) \tag{15.106}
\end{equation*}
$$

Obviously, $\hat{W}_{\gamma}$ is the input output operator for the system in (15.104). Moreover, $\mathcal{L}\left(\hat{W}_{\gamma} w\right)=$ $\mathbf{G}_{\gamma} \mathcal{L}(w)$ where $\mathcal{L}$ denotes the Laplace transform. Finally, $\left\|\hat{W}_{\gamma}\right\|=\left\|\mathbf{G}_{\gamma}\right\|_{\infty}$.

The following transfer function plays a fundamental role in studying the central solution

$$
\begin{equation*}
\Theta_{\gamma}(s):=\gamma I-\gamma^{-1} E^{*} Q\left(s I-A+B B^{*} Q\right)^{-1} E \tag{15.107}
\end{equation*}
$$

According to Proposition 6.4.1, the inverse of $\Theta_{\gamma}$ is given by

$$
\begin{equation*}
\Theta_{\gamma}(s)^{-1}=\gamma^{-1} I+\gamma^{-3} E^{*} Q\left(s I-A-\gamma^{-2} E E^{*} Q+B B^{*} Q\right)^{-1} E \tag{15.108}
\end{equation*}
$$

Since $Q$ is a positive stabilizing solution both $\boldsymbol{\Theta}_{\gamma}$ and its inverse are stable transfer functions, that is, $\Theta_{\gamma}$ is an invertible outer function. The following result uses $\Theta_{\gamma}$ to show that the $H^{\infty}$ norm of $\mathbf{G}_{\gamma}$ is strictly bounded by $\gamma$.

Proposition 15.7.1 Consider the system $\{A, B, C, D, E\}$ where $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable. Assume that the algebraic Riccati equation in (15.81) has a positive stabilizing solution $Q$ for some specified $\gamma>0$. Then

$$
\begin{equation*}
\gamma^{2} I-\mathbf{G}_{\gamma}^{\sharp} \mathbf{G}_{\gamma}=\Theta_{\gamma}^{\ddagger} \Theta_{\gamma} . \tag{15.109}
\end{equation*}
$$

In particular, $\left\|\mathbf{G}_{\gamma}\right\|_{\infty}<\gamma$. Finally, for any initial state $x(0)=x_{0}$, the closed loop system in (15.104) satisfies $\|z\|^{2} \leq \gamma^{2}\|w\|^{2}+\left(Q x_{0}, x_{0}\right)$.

Proof. Using $D^{*} D=I$ and $D^{*} C=0$, we obtain

$$
\left(C-D B^{*} Q\right)^{*}\left(C-D B^{*} Q\right)=Q B B^{*} Q+C^{*} C .
$$

Substituting this into the algebraic Riccati equation in (15.90), it follows that this Riccati equation can be written as

$$
\begin{equation*}
\left(A-B B^{*} Q^{*}\right)^{*} Q+Q\left(A-B B^{*} Q\right)+\gamma^{-2} Q E E^{*} Q+\left(C-D B^{*} Q\right)^{*}\left(C-D B^{*} Q\right)=0 \tag{15.110}
\end{equation*}
$$

This is precisely the algebraic Riccati equation one obtains by replacing $C$ and $A$ with respectively $C-D B^{*} Q$ and $A-B B^{*} Q$ in Proposition 14.7.5. So, by employing Proposition 14.7.5 with $\mathbf{G}=\mathbf{G}_{\gamma}$, we obtain (15.109). Since $\Theta_{\gamma}$ is an invertible outer function, it follows that $\left\|\mathbf{G}_{\gamma}\right\|_{\infty}<\gamma$. If $u=-B^{*} Q x$, then equation (15.85) shows that $\|z\|^{2}-\gamma^{2}\|w\|^{2} \leq\left(Q x_{0}, x_{0}\right)$ for any initial state $x_{0}$.

Exercise 37 Assume that the algebraic Riccati equation in (15.81) has an invertible selfadjoint solution $Q$, and set $R=Q^{-1}$. Show that $R$ satisfies the following algebraic Riccati equation

$$
\begin{equation*}
R A^{*}+A R+R C^{*} C R+\gamma^{-2} E E^{*}-B B^{*}=0 \tag{15.111}
\end{equation*}
$$

Let $\mathbf{F}$ be the transfer function for $\{A, B, C, 0\}$ and $\mathbf{G}$ be the transfer function for $\{A, E, C, 0\}$. Let $\Lambda$ be the transfer function for $\left\{A, R C^{*},-\gamma C, \gamma I\right\}$. Then show that the following factorization holds

$$
\begin{equation*}
\gamma^{2} I-\mathbf{G G}^{\sharp}+\gamma^{2} \mathbf{F} \mathbf{F}^{\sharp}=\mathbf{\Lambda} \mathbf{\Lambda}^{\sharp} . \tag{15.112}
\end{equation*}
$$

### 15.8 An operator perspective

In this section we provide an operator perspective on the infinite horizon optimization problem in (15.76). As before, let $\{A, B, C, D, E\}$ be the system in (15.1) where the pair $\{C, A\}$ is detectable and $\{A, B\}$ is stabilizable. Because the pair $\{A, B\}$ is stabilizable, there exists an operator $K$ from $\mathcal{X}$ into $\mathcal{U}$ such that $A-B K$ is stable. Now let $v$ be the input defined by $v=u+K x$. Then the system in (15.1) can be rewritten as

$$
\begin{equation*}
\dot{x}=(A-B K) x+E w+B v \quad \text { and } \quad z=C x+D(v-K x) . \tag{15.113}
\end{equation*}
$$

Using this notation we see that for all $w$ in $L^{2}([0, \infty), \mathcal{W})$

$$
J\left(x_{0}, w, u\right)=\|z\|^{2}-\gamma^{2}\|w\|^{2}=\|C x\|^{2}+\|v-K x\|^{2}-\gamma^{2}\|w\|^{2} .
$$

We claim that $J\left(x_{0}, w, u\right)$ is finite if and only if $u=v-K x$ where $v$ is in $L^{2}([0, \infty), \mathcal{U})$. In this case, $x$ is in $L^{2}([0, \infty), \mathcal{X})$. If $v$ is in $L^{2}([0, \infty), \mathcal{U})$, then the stability of $A-B K$ along with (15.113) shows that the state $x$ is in $L^{2}([0, \infty), \mathcal{X})$. Hence, $u=v-K x$ is in $L^{2}([0, \infty), \mathcal{U})$, and thus, $J\left(x_{0}, w, u\right)$ is finite. On the other hand, if $J\left(x_{0}, w, u\right)$ is finite for sorne specified $u$ in $L^{2}([0, \infty), \mathcal{U})$, then $C x$ must be in $L^{2}([0, \infty), \mathcal{Z})$. Because the pair $\{C, A\}$ is detectable, Lemma 12.8 .2 along the state space representation in (15.1), shows that the state $x$ is in $L^{2}([0, \infty), \mathcal{X})$. So, $v=u+K x$ is in $L^{2}([0, \infty), \mathcal{U})$. Therefore, $u=v+K x$ where $v$ is in $L^{2}([0, \infty), \mathcal{U})$, which proves our claim.

Clearly, the cost $\xi\left(x_{0}, w\right)$ is obtained by taking the infimum over the set of all $u$ such that $J\left(x_{0}, w, u\right)$ is finite. In other words,

$$
\begin{align*}
\xi\left(x_{0}, w\right) & =\inf \left\{\|C x\|^{2}+\|v-K x\|^{2}-\gamma^{2}\|w\|^{2}: v \in L^{2}([0, \infty), \mathcal{U})\right\} \\
& =\inf \left\{\|C x+D(v-K x)\|^{2}-\gamma^{2}\|w\|^{2}: v \in L^{2}([0, \infty), \mathcal{U})\right\} . \tag{15.114}
\end{align*}
$$

To turn this into a least squares optimization problem, let $L$ be the operator on $L^{2}([0, \infty), \mathcal{X})$ defined by

$$
\begin{equation*}
(L f)(t)=\int_{0}^{t} e^{(A-B K)(t-\tau)} f(\tau) d \tau \quad\left(f \in L^{2}([0, \infty), \mathcal{X})\right) \tag{15.115}
\end{equation*}
$$

Now let $\Phi_{0}$ be the operator from $\mathcal{X}$ into $L^{2}([0, \infty), \mathcal{X})$ defined by $\Phi_{0} x_{0}=e^{(A-B K) t} x_{0}$ where $x_{0}$ is in $\mathcal{X}$. Obviously, the state $x$ in (15.113) is given by $x=\Phi_{0} x_{0}+L B v+L E w$. Moreover, $u=v-K x=(I-K L B) v-K L E w-K \Phi_{0} x_{0}$. Now let $\Gamma$ be the operator defined by

$$
\Gamma=\left[\begin{array}{c}
I-K L B  \tag{15.116}\\
-C L B
\end{array}\right]: L^{2}([0, \infty), \mathcal{U}) \rightarrow\left[\begin{array}{c}
L^{2}([0, \infty), \mathcal{U}) \\
L^{2}([0, \infty), \mathcal{Z})
\end{array}\right]
$$

Let $\Phi$ be the operator from $\mathcal{X}$ into $L^{2}([0, \infty), \mathcal{U}) \oplus L^{2}([0, \infty), \mathcal{Z})$ defined by $\Phi x_{0}=K \Phi_{0} x_{0} \oplus$ $C \Phi_{0} x_{0}$. Finally, let $W$ be the operator defined by

$$
W=\left[\begin{array}{l}
K L E  \tag{15.117}\\
C L E
\end{array}\right]: L^{2}([0, \infty), \mathcal{W}) \rightarrow\left[\begin{array}{l}
L^{2}([0, \infty), \mathcal{U}) \\
L^{2}([0, \infty), \mathcal{Z})
\end{array}\right]
$$

Because $A-B K$ is stable, the operators $\Gamma, \Phi$ and $W$ are all bounded linear operators. Notice that $C x=C \Phi_{0} x_{0}+C L E w+C L B v$. Using these operators we see that the optimization problem in (15.114) is equivalent to the following optimization problem

$$
\begin{equation*}
\xi\left(x_{0}, w\right)=\inf \left\{\left\|\Phi x_{0}+W w-\Gamma v\right\|^{2}-\gamma^{2}\|w\|^{2}: v \in L^{2}([0, \infty), \mathcal{U})\right\} \tag{15.118}
\end{equation*}
$$

We claim that the operator $\Gamma$ is bounded below, that is, $\|\Gamma v\| \geq \epsilon\|v\|$ for all $v$ in $L^{2}([0, \infty), \mathcal{U})$ and some scalar $\epsilon>0$. Once this is established, then the optimization problem in (15.114) reduces to a simple least squares optimization problem. According to Theorem 16.2.4 in the Appendix, the cost $\xi\left(x_{0}, w\right)$ is uniquely obtained by the control input

$$
\begin{equation*}
\hat{v}=\left(\Gamma^{*} \Gamma\right)^{-1} \Gamma^{*}\left(\Phi x_{0}+W w\right) . \tag{15.119}
\end{equation*}
$$

To show that $\Gamma$ is bounded below, notice that if $\Gamma v=g \oplus y$, then $g \oplus y$ is the output for the following state space system

$$
\begin{align*}
& \dot{x}=(A-B K) x+B v \quad(x(0)=0) \\
& g=-K x+v \text { and } y=-C x \tag{15.120}
\end{align*}
$$

Now assume that $\left\{v_{n}\right\}$ is a sequence of unit vectors such that $g_{n} \oplus y_{n}=\Gamma v_{n}$ approaches zero as $n$ tends to infinity. Let $x_{n}$ be the state corresponding to $v_{n}$, that is, $\dot{x}_{n}=(A-B K) x_{n}+B v_{n}$. Then $g_{n}=-K x_{n}+v_{n}$ and $y_{n}=-C x_{n}$ both converge to zero as $n$ tends to infinity. This readily implies that $\dot{x}_{n}=A x_{n}+B g_{n}$. Because the pair $\{C, A\}$ is detectable, there exists an operator $K_{o}$ from $\mathcal{Z}$ into $\mathcal{X}$ such that $A+K_{o} C$ is stable. Thus,

$$
\dot{x}_{n}=\left(A+K_{o} C\right) x_{n}-K_{o} C x_{n}+B g_{n}=\left(A+K_{o} C\right) x_{n}+K_{o} y_{n}+B g_{n}
$$

Because $A+K_{o} C$ is stable and $g_{n} \oplus y_{n}$ converges to zero, it follows that $x_{n}$ converges to zero in the $L^{2}([0, \infty), \mathcal{X})$ topology. Thus, $v_{n}=g_{n}+K x_{n}$ also converges to zero. This contradicts the fact that $v_{n}$ is a unit vector for all $n$. Therefore, $\Gamma$ is bounded below.

Because $\Gamma$ is bounded below the range of $\Gamma$ is closed. Hence, the orthogonal projection onto the range of $\Gamma$ is given by $\Gamma\left(\Gamma^{*} \Gamma\right)^{-1} \Gamma^{*}$. So, if $\mathcal{H}=(\operatorname{ran} \Gamma)^{\perp}$, then the orthogonal projection onto $\mathcal{H}$ is computed by $P_{\mathcal{H}}=I-\Gamma\left(\Gamma^{*} \Gamma\right)^{-1} \Gamma^{*}$. This readily implies that the optimal cost is given by

$$
\xi\left(x_{0}, w\right)=\left\|P_{\mathcal{H}} \Phi x_{0}+P_{\mathcal{H}} W w\right\|^{2}-\gamma^{2}\|w\|^{2}
$$

Therefore, the optimal cost $d\left(x_{0}\right)$ in the infinite horizon optimization problem (15.76) can be expressed as

$$
d\left(x_{0}\right)=\sup \left\{\left\|P_{\mathcal{H}} \Phi x_{0}+P_{\mathcal{H}} W w\right\|^{2}-\gamma^{2}\|w\|^{2}: w \in L^{2}([0, \infty), \mathcal{W})\right\}
$$

This is precisely the optimization problem in (15.39) with $h=P_{\mathcal{H}} \Phi x_{0}$ and $\Upsilon=P_{\mathcal{H}} W$. So, if $d\left(x_{0}\right)$ is finite, then the norm of $P_{\mathcal{H}} W$ is bounded by $\gamma$. On the other hand, if the norm of $P_{\mathcal{H}} W$ is strictly bounded by $\gamma$, then $d\left(x_{0}\right)$ is finite and there exists a unique optimal disturbance $\hat{w}$ which attains the optimal cost $d\left(x_{0}\right)$. In fact, $\hat{w}=\left(\gamma^{2} I-W^{*} P_{\mathcal{H}} W\right)^{-1} W^{*} P_{\mathcal{H}} \Phi x_{0}$ and

$$
\begin{equation*}
d\left(x_{0}\right)=\gamma^{2}\left(\left(\gamma^{2} I-P_{\mathcal{H}} W W^{*} \mid \mathcal{H}\right)^{-1} P_{\mathcal{H}} \Phi x_{0}, P_{\mathcal{H}} \Phi x_{0}\right) \tag{15.121}
\end{equation*}
$$

see Lemma 15.2.2. Because there exists a unique optimal $\hat{v}$ which attains the cost $\xi\left(x_{0}, \hat{w}\right)$, the pair $\{\hat{w}, \hat{v}\}$ uniquely attains the optimal cost $d\left(x_{0}\right)$. In particular, $\left\|P_{\mathcal{H}} W\right\|$ is the infimum over the set of all $\gamma$ such that $d\left(x_{0}\right)$ is finite. This also shows that the norm of $P_{\mathcal{H}} W$ is independent of the choice of the stabilizing feedback gain $K$.

Recall that $d\left(x_{0}\right)$ is finite if and only if the algebraic Riccati equation in (15.81) admits a positive solution; see Lemma 15.6.1. Therefore, $\left\|P_{\mathcal{H}} W\right\|$ equals the infimum over the set of all $\gamma$ such that the algebraic Riccati equation admits a positive solution. If the norm of $P_{\mathcal{H}} W$ is strictly bounded by $\gamma$, then the optimal cost $d\left(x_{0}\right)$ is uniquely obtained by an optimal pair $\{\hat{w}, \hat{u}\}$, and thus, there exists a positive stabilizing solution $Q$ to the algebraic Riccati equation in (15.81); see Theorem 15.6.3. In other words, if the algebraic Riccati equation in (15.81) admits a positive solution for some specified $\gamma=\gamma_{1}$, then this algebraic Riccati equation admits a positive stabilizing solution for all $\gamma>\gamma_{1}$. Hence, $\left\|P_{\mathcal{H}} W\right\|$ equals the infimum over the set of all $\gamma$ such that the algebraic Riccati equation admits a positive stabilizing solution. On the other hand, if the algebraic Riccati equation does not admit a positive stabilizing solution for some $\gamma=\gamma_{1}$, then there is no positive stabilizing solution for all $0 \leq \gamma \leq \gamma_{1}$. This proves part of the following result.

Proposition 15.8.1 Consider the system $\{A, B, C, D, E\}$ where $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable. Let $K$ be an operator from $\mathcal{X}$ into $\mathcal{U}$ such that $A-B K$ is stable. Let $\Gamma$ be the operator defined in (15.116) and $P_{\mathcal{H}}$ the orthogonal projection onto $(\operatorname{ran} \Gamma)^{\perp}$. Then the following statements are equivalent.
(i) The norm of $P_{\mathcal{H}} W$ is strictly bounded by $\gamma$.
(ii) The algebraic Riccati equation in (15.81) admits a positive stabilizing solution $Q$.
(iii) For the Hamiltonian matrix $H$ in (15.73), the conditions (i),(ii) and (iii) in Theorem 15.6 .2 hold.

In this case, the optimal cost $d\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right)$ is uniquely achieved and

$$
\begin{equation*}
Q=Y X^{-1}=\gamma^{2} \Phi^{*} P_{\mathcal{H}}\left(\gamma^{2} I-P_{\mathcal{H}} W W^{*} \mid \mathcal{H}\right)^{-1} P_{\mathcal{H}} \Phi \tag{15.122}
\end{equation*}
$$

Proof. To complete the proof it remains to show that Part (ii) implies Part (i). If the algebraic Riccati equation in (15.81) admits a positive stabilizing solution $Q$, then we claim that the norm of $P_{\mathcal{H}} W$ is strictly bounded by $\gamma$. Recall that if $Q$ is a positive stabilizing solution to the algebraic Riccati equation, then $A-B B^{*} Q$ is stable. Because $\left\|P_{\mathcal{H}} W\right\|$ is the infimum over the set of all $\gamma$ such that $d\left(x_{0}\right)$ is finite, the norm of $P_{\mathcal{H}} W$ is in independent of the choice of $K$. So, without loss of generality we can choose $K=B^{*} Q$. Notice that the algebraic Riccati equation can be rewritten as

$$
\left(A-B B^{*} Q\right)^{*} Q+Q\left(A-B B^{*} Q\right)+\gamma^{-2} Q E E^{*} Q+\tilde{C}^{*} \tilde{C}
$$

where $\tilde{C}=\left[B^{*} Q C\right]^{t r}$. By replacing $C$ by $\tilde{C}$ in Proposition 14.7.5, we see that the $H^{\infty}$ norm of

$$
\mathbf{W}=\left[\begin{array}{c}
B^{*} Q\left(s I-A+B B^{*} Q\right)^{-1} E \\
C\left(s I-A+B B^{*} Q\right)^{-1} E
\end{array}\right]
$$

is strictly bounded by $\gamma$. Notice that $\mathbf{W}$ is the Laplace transform of $W$ with $K=B^{*} Q$, that is, $\mathcal{L}(W w)=\mathbf{W} \mathcal{L}(w)$. Thus, the operator norm of $W$ equals the $H^{\infty}$ norm of $\mathbf{W}$. This readily implies that the norm of $W$ is strictly bounded by $\gamma$. In particular, the norm of $P_{\mathcal{H}} W$ is strictly bounded by $\gamma$. Therefore, the algebraic Riccati equation in (15.81) admits
a positive stabilizing solution if and only if the norm of $P_{\mathcal{H}} W$ is strictly bounded by $\gamma$. The formula in (15.122) follows from (15.121) along with $d\left(x_{0}\right)=\left(Q x_{0}, x_{0}\right)$ when $Q$ is the stabilizing solution.

Now consider the system $\{A, B, C, D, E\}$ where $A$ is stable. Let $T$ from $L^{2}([0, \infty), \mathcal{W})$ into $L^{2}([0, \infty), \mathcal{Z})$ and $F$ from $L^{2}([0, \infty), \mathcal{U})$ into $L^{2}([0, \infty), \mathcal{Z})$ be the operators defined by

$$
\begin{equation*}
(T w)(t)=\int_{0}^{t} C e^{A(t-\tau)} E w(\tau) d \tau \quad \text { and } \quad(F u)(t)=\int_{0}^{t} C e^{A(t-\tau)} B u(\tau) d \tau \tag{15.123}
\end{equation*}
$$

Let $C_{o}$ be the operator from $\mathcal{X}$ into $L^{2}([0, \infty), \mathcal{Z})$ defined by $C_{o} x_{0}=C e^{A t} x_{0}$ where $x_{0}$ is in $\mathcal{X}$. Because $A$ is stable $T, F$ and $C_{o}$ are all bounded linear operators. In this case, we can set $K$ to be zero. Then the operators $\Gamma$ and $W$ in (15.116) and (15.117) reduce to

$$
\Gamma=\left[\begin{array}{c}
I  \tag{15.124}\\
-F
\end{array}\right] \text { and } W=\left[\begin{array}{c}
0 \\
T
\end{array}\right]
$$

The orthogonal projection onto $\mathcal{H}=(\operatorname{ran} \Gamma)^{\perp}$ is given by $P_{\mathcal{H}}=I-\Gamma\left(\Gamma^{*} \Gamma\right)^{-1} \Gamma^{*}$. Let $R_{*}$ be the positive square root of $\left(I+F F^{*}\right)^{-1}$. Then for $h$ in $L^{2}([0, \infty), \mathcal{W})$, we have

$$
\begin{aligned}
\left\|P_{\mathcal{H}} W h\right\|^{2} & =\|W h\|^{2}-\left\|\Gamma\left(\Gamma^{*} \Gamma\right)^{-1} \Gamma^{*} W h\right\|^{2} \\
& =\|T h\|^{2}-\left(\Gamma\left(\Gamma^{*} \Gamma\right)^{-1} \Gamma^{*}(0 \oplus T h),(0 \oplus T h)\right) \\
& =\|T h\|^{2}-\left(F\left(I+F^{*} F\right)^{-1} F^{*} T h, T h\right) \\
& =\|T h\|^{2}-\left(\left(I+F F^{*}\right)^{-1} F F^{*} T h, T h\right) \\
& =\left(\left(I-\left(I+F F^{*}\right)^{-1} F F^{*}\right) T h, T h\right) \\
& =\left(\left(I+F F^{*}\right)^{-1}\left(I+F F^{*}-F F^{*}\right) T h, T h\right) \\
& =\left(\left(I+F F^{*}\right)^{-1} T h, T h\right)=\left\|R_{*} T h\right\|^{2} .
\end{aligned}
$$

Hence, $\left\|P_{\mathcal{H}} W h\right\|=\left\|R_{*} T h\right\|$ for all $h$ in $L^{2}([0, \infty), \mathcal{W})$. This readily implies that $\left\|P_{\mathcal{H}} W\right\|<\gamma$ if and only if $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive. In particular, Proposition 15.8.1 shows that the algebraic Riccati equation in (15.81) admits a stabilizing solution if and only if $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive. If $Q$ is the stabilizing solution, then Theorem 15.2.3 and Proposition 15.8 .1 yield

$$
\left(Q x_{0}, x_{0}\right)=d\left(x_{0}\right)=\gamma^{2}\left(C_{o}^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} x_{0}, x_{0}\right)
$$

This readily implies that $Q=\gamma^{2} C_{o}^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o}$. Summing up this analysis proves the following result.

Corollary 15.8.2 Consider the stable system $\{A, B, C, D, E\}$. Let $T$ and $F$ be the operators defined in (15.123) acting between the apprapriate $L^{2}([0, \infty), \cdot)$ spaces. Then the following statements are equivalent.
(i) The the operator $\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}$ is strictly positive.
(ii) The algebraic Riccati equation in (15.81) admits a positive stabilizing solution $Q$.

In this case, $Q=\gamma^{2} C_{o}^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o}$.

Let $\rho\left(x_{0}, \gamma\right)$ be the optimal cost in the infinite horizon optimization problem in (15.76). Notice that the cost function $q(w, u, \gamma)=\|z\|^{2}-\gamma^{2}\|w\|^{2}$ is decreasing in $\gamma$, that is, if $0<\gamma_{1} \leq \gamma_{2}$, then $q\left(w, u, \gamma_{1}\right) \geq q\left(w, u, \gamma_{2}\right)$. Hence, $\rho\left(x_{0}, \gamma\right)$ is also decreasing. So, if $Q_{\gamma}$ denotes the stabilizing solution to the algebraic Riccati equation for the parameter $\gamma$, then $Q_{\gamma}$ is a decreasing set of positive operators, that is, $Q_{\gamma_{1}} \geq Q_{\gamma_{2}}$ when $0<\gamma_{1} \leq \gamma_{2}$. Now let $\gamma_{\text {opt }}=\left\|P_{\mathcal{H}} W\right\|$. Then $\gamma_{o p t}$ is the infimum over the set of all $\gamma$ such that the algebraic Riccati equation admits a positive stabilizing solution. One can use Theorem 15.6 .3 to compute $\gamma_{\text {opt }}$. If $\gamma>\gamma_{\text {opt }}$ and $\gamma$ converges to $\gamma_{\text {opt }}$, then the positive stabilizing solution $Q_{\gamma}$ increases with decreasing $\gamma$. Moreover, if $\gamma<\gamma_{\text {opt }}$, then at least one of the three conditions in Theorem 15.6 .2 will fail. Typically what happens is that for $\gamma=\gamma_{\text {opt }}$, the operator $X$ in condition (ii) is singular. Let $\gamma_{o}>0$ be the largest scalar such that the Hamiltonian matrix has eigenvalues on the imaginary axis. Then for $\gamma_{0}<\gamma<\gamma_{o p t}$ the stabilizing solution may exist, however it is not positive. Finally, for $0<\gamma \leq \gamma_{o}$ the Hamiltonian matrix has eigenvalues on the imaginary axis.

Exercise 38 Consider the stable system $\{A, B, C, D, E\}$. If the algebraic Riccati equation in (15.81) admits a positive stabilizing solution, then the Hamiltonian matrix $H$ in (15.73) has no eigenvalues on the imaginary axis. However, even for a stable system the converse is not necessarily true. In other words, if the Hamiltonian $H$ has no eigenvalues on the imaginary axis and $A$ is stable, then it does not necessarily follow that algebraic Riccati equation admits a positive stabilizing solution. For a counter example, let $\{A,[B, E], C, 0\}$ be any minimal realization of

$$
\left[3(1-s) /(s+1)^{2} 3 /(s+1)\right]=C(s I-A)^{-1}\left[\begin{array}{ll}
B & E
\end{array}\right]
$$

Here $B$ and $E$ can be viewed as column vectors in $\mathbb{C}^{2}$. Then compute the stabilizing solution $Q$ for the corresponding algebraic Riccati equation and show that this $Q$ is not positive.

### 15.9 A tradeoff between norms

In this section, we derive a bound to demonstrate a tradeoff between minimizing the operator norm and the $L^{2}$ norm of a closed loop input output system.

### 15.9.1 The $L^{2}$ norm of an operator

Let $M$ be an operator on a finite dimensional space $\mathcal{W}$. The trace of $M$ is defined by

$$
\begin{equation*}
\operatorname{trace}(M)=\sum_{i=1}^{n}\left(M \phi_{i}, \phi_{i}\right) \tag{15.125}
\end{equation*}
$$

where $\left\{\phi_{i}\right\}_{1}^{n}$ is an orthonormal basis for $\mathcal{W}$. The trace of $M$ is independent of the orthonormal basis chosen for $\mathcal{W}$. To see this, let $\left\{\psi_{i}\right\}_{1}^{n}$ be another orthonormal basis for $\mathcal{W}$. So, if $f$ and $g$ are vectors in $\mathcal{W}$, then we have $(f, g)=\Sigma\left(f, \psi_{j}\right)\left(\psi_{j}, g\right)$. This fact readily implies that

$$
\sum_{i=1}^{n}\left(M \phi_{i}, \phi_{i}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n}\left(M \phi_{i}, \psi_{j}\right)\left(\psi_{j}, \phi_{i}\right)=\sum_{j=1}^{n} \sum_{i=1}^{n}\left(\psi_{j}, \phi_{i}\right)\left(\phi_{i}, M^{*} \psi_{j}\right)
$$

$$
=\sum_{j=1}^{n}\left(\psi_{j}, M^{*} \psi_{j}\right)=\sum_{j=1}^{n}\left(M \psi_{j}, \psi_{j}\right)
$$

Therefore, the trace of $M$ is independent of the choice of the orthonormal basis.
Now let $M$ be an operator mapping $\mathcal{W}$ into $\mathcal{Z}$ where $\mathcal{W}$ and $\mathcal{Z}$ are finite dimensional spaces. Let $N$ be a linear operator mapping $\mathcal{Z}$ into $\mathcal{W}$. Then it is an easy exercise to verify that $\operatorname{trace}(N M)=\operatorname{trace}(M N)$. Using the trace, one defines the Hilbert-Schmidt inner product on the set of all linear operators mapping $\mathcal{W}$ into $\mathcal{Z}$ by

$$
\begin{equation*}
(M, R)_{H S}=\operatorname{trace}\left(M R^{*}\right)=\operatorname{trace}\left(R^{*} M\right)=\sum_{i=1}^{n}\left(M \phi_{i}, R \phi_{i}\right) \tag{15.126}
\end{equation*}
$$

where $M$ and $R$ are linear operators mapping $\mathcal{W}$ into $\mathcal{Z}$ and $\left\{\phi_{i}\right\}_{1}^{n}$ is an orthonormal basis for $\mathcal{W}$. The Hilbert-Schmidt inner product is independent of the choice of the orthonormal basis. The Hilbert-Schmidt norm of $M$ is defined by

$$
\begin{equation*}
\|M\|_{H S}^{2}=(M, M)_{H S}=\operatorname{trace}\left(M M^{*}\right)=\operatorname{trace}\left(M^{*} M\right)=\sum_{i=1}^{n}\left\|M \phi_{i}\right\|^{2} \tag{15.127}
\end{equation*}
$$

where $\left\{\phi_{i}\right\}_{1}^{n}$ is an orthonormal basis for $\mathcal{W}$. The Hilbert-Schmidt norm, denoted by $\|\cdot\|_{H S}$, is independent of the choice of the orthonormal basis. It should be clear from (15.127) that $\|M\|_{H S}=\left\|M^{*}\right\|_{H S}$. Obviously, the set of all linear operators mapping $\mathcal{W}$ into $\mathcal{Z}$ is a Hilbert space under the Hilbert-Schmidt inner product. We denote this Hilbert space by $\mathcal{H}(\mathcal{W}, \mathcal{Z})$. One can define Hilbert-Schmidt norms on infinite dimensional spaces; see [59]. However, the infinite dimensional setting is not needed in our work.

Now consider the Hilbert space $L^{2}\left(\left[0, t_{1}\right], \mathcal{H}(\mathcal{W}, \mathcal{Z})\right)$ under the inner product

$$
\begin{equation*}
(M, R)_{2}=\int_{0}^{t_{1}} \operatorname{trace}\left(M(\sigma) R(\sigma)^{*}\right) d \sigma \quad\left(M, R \in L^{2}\left(\left[0, t_{1}\right], \mathcal{H}(\mathcal{W}, \mathcal{Z})\right)\right) \tag{15.128}
\end{equation*}
$$

The norm induced by the above inner product is called an $L^{2}$ norm. For a given operator $M$ in the above Hilbert space, the $L^{2}$ norm of $M$ is denoted by $\|M\|_{2}$ and is given by

$$
\begin{equation*}
\|M\|_{2}^{2}=\int_{0}^{t_{1}} \operatorname{trace}\left(M(\sigma) M(\sigma)^{*}\right) d \sigma=\int_{0}^{t_{1}} \operatorname{trace}\left(M(\sigma)^{*} M(\sigma)\right) d \sigma \tag{15.129}
\end{equation*}
$$

### 15.9.2 The $L^{2}$ norm of a system

In this section we introduce the $L^{2}$ norm of a linear system. Consider the linear system

$$
\begin{equation*}
\dot{x}=A x+E w \quad \text { and } \quad z=C x \tag{15.130}
\end{equation*}
$$

where $A$ is an operator on $\mathcal{X}$ while $E$ maps $\mathcal{W}$ into $\mathcal{X}$ and $C$ maps $\mathcal{X}$ into $\mathcal{Z}$. As before, the spaces $\mathcal{W}, \mathcal{X}$ and $\mathcal{Z}$ are all finite dimensional. This is precisely the system in (15.1) with $B$ and $D$ equal to zero. Let us consider the behavior of this system over some time interval
$\left[0, t_{1}\right]$ where $t_{1}>0$. Consider any initial state $x_{0}$ in $\mathcal{X}$ and any input $w$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)$. Then with initial condition $x(0)=x_{0}$, the output $z$ is in $L^{2}\left(\left[0, t_{1}\right], \mathcal{Z}\right)$ and is given by

$$
\begin{equation*}
z=C_{o} x_{0}+T w \tag{15.131}
\end{equation*}
$$

where $C_{o}$ is the observability operator from $\mathcal{X}$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
\left(C_{o} x_{0}\right)(t)=C e^{A t} x_{0} \quad\left(x_{0} \in \mathcal{X}\right) \tag{15.132}
\end{equation*}
$$

The linear operator $T$ maps $L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Z}\right)$ and is defined by

$$
\begin{equation*}
(T w)(t)=\int_{0}^{t} G(t-\tau) w(\tau) d \tau \quad\left(w \in L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)\right) \tag{15.133}
\end{equation*}
$$

where

$$
\begin{equation*}
G(t)=C e^{A t} E \tag{15.134}
\end{equation*}
$$

Assume that the initial state $x_{0}$ equals zero. Then $z=T w$ and the behavior of system (15.130) is completely described by $T$. We refer to $T$ as the input output map for system (15.130).

Let $\phi$ be any vector in $\mathcal{W}$. Then the impulse response corresponding to $\phi$ for $T$ is the output $z=T w$ obtained by choosing the input $w(t)=\delta(t) \phi$ where $\delta$ is the delta function. Recall that if $f$ is any continuous function, then $\int_{a}^{b} \delta(\sigma) f(\sigma) d \sigma=f(0)$ when $a \leq 0 \leq b$. This readily implies that the impulse response corresponding to $\phi$ is given by

$$
\begin{equation*}
T(\delta \phi)(t)=G(t) \phi \tag{15.135}
\end{equation*}
$$

So, $G$ is simply referred to as the impulse response for $T$ or the impulse response for system (15.1). Recalling the definition of the observability operator $C_{o}$, we see that

$$
\begin{equation*}
T(\delta \phi)=C_{o} E \phi \tag{15.136}
\end{equation*}
$$

that is, the zero initial state response of system (15.130) to input $w=\delta \phi$ is the same as the response of the system to $w=0$ and initial state $x_{0}=E \phi$.

By a slight abuse of notation we define the $L^{2}$ norm of $T$ or the $L^{2}$ norm of system (15.130) by

$$
\begin{equation*}
\|T\|_{2}^{2}=\int_{0}^{t_{1}} \operatorname{trace}\left(G(\sigma) G(\sigma)^{*}\right) d \sigma=\int_{0}^{t_{3}} \operatorname{trace}\left(G(\sigma)^{*} G(\sigma)\right) d \sigma \tag{15.137}
\end{equation*}
$$

Recalling the definition of $G$, we obtain that

$$
\begin{equation*}
\|T\|_{2}^{2}=\int_{0}^{t_{1}} \operatorname{trace}\left(C e^{A \sigma} E E^{*} e^{A^{*} \sigma} C^{*}\right) d \sigma=\int_{0}^{t_{1}} \operatorname{trace}\left(E^{*} e^{A^{*} \sigma} C^{*} C e^{A \sigma} E\right) d \sigma \tag{15.138}
\end{equation*}
$$

Notice that the $L^{2}$ norm of $T$ is precisely the $L^{2}$ norm of the impulse response for $T$. In other words, the $L^{2}$ norm of $T$ is simply the $L^{2}\left(\left[0, t_{1}\right], \mathcal{H}(\mathcal{W}, \mathcal{Z})\right)$ norm of $G$ where $G$ is the
impulse response for the system in (15.130) with $x(0)=0$. Consider any orthonormal basis $\left\{\phi_{i}\right\}^{n}$ for $\mathcal{W}$. Then

$$
\begin{aligned}
\|T\|_{2}^{2} & =\int_{0}^{t_{1}} \operatorname{trace}\left(G(\sigma)^{*} G(\sigma)\right) d \sigma=\int_{0}^{t_{1}} \sum_{i=1}^{n}\left\|G(\sigma) \phi_{i}\right\|^{2} d \sigma \\
& =\int_{0}^{t_{1}} \sum_{i=1}^{n}\left\|T\left(\delta \phi_{i}\right)(\sigma)\right\|^{2} d \sigma=\sum_{i=1}^{n} \int_{0}^{t_{1}}\left\|T\left(\delta \phi_{i}\right)(\sigma)\right\|^{2} d \sigma \\
& =\sum_{i=1}^{n}\left\|T\left(\delta \phi_{i}\right)\right\|^{2}
\end{aligned}
$$

that is,

$$
\begin{equation*}
\|T\|_{2}^{2}=\sum_{i=1}^{n}\left\|T\left(\delta \phi_{i}\right)\right\|^{2} \tag{15.139}
\end{equation*}
$$

Remark 15.9.1 Let $T$ be the input output operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Z}\right)$ defined in (15.133). By combining (15.138) with Lemmas 4.3 .1 and 5.3.1, we see that the $L^{2}$ norm of $T$ is given by

$$
\begin{equation*}
\|T\|_{2}^{2}=\operatorname{trace}\left(C X\left(t_{1}\right) C^{*}\right)=\operatorname{trace}\left(E^{*} Y\left(t_{1}\right) E\right) \tag{15.140}
\end{equation*}
$$

Here $X$ and $Y$ are the solutions to the Lyapunov differential equations

$$
\begin{equation*}
\dot{X}=A X+X A^{*}+E E^{*} \quad \text { and } \quad \dot{Y}=A^{*} Y+Y A+C^{*} C \tag{15.141}
\end{equation*}
$$

subject to the initial conditions $X(0)=0$ and $Y(0)=0$.
Moreover, if $t_{1}=\infty$, and $A$ is stable, then the $L^{2}$ norm of $T$ is given by $\|T\|_{2}^{2}=$ $\operatorname{trace}\left(C X C^{*}\right)=\operatorname{trace}\left(E^{*} Y E\right)$, where $X$ and $Y$ are the solutions to the Lyapunov equations

$$
\begin{equation*}
A X+X A^{*}+E E^{*}=0 \text { and } A^{*} Y+Y A+C^{*} C=0 \tag{15.142}
\end{equation*}
$$

### 15.9.3 The $L^{2}$ optimal cost

Now let us return to the linear system in (15.1), that is,

$$
\begin{equation*}
\dot{x}=A x+E w+B u \text { and } z=C x+D u \tag{15.143}
\end{equation*}
$$

where $D$ is an isometry satisfying $D^{*} C=0$. Recall that $w$ is the disturbance input, and $u$ is the control input. We wish to design a feedback controller for $u$ which the minimizes the effect of the disturbance $w$ on the output $z$. Recall that $T$ is the operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Z}\right)$ defined in (15.133) and $C_{o}$ is the observability operator mapping $\mathcal{X}$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Z}\right)$ defined in (15.132). Finally, let $F$ be the operator mapping $L^{2}\left(\left\{0, t_{1}\right], \mathcal{U}\right)$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Z}\right)$ defined by

$$
\begin{equation*}
(F u)(t)=\int_{0}^{t} C e^{A(t-\tau)} B u(\tau) d \tau \quad\left(u \in L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)\right) \tag{15.144}
\end{equation*}
$$

Then, with initial condition $x(0)=x_{0}$, we have

$$
\begin{equation*}
z=C_{o} x_{0}+T w+F u+D u \tag{15.145}
\end{equation*}
$$

Consider now zero initial state, that is, $x_{0}=0$. Then, recalling Section 15.4, any admissible linear feedback controller can described by

$$
\begin{equation*}
u=Z w \tag{15.146}
\end{equation*}
$$

where $Z$ is an operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{U}\right)$. The closed loop system (with $x_{0}=0$ ) corresponding to the feedback controller (15.146) applied to system (15.143) satisfies

$$
\begin{equation*}
z=T_{Z} w \tag{15.147}
\end{equation*}
$$

where $T_{Z}$ is the operator from $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[t_{0}, t_{1}\right], \mathcal{Z}\right)$ given by $T_{Z}=T+(F+D) Z$. We refer to $T_{Z}$ as the input output map for the closed loop system. This leads to the design problem of finding an operator $Z$ to minimize the effect of the disturbance $w$ on the output $z$. So, the idea is to compute an operator $Z$ to minimize the norm of $T_{Z}$. However, this minimization problem clearly depends upon which norm of $T_{Z}$ we use. In this section we concentrate on minimizing the $L^{2}$ norm of $T_{Z}$ defined by

$$
\left\|T_{Z}\right\|_{2}^{2}=\sum_{i=1}^{n}\left\|T_{Z}\left(\delta \phi_{i}\right)\right\|^{2}
$$

where $\left\{\phi_{i}\right\}^{n}$ is an orthonormal basis for $\mathcal{W}$. This leads to the following optimization problem: Find an operator $Z$ to solve the minimization problem

$$
\begin{equation*}
d_{2}=\inf _{Z}\left\|T_{Z}\right\|_{2} . \tag{15.148}
\end{equation*}
$$

We refer to $d_{2}$ as the optimal $L^{2}$ norm associated with the original system (15.143).
To obtain a solution to this $L^{2}$ optimization problem, consider any feedback operator Z. Choose any vector $\phi$ in $\mathcal{W}$ and let $w=\delta \phi$. Using (15.145) and (15.136), the output $z=T_{Z}(\delta \phi)$ is given by

$$
z=T(\delta \phi)+F u+D u=C_{o} E \phi+F u+D u
$$

where $u=Z w$. Using the fact that $D$ is an isometry and $D^{*} C=0$, we obtain that

$$
\begin{equation*}
\left\|T_{Z}(\delta \phi)\right\|^{2}=\|z\|^{2}=\left\|C_{0} E \phi+F u\right\|^{2}+\|u\|^{2} . \tag{15.149}
\end{equation*}
$$

Hence, $\left\|T_{Z}(\delta \phi)\right\|^{2}$ is the cost in the linear quadratic regulator problem discussed in Section 12.1 with $x_{0}=E \phi$. Recalling Theorem 12.1.1, we have

$$
\begin{equation*}
\left\|T_{Z}(\delta \phi)\right\|^{2} \geq\left(P_{2}(0) E \phi, E \phi\right)=\left(E^{*} P_{2}(0) E \phi, \phi\right) \tag{15.150}
\end{equation*}
$$

where $P_{2}$ is the solution to the Riccati differential equation

$$
\begin{equation*}
\dot{P}_{2}+A^{*} P_{2}+P_{2} A-P_{2} B B^{*} P_{2}+C^{*} C=0 \quad\left(P_{2}\left(t_{1}\right)=0\right) \tag{15.151}
\end{equation*}
$$

Moreover, equality is achieved if and only if $u(t)=\hat{u}_{2}(t)=-B^{*} P_{2}(t) \hat{x}_{2}(t)$ where the optimal state trajectory $\hat{x}_{2}$ is given by $\dot{\hat{x}}_{2}=\left(A-B B^{*} P_{2}\right) \hat{x}_{2}$ with $\hat{x}_{2}(0)=E \phi$. Recall that this Riccati differential equation does not have a finite escape time. Also, Remark 12.2.1 shows that $P_{2}(0)=C_{o}^{*}\left(I+F F^{*}\right)^{-1} C_{o}$. Noticing that $\hat{x}_{2}=x$ where

$$
\dot{x}=A x+B \hat{u}_{2}+E(\delta \phi) \quad \text { with } \quad x(0)=0,
$$

we see that $\hat{x}_{2}$ is the state response of system (15.143) when $u=\hat{u}, w=\delta \phi$ and $x_{0}=0$. Thus, $\hat{u}_{2}=\hat{Z}_{2} w$ where the feedback operator $\hat{Z}_{2}$ corresponds to the admissible controller given by

$$
\begin{equation*}
u(t)=-B^{*} P_{2}(t) x(t) . \tag{15.152}
\end{equation*}
$$

Thus, for any vector $\phi$ in $\mathcal{W}$, we have

$$
\left(E^{*} P_{2}(0) E \phi, \phi\right)=\left\|T_{\hat{z}_{2}}(\delta \phi)\right\|^{2} \leq\left\|T_{Z}(\delta \phi)\right\|^{2} .
$$

Consider now any orthonormal basis $\left\{\phi_{i}\right\}_{1}^{n}$ in $\mathcal{W}$. Then, for any operator $Z$, we have

$$
\left\|T_{Z}\right\|_{2}^{2}=\sum_{i=1}^{n}\left\|T_{Z}\left(\delta \phi_{i}\right)\right\|^{2} \geq \sum_{i=1}^{n}\left(E^{*} P_{2}(0) E \phi_{i}, \phi_{i}\right)=\operatorname{trace}\left(E^{*} P_{2}(0) E\right)
$$

while

$$
\left\|T_{\hat{Z}_{2}}\right\|_{2}^{2}=\sum_{i=1}^{n}\left\|T_{\hat{Z}_{2}}\left(\delta \phi_{i}\right)\right\|^{2}=\sum_{i=1}^{n}\left(E^{*} P_{2}(0) E \phi_{i}, \phi_{i}\right)=\operatorname{trace}\left(E^{*} P_{2}(0) E\right)
$$

Thus,

$$
\operatorname{trace}\left(E^{*} P_{2}(0) E\right)=\left\|T_{\hat{Z}_{2}}\right\|_{2}^{2} \leq\left\|T_{Z}\right\|_{2}^{2}
$$

and the optimal solution to the $L^{2}$ optimization problem in (15.148) is given by $\hat{Z}_{2}$ and the optimal $L^{2}$ cost is given by

$$
\begin{equation*}
d_{2}^{2}=\operatorname{trace}\left(E^{*} P_{2}(0) E\right)=\operatorname{trace}\left(E^{*} C_{o}^{*}\left(I+F F^{*}\right)^{-1} C_{o} E\right) \tag{15.153}
\end{equation*}
$$

Summing up this analysis yields the following result.
Theorem 15.9.1 Consider the system $\{A, B, C, D, E\}$ and let $P_{2}$ be the solution to the Riccati differential equation in (15.151). Then the optimal cost $d_{2}$ for the $L^{2}$ optimization problem in (15.148) is given by $d_{2}^{2}=\operatorname{trace}\left(E^{*} P_{2}(0) E\right)$. Moreover, this optimal cost is obtained by the optimal controller $u=-B^{*} P_{2}(t) x$.

### 15.9.4 A tradeoff between $d_{\infty}$ and $d_{2}$

Consider system (15.143) with $x(0)=0$ and subject to an admissible linear controller. Then, the controller can be described by $u=Z w$ where $Z$ is an operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$. Then, as before, the resulting closed loop system satisfies $z=T_{Z} w$ where $T_{Z}$ is the operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Z}\right)$ defined by $T_{Z}=T+F Z+D Z$. Recall from Section 15.3 that the problem of finding an admissible controller for $u$ to minimize the
operator norm from the disturbance input $w$ to the output $z$, leads to the following operator optimization problem:

$$
\begin{equation*}
d_{\infty}=\inf _{Z}\left\|T_{Z}\right\| \tag{15.154}
\end{equation*}
$$

Here $d_{\infty}$ is the optimal cost with respect to the operator norm. According to Theorem 15.4.1, the optimal cost $d_{\infty}=\left\|\left(I+F F^{*}\right)^{-1 / 2} T\right\|$. Moreover, $d_{\infty}$ is the infimum over the set of all $\gamma>0$ such that the Riccati differential equation in (15.8) has a solution over the interval $\left[0, t_{1}\right]$.

Now let $\varrho$ be any scalar satisfying $\varrho>1$. Let $P$ be the solution to the Riccati differential equation in (15.8) with $\gamma=\varrho d_{\infty}$. Let $u=-B^{*} P x$ be the central controller corresponding to the weight $\gamma=\rho d_{\infty}$. The state $x$ and output $z$ corresponding to this central controller is given by

$$
\begin{equation*}
\dot{x}=\left(A-B B^{*} P\right) x+E w \quad \text { and } \quad z=\left(C-D B^{*} P\right) x \tag{15.155}
\end{equation*}
$$

Furthermore, the input output operator $\hat{T}_{\gamma}$ from $L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{Z}\right)$ associated with the central controller is given by

$$
\begin{equation*}
\left(\hat{T}_{\gamma} w\right)(t)=\int_{0}^{t}\left(C-D B^{*} P(t)\right) \Psi(t, \tau) E w(\tau) d \tau \quad\left(w \in L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)\right) \tag{15.156}
\end{equation*}
$$

where $\Psi$ is the state transition matrix for $A-B B^{*} P$. According to Theorem 15.4.1, the norm of $\hat{T}_{\gamma}$ is strictly bounded by $\gamma=\varrho d_{\infty}$. The following result provides a bound on the $L^{2}$ norm of $\hat{T}_{\gamma}$.

Theorem 15.9.2 Let $\varrho$ be a scalar satisfying $\varrho>1$ and set $\gamma=\varrho d_{\infty}$. Let $P$ be the solution to the Riccati differential equation in (15.8) on the interval $\left[0, t_{1}\right]$. Let $u=-B^{*} P x$ be the central controller for $\{A, B, C, D, E\}$. Then

$$
\begin{equation*}
\left\|\hat{T}_{\gamma}\right\|<\varrho d_{\infty} \quad \text { and } \quad\left\|\hat{T}_{\gamma}\right\|_{2} \leq \frac{\varrho d_{2}}{\sqrt{\varrho^{2}-1}} \tag{15.157}
\end{equation*}
$$

In particular, if $\varrho=\sqrt{2}$, then

$$
\begin{equation*}
\left\|\hat{T}_{\gamma}\right\|<\sqrt{2} d_{\infty} \quad \text { and } \quad\left\|\hat{T}_{\gamma}\right\|_{2} \leq \sqrt{2} d_{2} \tag{15.158}
\end{equation*}
$$

Proof. Corollary 15.1 .2 guarantees that $\left\|\hat{T}_{\gamma}\right\|<\varrho d_{\infty}$. To obtain an upper bound on the $L^{2}$ norm of $\hat{T}_{\gamma}$, notice that for $u=-B^{*} P x$ and $\phi$ in $\mathcal{W}$ we have

$$
\begin{aligned}
\left\|\hat{T}_{\gamma}(\delta \phi)\right\|^{2} & =\|T(\delta \phi)+F u\|^{2}+\|u\|^{2} \\
& =\left\|C_{o} E \phi+T 0+F u\right\|^{2}+\|u\|^{2}-\gamma^{2}\|0\|^{2} \leq d(E \phi) \\
& =\gamma^{2}\left(E^{*} C_{o}^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} E \phi, \phi\right)
\end{aligned}
$$

The inequality follows from the last statement in Corollary 15.1.2 with $x_{0}=E \phi$. The last equality is a consequence of ( 15.47 ) in Theorem 15.2.3. This readily implies that

$$
\begin{equation*}
\left\|\hat{T}_{\gamma}\right\|_{2} \leq \gamma^{2} \operatorname{trace}\left(E^{*} C_{o}^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o} E\right) \tag{15.159}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\gamma^{2}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} \leq \frac{\varrho^{2}\left(I+F F^{*}\right)^{-1}}{\varrho^{2}-1} \tag{15.160}
\end{equation*}
$$

Notice that if (15.160) holds, then (15.159) and (15.153) imply that $\left\|\hat{T}_{\gamma}\right\|_{2}^{2} \leq \varrho^{2} d_{2}^{2} /\left(\varrho^{2}-1\right)$ which finishes the proof. So, to complete the proof let us verify that ( 15.160 ) holds when $\gamma=\varrho d_{\infty}$. To this end, recall that $d_{\infty}$ equals the norm of $N=\left(I+F F^{*}\right)^{-1 / 2} T$. Using $N N^{*} \leq$ $d_{\infty}^{2} I$ we readily see that $d_{\infty}^{2} I-T T^{*}+d_{\infty}^{2} F F^{*}$ is positive. Hence, $-d_{\infty}^{2}\left(I+F F^{*}\right) \leq-T T^{*}$. By adding $\varrho^{2} d_{\infty}^{2}\left(I+F F^{*}\right)$ to both sides, we obtain

$$
\left(\varrho^{2}-1\right) d_{\infty}^{2}\left(I+F F^{*}\right) \leq\left(\varrho^{2} d_{\infty}^{2} I-T T^{*}+\varrho^{2} d_{\infty}^{2} F F^{*}\right)
$$

Recall that if $M$ and $R$ are two strictly positive operators on $\mathcal{H}$ satisfying $M \leq R$, then $R^{-1} \leq M^{-1}$; see Lemma 14.4.3. Using this and $\gamma=\varrho d_{\infty}$ in the previous expression, yields

$$
\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} \leq \frac{\left(I+F F^{*}\right)^{-1}}{\left(\varrho^{2}-1\right) d_{\infty}^{2}}
$$

Multiplying both sided by $\varrho^{2} d_{\infty}^{2}$ gives (15.160).
Finally, it is noted that Theorem 15.9.2 also shows that the central solution converges to the optimal $L^{2}$ solution of the optimization problem in (15.148) as $\varrho$ tends to infinity.

Remark 15.9.2 Let $\varrho$ be a scalar satisfying $\varrho>1$ and set $\gamma=\varrho d_{\infty}$. Let $P$ be the solution to the Riccati differential equation in (15.8) on the interval $\left[0, t_{1}\right]$. Let $P_{2}$ be the solution to the linear quadratic Riccati differential equation in (15.151). By employing Equation (15.160) along with $P_{2}(0)=C_{o}^{*}\left(I+F F^{*}\right)^{-1} C_{o}$ and $P(0)=\gamma^{2} C_{o}^{*}\left(\gamma^{2} I-T T^{*}+\gamma^{2} F F^{*}\right)^{-1} C_{o}$, we obtain

$$
\begin{equation*}
P(0) \leq \varrho^{2} P_{2}(0) /\left(\varrho^{2}-1\right) \tag{15.161}
\end{equation*}
$$

### 15.10 A tradeoff between the $H^{2}$ and $H^{\infty}$ norms.

In this section, we present an infinite horizon version of Theorem 15.9.2. Consider system (15.143) where $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable. Suppose $x(0)=0$. Then an admissible linear controller can be described by $u=Z w$. As before, the resulting closed loop system satisfies $z=T_{Z} w$ where $T_{Z}$ is the linear map defined by $T_{Z} w=\phi(0, w, Z w)$. The $L^{2}$ norm of $T_{Z}$ is defined by

$$
\left\|T_{Z}\right\|_{2}^{2}=\sum_{i=1}^{n}\left\|T_{Z}\left(\delta \phi_{i}\right)\right\|^{2}=\sum_{i=1}^{n} \int_{0}^{\infty}\left\|T_{Z}\left(\delta \phi_{i}\right)(t)\right\|^{2} d t
$$

where $\left\{\phi_{i}\right\}^{n}$ is an orthonormal basis for $\mathcal{W}$. The optimal norms $\rho_{2}$ and $\rho_{\infty}$ are defined by

$$
\begin{equation*}
\rho_{2}=\inf _{Z}\left\|T_{Z}\right\|_{2} \quad \text { and } \quad \rho_{\infty}=\inf _{Z}\left\|T_{Z}\right\| \tag{15.162}
\end{equation*}
$$

Let $\mathbf{V}$ be a stable strictly proper rational transfer function with values in $\mathcal{L}(\mathcal{W}, \mathcal{Z})$. Then the $L^{2}$ norm of $\mathbf{V}$ is defined by $\|\mathrm{V}\|_{2}=\|V\|_{2}$ where $V$ is the inverse Laplace transform of

V and $\|V\|_{2}$ is the $L^{2}([0, \infty), \mathcal{H}(\mathcal{W}, \mathcal{Z}))$ norm of $V$. Notice that if $J$ is the operator from $L^{2}([0, \infty), \mathcal{W})$ into $L^{2}([0, \infty), \mathcal{Z})$ defined by

$$
(J f)(t)=\int_{0}^{t} V(t-\tau) u(\tau) d \tau \quad\left(u \in L^{2}([0, \infty), \mathcal{W})\right)
$$

then $\|J\|_{2}=\|\mathrm{V}\|_{2}$. This sets the stage for the following result.
Theorem 15.10.1 Consider the system $\{A, B, C, D, E\}$ where $\{A, B\}$ is stabilizable and $\{C, A\}$ is detectable. Let $\varrho$ be a scalar satisfying $\varrho>1$ and set $\gamma=\varrho \rho_{\infty}$. If $\mathbf{G}_{\gamma}$ is the central feedback transfer function, then

$$
\begin{equation*}
\left\|\mathbf{G}_{\gamma}\right\|_{\infty}<\varrho \rho_{\infty} \quad \text { and } \quad\left\|\mathbf{G}_{\gamma}\right\|_{2} \leq \frac{\varrho \rho_{2}}{\sqrt{\varrho^{2}-1}} \tag{15.163}
\end{equation*}
$$

In particular, if $\varrho=\sqrt{2}$, then

$$
\begin{equation*}
\left\|\mathbf{G}_{\gamma}\right\|_{\infty}<\sqrt{2} \rho_{\infty} \quad \text { and } \quad\left\|\mathbf{G}_{\gamma}\right\|_{2} \leq \sqrt{2} \rho_{2} . \tag{15.164}
\end{equation*}
$$

Proof. The inequality $\left\|\mathbf{G}_{\gamma}\right\|_{\infty}<\gamma$ follows Proposition 15.7.1. Let $\phi$ be any vector in $\mathcal{W}$ and consider the following optimization problem

$$
\begin{equation*}
\rho_{2}(\phi)^{2}=\inf _{u}\left\{\|C x\|^{2}+\|u\|^{2}: \dot{x}=A x+B u \text { and } x(0)=E \phi\right\} . \tag{15.165}
\end{equation*}
$$

Notice that this is precisely the infinite horizon linear quadratic regulator problem solved in Theorem 12.8.1 with $x_{0}=E \phi$. The optimal cost $\rho_{2}(\phi)^{2}=\left(Q_{2} E \phi, E \phi\right)$ where $Q_{2}$ is the unique positive solution to the algebraic Riccati equation

$$
\begin{equation*}
A^{*} Q_{2}+Q_{2} A-Q_{2} B B^{*} Q_{2}+C^{*} C=0 . \tag{15.166}
\end{equation*}
$$

Notice that for any $Z$, we have $\|C x\|^{2}+\|u\|^{2}=\|\phi(0, \delta \phi, Z \delta \phi)\|_{2}^{2}$ where $\delta$ is the delta function and $u=Z \delta \phi$. This implies that $\rho_{2}^{2}=\sum_{1}^{n} \rho_{2}^{2}\left(\phi_{j}\right)$ where $\left\{\phi_{j}\right\}_{1}^{n}$ is an orthonormal basis for $\mathcal{W}$. Therefore, $\rho_{2}=\operatorname{trace} E^{*} Q_{2} E$.

Now let $d_{\infty}\left(t_{1}\right)=d_{\infty}$ be the optimal norm defined in (15.64) where $Z$ is an operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{W}\right)$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$. It is easy to show that $d_{\infty}\left(t_{1}\right)$ is increasing, that is, if $t \leq \sigma$, then $d_{\infty}(t) \leq d_{\infty}(\sigma)$. In particular, $d_{\infty}(t) \leq \rho_{\infty}$ for all $t$. Recall that $d_{\infty}\left(t_{1}\right)$ equals the infimum over the set of all $\gamma$ such that the Riccati differential equation in (15.8) has a solution over the interval $\left[0, t_{1}\right]$. In particular, $\rho_{\infty}$ is greater than or equal to the infimum over the set of all $\gamma$ such that there exists a uniformly bounded solution to the Riccati differential equation in (15.8). However, if there exists a uniformly bounded solution to this Riccati differential equation for some specified $\gamma$, then the central controller provides a causal feedback operator satisfying $\rho_{\infty} \leq\left\|\mathbf{G}_{\gamma}\right\|_{\infty}<\gamma$. Therefore, $\rho_{\infty}$ equals the infimum over the set of all $\gamma$ such that the Riccati differential equation in (15.8) admits a uniformly bounded solution. Moreover, $d_{\infty}\left(t_{1}\right)$ converges to $\rho_{\infty}$ as $t_{1}$ tends to infinity.

Assume that the algebraic Riccati equation in (15.81) admits a positive stabilizing solution $Q$, and let $u=-B^{*} Q x$ be the central controller. Let $\tilde{C}=C-D B^{*} Q$ and $A_{c}=$
$A-B B^{*} Q$. Because $A_{c}$ is stable, the form of the algebraic Riccati equation in (15.110) along with (15.104) yields

$$
\begin{aligned}
\left\|\mathbf{G}_{\gamma}\right\|_{2}^{2} & =\operatorname{trace} \int_{0}^{\infty} E^{*} e^{A_{c}^{*} \sigma}\left(\tilde{C}^{*} \tilde{C}\right) e^{A_{c} \sigma} E d \sigma \\
& \leq \operatorname{trace} \int_{0}^{\infty} E^{*} e^{A_{c}^{*} \sigma}\left(\gamma^{-2} Q E E^{*} Q+\tilde{C}^{*} \tilde{C}\right) e^{A_{c} \sigma} E d \sigma=\operatorname{trace} E^{*} Q E
\end{aligned}
$$

The equality is a consequence of (15.167) in Exercise 39. Hence, $\left\|\mathbf{G}_{\gamma}\right\|_{2}^{2} \leq$ trace $E^{*} Q E$. Recall that $\gamma=\varrho \rho_{\infty}$ where $\varrho>1$. Notice that $P_{2}(0)=\Omega_{2}\left(t_{1}\right)$ in (15.151) and $P(0)=\Omega\left(t_{1}\right)$ in (15.8) both depend upon the final time $t_{1}$. Moreover, by letting $t_{1}$ approach infinity, it follows that $\Omega_{2}\left(t_{1}\right)$ approaches $Q_{2}$ and $\Omega\left(\tau_{1}\right)$ approaches $Q$ as $t_{1}$ tends to infinity. Recall that $d_{\infty}\left(t_{1}\right)$ approaches $\rho_{\infty}$ as $t_{1}$ tends to infinity. So, by passing limits in (15.161), we arrive at

$$
\left\|\mathbf{G}_{\gamma}\right\|_{2}^{2} \leq \operatorname{trace} E^{*} Q E \leq \varrho^{2} \operatorname{trace} E^{*} Q_{2} E /\left(\varrho^{2}-1\right)=\varrho^{2} \rho_{2} /\left(\varrho^{2}-1\right)
$$

This proves the second inequality in (15.163).
Exercise 39 Assume that $Q$ is a self-adjoint solution to the algebraic Riccati equation in (15.81) and $A_{c}=A-B B^{*} Q$ is stable. Then show that

$$
\begin{equation*}
Q=\int_{0}^{\infty} e^{A_{c}^{*} \sigma}\left(\gamma^{-2} Q E E^{*} Q+C^{*} C+Q B B^{*} Q\right) e^{A_{c} \sigma} d \sigma \tag{15.167}
\end{equation*}
$$

### 15.11 Notes

This chapter concentrates on the full information $H^{\infty}$ control problem, and is only a brief introduction to $H^{\infty}$ control theory. The main purpose was to show how elementary techniques from operator theory can be used to gain some further insight into a fundamental $H^{\infty}$ control problem. There are many different ways to solve the finite horizon optimization problem in (15.5) and derive the corresponding two point boundary value problem. For example one can use the calculus of variations and game theory; see Green-Limebeer [57], Limebeer-Anderson-Khargonekar-Green [83] and Basar-Bernhard [13]. The derivation of the Riccati differential equation from the two point boundary value problem is classical. The papers of Peterson [96] and Khargonekar-Peterson-Rotea [76] initiated the study of the full information $H^{\infty}$ control problem. The full information control problem in the infinite horizon case and many other $H^{\infty}$ control problems were solved in Doyle-Glover-Khargonekar-Francis [38]. For a historical account of the full information $H^{\infty}$ control problem see Section 6.4 in Green-Limebeer [57]. The $H^{\infty}$ filtering problem is the dual of the full information $H^{\infty}$ control problem. By combining the full information control and filtering problems, one can solve a general $H^{\infty}$ control problem. This and many other results in $H^{\infty}$ control theory are presented in Green-Limebeer [57] and Zhou-Doyle-Glover [131]. For some further results in $H^{\infty}$ control theory see Basar-Bernhard [13], Burl [23], Chui-Chen [27], Doyle-Francis-Tannenbaum [37], Helton [63], Francis [44] and Mustafa-Glover [92].

The central solution presented in Sections 15.1 and 15.7 is a causal controller whose norm is bounded by $\gamma$. One can show that the set of all causal controllers whose norm is
bounded by $\gamma$ is parameterized by the unit ball in some Banach space; see Green-Limebeer [57] and Zhou-Doyle-Glover [131]. The central solution is simply the solution corresponding to zero in the parameterization of all solutions. The central solution is also the maximal entropy solution studied in Mustafa-Glover [92]. The trade off between $d_{2}$ and $d_{\infty}$ presented in Section 15.9 was taken from Rotea-Frazho [107]. This result is a special case of the fact that the central solution in the commutant lifting theorem satisfies a similar bound; see Foias-Frazho-Gohberg-Kaashoek [41]. Kaftal-Larson-Weiss [66] were the first to show that the central solution in the Nehari interpolation problem satisfies the corresponding bound in (15.157) between the $H^{2}$ and $H^{\infty}$ norm. This result was extended to the general setting of the commutant lifting theorem in Foias-Frazho [40] and Foias-Frazho-Li [42]. Finally, it is noted that the set of all solutions in the commutant lifting theorem can be parameterized by the closed unit ball in some $H^{\infty}(\mathcal{F}, \mathcal{G})$ space; see Foias-Frazho-Gohberg-Kaashoek [41]. This is a operator theoretic generalization of the parameterization of all controllers in $H^{\infty}$ theory.

Glover [52] was the first to use state space techniques to solve the rational Nehari interpolation problem. For a nice reference on how state space techniques can be used to solve a large number of interpolation problems for rational functions with applications to $H^{\infty}$ control theory see Ball-Gohberg-Rodman [10]. Sarason [112] used operator techniques to solve some $H^{\infty}$ interpolation problems. Using dilation theory Sz.-Nagy-Foias [119] developed an operator interpolation result known as the Sz.-Nagy-Foias commutant lifting theorem. The commutant lifting theorem can be used to solve many $H^{\infty}$ interpolations problems. For further results on the commutant lifting theorem and its applications see Foias-Frazho [39], Foias-Frazho-Gohberg-Kaashoek [41] and Rosenblum-Rovnyak [104].

## Chapter 16

## Appendix: Least Squares

In this chapter we introduce and use the Projection Theorem to solve some basic least squares optimization problems. This naturally leads to the pseudo inverse of an operator. Then we will develop the singular value decomposition for finite rank operators. Some examples from linear systems will be given.

### 16.1 The Projection Theorem

To establish some notation, let $\mathcal{H}$ be a Hilbert space. Then two vectors $f$ and $g$ in $\mathcal{H}$ are orthogonal, denoted by $f \perp g$, if $(f, g)=0$. We say that a vector $f$ is orthogonal to a subset $\mathcal{M}$ of $\mathcal{H}$, denoted by $f \perp \mathcal{M}$, if $f$ is orthogonal to every vector $g$ in $\mathcal{M}$. Two subsets $\mathcal{M}$ and $\mathcal{N}$ of $\mathcal{H}$ are orthogonal, denoted by $\mathcal{M} \perp \mathcal{N}$, if every vector $f$ in $\mathcal{M}$ is orthogonal to every vector $g$ in $\mathcal{N}$. We say that $\mathcal{M}$ is a subspace of $\mathcal{H}$ if $\mathcal{M}$ is a closed linear space contained in $\mathcal{H}$. (A subset of $\mathcal{H}$ is closed if it contains all its limit points.) The subspace $\mathcal{M}$ can be zero $\{0\}$ or the whole space $\mathcal{H}$. Finally, if $\mathcal{M}$ is any subset of $\mathcal{H}$, then the orthogonal complement of $\mathcal{M}$ is the subspace of $\mathcal{H}$ defined by $\mathcal{M}^{\perp}:=\{f \in \mathcal{H}: f \perp \mathcal{M}\}$.

Let $h$ be a vector in $\mathcal{H}$ and $\mathcal{M}$ a subspace of $\mathcal{H}$. A basic least squares optimization problem is to find an element $\hat{h}$ in $\mathcal{M}$, which is closer to $h$ than any other element of $\mathcal{M}$. This naturally leads to the following optimization problem:

$$
\begin{equation*}
d(h, \mathcal{M}):=\inf \{\|h-g\|: g \in \mathcal{M}\} \tag{16.1}
\end{equation*}
$$

The distance from $h$ to the subspace $\mathcal{M}$ is defined as $d(h, \mathcal{M})$. By a slight abuse of terminology we sometimes abbreviate the above optimization problem as $d(h, \mathcal{M})=\inf \|h-\mathcal{M}\|$. Because $\mathcal{M}$ is closed, it follows that the distance from $h$ to $\mathcal{M}$ is zero if and only if $h$ is a vector in $\mathcal{M}$. The following theorem, known as the Projection Theorem, states that there is a unique vector $\hat{h}$ in $\mathcal{M}$ which achieves the minimum, that is, $d(h, \mathcal{M})=\|h-\hat{h}\|$. The Projection Theorem plays a fundamental role in operator theory.

Theorem 16.1.1 (Projection Theorem.) Let $\mathcal{M}$ be a subspace of a Hilbert space $\mathcal{H}$. Then for every $h$ in $\mathcal{H}$, there exists a unique vector $\hat{h}$ in $\mathcal{M}$ solving the following optimization problem:

$$
\begin{equation*}
\|h-\hat{h}\|=\inf \{\|h-g\|: g \in \mathcal{M}\} . \tag{16.2}
\end{equation*}
$$

Moreover, $\hat{h}$ is the only vector in $\mathcal{M}$ such that $h-\hat{h}$ is orthogonal to $\mathcal{M}$, that is, if $f$ is any vector in $\mathcal{M}$ and $h-f \perp \mathcal{M}$, then $f=\hat{h}$ is the unique solution to the optimization problem in (16.2). Finally, if $\tilde{h}=h-\hat{h}$, then the distance $d(h, \mathcal{M})=\|\tilde{h}\|$ is given by

$$
\begin{equation*}
d(h, \mathcal{M})^{2}=\|\tilde{h}\|^{2}=\|h-\hat{h}\|^{2}=\|h\|^{2}-\|\hat{h}\|^{2} . \tag{16.3}
\end{equation*}
$$

If $\hat{h}$ is the unique solution to the optimization problem in (16.2), then we say that $\hat{h}$ is the orthogonal projection of $h$ onto the subspace $\mathcal{M}$. The orthogonal projection onto $\mathcal{M}$ is denoted by $P_{\mathcal{M}}$, that is, $\hat{h}=P_{\mathcal{M}} h$. In other words, $P_{\mathcal{M}} h$ is the unique vector in $\mathcal{M}$ which comes closest to $h$. Obviously, $h$ is in $\mathcal{M}$ if and only if $h=P_{\mathcal{M}} h$. Finally, it is noted that the range of $P_{\mathcal{M}}$ equals $\mathcal{M}$.

We will not present a proof of the Projection Theorem. However, we will establish a few important facts concerning this theorem. In many applications, one computes the orthogonal projection $\hat{h}=P_{\mathcal{M}} h$ by finding the unique vector $\hat{h}$ in $\mathcal{M}$ such that $h-\hat{h}$ is orthogonal to $\mathcal{M}$. So, let us directly show that if $\hat{h}$ is in $\mathcal{M}$ and $h-\hat{h}$ is orthogonal to $\mathcal{M}$, then $\hat{h}$ is the unique solution to the optimization problem in (16.2), and thus $\hat{h}=P_{\mathcal{M}} h$. To see this, recall that if $x$ and $y$ are any vectors in $\mathcal{H}$, then

$$
\|x+y\|^{2}=\|x\|^{2}+2 \Re(x, y)+\|y\|^{2} .
$$

Let $g$ be any vector in $\mathcal{M}$. Then, using $x=h-\hat{h}$ and $y=\hat{h}-g$, we have

$$
\begin{align*}
\|h-g\|^{2} & =\|h-\hat{h}+\hat{h}-g\|^{2}=\|h-\hat{h}\|^{2}+2 \Re(h-\hat{h}, \hat{h}-g)+\|\hat{h}-g\|^{2} \\
& =\|h-\hat{h}\|^{2}+\|\hat{h}-g\|^{2} \tag{16.4}
\end{align*}
$$

Notice that $(h-\hat{h}, \hat{h}-g)=0$ because $\hat{h}-g$ is in the linear space $\mathcal{M}$ and $h-\hat{h}$ is orthogonal to $\mathcal{M}$. Equation (16.4), yields

$$
\begin{equation*}
\|h-g\|^{2}=\|h-\hat{h}\|^{2}+\|\hat{h}-g\|^{2} \geq\|h-\hat{h}\|^{2} \tag{16.5}
\end{equation*}
$$

This readily implies that

$$
\|h-\hat{h}\|^{2} \leq \inf \left\{\|h-g\|^{2}: g \in \mathcal{M}\right\}=d(h, \mathcal{M})^{2}
$$

Because $\hat{h}$ is in $\mathcal{M}$, it follows that we have equality, that is, $\|h-\hat{h}\|=d(h, \mathcal{M})$. Equation (16.5) also shows that $\hat{h}$ is the only solution to the optimization problem in (16.2). If $g$ is another solution to this optimization problem, then $\|h-g\|=\|h-\hat{h}\|$. By consulting (16.5), this implies that $\|\hat{h}-g\|^{2}=0$. Hence, $\hat{h}=g$ which proves our claim.

To establish (16.3), recall that $h-\hat{h}$ is orthogonal to $\mathcal{M}$. Since $\hat{h}$ is in $\mathcal{M}$, it follows that ( $h-\hat{h}, \hat{h}$ ) is zero. Using this we have,

$$
\begin{aligned}
\|h\|^{2} & =\|h-\hat{h}+\hat{h}\|^{2}=\|h-\hat{h}\|^{2}+2 \Re(h-\hat{h}, \hat{h})+\|\hat{h}\|^{2} \\
& =\|h-\hat{h}\|^{2}+\|\hat{h}\|^{2} .
\end{aligned}
$$

Hence, $\|h-\hat{h}\|^{2}=\|h\|^{2}-\|\hat{h}\|^{2}$. This result and $\tilde{h}:=h-\hat{h}$ yields (16.3).
As before, let $\hat{h}$ be the orthogonal projection of $h$ onto the subspace $\mathcal{M}$. Observe that $h=\hat{h}+\tilde{h}$ where $\tilde{h}=h-\hat{h}$. According to the Projection Theorem $\tilde{h}$ is orthogonal to $\mathcal{M}$,
that is, $\tilde{h}$ is a vector in $\mathcal{M}^{\perp}$. Therefore, every vector $h$ in $\mathcal{H}$ admits a unique orthogonal decomposition of the form $h=\hat{h}+\tilde{h}$ where $\hat{h}$ is in $\mathcal{M}$ and $\tilde{h}$ is in $\mathcal{M}^{1}$. In fact, $\hat{h}$ is the orthogonal projection of $h$ onto $\mathcal{M}$ and $\tilde{h}$ is the orthogonal projection of $h$ onto $\mathcal{M}^{\perp}$. Moreover, $\|h\|^{2}=\|\hat{h}\|^{2}+\|\tilde{h}\|^{2}$. Motivated by this decomposition, we introduce the notation $\mathcal{H}=\mathcal{M} \oplus \mathcal{N}$. This means that $\mathcal{M}$ and $\mathcal{N}$ are two orthogonal spaces which span $\mathcal{H}$, that is, every vector $h$ in $\mathcal{H}$ admits a unique orthogonal decomposition of the form $h=\hat{h}+\tilde{h}$ where $\hat{h}$ is in $\mathcal{M}$, while $\tilde{h}$ is in $\mathcal{N}$ and the subspace $\mathcal{M}$ is orthogonal to $\mathcal{N}$. If $\mathcal{H}=\mathcal{M} \oplus \mathcal{N}$, then obviously $\mathcal{N}=\mathcal{M}^{\perp}$. If $\mathcal{H}=\oplus_{1}^{n} \mathcal{M}_{j}$, then $\mathcal{M}_{1}, \mathcal{M}_{2}, \cdots, \mathcal{M}_{n}$ are $n$ pairwise orthogonal subspaces which span $\mathcal{H}$. If $\mathcal{M}$ and $\mathcal{R}$ are two subspaces satisfying $\mathcal{M} \subset \mathcal{R}$, then $\mathcal{R} \ominus \mathcal{M}$ denotes the orthogonal complement of $\mathcal{M}$ in $\mathcal{R}$, that is, $\mathcal{R} \ominus \mathcal{M}=\{g \in \mathcal{R}: g \perp \mathcal{M}\}$. Obviously, $\mathcal{M}^{\perp}=\mathcal{H} \ominus \mathcal{M}$.

Recall that $P_{\mathcal{M}}$ is the orthogonal projection onto the subspace $\mathcal{M}$, that is, $\hat{h}=P_{\mathcal{M}} h$ where $\hat{h}$ is the unique solution to the optimization problem in (16.2). We claim that $P_{\mathcal{M}}$ is a positive operator on $\mathcal{H}$ satisfying $P_{\mathcal{M}}=P_{\mathcal{M}}^{2}=P_{\mathcal{M}}^{*}$. Moreover, the range of $P_{\mathcal{M}}$ equals $\mathcal{M}$ and $0 \leq P_{\mathcal{M}} \leq I$. To verify this, first notice that $P_{\mathcal{M}}$ is a mapping from $\mathcal{H}$ into $\mathcal{H}$ whose range equals $\mathcal{M}$. If $h$ is in $\mathcal{M}$, then obviously, $P_{\mathcal{M}} h=h$. Hence, $P_{\mathcal{M}}^{2}=P_{\mathcal{M}}$. Now let us show that $P_{\mathcal{M}}$ is a linear map, that is, $P_{\mathcal{M}}(\alpha f+\beta h)=\alpha P_{\mathcal{M}} f+\beta P_{\mathcal{M}} h$ for all vectors $f, h$ in $\mathcal{H}$ and scalars $\alpha, \beta$. To this end, let $\hat{f}=P_{\mathcal{M}} f$ and $\hat{h}=P_{\mathcal{M}} h$. Clearly, the vector $\alpha \hat{h}+\beta \hat{f}$ is in the subspace $\mathcal{M}$. Because both $f-\hat{f}$ and $h-\hat{h}$ are orthogonal to $\mathcal{M}$, it follows that $\alpha f+\beta h-(\alpha \hat{f}+\beta \hat{h})$ is also orthogonal to $\mathcal{M}$. By the Projection Theorem $\alpha \hat{h}+\beta \hat{f}$ must be the orthogonal projection of $\alpha h+\beta f$ onto the subspace $\mathcal{M}$. Therefore, $P_{\mathcal{M}}(\alpha h+\beta f)=\alpha P_{\mathcal{M}} h+\beta P_{\mathcal{M}} f$. In other words, $P_{\mathcal{M}}$ is a linear map. Recall that any vector $h$ in $\mathcal{H}$ admits an orthogonal decomposition of the form $h=\hat{h}+\tilde{h}$ where $\hat{h}=P_{\mathcal{M}} h$ and $\tilde{h}$ is in $\mathcal{M}^{\perp}$. Using this, we obtain

$$
\left\|P_{\mathcal{M}} h\right\|^{2}=\|\hat{h}\|^{2} \leq\|\hat{h}\|^{2}+\|\bar{h}\|^{2}=\|h\|^{2} .
$$

So, $\left\|P_{\mathcal{M}}\right\| \leq 1$. Therefore, the orthogonal projection is a bounded operator. Finally, notice that for any $h$ in $\mathcal{H}$, we have

$$
\left(P_{\mathcal{M}} h, h\right)=(\hat{h}, \hat{h}+\tilde{h})=(\hat{h}, \hat{h}) \leq(h, h) .
$$

This readily implies that $0 \leq P_{\mathcal{M}} \leq I$. In particular, $P_{\mathcal{M}}$ is a self-adjoint operator. Therefore, the orthogonal projection is an operator satisfying $P_{\mathcal{M}}=P_{\mathcal{M}}^{2}=P_{\mathcal{M}}^{*}$.

An operator $P$ on $\mathcal{H}$ is an orthogonal projection if $P=P_{\mathcal{M}}$ where $P_{\mathcal{M}}$ is an orthogonal projection onto some subspace $\mathcal{M}$. For example, if $P_{\mathcal{M}}$ is an orthogonal projection onto $\mathcal{M}$, then it is easy to verify that $I-P_{\mathcal{M}}$ is the orthogonal projection onto $\mathcal{M}^{\perp}$, that is, $I-P_{\mathcal{M}}=P_{\mathcal{M}^{+}}$. We claim that an operator $P$ on $\mathcal{H}$ is an orthogonal projection if and only if $P=P^{2}=P^{*}$. In this case, $P=P_{\mathcal{M}}$ where $\mathcal{M}=\operatorname{ran} P:=P \mathcal{H}$. (The range of an operator is denoted by ran.) To prove this fact it remains to show that if $P=P^{2}=P^{*}$, then the range of $P$ is closed and $P=P_{\mathcal{M}}$ where $\mathcal{M}=\operatorname{ran} P$. Notice that for any $h$ in $\mathcal{H}$, we have $\|P h\|^{2}=\left(P^{*} P h, h\right)=(P h, h) \leq\|P h\|\|h\|$. This implies that $\|P h\| \leq\|h\|$. Thus, $P$ is a contraction, that is, $\|P\| \leq 1$. To show that the range of $P$ is closed, let $\left\{h_{n}\right\}_{1}^{\infty}$ be any convergent sequence of vectors in the range of $P$ with limit $h$. We need to show that $h$ is in the range of $P$. Since $P$ is a bounded operator, it follows that the sequence $\left\{P h_{n}\right\}_{0}^{\infty}$ converges to $P h$. Because $P^{2}=P$ and $h_{n}$ is in the range of $P$, it follows that $P h_{n}=h_{n}$ for
all $n$. Hence the sequence $\left\{P h_{n}\right\}_{0}^{\infty}$ converges to $h$ and therefore, $P h=h$. This implies that $h$ is in the range of $P$. Finally, using $P=P^{2}=P^{*}$, a simple calculation shows that $h-P h$ is orthogonal to $P \mathcal{H}$. By the Projection Theorem, $\hat{h}=P h$ is the orthogonal projection onto the range of $P$, that is, $P=P_{\mathcal{M}}$ where $\mathcal{M}=\operatorname{ran} P$. This completes the proof.

### 16.2 A general least squares optimization problem

This section presents some elementary methods to compute the orthogonal projection. Then these results are used to solve a least squares optimization problem. Some of these results play a fundamental role in the theory of controllability and observability for linear systems. Throughout the rest of this chapter all operator are bounded operators.

First, let us establish some terminology. Consider any Hilbert spaces $\mathcal{U}$ and $\mathcal{Y}$ and let $T$ be an operator from $\mathcal{U}$ into $\mathcal{Y}$. Recall that the kernel (or null space) of $T$ is denoted by $\operatorname{ker} T$, that is,

$$
\begin{equation*}
\operatorname{ker} T=\{u \in \mathcal{U}: T u=0\} \tag{16.6}
\end{equation*}
$$

Notice that the kernel of $T$ is closed. The Projection Theorem shows that $\mathcal{U}$ admits an orthogonal decomposition of the form

$$
\begin{equation*}
\mathcal{U}=\operatorname{ker} T \oplus(\operatorname{ker} T)^{\perp} \tag{16.7}
\end{equation*}
$$

The closure of a set $\mathcal{M}$ in a Hilbert space, denoted by $\overline{\mathcal{M}}$, is the smallest closed subset of $\mathcal{H}$ which contains $\mathcal{M}$. It consists of all the elements of $\mathcal{M}$ along with all the limit points of $\mathcal{M}$. It should be clear that $(\overline{\mathcal{M}})^{\perp}=\mathcal{M}^{\perp}$. Recall that the range of an operator $T$ mapping $\mathcal{U}$ into $\mathcal{Y}$ is denoted by ran $T$, that is,

$$
\begin{equation*}
\operatorname{ran} T=T \mathcal{U}=\{T u: u \in \mathcal{U}\} \tag{16.8}
\end{equation*}
$$

Since $(\overline{\operatorname{ran} T})^{\perp}=(\operatorname{ran} T)^{\perp}$, the Projection Theorem shows that $\mathcal{Y}$ admits an orthogonal decomposition of the form

$$
\begin{equation*}
\mathcal{Y}=\overline{\operatorname{ran} T} \oplus(\operatorname{ran} T)^{\perp} \tag{16.9}
\end{equation*}
$$

We are now ready to present the following fundamental result for operators.
Lemma 16.2.1 Let $T$ be an operator mapping $\mathcal{U}$ into $\mathcal{Y}$. Then

$$
\begin{array}{lll}
(\operatorname{ker} T)^{\perp}=\overline{\operatorname{ran} T^{*}} & \text { and } & \operatorname{ker} T=\left(\operatorname{ran} T^{*}\right)^{\perp} \\
\left(\operatorname{ker} T^{*}\right)^{\perp}=\overline{\operatorname{ran} T} & \text { and } & \operatorname{ker} T^{*}=(\operatorname{ran} T)^{\perp} \tag{16.10b}
\end{array}
$$

In particular, $T$ maps $(\operatorname{ker} T)^{\perp}$ into $\left(\operatorname{ker} T^{*}\right)^{\perp}$, and $T^{*}$ maps $\left(\operatorname{ker} T^{*}\right)^{\perp}$ into $(\operatorname{ker} T)^{\perp}$.
Proof. We first show that the second equation in (16.10a) holds, that is, $\operatorname{ker} T=\left(\operatorname{ran} T^{*}\right)^{\perp}$. Let $u$ be in ker $T$. Then for all $y$ in $\mathcal{Y}$, we have $0=(T u, y)=\left(u, T^{*} y\right)$. Thus, $u$ is orthogonal to $T^{*} y$ for all $y$ in $\mathcal{Y}$. This shows that $u$ is in $\left(\operatorname{ran} T^{*}\right)^{\perp}$. Therefore, $\operatorname{ker} T \subset\left(\operatorname{ran} T^{*}\right)^{\perp}$. On the other hand, if $u$ is in $\left(\operatorname{ran} T^{*}\right)^{\perp}$, then $0=\left(u, T^{*} y\right)=(T u, y)$ for all $y$ in $\mathcal{Y}$. By setting $y=T u$, we obtain $0=(T u, T u)$. So, $T u=0$ and u is in ker $T$. In other words, $\left(\operatorname{ran} T^{*}\right)^{\perp} \subset \operatorname{ker} T$. Combining this with $\operatorname{ker} T \subset\left(\operatorname{ran} T^{*}\right)^{\perp}$ yields $\operatorname{ker} T=\left(\operatorname{ran} T^{*}\right)^{\perp}$.

Notice that $\mathcal{X}^{\perp \perp}=\bar{X}$ for any linear space $\mathcal{X}$. By taking the orthogonal complement of $\operatorname{ker} T=\left(\operatorname{ran} T^{*}\right)^{\perp}$, we obtain the first equation in (16.10a). The equations in (16.10b) follow by substituting $T^{*}$ for $T$ in the first two equations and using $T^{* *}=T$.

We say that an operator $T$ has closed range if $\operatorname{ran} T$ is closed, that is, $\overline{\operatorname{ran} T}=\operatorname{ran} T$. In many of our applications the rank of $T$ is finite. If the rank of $T$ is finite, then its range is closed. For example, if $T$ is a matrix from $\mathbb{C}^{m}$ to $\mathbb{C}^{n}$, then its range is closed. If $T$ is an operator from $\mathbb{C}^{m}$ to any space $\mathcal{Y}$, its range is closed. The range of an operator from any space $\mathcal{U}$ to $\mathbb{C}^{n}$ is closed. In general, the range of an operator on an infinite dimensional space is not closed. For example, let $T$ be the diagonal operator on $l^{2}$ defined by $T=\operatorname{diag}(1,1 / 2,1 / 3, \cdots)$. Recall that $l^{2}$ is the Hilbert space consisting of all square summable vectors of the form $\left[x_{1}, x_{2}, x_{3}, \cdots\right]^{t r}$, that is, $x_{j}$ is in $\mathbb{C}$ for all integers $j \geq 1$ and $\sum_{1}^{\infty}\left|x_{j}\right|^{2}$ is finite. In this case, the closure of the range of $T$ equals $l^{2}$. Notice that $y=[1,1 / 2,1 / 3, \cdots]^{t r}$ is not in the range of $T$. If $y=T u$, then $u$ is given by $u=[1,1,1, \cdots]^{t r}$. However, this vector $u$ is not in $l^{2}$. Therefore, the range of $T$ is not closed.

Recall that an operator $T$ is one to one if $T u=0$ implies that $u=0$. Clearly, $T$ is one to one if and only if the kernel of $T$ is zero. Moreover, $T$ is onto a linear space $\mathcal{H}$ if $\operatorname{ran} T=\mathcal{H}$. If $T$ maps $\mathcal{U}$ into $\mathcal{Y}$, then $T$ is onto if the range of $T$ equals the whole space $\mathcal{Y}$, that is, $\operatorname{ran} T=\mathcal{Y}$. An operator $T$ from $\mathcal{U}$ into $\mathcal{Y}$ is invertible, if there exists an operator $S$ from $\mathcal{Y}$ into $\mathcal{U}$ satisfying $S T=I$ and $T S=I$. In this case, $S$ is called the inverse of $T$ and is denoted by $S=T^{-1}$. If $T$ is invertible, then $T$ is one to one and onto. Moreover, if $T$ is bounded, one to one and onto, then $T$ is invertible and the inverse of $T$ is also a bounded operator. If $T$ is one to one and onto, then it is easy to show that there exists a unique linear $\operatorname{map} S$ from $\mathcal{Y}$ into $\mathcal{U}$ satisfying $S T=I$ and $T S=I$. However, it is not obvious that $S$ is bounded. Fortunately, the open mapping theorem in operator theory shows that $T$ has a bounded inverse if and only if $T$ is one to one and onto; see Conway [30], Halmos [59] and Taylor-Lay [117]. Finally, it is noted that an operator $T$ is invertible if and only if its adjoint $T^{*}$ is invertible. In this case, $\left(T^{*}\right)^{-1}=\left(T^{-1}\right)^{*}$.

As before, let $T$ be an operator mapping $\mathcal{U}$ into $\mathcal{Y}$. (All operators in this chapter are bounded.) According to (16.7) and (16.9), the operator $T$ admits a matrix representation of the form:

$$
T=\left[\begin{array}{cc}
T_{11} & 0  \tag{16.11}\\
0 & 0
\end{array}\right]:\left[\begin{array}{c}
(\operatorname{ker} T)^{\perp} \\
\operatorname{ker} T
\end{array}\right] \rightarrow\left[\begin{array}{c}
\overline{\operatorname{ran} T} \\
(\operatorname{ran} T)^{\perp}
\end{array}\right]
$$

Here $T_{11}$ is the operator from $(\operatorname{ker} T)^{\perp}$ into $\overline{\operatorname{ran} T}$ defined by $T_{11}=T \mid(\operatorname{ker} T)^{\perp}$. (The notation $\|$ means restricted to the subspace $\mathcal{V}$.) Notice that $T$ and $T_{11}$ have the same range. In particular, the range of $T$ is closed if and only if the range of $T_{11}$ is closed. Obviously, $T_{11}$ is one to one and onto ran $T$. So, the range of $T_{11}$ is closed if and only if $T_{11}$ is one to one and onto $\overline{\operatorname{ran} T}$, or equivalently, $T_{11}$ is invertible. In other words, the range of $T$ is closed if and only if $T_{11}$ is invertible. By consulting (16.10) and (16.11), we see that the adjoint $T^{*}$ of $T$ is given by

$$
T^{*}=\left[\begin{array}{cc}
T_{11}^{*} & 0  \tag{16.12}\\
0 & 0
\end{array}\right]:\left[\begin{array}{c}
\left(\operatorname{ker} T^{*}\right)^{\perp} \\
\operatorname{ker} T^{*}
\end{array}\right] \rightarrow\left[\begin{array}{c}
\overline{\operatorname{ran} T^{*}} \\
\left(\operatorname{ran} T^{*}\right)^{\perp}
\end{array}\right]
$$

Here $T_{11}^{*}$ is the operator from $\left(\operatorname{ker} T^{*}\right)^{\perp}$ into $\overline{\operatorname{ran} T^{*}}$ defined by $T_{11}^{*}=T^{*} \mid\left(\operatorname{ker} T^{*}\right)^{\perp}$. Since $T_{11}^{*}$ is one to one, it follows that the range of $T^{*}$ is closed if and only if $T_{11}^{*}$ is invertible.

However, $T_{11}^{*}$ is invertible if and only if $T_{11}$ is invertible. Therefore, the range of $T$ is closed if and only if the range of $T^{*}$ is closed. This proves part of the following result.

Lemma 16.2.2 Let $T$ be an operator mapping $\mathcal{U}$ into $\mathcal{Y}$. Then the range of $T$ is closed if and only if the range of $T^{*}$ is closed. In this case, $T^{*} T$ maps $(\operatorname{ker} T)^{\perp}$ one to one and onto $(\operatorname{ker} T)^{\perp}$, and $T T^{*}$ maps $\operatorname{ran} T$ one to one and onto $\operatorname{ran} T$. Moreover, when the range of $T$ is closed, $T^{*} T \mid(\operatorname{ker} T)^{\perp}$ is an invertible operator on $(\operatorname{ker} T)^{\perp}$, and $T T^{*} \mid \operatorname{ran} T$ is an invertible operator on $\operatorname{ran} T$.

Proof. By consulting (16.11) and (16.12), we see that $T^{*} T$ and $T T^{*}$ admit matrix representations of the form

$$
\begin{align*}
& T^{*} T=\left[\begin{array}{cc}
T_{11}^{*} T_{11} & 0 \\
0 & 0
\end{array}\right] \text { on }\left[\begin{array}{c}
(\operatorname{ker} T)^{\perp} \\
\operatorname{ker} T
\end{array}\right]  \tag{16.13}\\
& T T^{*}=\left[\begin{array}{cc}
T_{11} T_{11}^{*} & 0 \\
0 & 0
\end{array}\right] \text { on }\left[\begin{array}{c}
\left(\operatorname{ker} T^{*}\right)^{\perp} \\
\operatorname{ker} T^{*}
\end{array}\right] .
\end{align*}
$$

This readily implies that $T^{*} T \mid(\operatorname{ker} T)^{\perp}=T_{11}^{*} T_{11}$ is an operator on the subspace $(\operatorname{ker} T)^{\perp}$, while $T T^{*} \mid\left(\operatorname{ker} T^{*}\right)^{\perp}=T_{11} T_{11}^{*}$ is an operator on $\left(\operatorname{ker} T^{*}\right)^{\perp}$. Now assume that the range of $T$ is closed. Then $T_{11}$ is invertible. So, $T_{11}^{*} T_{11}$ and $T_{11} T_{11}^{*}$ are both invertible operators. Hence, $T^{*} T \mid(\operatorname{ker} T)^{\perp}$ is an invertible operator on $(\operatorname{ker} T)^{\perp}$, and $T T^{*} \mid\left(\operatorname{ker} T^{*}\right)^{\perp}$ is an invertible operator on $\left(\operatorname{ker} T^{*}\right)^{\perp}$. Finally, using $\operatorname{ran} T=\left(\operatorname{ker} T^{*}\right)^{\perp}$ completes the proof.

As before, let $T$ be an operator mapping $\mathcal{U}$ into $\mathcal{Y}$. Recall that $T$ is invertible if and only if $\operatorname{ker} T=\{0\}$ and $\operatorname{ran} T=\mathcal{Y}$. If $T$ is invertible, then $T$ is bounded below, that is, there exists a scalar $\delta>0$ such that $\|T u\| \geq \delta\|u\|$ for all $u$ in $\mathcal{U}$. To verify this, let $S$ be the inverse of $T$. Then $\|u\|=\|S T u\| \leq\|S\|\|T u\|$. So, if $\delta=1 /\|S\|$, then $\|T u\| \geq \delta\|u\|$ for all $u$ in $\mathcal{U}$, and thus, $T$ is bounded below.

If $T$ is bounded below, then the kernel of $T$ is zero and the range of $T$ is closed. If $T$ is bounded below, then obviously, the kernel of $T$ is zero. To show that the range of $T$ is closed, assume that $\left\{T u_{n}\right\}_{1}^{\infty}$ is a sequence of vectors which converge to some vector $y$ in $\mathcal{Y}$. Then

$$
\delta\left\|u_{n}-u_{m}\right\| \leq\left\|T u_{n}-T u_{m}\right\| \leq\left\|T u_{n}-y\right\|+\left\|y-T u_{m}\right\| \rightarrow 0
$$

as $n$ and $m$ tend to infinity. So, $\left\|u_{n}-u_{m}\right\|$ approaches zero as $n$ and $m$ tend to infinity. In other words, $\left\{u_{n}\right\}_{1}^{\infty}$ is a Cauchy sequence in the Hilbert space $\mathcal{U}$. Hence, the sequence $\left\{u_{n}\right\}_{1}^{\infty}$ converges to some vector $u$. This readily implies that

$$
\|T u-y\| \leq\left\|T u-T u_{n}\right\|+\left\|T u_{n}-y\right\| \leq\|T\|\left\|u-u_{n}\right\|+\left\|T u_{n}-y\right\| \rightarrow 0
$$

as $n$ tends to infinity. Thus, $\|T u-y\|=0$, or equivalently, $y=T u$ is in the range of $T$. Therefore, the range of $T$ is closed when $T$ is bounded below.

Let $T$ be an operator mapping $\mathcal{U}$ into $\mathcal{Y}$. Then $T$ is invertible if and only if $T$ is bounded below and the range of $T$ is dense in $\mathcal{Y}$, that is, $\overline{\operatorname{ran} T}=\mathcal{Y}$. If $T$ is invertible, then we have all ready shown that $T$ is bounded below. Obviously, the range of $T$ is dense in $\mathcal{Y}$ when $T$ is invertible. In fact, in this case, $\operatorname{ran} T=\mathcal{Y}$. Now assume that $T$ is bounded below and the
range of $T$ is dense in $\mathcal{Y}$. Since $T$ is bounded below, the kernel of $T$ is zero. Because $T$ is bounded below, the range of $T$ is closed. Thus, $\mathcal{Y}=\overline{\operatorname{ran} T}=\operatorname{ran} T$. Therefore, $T$ is one to one and onto. So, $T$ is invertible.

As before, let $T_{11}$ be the operator mapping $(\operatorname{ker} T)^{\perp}$ into $\overline{\operatorname{ran} T}$ defined by $T_{11}=T \mid(\operatorname{ker} T)^{\perp}$. Obviously, $T_{11}$ is one to one and the range of $T_{11}$ is dense in $\overline{\operatorname{ran} T}$. So, $T_{11}$ is invertible if and only if the range of $T_{11}$ is closed, or equivalently, $T_{11}$ is bounded below. Equation (16.11) shows that $T$ and $T_{11}$ have the same range. Thus, the range of $T$ is closed if and only if $T_{11}$ is invertible, or equivalently, $T \mid(\operatorname{ker} T)^{\perp}$ is bounded below. Therefore, the range of $T$ is closed if and only if there exists a scalar $\delta>0$ such that $\|T u\| \geq \delta\|u\|$ for all $u$ in $(\operatorname{ker} T)^{\perp}$.

Recall that $T^{*} T$ is positive. To see this simply observe that $\left(T^{*} T u, u\right)=\|T u\|^{2} \geq 0$ for all $u$ in $\mathcal{U}$. This equation also shows that $T$ is bounded below if and only if $T^{*} T$ is strictly positive. In particular, if the kernel of $T$ is zero, then the range of $T$ is closed if and only if $T^{*} T$ is strictly positive. Moreover, if the range of $T$ is closed, then the kernel of $T$ is zero if and only if $T^{*} T$ is invertible. Clearly, $T^{*} T$ maps $(\operatorname{ker} T)^{\perp}$ into $(\operatorname{ker} T)^{\perp}$. So, the operator $T^{*} T \mid(\operatorname{ker} T)^{\perp}$ on $(\operatorname{ker} T)^{\perp}$ is strictly positive if and only if $T \mid(\operatorname{ker} T)^{\perp}$ is bounded below, or equivalently, the range of $T$ is closed. Summing up this analysis, we obtain the following useful result.

Remark 16.2.1 Let $T$ be any operator mapping $\mathcal{U}$ into $\mathcal{Y}$. Then $T^{*} T$ is positive. Moreover, if $T$ has finite rank or the range of $T$ is closed, then the following statements are equivalent:
(i) The operator $T^{*} T$ is invertible.
(ii) $\operatorname{ker} T=\{0\}$, or equivalently, $\operatorname{ran} T^{*}=\mathcal{U}$.
(iii) The operator $T^{*} T$ is strictly positive.

By replacing $T$ with $T^{*}$ we see that $T T^{*}$ is positive, and the following statements are equivalent when the range of $T$ is closed:
(i) The operator $T T^{*}$ is invertible.
(ii) $\operatorname{ker} T^{*}=\{0\}$, or equivalently, $\operatorname{ran} T=\mathcal{Y}$.
(iii) The operator $T T^{*}$ is strictly positive.

### 16.2.1 Computation of orthogonal projections

Let $T$ be an operator mapping $\mathcal{U}$ into $\mathcal{Y}$. Let $y$ be a vector in $\mathcal{Y}$. The equation $y=T u$ has a solution if and only if $y$ is in the range of $T$. If $y=T u$ does not have a solution, then it makes sense to look for a vector $\hat{u}$ in $\mathcal{U}$ such that $T \hat{u}$ is closer to $y$ than any other element in $T \mathcal{U}$, that is, find a vector $\hat{u}$ in $\mathcal{U}$ which makes $\|y-T u\|$ as small as possible. This naturally leads to the optimization problem inf $\|y-T \mathcal{U}\|$. To solve this problem, let $\mathcal{R}$ be the closure of the range of $T$ and note that the distance from $y$ to $\mathcal{R}$ is given by

$$
\begin{equation*}
d(y, \mathcal{R})=\inf \{\|y-T u\|: u \in \mathcal{U}\} \tag{16.14}
\end{equation*}
$$

Let $P_{\mathcal{R}}$ be the orthogonal projection onto $\mathcal{R}$ and set $\hat{y}=P_{\mathcal{R}} y$. Then, according to the Projection theorem, $d(y, \mathcal{R})=\|y-\hat{y}\|$; hence

$$
\begin{equation*}
\|y-\hat{y}\|=\inf \{\|y-T u\|: u \in \mathcal{U}\} \tag{16.15}
\end{equation*}
$$

In general $\hat{y}$ may not be in the range of $T$, that is, $\hat{y}=T u$ may not have a solution. However, if the range of $T$ is closed, then $\hat{y}$ is in the range of $T$ and there exists a vector $\hat{u}$ in $\mathcal{U}$ such that $\hat{y}=T \hat{u}$. In this case, $d(y, \mathcal{R})=\|y-T \hat{u}\|$ and $T \hat{u}$ is the unique vector in $T \mathcal{U}$ which is closer to $y$ than any other element in $T \mathcal{U}$. Furthermore, the vector $\hat{y}=T \hat{u}$ achieves the minimum in the optimization problems (16.14) and (16.15). If the range of $T$ is not closed, then the minimum may not be achieved. In this section, we will develop several techniques to compute the orthogonal projection $P_{\mathcal{R}}$ and solve these optimization problems when the range of $T$ is closed.

Let $T$ be an operator from $\mathcal{U}$ into $\mathcal{Y}$ with closed range $\mathcal{R}$. Let $y$ be a vector in $\mathcal{Y}$ and set $\hat{y}=P_{\mathcal{R}} y$. Then there exists a unique vector $\hat{u}$ in $(\operatorname{ker} T)^{\perp}$ satisfying $T \hat{u}=\hat{y}$. Because the range of $T$ is closed, $\hat{y}$ is in the range of $T$ and thus, the equation $T u=\hat{y}$ has a solution. Let $u=\hat{u}+\tilde{u}$ be the orthogonal decomposition of any $u$ solution where $\hat{u}$ is in $(\operatorname{ker} T)^{\perp}$ and $\tilde{u}$ is in $\operatorname{ker} T$. Then using $T \tilde{u}=0$, we obtain $T \hat{u}=\hat{y}$. Moreover, $\hat{u}$ is the only vector in $(\operatorname{ker} T)^{\perp}$ satisfying $T \hat{u}=\hat{y}$. If $T v=\hat{y}$ where $v$ is in $(\operatorname{ker} T)^{\perp}$, then $T(\hat{u}-v)=\hat{y}-\hat{y}=0$. So, $\hat{u}-v$ is in the kernel of $T$. Since $(\operatorname{ker} T)^{\perp}$ is a linear space, $\hat{u}-v$ is also in $(\operatorname{ker} T)^{\perp}$. Because $\operatorname{ker} T \cap(\operatorname{ker} T)^{\perp}=\{0\}$, the vector $\hat{u}-v=0$, or equivalently, $\hat{u}=v$. Therefore, there is a unique vector $\hat{u}$ in $(\operatorname{ker} T)^{\perp}$ solving the equation $T \hat{u}=\hat{y}=P_{\mathcal{R}} y$.

The restricted inverse $T^{-r}$ of $T$ is the operator from $\mathcal{Y}$ to $\mathcal{U}$ defined by $T^{-r} y=\hat{u}$ where $\hat{u}$ is the unique element in $(\operatorname{ker} T)^{\perp}$ such that $T \hat{u}=\hat{y}=P_{\mathcal{R}} y$. Obviously, if $T$ is invertible, then $T^{-r}=T^{-1}$. If $\hat{u}=T^{-r} y$, then $\hat{y}=T \hat{u}$ is the solution to the optimization problems in (16.14) and (16.15). So, computing the restricted inverse plays a fundamental role in solving the optimization problems in (16.14) and (16.15). Recall that $T$ admits a matrix representation of the form (16.11) where $T_{11}$ is the operator from $(\operatorname{ker} T)^{\perp}$ onto ran $T$ defined by $T_{11}=T \mid(\operatorname{ker} T)^{\perp}$. (Because the range of $T$ is closed $\overline{\operatorname{ran} T}=\operatorname{ran} T$.) Recall that the range of $T$ is closed if and only if $T_{11}$ is invertible. Therefore, the operator $T^{-r}$ admits a matrix representation of the form:

$$
T^{-r}=\left[\begin{array}{cc}
T_{11}^{-1} & 0  \tag{16.16}\\
0 & 0
\end{array}\right]:\left[\begin{array}{c}
\operatorname{ran} T \\
(\operatorname{ran} T)^{\perp}
\end{array}\right] \rightarrow\left[\begin{array}{c}
(\operatorname{ker} T)^{\perp} \\
\operatorname{ker} T
\end{array}\right]
$$

In particular, $T^{-r}=T_{11}^{-1} P_{\mathcal{R}}$. In other words, $T^{-r}$ admits a matrix representation of the form

$$
T^{-r}=\left[\begin{array}{l}
I \\
0
\end{array}\right] T_{11}^{-1}\left[\begin{array}{ll}
I & 0
\end{array}\right]
$$

Notice that $T T^{-r} y=T \hat{u}=P_{\mathcal{R}} y$. Since this holds for all $y$ in $\mathcal{Y}$, we have $T T^{-r}=P_{\mathcal{R}}$. This also follows from the fact that

$$
T T^{-r}=\left[\begin{array}{cc}
T_{11} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
T_{11}^{-1} & 0 \\
0 & 0
\end{array}\right]=\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right]=P_{\mathcal{R}}
$$

A similar calculation also shows that $T^{-r} T$ is the orthogonal projection onto ( $\left.\operatorname{ker} T\right)^{\perp}$.

Notice that $T^{*} T$ and $T T^{*}$ are positive operators. Shortly, we will demonstrate how to obtain $P_{\mathcal{R}}$ and $T^{-r}$ by computing the restricted inverse of $T^{*} T$ or $T T^{*}$. In particular, if $\mathcal{U}$ or $\mathcal{Y}$ equals $\mathbb{C}^{n}$, then $T^{*} T$ or $T T^{*}$, respectively, admits a matrix representation. In this case, one can use standard matrix computational techniques to compute the restricted inverse of $T^{*} T$ or $T T^{*}$, respectively, and thus, readily obtain $P_{\mathcal{R}}$ or $T^{-r}$. Let us begin with the computation of $P_{\mathcal{R}}$.

Lemma 16.2.3 Let $T$ be an operator from $\mathcal{U}$ into $\mathcal{Y}$ with closed range $\mathcal{R}$. Then the orthogonal projection onto $\mathcal{R}$ is given by

$$
\begin{equation*}
P_{\mathcal{R}}=T\left(T^{*} T\right)^{-r} T^{*}=T T^{*}\left(T T^{*}\right)^{-r}=\left(T T^{*}\right)^{-r} T T^{*} \tag{16.17}
\end{equation*}
$$

Moreover, the distance from any vector $y$ in $\mathcal{Y}$ to $\mathcal{R}$ is given by

$$
\begin{equation*}
d(y, \mathcal{R})^{2}=\left\|y-P_{\mathcal{R}} y\right\|^{2}=\|y\|^{2}-\left(\left(T^{*} T\right)^{-r} T^{*} y, T^{*} y\right) \tag{16.18}
\end{equation*}
$$

In particular, if $T$ is one to one, then $T^{*} T$ is invertible and

$$
\begin{align*}
P_{\mathcal{R}} & =T\left(T^{*} T\right)^{-1} T^{*}  \tag{16.19}\\
\left\|y-P_{\mathcal{R}} y\right\|^{2} & =\|y\|^{2}-\left(\left(T^{*} T\right)^{-1} T^{*} y, T^{*} y\right) \tag{16.20}
\end{align*}
$$

Proof. Consider any $y$ in $\mathcal{Y}$ and let $\hat{y}=P_{\mathcal{R}} y$. By the Projection Theorem, the vector $y-\hat{y}$ is orthogonal to $T \mathcal{U}$. Thus,

$$
\begin{equation*}
\left.0=(y-\hat{y}, T u)=\left(T^{*} y-T^{*} \hat{y}, u\right) \quad \text { (for all } u \in \mathcal{U}\right) \tag{16.21}
\end{equation*}
$$

So, $T^{*} y-T^{*} \hat{y}$ is orthogonal to the entire space $\mathcal{U}$. Hence,

$$
\begin{equation*}
T^{*} y=T^{*} \hat{y} \tag{16.22}
\end{equation*}
$$

Because the range of $T$ is closed, $\hat{y}=P_{\mathcal{R}} y$ is in the range of $T$. So, there exists a unique vector $\hat{u}$ in $(\operatorname{ker} T)^{\perp}$ such that $\hat{y}=T \hat{u}$. Also, as a result of (16.22), this vector satisfies

$$
\begin{equation*}
T^{*} T \hat{u}=T^{*} y \tag{16.23}
\end{equation*}
$$

Recall that $T^{*} T$ maps $(\operatorname{ker} T)^{\perp}$ one to one and onto $(\operatorname{ker} T)^{\perp}=\operatorname{ran} T^{*}$; see Lemma 16.2.2. So, the unique vector $\hat{u}$ in $(\operatorname{ker} T)^{\perp}$ satisfying (16.23) is given by $\hat{u}=\left(T^{*} T\right)^{-r} T^{*} y$. Therefore, the restricted inverse of $T$ is given by

$$
\begin{equation*}
T^{-r}=\left(T^{*} T\right)^{-r} T^{*} \tag{16.24}
\end{equation*}
$$

This implies that $\hat{y}=P_{\mathcal{R}} y=T \hat{u}=T\left(T^{*} T\right)^{-r} T^{*} y$. Since this holds for all $y$ in $\mathcal{Y}$, we obtain the first equality in (16.17).

Equation (16.18) follows from equation (16.3) in the Projection Theorem, that is,

$$
\begin{equation*}
\|y-\hat{y}\|^{2}=\|y\|^{2}-\left(P_{\mathcal{R}} y, y\right)=\|y\|^{2}-\left(\left(T^{*} T\right)^{-r} T^{*} y, T^{*} y\right) \tag{16.25}
\end{equation*}
$$

To prove the second equality in (16.17), let $y=\hat{y}+\tilde{y}$ be the orthogonal decomposition of $y$ where $\hat{y}=P_{\mathcal{R}} y$ and $\tilde{y}=\left(I-P_{\mathcal{R}}\right) y$ is the orthogonal projection of $y$ onto $(\operatorname{ran} T)^{\perp}=\mathcal{R}^{\perp}$.

Because $\operatorname{ker} T T^{*}=(\operatorname{ran} T)^{\perp}$, we have $\left(T T^{*}\right)^{-r} \tilde{y}=0$. By employing the definition of the pseudoinverse, $T T^{*}\left(T T^{*}\right)^{-r} y=T T^{*}\left(T T^{*}\right)^{-r} \hat{y}=\hat{y}=P_{\mathcal{R}} y$. Since this holds for all $y$, we obtain $T T^{*}\left(T T^{*}\right)^{-r}=P_{\mathcal{R}}$. A similar argument yields the last equality in (16.17). Finally, it is noted that equation (16.17) also follows from (16.13) along with the fact that $T_{11}$ is invertible.

The previous lemma readily proves part of the following result.

Theorem 16.2.4 Let $T$ be an operator from $\mathcal{U}$ to $\mathcal{Y}$ with closed range. Then the following holds.
(i) The restricted inverse $T^{-r}$ of $T$ is given by

$$
\begin{equation*}
T^{-r}=\left(T^{*} T\right)^{-r} T^{*}=T^{*}\left(T T^{*}\right)^{-r} \tag{16.26}
\end{equation*}
$$

(ii) If $T$ is one to one, then $T^{-r}=\left(T^{*} T\right)^{-1} T^{*}$.
(iui) If $T$ is onto, then $T^{-r}=T^{*}\left(T T^{*}\right)^{-1}$.
(iv) If $y$ is a specified vector in $\mathcal{Y}$, then $\hat{u}=T^{-r} y$, is a solution to the least squares optimization in (16.14), that is,

$$
\begin{equation*}
\|y-T \hat{u}\|=\inf \{\|y-T u\|: u \in \mathcal{U}\}=d(y, T \mathcal{U}) \tag{16.27}
\end{equation*}
$$

(v) If $T$ is one to one, then there is a unique solution to the optimization problem in (16.27) and this solution is given by $\hat{u}=\left(T^{*} T\right)^{-1} T^{*} y$.

Proof. The first equality in (16.26) follows from (16.24). To show that the second equality in (16.26) holds, let $y$ be a vector in $\mathcal{Y}$. According to the previous lemma, $u_{1}=\left(T^{*} T\right)^{-r} T^{*} y$ and $u_{2}=T^{*}\left(T T^{*}\right)^{-r} y$ are two vectors satisfying $P_{\mathcal{R}} y=T u_{1}=T u_{2}$. Clearly, $u_{1}$ is in $(\operatorname{ker} T)^{\perp}$. Since $\operatorname{ran} T^{*}=(\operatorname{ker} T)^{\perp}$, it follows that $u_{2}$ is also in $(\operatorname{ker} T)^{\perp}$. In particular, $u_{1}-u_{2}$ is in $(\operatorname{ker} T)^{\perp}$. Because $T\left(u_{1}-u_{2}\right)=0$, the vector $u_{1}-u_{2}$ is also in the kernel of $T$. Hence, $u_{1}-u_{2}=0$, or equivalently, $u_{1}=u_{2}$. Therefore, (16.26) holds. Part (ii) follows from the fact that $T^{*} T$ is invertible if and only if $T$ is one to one. To prove part (iii) simply notice that $T T^{*}$ is invertible if and only if $T$ is onto. Equation (16.27) in Part (iv) follows from the Projection Theorem and the fact that $T \hat{u}=P_{\mathcal{R}} y$. To verify that Part (v) holds, recall that $\hat{y}=P_{\mathcal{R}} y$ is the only vector in $\mathcal{Y}$ satisfying $\|y-\hat{y}\|=d(y, T \mathcal{U})$. Since $T$ is one to one, the equation $T u=P_{\mathcal{R}} y$ has a unique solution. So, there is only one vector $u$ in $\mathcal{U}$ satisfying $\|y-T u\|=d(y, T \mathcal{U})$ and this $u$ is the unique solution to $T u=P_{\mathcal{R}} y$. Hence, there exists a unique solution to the optimization problem in (16.27). Because $T$ is one to one, the vector $\hat{u}=\left(T^{*} T\right)^{-1} T^{*} y$ is well defined and satisfies $T \hat{u}=P_{\mathcal{R}} y$. Therefore, $\hat{u}$ is the unique solution to this optimization problem. Finally, it is noted that Part (i) also follows from the matrix representations in (16.13) and (16.16).

### 16.3 The Gram matrix

In this section, we use the previous least squares optimization theory to solve a classical optimization problem via the Gram matrix. Suppose that $\left\{\psi_{1}, \psi_{2}, \cdots, \psi_{n}\right\}$ is a finite set of vectors in a Hilbert space $\mathcal{Y}$ and $\mathcal{R}$ is the space spanned by these vectors. A classical least squares optimization problem is to compute the orthogonal projection $\hat{y}=P_{\mathcal{R}} y$ for some fixed $y$ in $\mathcal{Y}$. In other words, find an element $\hat{y}$ of $\mathcal{R}$ to solve the following optimization problem

$$
\begin{equation*}
\|y-\hat{y}\|=\inf \left\{\left\|y-\sum_{i=1}^{n} \alpha_{i} \psi_{i}\right\|: \alpha_{i} \in \mathbb{C}\right\} . \tag{16.28}
\end{equation*}
$$

To solve this problem, let $T$ be the operator mapping $\mathbb{C}^{n}$ into $\mathcal{Y}$ defined by

$$
T \alpha=\sum_{i=1}^{n} \alpha_{i} \psi_{i}=\left[\begin{array}{llll}
\psi_{1} & \psi_{2} & \cdots & \psi_{n} \tag{16.29}
\end{array}\right] \alpha
$$

where $\alpha=\left[\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right]^{t r}$ is in $\mathbb{C}^{n}$ and ${ }^{t r}$ denotes transpose. Clearly, $T$ is a finite rank operator whose range is $\mathcal{R}$. Moreover, the optimization problem in (16.28) is a special case of the optimization problem in (16.15), that is, $\|y-\hat{y}\|=\inf \left\{\left\|y-T \mathbb{C}^{n}\right\|\right\}$. Notice that the vectors $\left\{\psi_{i}\right\}_{1}^{n}$ are linearly independent if and only if $T$ is one to one, or equivalently, $T^{*} T$ is strictly positive. Since the range of $T$ is $\mathcal{R}$, the solution to the least squares problem in (16.28) is given by (16.17), that is,

$$
\hat{y}=P_{\mathcal{R}} y=T\left(T^{*} T\right)^{-r} T^{*} y .
$$

We can also express this as $\hat{y}=T \hat{\alpha}$ where $\hat{\alpha}=T^{-r} \hat{y}$, that is,

$$
\hat{y}=P_{\mathcal{R}} y=\sum_{i=1}^{n} \hat{\alpha}_{i} \psi_{i} \quad \text { where } \quad\left[\begin{array}{llll}
\hat{\alpha}_{1} & \hat{\alpha}_{2} & \cdots & \hat{\alpha}_{n} \tag{16.30}
\end{array}\right]^{t r}=\hat{\alpha}:=\left(T^{*} T\right)^{-r} T^{*} y
$$

To obtain $\hat{\alpha}$, we need to compute the adjoint $T^{*}$ of $T$. To this end, let $f$ be any vector in $\mathcal{Y}$, then for each $\alpha$ in $\mathbb{C}^{n}$, we have

$$
\begin{equation*}
\left(\alpha, T^{*} f\right)=(T \alpha, f)=\left(\sum_{i=1}^{n} \alpha_{i} \psi_{i}, f\right)=\sum_{i=1}^{n} \alpha_{i}\left(\psi_{i}, f\right)=\sum_{i=1}^{n} \alpha_{i} \overline{\left(f, \psi_{i}\right)} . \tag{16.31}
\end{equation*}
$$

Therefore, the adjoint $T^{*}$ of $T$ is given by

$$
T^{*} f=\left[\begin{array}{c}
\left(f, \psi_{1}\right)  \tag{16.32}\\
\left(f, \psi_{2}\right) \\
\vdots \\
\left(f, \psi_{n}\right)
\end{array}\right] .
$$

We now define $\gamma$ to be the "cross covariance" vector in $\mathbb{C}^{n}$ given by

$$
\gamma=\left[\begin{array}{llll}
\left(y, \psi_{1}\right) & \left(y, \psi_{2}\right) & \cdots & \left(y, \psi_{n}\right) \tag{16.33}
\end{array}\right]^{t r}=T^{*} y .
$$

We now compute $T^{*} T$. Clearly, $T^{*} T$ maps $\mathbb{C}^{n}$ into $\mathbb{C}^{n}$. Thus, $T^{*} T$ has a matrix representation. To compute the matrix representation for $T^{*} T$, let $\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}$ be the standard orthonormal basis for $\mathbb{C}^{n}$, that is, the $i$-th component of $e_{i}$ is one, while all the other components are zero. Notice that the $i j$-th entry $\left(T^{*} T\right)_{i j}$ of $T^{*} T$ is given by

$$
\begin{equation*}
\left(T^{*} T\right)_{i j}=\left(T^{*} T e_{j}, e_{i}\right)=\left(T e_{j}, T e_{i}\right)=\left(\psi_{j}, \psi_{i}\right) \tag{16.34}
\end{equation*}
$$

Therefore, the matrix representation for $T^{*} T$ is precisely the Gram matrix $G$ given by

$$
G=\left[\begin{array}{cccc}
\left(\psi_{1}, \psi_{1}\right) & \left(\psi_{2}, \psi_{1}\right) & \cdots & \left(\psi_{n}, \psi_{1}\right)  \tag{16.35}\\
\left(\psi_{1}, \psi_{2}\right) & \left(\psi_{2}, \psi_{2}\right) & \cdots & \left(\psi_{n}, \psi_{2}\right) \\
\vdots & \vdots & & \vdots \\
\left(\psi_{1}, \psi_{n}\right) & \left(\psi_{2}, \psi_{n}\right) & \cdots & \left(\psi_{n}, \psi_{n}\right)
\end{array}\right]
$$

The matrix $G$ in (16.35) is referred to as the Gram matrix generated by $\left\{\psi_{j}\right\}_{1}^{n}$.
It now follows from (16.30) and (16.33) that

$$
\begin{equation*}
\hat{\alpha}=\left(T^{*} T\right)^{-r} T^{*} y=G^{-r} \gamma \tag{16.36}
\end{equation*}
$$

Combining (16.30) and (16.36), the optimal solution $\hat{y}$ to the least squares optimization problem (16.28) is given by

$$
\hat{y}=P_{\mathcal{R}} y=\sum_{i=1}^{n} \hat{\alpha}_{i} \psi_{i} \quad \text { where } \quad\left[\begin{array}{llll}
\hat{\alpha}_{1} & \hat{\alpha}_{2} & \cdots & \hat{\alpha}_{n} \tag{16.37}
\end{array}\right]^{t r}=G^{-r} \gamma .
$$

Finally, notice that $\hat{y}$ can also be expressed as

$$
\hat{y}=P_{\mathcal{R}} y=\left[\begin{array}{llll}
\psi_{1} & \psi_{2} & \cdots & \psi_{n}
\end{array}\right] G^{-r}\left[\begin{array}{llll}
\left(y, \psi_{1}\right) & \left(y, \psi_{2}\right) & \cdots & \left(y, \psi_{n}\right) \tag{16.38}
\end{array}\right]^{t r} .
$$

Remark 16.3.1 Let $G$ be the Gram matrix in (16.35) generated by any set of vectors $\left\{\psi_{i}\right\}_{1}^{n}$ in a Hilbert space $\mathcal{Y}$. Then $G$ is positive. Moreover, $G$ is strictly positive if and only if the set of vectors $\left\{\psi_{i}\right\}_{1}^{n}$ are linearly independent. To see this, let $T$ be the operator from $\mathbb{C}^{n}$ to $\mathcal{Y}$ defined in (16.29). Since $G=T^{*} T$, it follows that $G$ is positive. The kernel of $T$ is zero if and only if $\left\{\psi_{i}\right\}_{1}^{n}$ is linearly independent. Therefore, the Gram matrix $G$ is strictly positive if and only if the set of vectors $\left\{\psi_{i}\right\}_{1}^{n}$ are linearly independent. Finally, in this case, the optimal solution $\hat{y}$ to the least squares optimization problem in (16.28) is given by (16.37) where $G^{-1}$ replaces $G^{-\tau}$, or equivalently,

$$
\hat{y}=P_{\mathcal{R}} y=\left[\begin{array}{llll}
\psi_{1} & \psi_{2} & \cdots & \psi_{n}
\end{array}\right] G^{-1}\left[\begin{array}{llll}
\left(y, \psi_{1}\right) & \left(y, \psi_{2}\right) & \cdots & \left(y, \psi_{n}\right) \tag{16.39}
\end{array}\right]^{t r}
$$

Remark 16.3.2 Suppose that $\left\{\psi_{1}, \psi_{2}, \cdots, \psi_{n}\right\}$ forms an orthonormal set in a Hilbert space $\mathcal{Y}$, that is, $\left(\psi_{i}, \psi_{j}\right)=0$ if $i \neq j$ and $\left\|\psi_{i}\right\|=1$. Then, clearly, $G=I$ and $\left\{\psi_{1}, \psi_{2}, \cdots, \psi_{n}\right\}$ is linearly independent. Moreover, if $\mathcal{R}$ is the space spanned by $\left\{\psi_{1}, \psi_{2}, \cdots, \psi_{n}\right\}$, then formulas (16.33) and (16.37) show that for $y \in \mathcal{Y}$,

$$
\begin{equation*}
P_{\mathcal{R}} y=\sum_{i=1}^{n}\left(y, \psi_{i}\right) \psi_{i} \quad \text { and } \quad\left\|P_{\mathcal{R}} y\right\|^{2}=\sum_{i=1}^{n}\left|\left(y, \psi_{i}\right)\right|^{2} . \tag{16.40}
\end{equation*}
$$

The last equality follows from

$$
\left\|P_{\mathcal{R}} y\right\|^{2}=\left(P_{\mathcal{R}} y, y\right)=\left(\sum_{i=1}^{n}\left(y, \psi_{i}\right) \psi_{i}, y\right)=\sum_{i=1}^{n}\left|\left(y, \psi_{i}\right)\right|^{2}
$$

This is the classical Fourier representation for the orthogonal projection in terms of an orthonormal basis. In particular, if $y$ is in $\mathcal{R}$, then $P_{\mathcal{R}} y=y$ and (16.40) reduces to

$$
\begin{equation*}
\left.y=\sum_{i=1}^{n}\left(y, \psi_{i}\right) \psi_{i} \quad \text { and } \quad\|y\|^{2}=\sum_{i=1}^{n}\left|\left(y, \psi_{i}\right)\right|^{2} \quad \text { (if } y \in \mathcal{R}\right) \tag{16.41}
\end{equation*}
$$

Example 16.3.1 Consider the problem of approximating the exponential function, $y(t)=$ $e^{t}$, by a polynomial of degree at most two in the $L^{2}[0,1]$ norm. To be precise, we wish to find the optimal polynomial $\hat{y}=\hat{\alpha}_{0}+\hat{\alpha}_{1} t+\hat{\alpha}_{2} t^{2}$ to solve the optimization problem

$$
\begin{equation*}
\left\|e^{t}-\hat{y}\right\|^{2}=\inf \left\{\int_{0}^{1}\left|e^{t}-\alpha_{0}-\alpha_{1} t-\alpha_{2} t^{2}\right|^{2} d t: \alpha_{i} \in \mathbb{C}\right\} \tag{16.42}
\end{equation*}
$$

To obtain a solution to this problem, let $\psi_{1}=1, \psi_{2}=t$ and $\psi_{3}=t^{2}$. Clearly, $\psi_{1}, \psi_{2}$ and $\psi_{3}$ are linearly independent. Therefore, the Gram matrix $G$ corresponding to these vectors is strictly positive. Moreover, the optimal polynomial $\hat{y}$ is given by (16.39). In this case, the entries of the Gram matrix are of the form

$$
\left(\psi_{j}, \psi_{i}\right)=\int_{0}^{1} t^{i-1} t^{j-1} d t=\frac{1}{i+j-1}
$$

So, the Gram matrix $G$ is given by

$$
G=\left[\begin{array}{ccc}
1 & 1 / 2 & 1 / 3  \tag{16.43}\\
1 / 2 & 1 / 3 & 1 / 4 \\
1 / 3 & 1 / 4 & 1 / 5
\end{array}\right]
$$

Furthermore, the cross covariance vector $\gamma$ is given by

$$
\gamma=\left[\begin{array}{c}
\left(e^{t}, 1\right)  \tag{16.44}\\
\left(e^{t}, t\right) \\
\left(e^{t}, t^{2}\right)
\end{array}\right]=\left[\begin{array}{c}
e^{1}-1 \\
1 \\
e^{1}-2
\end{array}\right]
$$

So, by combining (16.43) and (16.44), we see that the optimal polynomial $\hat{y}$ of degree at most 2 approximating $e^{t}$ in the $L^{2}[0,1]$ norm is

$$
\hat{y}=\left[\begin{array}{lll}
1 & t & t^{2} \tag{16.45}
\end{array}\right] G^{-1} \gamma \approx 1.013+.8511 t+.8392 t^{2}
$$

Finally, notice that the optimal polynomial $\hat{y}$ in (16.45) does not equal $1+t / 1!+t^{2} / 2$ ! which comes from the Taylor series expansion of $e^{t}$.

### 16.4 An application to curve fitting

In this section, we will use the Vandermonde matrix to solve a classical least squares polynomial fit problem. To this end, let $\operatorname{deg} p$ denote the degree of a polynomial $p$. Now let $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{m}\right\}$ be a set of distinct complex numbers and $\left\{y_{1}, y_{2}, \cdots, y_{m}\right\}$ be a set of complex numbers. Our problem is to find a polynomial $\hat{p}$ of a complex variable $\lambda$ of degree at most $n-1$ to solve the following classical polynomial curve fitting problem:

$$
\begin{equation*}
d^{2}:=\inf \left\{\sum_{i=1}^{m}\left|y_{i}-p\left(\lambda_{i}\right)\right|^{2}: p \text { is a polynomial and } \operatorname{deg} p \leq n-1\right\} \tag{16.46}
\end{equation*}
$$

Here $d$ is the error for the polynomial fit. Moreover, we say that $\hat{p}$ is a solution to this curve fitting problem if $\hat{p}$ is a polynomial of degree at most $n-1$ and

$$
\begin{equation*}
d^{2}=\sum_{i=1}^{m}\left|y_{i}-\hat{p}\left(\lambda_{i}\right)\right|^{2} \tag{16.47}
\end{equation*}
$$

Without loss of generality, we assume that $n<m$. If $n \geq m$, then we can find a polynomial $p$ of degree at most $m-1 \leq n-1$ such that $p\left(\lambda_{i}\right)=\overline{y_{i}}$ for all $i=1,2, \cdots, m$. In fact, one such polynomial is obtained by the classical Lagrange interpolation formula

$$
\begin{equation*}
p(\lambda)=\sum_{i=1}^{m} y_{i} p_{i}(\lambda) \quad \text { where } \quad p_{i}(\lambda)=\prod_{\substack{j=1 \\ i \neq j}}^{m} \frac{\left(\lambda-\lambda_{j}\right)}{\left(\lambda_{i}-\lambda_{j}\right)} \tag{16.48}
\end{equation*}
$$

(Notice that $p_{i}\left(\lambda_{i}\right)=1$ and $p_{i}\left(\lambda_{j}\right)=0$ for $j \neq i$.) Moreover, this is the only polynomial of degree at most $m-1$ satisfying the interpolation conditions $p_{i}\left(\lambda_{i}\right)=y_{i}$ for $i=1,2, \cdots, m$. To see this, assume that $q$ is another polynomial of degree of at most $m-1$ satisfying $q_{i}\left(\lambda_{i}\right)=y_{i}$ for $i=1,2, \cdots, m$. Then $p-q$ is a polynomial of degree at most $m-1$ with $m$ roots. Hence, $p-q$ must be zero and this proves our claim.

Recall that a Vandermonde matrix is a matrix of the form:

$$
V=\left[\begin{array}{ccccc}
1 & \lambda_{1} & \lambda_{1}^{2} & \cdots & \lambda_{1}^{n-1}  \tag{16.49}\\
1 & \lambda_{2} & \lambda_{2}^{2} & \cdots & \lambda_{2}^{n-1} \\
1 & \lambda_{3} & \lambda_{3}^{2} & \cdots & \lambda_{3}^{n-1} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & \lambda_{m} & \lambda_{m}^{2} & \cdots & \lambda_{m}^{n-1}
\end{array}\right]
$$

where $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{m}\right\}$ are complex numbers. Notice that, if $p$ is a polynomial of the form $p(\lambda)=\sum_{i=0}^{n-1} \alpha_{i} \lambda^{i}$, then $V$ can be used to evaluate $p$ at the points $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{m}\right\}$ in the following fashion:

$$
V\left[\begin{array}{c}
\alpha_{0}  \tag{16.50}\\
\alpha_{1} \\
\vdots \\
\alpha_{n-1}
\end{array}\right]=\left[\begin{array}{c}
p\left(\lambda_{1}\right) \\
p\left(\lambda_{2}\right) \\
\vdots \\
p\left(\lambda_{m}\right)
\end{array}\right]
$$

We claim that if the $\left\{\lambda_{i}\right\}_{1}^{m}$ are distinct and $n \leq m$, then $V$ is one to one. If $V \alpha=0$ for some $\alpha$ in $\mathbb{C}^{n}$, then (16.50) shows that $p\left(\lambda_{j}\right)=0$ for $j=1,2, \cdots, m$. However, $p$ is a polynomial of degree at most $n-1$, with $m$ roots. Since $n-1<m$, it follows that $p(\lambda)=0$ for all $\lambda$ and thus $\alpha=0$. Hence, $V$ is one to one when $n \leq m$.

If the $\left\{\lambda_{i}\right\}_{1}^{m}$ are distinct and $n=m$, then the Vandermonde matrix is invertible. In this case, ( 16.50 ) shows that the unique polynomial of degree at most $m-1$ satisfying the interpolation conditions $p_{i}\left(\lambda_{i}\right)=y_{i}$ for $i=1,2, \cdots, m$ is given by

$$
p(\lambda)=\left[\begin{array}{llll}
1 & \lambda & \cdots & \lambda^{m-1}
\end{array}\right] V^{-1}\left[\begin{array}{llll}
y_{1} & y_{2} & \cdots & y_{m}
\end{array}\right]^{t r} .
$$

This is precisely the polynomial obtained by the Lagrange interpolation formula (16.48).
As before, consider the polynomial interpolation problem in (16.46) where $n<m$. Using (16.49) and (16.50), it follows that this interpolation problem is equivalent to the following least squares optimization problem:

$$
\begin{equation*}
\|y-V \hat{\alpha}\|=d:=\inf \left\{\|y-V \alpha\|: \alpha \in \mathbb{C}^{n}\right\} \tag{16.51}
\end{equation*}
$$

where $y=\left[\begin{array}{llll}y_{1} & y_{2} & \ldots & y_{m}\end{array}\right]^{t r}$ and $\|\cdot\|$ is the standard norm on $\mathbb{C}^{m}$. If $\hat{\alpha}$ is the solution to this optimization problem, then the corresponding optimal polynomial given by

$$
\hat{p}(\lambda)=\sum_{i=0}^{n-1} \hat{\alpha}_{i} \lambda^{i} \quad \text { where } \quad \hat{\alpha}=\left[\begin{array}{llll}
\hat{\alpha}_{0} & \hat{\alpha}_{1} & \cdots & \hat{\alpha}_{n-1}
\end{array}\right]^{t r}
$$

is the solution to the least squares optimization in (16.51). According to Part (v) of Theorem 16.2.4, the optimal solution $\hat{\alpha}$ is unique and is given by $\hat{\alpha}=\left(V^{*} V\right)^{-1} V^{*} y$. Therefore, the polynomial $\hat{p}$ which solves the least squares problem in (16.46) is given by

$$
\hat{p}(\lambda)=\sum_{i=0}^{n-1} \hat{\alpha}_{i} \lambda^{i}=\left[\begin{array}{llll}
1 & \lambda & \ldots & \lambda^{n-1}
\end{array}\right]\left(V^{*} V\right)^{-1} V^{*} y
$$

The error $d$ is computed by

$$
d^{2}=\|y\|^{2}-\left(\left(V^{*} V\right)^{-1} V^{*} y, V^{*} y\right)
$$

Moreover, $d=d(y, \operatorname{ran} V)$, where $d(y, \operatorname{ran} V)$ is the distance from $y$ to the range of $V$.
Remark 16.4.1 The above analysis shows that a square Vandermonde matrix generated by the scalars $\left\{\lambda_{i}\right\}_{1}^{m}$ is nonsingular if and only if $\left\{\lambda_{i}\right\}_{1}^{m}$ are distinct.

### 16.5 Minimum norm problems

This section is devoted to minimum norm problems. As before, let $T$ be an operator from $\mathcal{U}$ to $\mathcal{Y}$ with finite rank or closed range. Recall that the restricted inverse $T^{-r}$ of $T$ is the operator mapping $\mathcal{Y}$ into $\mathcal{U}$ defined by $\hat{u}=T^{-r} y$ where $\hat{u}$ is the unique vector in $(\operatorname{ker} T)^{\perp}$ satisfying $T \hat{u}=P_{\mathcal{R}} y$ and $P_{\mathcal{R}}$ is the orthogonal projection onto the range $\mathcal{R}$ of $T$. This sets the stage for the following minimum norm optimization problem:

Given a specified vector $y$ in $\mathcal{Y}$, find an optimal $\hat{u}$ in $\mathcal{U}$ such that

$$
\begin{equation*}
\|\hat{u}\|=\inf \left\{\|u\|: u \in \mathcal{U} \text { and } T u=P_{\mathcal{R}} y\right\} \tag{16.52}
\end{equation*}
$$

In other words, given a specified vector $y$ in $\mathcal{Y}$ find an optimal $\hat{u}$ in $\mathcal{U}$ satisfying

$$
\begin{equation*}
\|\hat{u}\|=\inf \{\|u\|: u \in \mathcal{U} \text { and }\|y-T u\|=d(y, \mathcal{R})\} \tag{16.53}
\end{equation*}
$$

Here $d(y, \mathcal{R})$ is the distance from $y$ to the range of $T$ in the $\mathcal{Y}$ norm.
Theorem 16.5.1 Let $T$ be an operator from $\mathcal{U}$ to $\mathcal{Y}$ with closed range $\mathcal{R}$ and let $y$ be in $\mathcal{Y}$. Then there exists a unique solution $\hat{u}$ in $\mathcal{U}$ to the minimum norm problem (16.52). Moreover, this solution is given by $\hat{u}=T^{-r} y$. In other words, the optimal $\hat{u}$ is the unique element in $(\operatorname{ker} T)^{\perp}$ satisfying $T \hat{u}=P_{\mathcal{R}} y$.
Proof. Since $\hat{y}=P_{\mathcal{R}} y$ is in $\operatorname{ran} T$, it follows that there exists an element $u$ in $\mathcal{U}$ satisfying $\hat{y}=T u$. By the Projection Theorem $u$ admits a unique decomposition of the form $u=\hat{u}+\tilde{u}$ where $\hat{u}$ is in $(\operatorname{ker} T)^{\perp}$ and $\tilde{u}$ is in $\operatorname{ker} T$. We claim that $\hat{u}$ is unique, that is, there is only one $\hat{u}$ in $(\operatorname{ker} T)^{\perp}$ satisfying $\hat{y}=T \hat{u}$. To see this, assume that $\hat{y}=T \hat{u}=T \hat{v}$ where both $\hat{u}$ and $\hat{v}$ are in $(\operatorname{ker} T)^{\perp}$. Then $T(\hat{u}-\hat{v})=\hat{y}-\hat{y}=0$. Thus, $\hat{u}-\hat{v}$ is in $\operatorname{ker} T$. However, $(\operatorname{ker} T)^{\perp}$ is a linear space. So, $\hat{u}-\hat{v}$ is also in $(\operatorname{ker} T)^{\perp}$. This implies that $\hat{u}-\hat{v} \in(\operatorname{ker} T)^{\perp} \cap \operatorname{ker} T=\{0\}$. Hence, $\hat{u}-\hat{v}=0$, or equivalently, $\hat{u}=\hat{v}$. So, there is only one $\hat{u}$ in (ker $T)^{-}$satisfying $T \hat{u}=\hat{y}$.

The previous analysis shows that the set of all solutions $u$ to $T u=\hat{y}$ (or equivalently $\|y-T u\|=d(y, T \mathcal{U})$ ) is given by $u=\hat{u}+\tilde{u}$ where $\hat{u}$ is the unique vector in (ker $T)^{\perp}$ satisfying $T \hat{u}=\hat{y}$ and $\tilde{u}$ is any vector in $\operatorname{ker} T$. Since $\operatorname{ker} T$ is orthogonal to $(\operatorname{ker} T)^{\perp}$

$$
\|u\|^{2}=\|\hat{u}+\tilde{u}\|^{2}=\|\hat{u}\|^{2}+2 \Re(\hat{u}, \tilde{u})+\|\tilde{u}\|^{2}=\|\hat{u}\|^{2}+\|\tilde{u}\|^{2} \geq\|\hat{u}\|^{2} .
$$

Notice that we have equality $\|u\|^{2}=\|\hat{u}\|^{2}$ if and only if $\|\tilde{u}\|=0$, or equivalently, $u=\hat{u}$. Therefore, the solution $\hat{u}$ to the minimum norm optimization problem in (16.52) is unique and given by the unique element $\hat{u}$ in $(\operatorname{ker} T)^{\perp}$ satisfying $T \hat{u}=\hat{y}=P_{\mathcal{R}} y$.

The following two special cases of the minimum norm problem plays a fundamental role in many applications.

Case 1. If the kernel of $T$ is zero, then the infimum in (16.52) and (16.53) is not needed. In this case, there is only one solution to the equation $T u=P_{\mathcal{R}} y$, and thus, the optimal $\hat{u}$ is the only vector in $\mathcal{U}$ satisfying $T \hat{u}=P_{\mathcal{R}} y$. In other words, if $T$ is one to one, then the optimization problems in (16.52) and (16.53) reduce to

$$
\begin{equation*}
\|y-T \hat{u}\|=\inf \{\|y-T u\|: u \in \mathcal{U}\} . \tag{16.54}
\end{equation*}
$$

Case 2. On the other hand, if $T$ is onto $\mathcal{Y}$, then the optimization problems in (16.52) and (16.53) are equivalent to finding the optimal $\hat{u}$ in $\mathcal{U}$ satisfying

$$
\begin{equation*}
\|\hat{u}\|=\inf \{\|u\|: u \in \mathcal{U} \text { and } T u=y\} . \tag{16.55}
\end{equation*}
$$

By combining Theorems 16.2 .4 and 16.5.1, we obtain the following result which is useful in the computation of the optimal $\hat{u}$.

Corollary 16.5.2 Let $T$ be an operator from $\mathcal{U}$ into $\mathcal{Y}$ with closed range $\mathcal{R}$ and let $y$ be a vector in $\mathcal{Y}$. Then the following holds.
(i) The unique solution $\hat{u}$ to the minimum norm optimization problem (16.52) is given by

$$
\begin{equation*}
\hat{u}=\left(T^{*} T\right)^{-r} T^{*} y=T^{*}\left(T T^{*}\right)^{-r} y \quad \text { and } \quad\|\hat{u}\|^{2}=\left(\left(T T^{*}\right)^{-r} y, y\right) \tag{16.56}
\end{equation*}
$$

(ii) If $T$ is one to one, then $T^{*} T$ is invertible and $\hat{u}=\left(T^{*} T\right)^{-1} T^{*} y$. Moreover, this $\hat{u}$ is the unique solution to the optimization problem (16.54) in Case 1.
(iii) If $T$ is onto, then $T T^{*}$ is invertible and $\hat{u}=T^{*}\left(T T^{*}\right)^{-1} y$. Furthermore, this $\hat{u}$ is the unique solution to the optimization problem (16.55) in Case 2.

Proof. It remains to verify the last equation in (16.56). This follows from

$$
\begin{aligned}
\|\hat{u}\|^{2} & =(\hat{u}, \hat{u})=\left(T^{*}\left(T T^{*}\right)^{-r} y, T^{*}\left(T T^{*}\right)^{-r} y\right) \\
& =\left(T T^{*}\left(T T^{*}\right)^{-r} y,\left(T T^{*}\right)^{-r} y\right)=\left(\left(T T^{*}\right)^{-r} y, y\right)
\end{aligned}
$$

which completes the proof.
Example 16.5.1 Let $T$ be the column matrix from $\mathbb{C}^{1}$ to $\mathbb{C}^{3}$ defined by

$$
T=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] \quad \text { and } \quad y=\left[\begin{array}{l}
1 \\
2 \\
0
\end{array}\right]
$$

Then find the scalar $\hat{u}$ to solve the minimum norm optimization problem in (16.52). Because $\operatorname{ker} T=\{0\}$, this optimization problem corresponds to Case 1 above.

Solution. Part (ii) of the previous theorem shows that the optimal $\hat{u}=\left(T^{*} T\right)^{-1} T^{*} y$. Clearly, $T^{*} T=3$ and $T^{*} y=3$. Hence, $\hat{u}=\left(T^{*} T\right)^{-1} T^{*} y=1$ is the optimal solution. Notice that the second formula $\hat{u}=T^{*}\left(T T^{*}\right)^{-r} y$ in (16.56) is much harder to use. It requires the computation of the restricted inverse of the nonsingular $3 \times 3$ matrix $T T^{*}$.
Example 16.5.2 Let $T$ be the operator from $\mathbb{C}^{3}$ to $\mathbb{C}^{1}$ defined by

$$
T=\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right] \quad \text { and } \quad y=2
$$

Then find the optimal $\hat{u}$ to solve the following minimum norm optimization problem:

$$
\|\hat{u}\|=\inf \left\{\|u\|: u \in \mathbb{C}^{3} \text { and } T u=2\right\}
$$

Notice that in this case the range of $T$ is $\mathbb{C}^{1}$. This corresponds to Case 2 above.
Solution. According to Part (iii) of the previous theorem, the optimal solution is given by $\hat{u}=T^{*}\left(T T^{*}\right)^{-1} y$. Since $T T^{*}=3$, it follows that

$$
\hat{u}=T^{*}\left(T T^{*}\right)^{-1} y=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] 3^{-1} 2=\frac{2}{3}\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] .
$$

Notice that the first formula $\hat{u}=\left(T^{*} T\right)^{-r} T^{*} y$ in (16.56) is much harder to use. It requires the computation of the restricted inverse of the nonsingular $3 \times 3$ matrix $T^{*} T$.

Example 16.5.3 Find a function $\hat{u}$ in $L^{2}[0,1]$ such that

$$
\|\hat{u}\|^{2}=\inf \int_{0}^{1}|u(t)|^{2} d t \quad \text { subject to } \quad \int_{0}^{1} e^{t} u(t) d t=2
$$

Solution. Let $T$ be the operator mapping $L^{2}[0,1]$ into $\mathbb{C}^{1}$ defined by

$$
T u=\int_{0}^{1} e^{t} u(t) d t \quad\left(u \in L^{2}[0,1]\right)
$$

Clearly, $T$ is onto and this corresponds to Case 2 above. So, $y=2$ is in the range of $T$ and this optimization problem makes sense. We claim that the adjoint $T^{*}$ of $T$ is the operator mapping $\mathbb{C}^{1}$ to $L^{2}[0,1]$ defined by

$$
\left(T^{*} \gamma\right)(t)=e^{t} \gamma \quad\left(\gamma \in \mathbb{C}^{1}\right)
$$

To see this notice that

$$
\left(u, T^{*} \gamma\right)_{L^{2}}=(T u, \gamma)_{\mathbb{C}^{1}}=\int_{0}^{1} e^{t} u(t) d t \bar{\gamma}=\int_{0}^{1} u(t) \overline{e^{t} \gamma} d t=\left(u, e^{t} \gamma\right)_{L^{2}}
$$

$\left(\right.$ Here $(f, g)_{\mathcal{H}}$ denotes the inner product on the Hilbert space $\mathcal{H}$.) Therefore, $\left(T^{*} \gamma\right)(t)=e^{t} \gamma$. By equation (16.56) in Corollary 16.5.2, the optimal solution $\hat{u}=T^{*}\left(T T^{*}\right)^{-1} 2$. To find $\hat{u}$ notice that the operator $T T^{*}$ on $\mathbb{C}^{1}$ is given by

$$
T T^{*}=\int_{0}^{1} e^{t} e^{t} d t=\frac{e^{2}-1}{2}
$$

Hence, the optimal solution

$$
\hat{u}(t)=T^{*}\left(T T^{*}\right)^{-1} 2=\frac{4 e^{t}}{e^{2}-1}
$$

Finally, recall that the optimal solution is also given by $\hat{u}=\left(T^{*} T\right)^{-r} T^{*} y$. To use this formula one would have to compute the restricted inverse of the operator $T^{*} T$ on $L^{2}[0,1]$. This is obviously much harder to do.

Example 16.5.4 Find the optimal function $\hat{u}=\left[\begin{array}{ll}\hat{u}_{1} & \hat{u}_{2}\end{array}\right]^{t r}$ in $L^{2}\left([0,1], \mathbb{C}^{2}\right)$ to solve the following optimization problem:

$$
\|\hat{u}\|^{2}=\inf \int_{0}^{1}\left(\left|u_{1}(t)\right|^{2}+\left|u_{2}(t)\right|^{2}\right) d t \quad \text { subject to } \quad \int_{0}^{1}\left(u_{1}(t)+t u_{2}(t)\right) d t=4
$$

Solution. Let $T$ be the operator from $L^{2}\left([0,1], \mathbb{C}^{2}\right)$ into $\mathbb{C}^{1}$ defined by

$$
T\left[\begin{array}{ll}
u_{1} & u_{2}
\end{array}\right]^{t r}=\int_{0}^{1}\left(u_{1}(t)+t u_{2}(t)\right) d t
$$

Clearly, $T$ is onto and this corresponds to Case 2 above. A simple computation shows that $T^{*}$ is the operator from $\mathbb{C}^{1}$ to $L^{2}\left([0,1], \mathbb{C}^{2}\right)$ given by

$$
\left(T^{*} \gamma\right)(t)=\left[\begin{array}{l}
1 \\
t
\end{array}\right] \gamma \quad\left(\gamma \in \mathbb{C}^{1}\right)
$$

Because $T$ is onto, the optimal $\hat{u}=T^{*}\left(T T^{*}\right)^{-1} y$ where $y=4$. Observe that

$$
T T^{*}=\int_{0}^{1}\left[\begin{array}{ll}
1 & t
\end{array}\right]\left[\begin{array}{l}
1 \\
t
\end{array}\right] d t=\frac{4}{3}
$$

So, the optimal function $\hat{u}$ is given by

$$
\hat{u}(t)=T^{*}\left(T T^{*}\right)^{-1} 4=3\left[\begin{array}{l}
1 \\
t
\end{array}\right]
$$

Exercise 40 Find the optimal function $\hat{u}=\left[\begin{array}{ll}\hat{u}_{1} & \hat{u}_{2}\end{array}\right]^{\text {tr }}$ to solve

$$
\|\hat{u}\|^{2}=\inf \int_{0}^{1}\left(\left|u_{1}(t)\right|^{2}+\left|u_{2}(t)\right|^{2}\right) d t \quad \text { subject to } \quad \int_{0}^{1}\left[\begin{array}{cc}
2 t & 1 \\
0 & 2
\end{array}\right]\left[\begin{array}{l}
u_{1}(t) \\
u_{2}(t)
\end{array}\right] d t=\left[\begin{array}{l}
1 \\
2
\end{array}\right]
$$

Hint. Let $T$ be the operator from $L^{2}\left([0,1], \mathbb{C}^{2}\right)$ into $\mathbb{C}^{2}$ defined by

$$
T\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\int_{0}^{1}\left[\begin{array}{cc}
2 t & 1 \\
0 & 2
\end{array}\right]\left[\begin{array}{l}
u_{1}(t) \\
u_{2}(t)
\end{array}\right] d t
$$

Show that $T$ is onto and the adjoint $T^{*}$ of $T$ is the operator from $\mathbb{C}^{2}$ into $L^{2}\left([0,1], \mathbb{C}^{2}\right)$ given by

$$
T^{*}\left[\begin{array}{c}
\gamma_{1} \\
\gamma_{2}
\end{array}\right]=\left[\begin{array}{cc}
2 t & 0 \\
1 & 2
\end{array}\right]\left[\begin{array}{l}
\gamma_{1} \\
\gamma_{2}
\end{array}\right] \quad\left(\left[\begin{array}{ll}
\gamma_{1} & \gamma_{2}
\end{array}\right]^{t r} \in \mathbb{C}^{2}\right)
$$

### 16.6 The singular value decomposition

This section, presents a brief description of the singular value decomposition for finite rank operators and its relationship to the restricted inverse. First, we introduce the polar decomposition of an operator.

Polar decomposition. Recall that an isometry $U$ is a linear operator mapping $\mathcal{U}$ into $\mathcal{Y}$ satisfying $U^{*} U=I$, or equivalently, $\|U u\|=\|u\|$ for all $u$ in $\mathcal{U}$. If $Q$ is a positive operator on a Hilbert space $\mathcal{H}$, then $Q$ has a positive root, that is, there exists a unique positive operator $S$ on $\mathcal{H}$ satisfying $S^{2}=Q$. In this case, $S$ is denoted by $Q^{1 / 2}$. In fact, there exists a sequence of polynomials $\left\{p_{n}\right\}_{1}^{\infty}$ such that $\left\{p_{n}(Q) h\right\}_{1}^{\infty}$ converges to $Q^{1 / 2} h$ for every $h$ in $\mathcal{H}$; see Halmos [59]. Now let $T$ be any operator mapping $\mathcal{U}$ into $\mathcal{Y}$. The decomposition

$$
\begin{equation*}
T=W R \tag{16.57}
\end{equation*}
$$

where $R$ is a positive operator and $W$ is an isometry from the closure of the range of $R$ into $\mathcal{Y}$, is known as the polar decomposition of $T$. Notice that the polar decomposition of
an operator generalizes the result that any complex number $\gamma$ has a polar representation of the form $\gamma=e^{i \omega} r$ where $r=|\gamma|$ and $\omega$ is in $[0,2 \pi)$. We claim that any operator $T$ admits a polar decomposition. To demonstrate this, let $u$ be in $\mathcal{U}$. Then

$$
\begin{equation*}
\|T u\|^{2}=\left(T^{*} T u, u\right)=\left\|\left(T^{*} T\right)^{1 / 2} u\right\|^{2}=\|R u\|^{2} \tag{16.58}
\end{equation*}
$$

where $R$ is the positive square root of $T^{*} T$. We now show that as a consequence of (16.58), we can define a linear map $W$ from $\operatorname{ran} R$ to $\mathcal{Y}$ by $W R u=T u$ where $u$ is in $\mathcal{U}$. Clearly, $W R u=T u$ defines a relation $W$ from $\operatorname{ran} R$ to $\mathcal{Y}$. This relation is a function if and only if $W v$ has only one value for every $v$ in $\operatorname{ran} R$, or equivalently, if $W R u_{1}=T u_{1}$ and $W R u_{2}=T u_{2}$ and $R u_{1}=R u_{2}$, then $T u_{1}=T u_{2}$. If $R u_{1}=R u_{2}$, then (16.58) shows that

$$
\left\|T u_{1}-T u_{2}\right\|=\left\|T\left(u_{1}-u_{2}\right)\right\|=\left\|R\left(u_{1}-u_{2}\right)\right\|=\left\|R u_{1}-R u_{2}\right\|=0
$$

Hence, $T u_{1}=T u_{2}$ and $W$ is a well defined function from ran $R$ into $\mathcal{Y}$. The linearity of $W$ follows from the linearity of $R$ and $T$. Utilizing (16.58) we obtain $\|W R u\|=\|T u\|=\|R u\|$. This shows that $W$ is an isometry. Finally, the isometry $W$ has a unique extension by continuity to the closure of $\operatorname{ran} R$ and we also denote this isometry by $W$. Hence, $T=W R$ is the polar decomposition of $T$.

Singular value decomposition. Let $T$ be an operator of finite rank $n$ mapping $\mathcal{U}$ into $\mathcal{Y}$. Then a singular value decomposition of $T$ is a factorization of the form

$$
\begin{equation*}
T=U \Lambda V^{*} \tag{16.59}
\end{equation*}
$$

where $U$ is an isometry mapping $\mathbb{C}^{n}$ into $\mathcal{Y}$ and $V$ is an isometry from $\mathbb{C}^{n}$ into $\mathcal{U}$ while $\Lambda$ is a diagonal matrix with nonzero positive diagonal elements arranged in decreasing order, that is,

$$
\begin{equation*}
\Lambda=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}\right) \quad \text { with } \quad \sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n}>0 \tag{16.60}
\end{equation*}
$$

The numbers $\left\{\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}\right\}$, are referred to as the singular values of $T$. In this presentation, we do not consider zero a singular value for $T$.

To obtain a singular value decomposition of $T$, let $T=W R$ be the polar decomposition of $T$ where $R$ is the positive square root of $T^{*} T$ and $W$ is an isometry. Since $R$ is a positive operator of finite rank $n$, it admits a spectral decomposition of the form $R=V \Lambda V^{*}$, where $V$ is an isometry from $\mathbb{C}^{n}$ into $\mathcal{U}$ and $\Lambda$ is given by (16.60) where $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n}>0$ are the nonzero eigenvalues of $R$. Substituting $R=V \Lambda V^{*}$ into the polar decomposition of $T$, we arrive at $T=W V \Lambda V^{*}$. By letting $U=W V$, we obtain the singular value decomposition $T=U \Lambda V^{*}$.

Let $U \Lambda V^{*}$ be a singular value decomposition of $T$. Because $U$ is an isometry, $T^{*} T=$ $V \Lambda^{2} V^{*}$; this is precisely a spectral decomposition of $T^{*} T$. Hence, the squares of the nonzero singular values $\left\{\sigma_{1}^{2}, \sigma_{2}^{2}, \cdots, \sigma_{n}^{2}\right\}$ of $T$ are precisely the nonzero eigenvalues of $T^{*} T$. Since $T^{*}=V \Lambda U^{*}$ is the singular value decomposition of $T^{*}$, it follows that $T$ and $T^{*}$ have the same nonzero singular values. Moreover, using the fact that $V$ is an isometry, $T T^{*}=U \Lambda^{2} U^{*}$ is the spectral decomposition of $T T^{*}$. In particular, $T^{*} T$ and $T T^{*}$ have the same nonzero eigenvalues which are the squares of the nonzero singular values of $T$, or equivalently, $T^{*}$. We are now ready to prove the following result.

Theorem 16.6.1 Let $T$ be a finite rank operator with singular value decomposition $T=$ $U \Lambda V^{*}$. Then the following statements hold.
(i) The orthogonal projection onto the range of $T$ is $U U^{*}$
(ii) The orthogonal projection onto $(\operatorname{ran} T)^{\perp}=\operatorname{ker} T^{*}=I-U U^{*}$
(iii) The orthogonal projection onto $(\operatorname{ker} T)^{\perp}$ is $V V^{*}$
(iv) The orthogonal projection onto $\operatorname{ker} T=\left(\operatorname{ran} T^{*}\right)^{\perp}=I-V V^{*}$
(v) The restricted inverse $T^{-r}$ of $T$ is given by $T^{-r}=V \Lambda^{-1} U^{*}$.

Proof. Because $V$ is an isometry, it has zero kernel, and hence, $V^{*}$ is onto. Since $\Lambda$ is invertible, it now follows that $T$ and $U$ have the same range which we denote by $\mathcal{R}$. By applying Lemma 16.2.3 with $U$ replacing $T$, we have $P_{\mathcal{R}}=U\left(U^{*} U\right)^{-1} U^{*}=U U^{*}$. So, $U U^{*}$ is the orthogonal projection onto $\operatorname{ran} U=\operatorname{ran} T$. This proves (i).

Part (ii) follows from the fact that $P$ is the orthogonal projection onto any subspace $\mathcal{H}$ if and only if $I-P$ is the orthogonal projection onto $\mathcal{H}^{\perp}$.

Statements (iii) and (iv) follow from Parts (i) and (ii) by observing that $V^{*} \Lambda U$ is the singular value decomposition of $T^{*}$.

To complete the proof it remains to verify Part (v). To this end, recall that the restricted inverse of $T$ is defined by $T^{-r} y=\hat{u}$, where $\hat{u}$ is the unique element of $(\operatorname{ker} T)^{\perp}$ satisfying $T \hat{u}=P_{\mathcal{R}} y$. By using the singular value decomposition of $T$ and Part (i), we see that

$$
\begin{equation*}
U \Lambda V^{*} \hat{u}=T \hat{u}=P_{\mathcal{R}} y=U U^{*} y \tag{16.61}
\end{equation*}
$$

Since $U^{*} U=I$, it follows that $\Lambda V^{*} \hat{u}=U^{*} y$, or equivalently, $V^{*} \hat{u}=\Lambda^{-1} U^{*} y$. Multiplying by $V$ gives $V V^{*} \hat{u}=V \Lambda^{-1} U^{*} y$. However, $V V^{*}$ is the orthogonal projection onto $(\operatorname{ker} T)^{\perp}$. Therefore, $V V^{*} \hat{u}=\hat{u}$ and $T^{-r}=V \Lambda^{-1} U^{*}$.

When $T$ is a matrix, there are fast and efficient algorithms to compute its singular value decomposition. In this case, the restricted inverse $T^{-r}=V \Lambda^{-1} U^{*}$ is particularly easy to compute. In many of our applications we will have to compute the restricted inverse of $T^{*} T$. In this case, $T^{*} T$ is a positive operator and its singular value decomposition is precisely the spectral decomposition of $T^{*} T$, that is, $T^{*} T=V \Lambda^{2} V^{*}$ where $V$ is an isometry. Hence, $\left(T^{*} T\right)^{-r}=V \Lambda^{-2} V^{*}$.

### 16.7 Schmidt pairs

A classical way of obtaining a singular value decomposition for a finite rank operator is through Schmidt pairs. To see this, consider a finite rank operator $T$ from $\mathcal{U}$ into $\mathcal{Y}$. Let $\left\{u_{i}\right\}_{1}^{n}$ be an orthonormal basis of eigenvectors corresponding to the nonzero eigenvalues $\sigma_{1}^{2} \geq \sigma_{2}^{2} \geq \cdots \geq \sigma_{n}^{2}>0$ of $T^{*} T$, that is, $T^{*} T u_{i}=\sigma_{i}^{2} u_{i}$ where $\left(u_{i}, u_{j}\right)=\delta_{i j}$. (Recall that $\delta_{i j}=1$ if $i=j$ and zero otherwise.) The sequence $\left\{u_{i}\right\}_{1}^{n}$ forms an orthonormal basis for $\left(\operatorname{ker} T^{*} T\right)^{\perp}=(\operatorname{ker} T)^{\perp}$. Now let $\left\{y_{i}\right\}_{1}^{n}$ be the vectors defined by $T u_{i}=\sigma_{i} y_{i}$, for $i=1,2, \cdots, n$. The pair $\left\{u_{i}, y_{i}\right\}$ is known as a Schmidt pair for $T$ corresponding to the
singular value $\sigma_{i}$. By multiplying by $T^{*}$ we see that $\sigma_{i}^{2} u_{i}=T^{*} T u_{i}=T^{*} \sigma_{i} y_{i}$. Therefore, $T^{*} y_{i}=\sigma_{i} u_{i}$ for $i=1,2, \cdots, n$. In particular, $\left\{u_{i}, y_{i}\right\}$ is a Schmidt pair for $T$ corresponding to $\sigma_{i}$ if and only if $\left\{y_{i}, u_{i}\right\}$ is a Schmidt pair for $T^{*}$ corresponding to $\sigma_{i}$.

We claim that $\left\{y_{i}\right\}_{1}^{n}$ forms an orthonormal basis for $\left(\operatorname{ker} T^{*}\right)^{\perp}=\operatorname{ran} T$. The orthogonality follows from

$$
\begin{equation*}
\left(y_{i}, y_{j}\right)=\frac{\left(T u_{i}, T u_{j}\right)}{\sigma_{i} \sigma_{j}}=\frac{\left(T^{*} T u_{i}, u_{j}\right)}{\sigma_{i} \sigma_{j}}=\frac{\sigma_{i}}{\sigma_{j}}\left(u_{i}, u_{j}\right)=\delta_{i j} . \tag{16.62}
\end{equation*}
$$

Since $\left\{u_{i}\right\}_{1}^{n}$ is a basis for $(\operatorname{ker} T)^{\perp}$ and $T u_{i}=\sigma_{i} y_{i}$, it now follows that $\left\{y_{i}\right\}_{1}^{n}$ is an orthonormal basis for $\operatorname{ran} T=\left(\operatorname{ker} T^{*}\right)^{\perp}=\left(\operatorname{ker} T T^{*}\right)^{\perp}$. Because $T^{*} y_{i}=\sigma_{i} u_{i}$ we also see that $T T^{*} y_{i}=$ $\sigma_{i}^{2} y_{i}$. So, $T^{*} T$ and $T T^{*}$ have the same nonzero eigenvalues $\left\{\sigma_{1}^{2}, \sigma_{2}^{2}, \cdots, \sigma_{n}^{2}\right\}$. Summing up the previous analysis, we see that the Schmidt pairs $\left\{u_{i}, y_{i}\right\}_{1}^{n}$ corresponding to the singular values $\left\{\sigma_{i}\right\}_{1}^{n}$, satisfy the following relationship

$$
\begin{equation*}
T u_{i}=\sigma_{i} y_{i} \quad \text { and } \quad T^{*} y_{i}=\sigma_{i} u_{i} \quad(\text { for } i=1, \cdots, n) \tag{16.63}
\end{equation*}
$$

Moreover, $\left\{u_{i}\right\}_{1}^{n}$ are orthonormal eigenvectors for $T^{*} T$ corresponding to the nonzero eigenvalues $\sigma_{1}^{2} \geq \sigma_{2}^{2} \geq \cdots \geq \sigma_{n}^{2}$ of $T^{*} T$, while the vectors $\left\{y_{i}\right\}_{1}^{n}$ are orthonormal eigenvectors for $T T^{*}$ corresponding to the nonzero eigenvalues $\sigma_{1}^{2} \geq \sigma_{2}^{2} \geq \cdots, \geq \sigma_{n}^{2}$ of $T T^{*}$.

Since $\left\{u_{i}\right\}_{1}^{n}$ is a basis for $(\operatorname{ker} T)^{\perp}$, Remark 16.3.2 shows that the orthogonal projection $P_{\mathcal{H}}$ onto $\mathcal{H}=(\operatorname{ker} T)^{\perp}$ is given by

$$
\begin{equation*}
P_{\mathcal{H}} u=\sum_{i=1}^{n}\left(u, u_{i}\right) u_{i} \quad(u \in \mathcal{U}) \tag{16.64}
\end{equation*}
$$

Using this expression for $P_{\mathcal{H}}$ along with $T u_{i}=\sigma_{i} y_{i}$, we have

$$
T u=T P_{\mathcal{H}} u=T \sum_{i=1}^{n}\left(u, u_{i}\right) u_{i}=\sum_{i=1}^{n} \sigma_{i} y_{i}\left(u, u_{i}\right)=\left[\begin{array}{llll}
y_{1} & y_{2} & \cdots & y_{n}
\end{array}\right] \Lambda\left[\begin{array}{c}
\left(u, u_{1}\right)  \tag{16.65}\\
\left(u, u_{2}\right) \\
\vdots \\
\left(u, u_{n}\right)
\end{array}\right]
$$

where $\Lambda=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}\right)$.
To obtain a singular value decomposition, let $V$ be the isometry mapping $\mathbb{C}^{n}$ into $\mathcal{U}$ defined by

$$
V \alpha=\left[\begin{array}{llll}
u_{1} & u_{2} & \cdots & u_{n} \tag{16.66}
\end{array}\right] \alpha=\sum_{i=1}^{n} \alpha_{i} u_{i}
$$

where $\alpha=\left[\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right]^{t r}$ is a vector in $\mathbb{C}^{n}$. Notice that $V$ is an isometry because $\left\{u_{i}\right\}_{1}^{n}$ is an orthonormal set. Recall that $V^{*} f=\left[\left(f, u_{1}\right), \cdots,\left(f, u_{n}\right)\right]^{t r}$; see (16.29) and (16.32) with $T$ replaced by $V$. Let $U$ be the isometry mapping $\mathbb{C}^{n}$ into $\mathcal{Y}$ defined by

$$
U \alpha=\left[\begin{array}{llll}
y_{1} & y_{2} & \cdots & y_{n} \tag{16.67}
\end{array}\right] \alpha=\sum_{i=1}^{n} \alpha_{i} y_{i}
$$

Now the singular value decomposition $T=U \Lambda V^{*}$ follows from (16.65). In other words, one can obtain the singular value decomposition $T=U \Lambda V^{*}$ by computing the orthonormal eigenvectors $\left\{u_{i}\right\}_{1}^{n}$ for the nonzero eigenvalues $\sigma_{1}^{2} \geq \sigma_{2}^{2} \geq \cdots \geq \sigma_{n}^{2}>0$ of $T^{*} T$, that
is $T^{*} T u_{i}=\sigma_{i}^{2} u_{i}$. Then the scalars $\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}$ are the singular values of $T$. Next compute the orthonormal eigenvectors $\left\{y_{i}\right\}_{1}^{n}$ for $T T^{*}$ by $T u_{i}=\sigma_{i} y_{i}$. Then the singular value decomposition of $T$ is

$$
\begin{equation*}
T u=U \Lambda V^{*} u=\sum_{i=1}^{n} \sigma_{i}\left(u, u_{i}\right) y_{i} \quad(u \in \mathcal{U}) \tag{16.68}
\end{equation*}
$$

where $U$ and $V$ are the isometries in (16.66) and (16.67) formed by the Schmidt pairs $\left\{u_{i}\right\}_{1}^{n}$ and $\left\{y_{i}\right\}_{1}^{n}$, respectively. It is noted that in some applications it may be easier to compute the orthonormal eigenvectors $y_{i}$ for $T T^{*}$ first. For example, if $T$ is a matrix with more columns than rows. Then compute the vectors $u_{i}=T^{*} y_{i} / \sigma_{i}$ in the Schmidt pair $\left\{u_{i}, y_{i}\right\}$. Finally, it is noted that the restricted inverse $T^{-r}$ of $T$ is given by

$$
\begin{equation*}
T^{-r} y=V \Lambda^{-1} U^{*} y=\sum_{i=1}^{n} \frac{\left(y, y_{i}\right)}{\sigma_{i}} u_{i} \quad(y \in \mathcal{Y}) \tag{16.69}
\end{equation*}
$$

The last equality follows from the fact that $U^{*} y$ equals $\left[\left(y, y_{1}\right)\left(y, y_{2}\right) \cdots\left(y, y_{n}\right)\right]^{\text {tr }}$.
Remark 16.7.1 Let $T$ be any finite rank operator mapping $\mathcal{U}$ into $\mathcal{Y}$. We can also use the singular value decomposition of $T$ to obtain another proof of equation (16.26) in Theorem 16.2.4, that is,

$$
\begin{equation*}
T^{-r}=\left(T^{*} T\right)^{-r} T^{*}=T^{*}\left(T T^{*}\right)^{-r} \tag{16.70}
\end{equation*}
$$

To verify this result, let $T=U \Lambda V^{*}$ be the singular value decomposition of $T$. Since $U$ is an isometry, the singular value decomposition of $T^{*} T$ is $V \Lambda^{2} V^{*}$. Therefore, the restricted inverse of $T^{*} T$ is $V \Lambda^{-2} V^{*}$. Using this and $T^{*}=V \Lambda U^{*}$ we have

$$
T^{-r}=V \Lambda^{-1} U^{*}=V \Lambda^{-2} \Lambda U^{*}=V \Lambda^{-2} V^{*} V \Lambda U^{*}=\left(T^{*} T\right)^{-r} T^{*}
$$

To obtain the second equality in (16.70), notice that the singular value decomposition of $T T^{*}$ is $U \Lambda^{2} U^{*}$. So, using $\left(T T^{*}\right)^{-r}=U \Lambda^{-2} U^{*}$ we have

$$
T^{-r}=V \Lambda^{-1} U^{*}=V \Lambda \Lambda^{-2} U^{*}=V \Lambda U^{*} U \Lambda^{-2} U^{*}=T^{*}\left(T T^{*}\right)^{-r}
$$

This completes the proof of (16.70).
Now, let $T$ be a finite rank operator and $T=U \Lambda V^{*}$ be a singular value decomposition of $T$. Because $U$ and $V$ are isometries, it follows that $\|T\|=\|\Lambda\|$. Therefore, $\|T\|=\sigma_{1}$, the largest singular value of $T$, or equivalently, $\|T\|^{2}=\sigma_{1}^{2}$ where $\sigma_{1}^{2}$ is the largest eigenvalue of $T^{*} T$. We say that $u$ attains the norm of $T$ if $u$ is a nonzero vector in $\mathcal{U}$ satisfying $\|T u\|=\|T\|\|u\|$. Obviously, the vector $u_{1}$ corresponding to the largest singular value of $T$ attains the norm of $T$. In other words, the norm of $T$ is attained by the eigenvectors corresponding to the largest eigenvalue of $T^{*} T$. In many applications, it is easier to compute the orthogonal eigenvectors $\left\{y_{i}\right\}_{1}^{n}$ for $T T^{*}$ rather than the orthogonal eigenvectors $\left\{u_{i}\right\}_{1}^{n}$ for $T^{*} T$. In this case, the vector $u_{1}=T^{*} y_{1} / \sigma_{1}$ attains the norm of $T$, where $y_{1}$ is an eigenvector corresponding to the largest eigenvalue $\sigma_{1}^{2}$ of $T T^{*}$.

Consider the following classical problem in linear algebra: Given a finite rank operator $T$ and a positive integer $k$, construct an operator $T_{k}$ of rank less than or equal to $k$ which comes closest to $T$ in the operator norm. The following classical result uses the singular value decomposition to solve this problem.

Theorem 16.7.1 Let $T$ mapping $\mathcal{U}$ into $\mathcal{Y}$ be a finite rank operator and $T=U \Delta V^{*}$ be its singular value decomposition where $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n}>0$ are the singular values of $T$ and $\Lambda=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{n}\right)$. If $k<n$, then

$$
\begin{equation*}
\sigma_{k+1}=\inf \{\|T-Z\|: Z \in \mathcal{L}(\mathcal{U}, \mathcal{Y}) \text { and } \operatorname{rank} Z \leq k\} . \tag{16.71}
\end{equation*}
$$

Moreover, an operator $T_{k}$ of rank $k$ which solves the optimization problem in (16.71) is given by

$$
\begin{equation*}
T_{k}=U \operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{k}, 0, \cdots, 0\right) V^{*} \tag{16.72}
\end{equation*}
$$

that is, $\left\|T-T_{k}\right\|=\sigma_{k+1}$.
Proof. Let $\left\{u_{i}, y_{i}\right\}_{1}^{n}$ be a Schmidt pair for $T$, that is, $\left\{u_{i}\right\}_{1}^{n}$ and $\left\{y_{i}\right\}_{1}^{n}$ are orthonormal sets satisfying $T u_{i}=\sigma_{i} y_{i}$ for all $i$. Let $Z$ be any operator whose rank is less than or equal to $k<n$ and let $\mathcal{H}$ be the $k+1$ dimensional space spanned by $\left\{u_{1}, u_{2}, \cdots, u_{k+1}\right\}$. Since $\operatorname{dim} \operatorname{ker}(Z)^{\perp} \leq k<\operatorname{dim} \mathcal{H}$, it follows that there exists a unit vector $u$ in ( $\left.\operatorname{ker} Z\right) \cap \mathcal{H}$. (If $\mathcal{M}$ is any subspace of $\mathcal{U}$ where $\operatorname{dim} \mathcal{M} \leq k$, then there exists a unit vector $u$ in $\mathcal{H}$ which is orthogonal to $\mathcal{M}$. To see this, let $P_{\mathcal{H}}$ be the orthogonal projection onto $\mathcal{H}$ and $Q$ the operator from $\mathcal{M}$ into $\mathcal{H}$ defined by $Q f=P_{\mathcal{H}} f$. Clearly, $Q$ is not onto, and thus, there exists a unit vector $u$ in $\mathcal{H}$ orthogonal to the range of $Q$. Hence, $0=\left(u, P_{\mathcal{H}} f\right)=\left(P_{\mathcal{H}} u, f\right)=(u, f)$ for all $f \in \mathcal{M}$. Therefore, $u$ is orthogonal to $\mathcal{M}$.) According to Remark 16.3.2, for $u$ in $\mathcal{H}$ we have

$$
\begin{equation*}
u=P_{\mathcal{H}} u=\sum_{i=1}^{k+1}\left(u, u_{i}\right) u_{i} \tag{16.73}
\end{equation*}
$$

Using the fact that $\left\{y_{i}\right\}_{1}^{n}$ is orthonormal with (16.73) and Bessel's equality ( $\left\|\sum \alpha_{i} \phi_{i}\right\|^{2}=$ $\sum\left|\alpha_{i}\right|^{2}$ for any orthonormal set $\left\{\phi_{i}\right\}$ and scalars $\left\{\alpha_{i}\right\}$ ), we arrive at

$$
\begin{aligned}
\|T-Z\|^{2} & \geq\|(T-Z) u\|^{2}=\|T u\|^{2}=\left\|T \sum_{i=1}^{k+1}\left(u, u_{i}\right) u_{i}\right\|^{2}=\left\|\sum_{i=1}^{k+1}\left(u, u_{i}\right) \sigma_{i} y_{i}\right\|^{2} \\
& =\sum_{i=1}^{k+1} \sigma_{i}^{2}\left|\left(u, u_{i}\right)\right|^{2} \geq \sigma_{k+1}^{2} \sum_{i=1}^{k+1}\left|\left(u, u_{i}\right)\right|^{2}=\sigma_{k+1}^{2}\|u\|^{2}=\sigma_{k+1}^{2}
\end{aligned}
$$

The equality $\|u\|^{2}=\sum_{i=1}^{k+1}\left|\left(u, u_{i}\right)\right|^{2}$ follows from (16.41) in Remark 16.3.2. Thus,

$$
\sigma_{k+1} \leq \inf \{\|T-Z\|: Z \in \mathcal{L}(\mathcal{U}, \mathcal{Y}) \text { and } \operatorname{rank} Z \leq k\}
$$

To obtain equality, notice that the rank of the operator $T_{k}$ in (16.72) is precisely $k$. Because $U$ and $V$ are isometries, it follows that the norm of $T-T_{k}$ equals the norm of the diagonal operator, $\operatorname{diag}\left(0,0, \cdots, 0, \sigma_{k+1}, \cdots, \sigma_{n}\right)$. Therefore, $\left\|T-T_{k}\right\|=\sigma_{k+1}$.

Remark 16.7.2 Let $T$ be any finite rank operator mapping $\mathcal{U}$ into $\mathcal{Y}$. Let $\left\{u_{i}, y_{i}\right\}_{1}^{n}$ be the Schmidt pairs corresponding to the singular values $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n}>0$ of $T$. Then the operator $T_{k}$ of rank $k$ in (16.72) satisfying $\left\|T-T_{k}\right\|=\sigma_{k+1}$ can also be written as

$$
T_{k} u=\sum_{i=1}^{k} \sigma_{i}\left(u, u_{i}\right) y_{i} \quad(u \in \mathcal{U})
$$

This follows from (16.68) along with the definition of the isometries $U$ and $V$ in (16.66) and (16.67).

### 16.8 A control example

In this section we obtain a singular value decomposition for a certain operator $T$ which arises in the analysis of control systems. Suppose $G$ is a continuous function on $\left[0, t_{1}\right]$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ where $\mathcal{U}$ and $\mathcal{Y}$ are finite dimensional Hilbert spaces and $t_{1}$ is positive. Consider the operator $T$ mapping $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{Y}$ defined by the convolution integral:

$$
\begin{equation*}
T u=\int_{0}^{t_{1}} G\left(t_{1}-\tau\right) u(\tau) d \tau \quad\left(u \in L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)\right) \tag{16.74}
\end{equation*}
$$

We shall obtain expressions for a singular value decomposition of $T$ and the norm of $T$. To this end, notice that the adjoint $T^{*}$ of $T$ is the linear operator mapping $\mathcal{Y}$ into $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ defined by

$$
\begin{equation*}
\left(T^{*} g\right)(t)=G\left(t_{1}-t\right)^{*} g \quad(g \in \mathcal{Y}) \tag{16.75}
\end{equation*}
$$

To verify this notice that for any $u$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ and $g$ in $\mathcal{Y}$, we have

$$
\begin{aligned}
(T u, g)_{y} & =\left(\int_{0}^{t_{1}} G\left(t_{1}-\tau\right) u(\tau) d \tau, g\right)_{y}=\int_{0}^{t_{1}}\left(G\left(t_{1}-\tau\right) u(\tau), g\right)_{y} d \tau \\
& =\int_{0}^{t_{1}}\left(u(\tau), G\left(t_{1}-\tau\right)^{*} g\right)_{u} d \tau=\left(u, T^{*} g\right)_{L^{2}}
\end{aligned}
$$

(Here $(f, g)_{\mathcal{H}}$ denotes the inner product on the Hilbert space $\mathcal{H}$.) Hence, (16.75) holds. Combining equations (16.74) and (16.75), we see that $T T^{*}$ is the positive operator on $\mathcal{Y}$ given by

$$
\begin{equation*}
T T^{*}=\int_{0}^{t_{1}} G\left(t_{1}-\tau\right) G\left(t_{1}-\tau\right)^{*} d \tau=\int_{0}^{t_{1}} G(\sigma) G(\sigma)^{*} d \sigma \tag{16.76}
\end{equation*}
$$

Let $\left\{y_{1}, y_{2}, \cdots, y_{n}\right\}$ be an orthonormal set of eigenvectors corresponding to the nonzero eigenvalues $\sigma_{1}^{2} \geq \sigma_{2}^{2} \geq \cdots \geq \sigma_{n}^{2}>0$ of $T T^{*}$, that is,

$$
\begin{equation*}
T T^{*} y_{i}=\sigma_{i}^{2} y_{i} \quad(\text { for } i=1,2, \cdots, n) \tag{16.77}
\end{equation*}
$$

Notice that one can readily compute the eigenvectors $y_{i}$ and the eigenvalues $\sigma_{i}^{2}$ because in general $\mathcal{Y}=\mathbb{C}^{p}$ and thus $T T^{*}$ is a positive matrix. Now let $\left\{u_{1}, u_{2}, \cdots, u_{n}\right\}$ be the orthonormal set defined by

$$
\begin{equation*}
u_{i}=T^{*} y_{i} / \sigma_{i} \quad(\text { for } i=1,2, \cdots, n) \tag{16.78}
\end{equation*}
$$

Then using the formula for $T^{*}$ in (16.75), we see that

$$
\begin{equation*}
u_{i}(t)=G\left(t_{1}-t\right)^{*} y_{i} / \sigma_{i} \quad(\text { for } i=1,2, \cdots, n) \tag{16.79}
\end{equation*}
$$

Moreover, $\left\{u_{i}, y_{i}\right\}_{1}^{n}$ forms the Schmidt pairs for the operator $T$, that is, $\left\{u_{i}\right\}_{1}^{n}$ and $\left\{y_{i}\right\}_{1}^{n}$ are orthonormal sets satisfying

$$
\begin{equation*}
T u_{i}=\sigma_{i} y_{i} \quad \text { and } \quad T^{*} y_{i}=\sigma_{i} u_{i} \quad(\text { for } i=1,2, \cdots, n) \tag{16.80}
\end{equation*}
$$

where $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{n}>0$ are the (nonzero) singular values of $T$. So, according to (16.68), a singular value decomposition of $T$ is given by

$$
\begin{equation*}
T u=\sum_{i=1}^{n} \sigma_{i}\left(u, u_{i}\right) y_{i} \quad\left(u \in L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)\right) \tag{16.81}
\end{equation*}
$$

An operator $T_{k}$ of rank $k<n$ which comes closest to $T$ in the operator norm, over the class of all operators mapping $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{Y}$ whose rank is less than or equal to $k$ is given by (see Theorem 16.7.1)

$$
\begin{equation*}
T_{k} u=\sum_{i=1}^{k} \sigma_{i}\left(u, u_{i}\right) y_{i} \quad\left(u \in L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)\right) \tag{16.82}
\end{equation*}
$$

Finally, the norm of $T$ is given by

$$
\begin{equation*}
\|T\|=\sigma_{1}=\lambda_{\max }\left(T T^{*}\right)^{1 / 2} \tag{16.83}
\end{equation*}
$$

where $\lambda_{\max }(R)$ denotes the maximum eigenvalue of a self-adjoint operator $R$. Furthermore, a vector $u_{1}$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ which attains the norm of $T$ is given by $u_{1}=T^{*} y_{1} / \sigma_{1}$, that is,

$$
\begin{equation*}
u_{1}(t)=G\left(t_{1}-t\right)^{*} y_{1} / \sigma_{1} \tag{16.84}
\end{equation*}
$$

where $y_{1}$ is an eigenvector corresponding to the maximum eigenvalue $\sigma_{1}^{2}$ of $T T^{*}$, or equivalently, $\left\{u_{1}, y_{1}\right\}$ is the Schmidt pair corresponding to the largest singular value $\sigma_{1}$ of $T$. In many cases $\mathcal{Y}=\mathbb{C}^{p}$, so (16.83) and (16.84) give us a simple procedure to compute the norm of $T$ and a vector $u_{1}$ which attains the norm of $T$.

### 16.8.1 State space

Consider the state space system

$$
\begin{equation*}
\dot{x}=A x+B u \quad \text { and } \quad y=C x \tag{16.85}
\end{equation*}
$$

where the initial state $x(0)$ is zero, $A$ is an operator on a finite dimensional space $\mathcal{X}$, while $B$ maps $\mathcal{U}$ into $\mathcal{X}$ and $C$ maps $\mathcal{X}$ into $\mathcal{Y}$. Here both $\mathcal{U}$ and $\mathcal{Y}$ are finite dimensional spaces. For any positive $t_{1}$, the output $y\left(t_{1}\right)$ of system (16.85) is given by $y\left(t_{1}\right)=T u$ where $T$ is defined by the convolution integral in (16.74) with $G(t)=C e^{A t} B$. In this case, equation (16.76) reduces to

$$
\begin{equation*}
T T^{*}=C Q\left(t_{1}\right) C^{*} \tag{16.86}
\end{equation*}
$$

where $Q\left(t_{1}\right)$ is the positive operator on $\mathcal{X}$ defined by

$$
\begin{equation*}
Q\left(t_{1}\right)=\int_{0}^{t_{1}} e^{A \sigma} B B^{*} e^{A^{*} \sigma} d \sigma=\int_{0}^{t_{1}} e^{A\left(t_{1}-\tau\right)} B B^{*} e^{A^{*}\left(t_{1}-\tau\right)} d \tau . \tag{16.87}
\end{equation*}
$$

Notice that $Q\left(t_{1}\right)$ is the unique solution at $t_{1}$ to the following differential equation:

$$
\begin{equation*}
\dot{Q}=A Q+Q A^{*}+B B^{*} \quad \text { with } \quad Q(0)=0 \tag{16.88}
\end{equation*}
$$

This follows by applying Leibnitz's rule,

$$
\frac{d}{d t} \int_{0}^{t} f(t, \tau) d \tau=f(t, t)+\int_{0}^{t} \frac{\partial f}{\partial t}(t, \tau) d \tau
$$

to $Q(t)=\int_{0}^{t} f(t, \tau) d \tau$ where $f(t, \tau)=e^{A(t-\tau)} B B^{*} e^{A^{*}(t-\tau)}$. It now follows from (16.86) and (16.83) that

$$
\begin{equation*}
\|T\|=\left[\lambda_{\max }\left(C Q\left(t_{1}\right) C^{*}\right)\right]^{1 / 2} \tag{16.89}
\end{equation*}
$$

Also, a vector $u_{1}$ in $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ which attains the norm of $T$ is given by

$$
\begin{equation*}
u_{1}(t)=B^{*} e^{A^{*}\left(t_{1}-t\right)} C^{*} y_{1} / \sigma_{1} \tag{16.90}
\end{equation*}
$$

where $y_{1}$ is an eigenvector corresponding to the maximum eigenvalue $\sigma_{1}^{2}$ of $C Q\left(t_{1}\right) C^{*}$. So, the norm of $T$ and the singular value decomposition of $T$ can readily be computed by solving a linear matrix differential equation in (16.88). Then $\|T\|^{2}$ is the largest eigenvalue of $C Q\left(t_{1}\right) C^{*}$.

A minimum control norm problem. Consider now the following optimization problem associated with the state space system in (16.85). Given a vector $y$ in $\mathcal{Y}$, find an input $\left.\hat{u} \in L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)\right)$ with the smallest possible norm which drives the output $y\left(t_{1}\right)=T u$ at time $t_{1}$ as close as possible to $y$. In mathematical terminology this is equivalent to finding a control $\hat{u}$ to solve the following minimum norm optimization problem:

$$
\begin{equation*}
\left.\|\hat{u}\|=\inf \left\{\|u\|: T u=P_{\mathcal{R}} y \text { and } u \in L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)\right)\right\} \tag{16.91}
\end{equation*}
$$

where $P_{\mathcal{R}}$ is the orthogonal projection onto the range of $T$. So, according to Theorem 16.5.1, the solution $\hat{u}$ to this minimum norm control problem is unique and given is by $\hat{u}=T^{-r} y$. By using the singular value decomposition to compute $T^{-r}$, we see that the unique optimal control solving (16.91) is

$$
\begin{equation*}
\hat{u}(t)=T^{-r} y=\sum_{i=1}^{n} \frac{\left(y, y_{i}\right)}{\sigma_{i}} u_{i}(t) \tag{16.92}
\end{equation*}
$$

By consulting Corollary 16.5.2, the optimal control $\hat{u}$ is also given by $\hat{u}=T^{*}\left(T T^{*}\right)^{-r} y$. Since $T^{*}$ is given by (16.75) with $G(t)=C e^{A t} B$ and $T T^{*}=C Q\left(t_{1}\right) C^{*}$, the optimal $\hat{u}$ can be computed by

$$
\begin{equation*}
\hat{u}(t)=B^{*} e^{A^{*}\left(t_{1}-t\right)} C^{*}\left(C Q\left(t_{1}\right) C^{*}\right)^{-r} y \tag{16.93}
\end{equation*}
$$

These optimization problems play a role in controllability of linear systems.

### 16.8.2 The $L^{2}-L^{\infty}$ gain

Let $L^{\infty}([0, \infty), \mathcal{Y})$ denote the set of all Lebesgue measurable functions over $[0, \infty)$ with values in $\mathcal{Y}$ such that

$$
\begin{equation*}
\|y\|_{\infty}=\operatorname{ess} \sup \{\|y(t)\|: t \geq 0\}<\infty \tag{16.94}
\end{equation*}
$$

As before, $\mathcal{U}$ and $\mathcal{Y}$ are finite dimensional vector spaces. Moreover, assume that $G$ is a continuous (or Lebesgue measurable) function on $[0, \infty)$ with values in $\mathcal{L}(\mathcal{U}, \mathcal{Y})$ such that

$$
\begin{equation*}
W_{\infty}:=\int_{0}^{\infty} G(\sigma) G(\sigma)^{*} d \sigma \tag{16.95}
\end{equation*}
$$

is a bounded operator on $\mathcal{Y}$. Obviously, $W_{\infty}$ is positive. For example, if $G$ is a continuous function satisfying $\|G(t)\| \leq m e^{-\alpha t}$ for some positive $m$ and $\alpha>0$, then the operator $W_{\infty}$ is positive and bounded. Now let $M$ be the linear map from $L^{2}([0, \infty), \mathcal{U})$ into $L^{\infty}([0, \infty), \mathcal{Y})$ defined by

$$
(M u)(t)=\int_{0}^{t} G(t-\tau) u(\tau) d \tau \quad\left(u \in L^{2}([0, \infty), \mathcal{U})\right.
$$

In this setting, the norm of $M$ is defined by

$$
\begin{equation*}
\|M\|:=\sup \left\{\|M u\|_{\infty}: u \in L^{2}([0, \infty), \mathcal{U}) \text { and }\|u\| \leq 1\right\} \tag{16.96}
\end{equation*}
$$

We claim that $\|M\|^{2}=\lambda_{\max }\left(W_{\infty}\right)$.
If $y=M u$, then for any $t_{1} \geq 0$, we have $y\left(t_{1}\right)=T u$ where $T$ is the operator from $L^{2}\left(\left[0, t_{1}\right], \mathcal{U}\right)$ into $\mathcal{Y}$ defined in (16.74). Using (16.76), we obtain

$$
T T^{*}=W\left(t_{1}\right):=\int_{0}^{t_{1}} G(\sigma) G(\sigma)^{*} d \sigma \leq W_{\infty}
$$

So, using $\left\|y\left(t_{1}\right)\right\|=\|T u\|$, we have

$$
\begin{aligned}
\left\|y\left(t_{1}\right)\right\|^{2} & \leq\|T\|^{2} \int_{0}^{t_{3}}\|u(t)\|^{2} d t \leq \lambda_{\max }\left(T T^{*}\right) \int_{0}^{\infty}\|u(t)\|^{2} d t \\
& \leq \lambda_{\max }\left(W_{\infty}\right)\|u\|^{2}
\end{aligned}
$$

Since the above holds for all $t_{1} \geq 0$, it follows that $\|y\|_{\infty}^{2} \leq \lambda_{\max }\left(W_{\infty}\right)\|u\|^{2}$. Therefore, $\|M\|^{2} \leq \lambda_{\max }\left(W_{\infty}\right)$.

It remains to show that $\|M\|^{2}=\lambda_{\max }\left(W_{\infty}\right)$. To this end, consider any $t_{1}$ and let $u_{1}$ be the unit vector in (16.84) which attains the norm of $T$ in (16.74), that is, $\left\|u_{1}\right\|=1$ and $\left\|T u_{1}\right\|=\|T\|=\left[\lambda_{\max }\left(W\left(t_{1}\right)\right)\right]^{1 / 2}$. Now let $u$ be the unit vector in $L^{2}([0, \infty), \mathcal{U})$ defined by

$$
u(t)= \begin{cases}u_{1}(t) & \text { if } t \leq t_{1} \\ 0 & \text { if } t>t_{1}\end{cases}
$$

Setting $y=M u$, we have $y\left(t_{1}\right)=T u_{1}$ and

$$
\|M\| \geq\|y\|_{\infty} \geq\left\|y\left(t_{1}\right)\right\|=\left\|T u_{1}\right\|=\left[\lambda_{\max }\left(W\left(t_{1}\right)\right)\right]^{1 / 2}
$$

Because this holds for all $t_{1} \geq 0$ and $W\left(t_{1}\right)$ approaches $W_{\infty}$ as $t_{1}$ approaches infinity, we obtain $\|M\| \geq\left[\lambda_{\max }\left(W_{\infty}\right)\right]^{1 / 2}$. Since we have also shown that this inequality holds in the other direction, we must have equality, that is, $\|M\|=\left[\lambda_{\max }\left(W_{\infty}\right)\right]^{1 / 2}$.

Consider now the finite dimensional system (16.85) where $A$ is stable. In this setting, $G(t)=C e^{A t} B$ for all $t \geq 0$, and thus, $W_{\infty}$ is a well defined bounded operator on $\mathcal{Y}$. In this case, $W_{\infty}=C Q C^{*}$ where $Q$ is the positive operator on $\mathcal{X}$ defined by

$$
Q=\int_{0}^{\infty} e^{A \sigma} B B^{*} e^{A^{*} \sigma} d \sigma
$$

By consulting Lemma 3.1.2, we see that $W_{\infty}=C Q C^{*}$ where $Q$ is the unique solution to the Lyapunov equation

$$
\begin{equation*}
A Q+Q A^{*}+B B^{*}=0 \tag{16.97}
\end{equation*}
$$

So, if $G$ is the impulse response for a stable system $\{A, B, C, 0\}$, then $\|M\|^{2}=\lambda_{\max }\left(C Q C^{*}\right)$.

Exercise 41 Let $A$ be a stable operator on a finite dimensional space $\mathcal{X}$ and $C$ an operator mapping $\mathcal{X}$ into $\mathcal{Y}$. Let $T$ be the operator mapping $\mathcal{X}$ into $L^{2}([0, \infty), \mathcal{Y})$ defined by

$$
T x=C e^{A t} x \quad(x \in \mathcal{X})
$$

Show that $T^{*} T=P$ where $P$ is the solution to the Lyapunov equation

$$
A^{*} P+P A+C^{*} C=0
$$

Let $\left\{x_{i}\right\}_{1}^{n}$ be the orthogonal eigenvectors corresponding to the nonzero eigenvalues $\sigma_{1}^{2} \geq$ $\sigma_{2}^{2} \geq \cdots \geq \sigma_{n}^{2}>0$ of $P$. Then show that the singular value decomposition of $T$ is given by

$$
T x=\sum_{i=1}^{n} \sigma_{i}\left(x, x_{i}\right) y_{i}(t) \quad(x \in \mathcal{X})
$$

where $\sigma_{i} y_{i}(t)=C e^{A t} x_{i}$ for $i=1, \cdots, n$. Show that $\|T\|^{2}=\lambda_{\max }(P)$.

### 16.9 Notes

The results in Sections 16.2 to 16.5 are classical results in Hilbert space; see AkhiezerGlazman [2], Balakrishnan [8], Conway [30], Gohberg-Goldberg [53], Halmos [59], Luenberger [85], and Taylor-Lay [117]. For a solution to the least square polynomial fit problem based on the Gram matrix see Gohberg-Goldberg [53]. Our approach to the singular value decomposition is standard. For a nice presentation of the singular value decomposition for compact operators see Chapter VI in Gohberg-Goldberg-Kaashoek [54]. The results in the $L^{2}-L^{\infty}$ gain section were taken from Wilson [126] and Zhu-Corless-Skelton [31].
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